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Abstract

This Comment shows how large language models (LLMs) can help courts discern
the "ordinary meaning" of statutory terms. Instead of relying on expert-heavy cor-
pus-linguistic techniques (Gries 2025), the author simulates a human survey with
GPT-40. Demographically realistic Al agents replicate the 2,835 participants in To-
bia's 2020 study on vehicle and yield response distributions with no statistically
significant difference from the human data (Kolmogorov—Smirnov p = 0.915). The
paper addresses concerns about hallucinations, reproducibility, data leakage, and
explainability, and introduces the locked-prompt "Ordinary Meaning Bot," arguing
that LLM-based survey simulation is a practical, accurate alternative to dictionar-
ies, intuition, or complex corpus analysis.
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1. Introduction

To determine the ordinary meaning, key concept in U.S. law, judges can use various methods:
They may rely on their intuition, consult dictionaries, employ corpus-linguistic techniques, or -
more recently - use large language models (LLMs). The usefulness of these methods mainly
depends on two factors: practicality and accuracy. Practicality considers the barriers that must
be overcome before a technique can be used in court. Accuracy assesses how well a method
captures the true ordinary meaning, which is the understanding of an average reader of a dis-
puted term. With these factors in mind, this Comment first reviews the frequency-based corpus
approach proposed by Stefan Gries (2025). It then introduces a new LLM-based technique that
is not only easier to implement, but also produces results more closely aligned with Tobia
(2020), which serves as the relevant gold standard.

2. Corpus-linguistics in practice

A key first step is to clarify what is meant by "corpus linguistics" when assessing the practical-
ity of these methods for determining ordinary meaning. In this context, it is crucial to distin-
guish between two approaches. First, there is the do-it-yourself (DIY) approach, where judges
with no specialized training rely on corpus linguistics tools themselves (Gries, 2025, p. 18).
Second, there are more advanced methods, such as the one proposed by Stefan Gries. What
makes Gries's approach particularly sophisticated is that it goes beyond simple frequency
counts to include complex computational and statistical steps. It uses word-embedding mod-
els to represent concepts as multi-dimensional vectors and calculates a final score for a can-
didate term based on its weighted similarity to a set of semantic features derived from a large
text corpus. This highly technical process requires significant expertise for proper execution.
Naturally, this approach cannot be used directly by judges. However, this is not the author's
intention. In his view, such an analysis should be left to the relevant experts, namely linguists.
Relying on experts, however, presents the well-known practical challenges of dealing with ex-
pert testimony (Robertson, 2010). First, a judge must identify a suitable expert witness. This
often triggers the infamous battle of experts, with each party presenting retained experts who
offer contradictory opinions. Without the necessary technical expertise, the judge faces the
difficult task of evaluating conflicting expert evidence. Additionally, this process involves con-
siderable costs and delays. While this may be acceptable in proceedings before the Supreme
Court, it is a different matter for lower-level cases with less at stake. These hurdles often dis-
courage judges from calling an expert, especially when lower-threshold "alternatives" like
ChatGPT are easily accessible.



3. Predicting human survey responses with LLMs

Now let’s turn to a novel method for leveraging large language models to determine the ordi-
nary meaning.

3.1 Inanutshell

The idea behind this method is straightforward: Human surveys are the best way to understand
how an average person perceives something. So, we use LLMs to replicate these surveys. As
Engel and McAdams (2024) argue, we don't ask the models directly if something is a “vehicle.”
Instead, we view them as tools for gathering evidence about how ordinary people interpret the
term “vehicle”.

To evaluate this approach, we first need a benchmark (ground truth). For the present purpose,
we use a study published in 2020 by Kevin Tobia, which examines the ordinary meaning of
'vehicle' using 25 objects (such as a car, airplane, or skateboard) (Tobia, 2020). Based on re-
sponses from 2.835 participants, recruited via Amazon Mechanical Turk (MTurk), these results
are regarded as “the best extant evidence of ordinary meaning of vehicles in the park” (Engel
& McAdams, 2024, p. 259). Our process instructs GPT-40 to predict human responses and then
compares the resulting distribution with Tobia’s using a Kolmogorov-Smirnov (KS) test. A high
p-value (typically> 0.05) indicates that the test found no statistically significant difference be-
tween the two distributions, meaning the hypothesis that they are indistinguishable cannot be
rejected.

How should the model be prompted? Engel & McAdams showed that a belief prompt framed
on a 7-point Likert scale yields reliable alignment (p = 0.28). Here is a simplified version: “We
asked 2,835 people whether each object below is a vehicle (Yes/No). Please tell us what per-
centage you believe answered ‘Yes'.” Since LLMs are better at processing language than num-
bers, the prompt provides seven verbal ranges from “(almost) none” to “(almost) all.” Each

query is repeated 50 times to smooth out model randomness.

The present approach differs crucially from Engel and McAdams (2024): Rather than asking
GPT for aggregate yes-rates, it seeks to approximate the individual response behavior that
underlies those aggregates. The rationale is straightforward. Tobia’s (2020) mean scores are
merely the distilled essence of thousands of single judgements, each exhibiting non-trivial var-
iance. To get closer to these results, one should start by considering the participants as indi-
vidual influencing factors. The present approach, an LLM-supported study simulation with Al
agents, aims to predict response behavior. The process has three steps:

(i) We identify 10 demographic factors relevant to ordinary-meaning judgments
about "vehicle" (e.g., age, education, gender ratio, vehicle ownership) and estimate
their distributions for the target population (MTurk workers).

(ii) We generate 2,835 Al agents with 10-factor demographic profiles and cluster
demographically similar individuals into subsamples of 25; each subsample is rep-
resented in the prompt by its modal traits. This aggregation into groups of 25 is
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particularly useful given the relative demographic homogeneity of Amazon Me-
chanical Turk (MTurk) samples (Difallah et al., 2018).

(iii) For each subsample and each classification item (“Is X a vehicle?”), GPT-40
predicts the subsample’s 7-point Likert response (one of seven percentage-range
phrases). We repeat predictions across 50 runs (temperature = 0.9, top_p = 1.0)
and include a short hint about typical online-survey variability in participant atten-
tion.

Now, let's review the results. The Kolmogorov-Smirnov test finds no statistically significant
difference between the GPT responses and the gold standard (p = 0.915). As the figure below
demonstrates, the GPT and human responses show close alignment across nearly all items.

Figure 1: Yes-rates (“Is X a vehicle?”): GPT-4o predictions vs. Tobia (2020) human data.
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3.2 Two doubts/concerns regarding the proposed application

However, is this a desirable use case for LLMs? Gries (2025) raises doubts and highlights two
key issues with LLMs: hallucinations and the replication problem. Hallucinations are a serious
problem. They frequently occur when answering legal questions (Dahl et al., 2024; Deroy et al.,
2023; Magesh et al., 2025). In the present context, however, the problem is limited. Just be-
cause LLMs frequently hallucinate when answering legal questions doesn't mean they will do
so here. The opposite is more plausible. A major cause of hallucinations is a lack of knowledge
(Huang et al., 2025, p. 1:7; Engel & Kruse, 202443, p. 1001; 2024b, p. 8). The knowledge an LLM
has in a specific field depends on the number of relevant documents it encountered during



pre-training (Kandpal et al., 2023, p. 1). This being so, it is not surprising that LLMs often hal-
lucinate when answering open-ended legal questions. After all, only a small fraction of the
training data is legal. However, this study is not concerned with applying legal knowledge, but
rather with how the average reader understands a term. The training data contain rich infor-
mation on this topic (Engel & McAdams, 2024, p. 248), and the human understanding of lan-
guage is central to reinforcement learning. As the previous results clearly show, post-training
refinements (Choi, 2025; Lee & Egbert, 2024) have not significantly impaired the ability of GPT
to grasp the ordinary meaning of "vehicle".

Replication is challenging because LLM outputs aren't always consistent, so you might get
different answers each time (Gries, 2025, p. 10). This problem is addressed by querying the
model thousands of times for each item. When we average these results, we obtain a robust,
statistically reliable score. Doing this helps us find the true signal amid the "noise" of individual
LLM responses. Major causes of inconsistency, such as temperature and prompt differences,
are removed with the proposed interface (see below).

Another potential concern is training-data contamination: the LLM may already be familiar with
Tobia’s publicly available study, making our “ground truth” partially embedded in its training
data. Such leakage could happen not only through direct inclusion, but also via secondary dif-
fusion. Although data contamination cannot be entirely dismissed, the current results cannot
be solely attributed to it. Otherwise, Engel and McAdams would have shown a higher level of
alignment, not a lower one. Compared to our method, their inquiry about the aggregated vari-
ables can be more clearly linked to and answered using the published study (since the average
values are included). However, individual responses and specific demographic details remain
unpublished and thus inaccessible.

Finally, the limitations of using proprietary LLMs should not be overlooked. Although we can
identify an alignment, we cannot precisely explain how GPT arrived at this result - the proverbial
"black box" issue. This lack of explainability is problematic, especially since interpreting stat-
utes is an exercise of power, and it raises questions about legitimacy.

3.3 Practicality

But how practical is this approach? Unlike chatbots such as ChatGPT, which allow users to
interact with LLMs without needing prior knowledge, the proposed pipeline requires more ex-
pertise. In its original form, it demands a deep understanding of LLMs and, for APl use, at least
basic coding skills. To make it more accessible, the pipeline was transformed into an interface:
the “ordinary meaning bot”."

This interface offers guided access to LLMs and provides additional advantages in the given
context. The sensitivity of LLMs to prompting and framing effects, along with the influence of
temperature settings or model selection, challenges the consistency of methodology (Gries,
2025). This issue is particularly serious in litigation settings. Litigants could try to manipulate
results by cherry-picking prompts (Choi, 2025, p. 25). The "ordinary meaning bot" helps reduce

1 You can view and try out the interface here: https://johkrus.github.io/The-ordinary-meaning-bot/.
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this risk by preventing users from changing prompts or adjusting parameters like temperature.
This ensures prompts and settings remain fixed, maintaining consistent outcomes and allow-
ing results to be compared across different cases.

4. Outlook

This paper demonstrates that LLMs could serve as a functionally equivalent method to human
surveys in testing ordinary meaning, and could offer a more methodologically sound option
than traditional tools like dictionaries. At least for current, everyday language use.

However, sometimes we encounter meanings that are not well-covered in the training data
because they are too specific or too historical (Gries, 2025). In those cases, we should supple-
ment the LLM with additional knowledge using Retrieval-Augmented Generation (RAG). Be-
sides using specialized corpora (like the Corpus of Historical American English), there is great
potential in combining LLMs with corpus linguistics.

Further research is needed in this area, particularly because hallucinations may occur even in
the context of RAG-based approaches (Gries, 2025, p. 10). Other possible applications of the
current approach should also be explored, such as interpreting contract clauses.

Three key aspects are crucial for future discussions on this matter.

(i) Inevitable adoption. Judges and lawyers already use LLMs in various ways,
some more transparent than others, and they will keep doing so. The LLM genie is
out of the bottle; a return to the pre-ChatGPT world is unrealistic. We must there-
fore face both the opportunities and the limitations of its use.

(i) Strengths and weaknesses. LLMs possess enormous potential and are con-
stantly improving, yet they also have shortcomings. What is required, then, is a re-
flective use that takes these weaknesses into account—something guided inter-
faces can help to achieve.

(iii) Relative yardstick. The value of LLMs in legal interpretation should be assessed
only in light of the existing alternatives. Whether LLMs are perfect is not the point
(they are not); the sole question is whether, in terms of accuracy and usability, they
outperform judicial intuition, dictionaries, or legal corpus-linguistic methods.
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