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Abstract

Social desirability bias (SDB) is a pervasive threat to the validity of survey and experimental

data. Respondents might often misreport sensitive attitudes and behaviors to appear more

socially acceptable. We begin by synthesizing empirical evidence on the prevalence and

magnitude of SDB across various domains, focusing on studies with individual-level bench-

marks. We then critically assess commonly used strategies to mitigate SDB, highlighting

how they can sometimes fail by creating confusion or inadvertently increasing perceived

sensitivity. To help researchers navigate these challenges, we offer practical guidance on

selecting the most suitable tools for different research contexts. Finally, we examine how

SDB can distort treatment effects in experiments and discuss mitigation strategies.
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1 Introduction

Economists increasingly rely on self-reported data to measure outcomes such as income, fi-

nancial decisions, welfare participation, and voting. A common concern with such data is that

respondents might misreport their responses to appear more socially desirable. For instance,

a welfare recipient might deny receiving government assistance, while a non-voter might still

claim to have voted in the last election. This tendency, known as social desirability bias (SDB),

arises when people align their answers with perceived social norms rather than reporting their

true behaviors or views (Tourangeau and Yan, 2007). If left unaddressed, SDB can systematically

distort survey estimates and treatment effects, undermining empirical conclusions. Quantifying

the prevalence of SDB and identifying effective strategies to mitigate it are thus critical objectives

for advancing the validity of survey and experimental research.

This review begins by defining SDB as a systematic bias in self-reports toward socially

desirable answers. We argue that there are three distinct sources that can lead to SDB: (1) material

costs, occurring when respondents fear material consequences from disclosing norm-violating

behavior, such as legal repercussions; (2) social-image concerns, arising when individuals worry

that their answers will lead to negative judgment by others; (3) self-image concerns, emerging

when admitting certain attitudes or behaviors conflicts with a person’s preferred self-image.

These three forces may interact to determine whether and how SDB manifests in a given setting.

We then synthesize empirical evidence on its prevalence across a range of domains. Our

analysis focuses on studies that combine self-reported data with individual-level ground-truth

measures. This criterion serves to restrict the sample to high-quality studies and allows us

to test whether we can observe over- and underreporting patterns suggested by SDB on an

individual level. Our data are consistent with SDB—and not random measurement error—

severely distorting self-reported responses.

To identify where SDB is most prevalent, we compare direct question estimates and valida-

tion data from secondary sources across six domains: criminal behavior, economic outcomes,

educational outcomes, health behaviors, moral behavior and voting. We document that the

influence of SDB is heterogeneous, but can be substantial. In the context of business tax evasion,

social security fraud and cheating, self-reports are more than 50% lower than the actual number

retrieved from secondary sources (Höglinger and Jann, 2018; Markhof et al., 2025; van der

Heijden et al., 2000).
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Having established that SDB is a severe concern across many domains, we then critically

assess commonly used strategies to mitigate SDB. These include list experiments (LEs), ran-

domized response techniques (RRTs), anonymity guarantees, social circle questions, forgiving

outcome framing, vignette experiments, and the use of incentives. We highlight how some

strategies can backfire by creating confusion or inadvertently increasing perceived sensitivity

of the item at hand. In particular, the evidence using individual-level benchmarks reveals that

commonly used mitigation strategies—such as LEs and RRTs—sometimes fail to improve survey

data accuracy. Instead, the complexity of these indirect-question formats can confuse respondents

or unintentionally increase the perceived sensitivity of the topic, undermining their intended

benefits (John et al., 2018; Loewenstein, 1999; Markhof et al., 2025).1

To help researchers navigate these challenges, we offer practical guidance on selecting the

most suitable tools for different research contexts. The effectiveness of any strategy to mitigate

SDB depends critically on understanding the underlying motivations behind respondents’ misre-

porting: material costs, social-image concerns, and self-image concerns. When respondents fear

material costs—such as punishment or institutional backlash in sensitive contexts—researchers

should use those strategies that offer the strongest anonymity protections. Second, when social-

image concerns predominate, privacy-enhancing methods like LEs are particularly effective

by obscuring individual identities. Finally, self-image concerns can potentially be addressed

with techniques such as third—person framing or forgiving outcome framing. Consequently,

effectively addressing SDB requires first identifying the primary motives for misreporting and

then selecting a mitigation strategy accordingly.

While our discussion so far has focused on how SDB distorts estimates of the prevalence

of behaviors such as voting and welfare claims, an important concern for economists is also

whether—and under what circumstances—SDB distorts treatment effects in experiments. Build-

ing on de Quidt et al. (2018), we clarify that this issue arises in experimental settings where

treatments alter the salience and perceptions of what constitutes a socially desirable answer. We

propose a set of best practices designed to mitigate differential SDB while preserving statistical

power.

1The finding that the complexity of these methods may substantially increase confusion is in line with a growing
literature on responses to complexity (Enke and Graeber, 2023).
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Related Literature. This review connects with a vast literature on SDB in psychology, soci-

ology, and political science. Early work by Edwards (1957) and Crowne and Marlowe (1960)

viewed social desirability as a stable individual trait, which can be captured by psychometric

scales—such as the Marlowe-Crowne Social Desirability Scale. Seminal texts on survey method-

ology by Sudman and Bradburn (1974) and Bradburn (1978) subsequently provided evidence

that situational factors, such as question wording, interview mode, and interviewer–respondent

dynamics, systematically shape answers to sensitive questions. The importance of situational

factors has been further explored in more recent work (Blair et al., 2020; Tourangeau and Yan,

2007; Yan, 2021). Building on this previous work, our review focuses on applications and

methods prominent in economics and is, to our knowledge, the first to provide an overview of

misreporting using studies that rely on individual-level ground-truth measures.

We also relate to reviews on the design of surveys and experiments in economics (e.g., Fuster

and Zafar, 2023; Haaland et al., 2023, 2025; Harrison and Swarthout, 2025; Harrison and List,

2004; Stantcheva, 2023) and articles discussing the validity of experimental and survey data

(e.g., Bertrand and Mullainathan, 2001; Levitt and List, 2007). Compared to these reviews, we

provide a more in-depth treatment of SDB and an empirical assessment of the prevalence of SDB

across domains.2

Finally, our work builds on a literature studying gaps in private and public behavior to

identify social image concerns (Bursztyn and Jensen, 2017). This literature typically relies on

experimental manipulations of visibility. Empirical evidence confirms large private-public gaps

across a variety of domains (Ajzenman et al., 2024; Braghieri, 2024; Bursztyn et al., 2020b,

2023b; DellaVigna et al., 2017).3 Our review focuses on distortions from SDB arising even in

settings that are plausibly anonymous, such as online surveys.

This review proceeds as follows. Section 2 provides a simple definition of SDB and discusses

different motives underlying misreporting. Section 3 synthesizes empirical evidence on the

prevalence and magnitude of SDB using ground-truth benchmarks. Section 4 assesses mitigation

strategies and discusses evidence on their effectiveness. Section 5 makes recommendations for

matching different mitigation strategies to the research context. Section 6 explains how SDB can

2Our review also relates to work studying experimenter demand effects, which occur when respondents infer
the researcher’s expectations and adjust their answers accordingly (e.g., de Quidt et al., 2018, 2025). Perceived
experimenter expectations may diverge from what is considered the socially desirable response.

3Responses given in public conditions can be interpreted as an upper bound for socially desirable responding.
Private responses, however, may still lie well above a lower bound—particularly when self-image concerns are at
play.
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bias treatment effects and reviews strategies for mitigation. Section 7 concludes.

2 Conceptualizing Social Desirability Bias

2.1 Definition

SDB is the systematic gap between a respondent i’s latent or “true” attitude y∗i and the answer

yi they give when they expect that answer to be evaluated against a perceived social norm Ni

(Paulhus, 1984; Tourangeau and Yan, 2007). Here, we define Ni as a first–order normative

expectation: the response that the respondent believes a typical or relevant member of her

reference group thinks one should give in the same situation (cf. Bicchieri, 2006). Formally, Ni

is the respondent’s subjective estimate of the modal “ought” response. Respondents trade off

the cost of violating Ni against the disutility of misreporting. When Ni ̸= y∗i , this trade-off may

produce a directional bias.

2.2 Why Do People Respond in Socially Desirable Ways?

We distinguish three distinct sources of SDB which we discuss in detail below.

Material Costs. One source of SDB arises when respondents perceive tangible costs to

disclosing norm-deviating attitudes or behaviors (Blair et al., 2020). When revealing a behavior

could expose a respondent to legal, financial, or other tangible consequences, they have a strong

incentive to misreport or conceal the truth. For instance, admitting to drug use or benefit fraud

might carry legal repercussions or lead to a loss of welfare eligibility. Similarly, disclosing

past criminal activity, workplace misconduct, or politically sensitive views could jeopardize

employment prospects. In some cases, respondents may fear that revealing unauthorized work

or visa violations could endanger their immigration status. Respondents may also tailor their

responses to increase their chances of receiving future benefits or maintaining relationships with

the researchers.

Material costs become more relevant the higher the chances that survey responses are not fully

anonymous. While surveys are increasingly conducted using online labor markets, even survey

takers who only provide their researchers with a seemingly anonymous ID might still not trust

that their anonymity is fully protected. For instance, Lease et al. (2013) show that the seemingly
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anonymous worker ID on the platform Amazon Mechanical Turk was, in fact, not anonymous

and could reveal personally identifying information. While platforms such as Prolific claim that

the IDs that uniquely identify workers are truly anonymous, workers on the platform might still

worry that a security breach could expose their identities. Furthermore, by providing researchers

with rich demographic data, they could potentially identify themselves. Sweeney (2000) shows

that only three demographic variables (5-digit ZIP, gender, date of birth) can uniquely identify

87% of the US population, which could render this a rational fear, especially in light of the

widespread sharing of research data in public research repositories (which typically include the

demographic data). Thus, it might seem prudent for respondents not to reveal sensitive or illegal

behaviors in surveys.

Social Image Concerns. Respondents may distort survey answers due to social image concerns

when anonymity is uncertain, as perceived reputational risks incentivize them to align responses

with social norms (e.g., Bursztyn and Jensen, 2017; Cortés et al., 2024; Kuran, 1998). Concerns

about social stigma or judgment may motivate respondents to underreport potentially stigmatized

behaviors (Bursztyn et al., 2023b) and exaggerate virtuous traits (Ewers and Zimmermann,

2015).

Self-Image Concerns. Even if respondents are certain that their responses are anonymous,

self-image concerns may significantly drive socially desirable responses (e.g., Bénabou and

Tirole, 2002, 2016; Henkel et al., 2024). For example, individuals may experience discomfort

admitting outcomes, behaviors, or attitudes that conflict with their preferred self-image (e.g.,

Bénabou and Tirole, 2002). To maintain a positive self-image, respondents may engage in

various forms of motivated reasoning and cognition, such as holding self-serving beliefs about

others (e.g., Di Tella et al., 2015) and selectively attending to information during belief updating

(e.g., Jiao, 2020) or retrieval (e.g., Zimmermann, 2020).

3 Severity of SDB Across Domains

In this section, we examine misreporting patterns to determine whether and to what extent SDB

distorts estimates based on self-reports. We first show strong evidence that SDB is an important

source of errors in self-reports (Subsection 3.1). Then, we present data on SDB’s influence
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across a wide variety of domains (Subsection 3.2).

Our analyses draw on studies that compare multiple elicitation techniques, including the

direct question format, and verify results using individual-level ground-truth measures. We

make individual-level validation a core requirement for two reasons. First, studies that compare

survey estimates only to aggregate benchmarks can be misleading, especially if the survey

population systematically deviates from the population of interest. Second, without individual-

level benchmarks there is an identification problem: in that case the researcher cannot disentangle

false positives from true positives and false negatives from true negatives. Only individual-level

validation data reveals the fraction of respondents that actually engaged in socially undesirable

behaviors that misreported it. We summarize all studies that meet our inclusion criteria in

Appendix Table A1.4

3.1 Does SDB Decrease Accuracy of Self-Reports?

To present evidence that SDB systematically distorts survey responses, we now compare false

positive rates (FPRs) and false negative rates (FNRs) across a subset of studies which report

these statistics.

The FPR is calculated over the subset of respondents who have truly not performed the

behavior of interest; it is defined as the share of these individuals who self-report having

performed the behavior. For instance if the behavior is tax evasion, the FPR is the share of

respondents who report tax evasion among all honest taxpayers. In turn, the FNR is calculated

over the subset of respondents where external records show they performed a behavior; it equals

the share of these respondents who deny the behavior. In the tax-evasion example, the FNR is

the share of people who report being a compliant tax payer among all true tax evaders.5

The presence of SDB implies systematic differences between these two rates: If a behavior

is socially undesirable, people who have performed it are prone to deny (leading to a high

FNR)—many tax-evaders do not report evading taxes. Conversely, non-performers seldom

misreport (leading to a low FPR)—few compliant taxpayers report having evaded taxes.

Figure 1 presents our data, which is very consistent with SDB causing a majority of response

4To increase coverage of topics for this section, we compile a list of additional high-quality studies comparing
direct question estimates and individual-level ground-truth data from secondary sources. These studies are listed in
Appendix Table A2.

5See Appendix Section D for more detailed explanation of FPRs and FNRs.
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errors.6

Cheating in Online Experiment 2 (Prediction Game); Höglinger and Jann (2018)

Business Tax Evasion in Uganda; Markhof et al. (2025)

Current Smoker (Female Soldiers Sample); Chan et al. (2023)

Cheating in Online Experiment 1 (Roll-a-six Game); Höglinger and Jann (2018)

Smoking During Pregnancy; Kvalvik et al. (2012)

a. Socially Undesirable Behaviors

False Positive Rate

False Negative Rate

0.0 0.2 0.4 0.6 0.8

False Positive/Negative Rate

Covid Vaccinated; Archambault et al. (2023)

Completion of Tertiary Education; Kleven and Ringdal (2020)

Voting in Norway General Election 1969-2021; Kleven (2022)

Voting UK Election 2017; Kuhn and Viyan (2022)

Voting New Zealand Election 2017; Kuhn and Viyan (2022)

Return Erroneously Received Money; Alem et al. (2018)

b. Socially Desirable Behaviors

Figure 1: False-negative and false-positive rates by desirability of the behavior from direct-
question self-reports. For the underlying data, see Appendix Table A3.

For socially undesirable behaviors, FNRs are several orders of magnitude larger than FPRs;

this dynamic reverses for socially desirable behaviors. And in certain domains, error magnitudes

are so large that estimates become completely unreliable. For tax evasion, the false negative rate

is 85%, meaning that on average 85 out of 100 tax-evaders remain undetected from self-reports

(Markhof et al., 2025).

3.2 Which Topics are Prone to SDB?

Having established that SDB can be a source of severe bias, we now turn to creating an atlas

that maps its influence across diverse behavioral domains. We display the prevalence of a given

6 We choose to use FPRs and FNRs for this exercise as this is the most consistent way to compare our studies.
However, the FPR and and FNR are not available for many studies for several reasons. First, some studies focus on
a sample where all subjects have engaged in the behavior, e.g. all subjects are convicts, meaning by definition there
cannot be false positives. Second, FPRs and FNRs are only defined for binary outcomes. Third, some studies have a
different focus, and simply do not report both measures.
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behavior estimated using direct survey questions divided by the ground-truth prevalence in

Figure 2. The figure reports the ratio across six domains: criminal behavior, economic outcomes,

educational outcomes, health behaviors, moral behavior, and voting. Values lower than one are

indicative of underreporting, while values higher than one indicate overreporting.

Taken together, this way of presenting the data strongly suggests an influence of SDB as well:

Respondents systematically underreport behaviors viewed as undesirable and overreport those

viewed as desirable. We now discuss every domain in detail.

Criminal Behavior In this domain, underreporting is substantial and the accuracy of direct

question estimates is low. This may reflect that these topics likely activate all three channels

motivating strategic misreporting as discussed in Section 2. Respondents face not only potential

material consequences (e.g., legal or financial penalties if tax evasion becomes public), but

also heightened self-image and social-image concerns, given the strong stigma associated with

criminal activity.

Economic Outcomes Outcomes in the economics domain are subject to systematic misreport-

ing to varying degrees. On average, SDB is comparable in severity to other domains, such as

moral behavior and voting. Substantial underreporting is documented for bankruptcy (Locander

et al., 1976), whereas underreporting related to unemployment insurance applications appears

more moderate (Dutz et al., 2021; Kirchner, 2015).

Education In the domain of education, respondents underreport having ever failed a class but

overreport having completed some form of tertiary education (Kleven, 2022; Lamb and Stem,

1978). However, error magnitudes for these outcomes are quite small and accuracy of the direct

question estimates is comparatively high.

Moral Behavior Survey items touching on honesty of respondents are very prone to SDB as

honesty is an important virtue in almost all societies (Cohn et al., 2019). Both John et al. (2018)

and Höglinger and Jann (2018) conduct experiments where subjects can cheat and then ask

them to self-report whether they actually cheated. Both document large discrepancies between

reported and actual cheating in some of their settings.
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← Underreporting Overreporting →Social Security Fraud (Computer Interview); van der Heijden et al. (2000)

Business Tax Evasion in Uganda; Markhof et al. (2025)

Social Security Fraud (Face to Face Interview); van der Heijden et al. (2000)

Drunk Driving in Past Year; Locander et al. (1976)

Number of Previous Arrests; Tracy and Fox (1981)

Prior Conviction in Sample of Actual Convicts; Wolter and Preisendörfer (2013)

a. Criminal Behavior

Bankruptcy in Past Year; Locander et al. (1976)

Receipt of Unemployment Benefits Among Unemployed; Kirchner (2015)

Applied for Unemployment Insurance (No Incentive Survey); Dutz et al. (2021)

b. Economic Outcomes

Whether Student Ever Failed a Class; Lamb and Stem (1978)

Completion of Tertiary Education; Kleven and Ringdal (2020)

c. Education

Current Smoker (Female Soldiers Sample); Chan et al. (2023)

Smoking During Pregnancy; Kvalvik et al. (2012)

Covid Vaccinated; Archambault et al. (2023)

Minutes of Physical Activity; Colley et al. (2018)

d. Health Behaviors

Cheating in Online Experiment 2 (Prediction Game); Höglinger and Jann (2018)

Cheating When Self-Grading a Test; John et al. (2018)

Lying about Current Location (Study 3); John et al. (2018)

Cheating in Online Experiment 1 (Roll-a-six Game); Höglinger and Jann (2018)

Donation to Charity (Median); Bekkers and Wiepking (2011)

Return Erroneously Received Money; Alem et al. (2018)

e. Moral Behavior

0.0 0.5 1.0 1.5 2.0

Estimate Divided by Actual from Secondary Sources

Non-Voting New Zealand Election 2017; Kuhn and Viyan (2022)

Non-Voting UK Election 2017; Kuhn and Viyan (2022)

Non-Voting in Norway General Election 1969-2021; Kleven (2022)

f. Voting

Figure 2: Estimates of the prevalence derived from the direct question self-reports divided by
actual prevalence obtained from secondary sources.
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Health Behaviors Substantial biases emerge prominently in health-related behaviors, including

pronounced underreporting of physical inactivity (Colley et al., 2018), smoking during pregnancy

(Kvalvik et al., 2012), and current smoking status (Chan et al., 2023). These patterns likely

reflect intense social pressures around responsible health behaviors and personal accountability.

Voting Finally, several studies show that SDB distorts self-reported voting estimates. In

democratic societies, voting is widely regarded as a civic duty (DellaVigna et al., 2017), which

means both self-image and social-image concerns are present when individuals respond to

questions about their voting behavior. Supporting this interpretation, Karp and Brockington

(2005) show that misreporting is systematically related to the salience of the social norm to

vote. Kleven (2022) exploits five decades of Norwegian election surveys individually linked to

administrative turnout records and shows a 96% agreement between survey answers and register

data—higher than in most comparable studies. Consistent with SDB, he finds that overreporting

is far more common than underreporting. Furthermore, while the survey-registry agreement is

relatively high overall, it is considerably lower for certain subgroups, such as younger respondents

with low education. In an experiment during the 2019 local-election, Kleven and Bergseteren

(2023) randomly assigned respondents to phone or web interviews. Consistent with heightened

social pressure in more personal interactions, they observe significantly higher overreporting in

the phone condition (4.2%) than in the web condition (2.8%), while underreporting stayed at

0.3% in both modes.

To conclude this section, there is evidence for SDB in a series of other domains for which

no individual-level benchmarks are available, including sexual behavior (Björkman Nyqvist et

al., 2018), racial or xenophobic attitudes (Hainmueller and Hangartner, 2013; Kuklinski et al.,

1997), and corruption (Kraay and Murrell, 2016).

4 Mitigating Social Desirability Bias

While the previous section measures the extent of SDB across domains, this section turns to

techniques explicitly designed to mitigate SDB. The approaches covered include list experiments,

randomized response techniques, explicit anonymity guarantees, social circle questions, forgiving

outcome framing, vignette experiments, and monetary incentives.
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4.1 List Experiments

The list experiment (LE), also known as the item count technique, estimates the prevalence of

a sensitive outcome by indirectly inferring its presence. The LE is widely used in economics

research to measure preferences and behaviors that are subject to SDB (e.g., Bursztyn et al.,

2020a; Chen and Yang, 2019; List, 2025).7

Procedures Respondents are randomly assigned to a control group, which receives a list of

non-sensitive items, or a treatment group, which sees the same list with an additional sensitive

item (Miller, 1984).

The intuition becomes clear in an example. Suppose the control group is given a list of three

items—liking coffee, owning a pet, and having traveled abroad—while the treatment group sees

the same three items plus a fourth: having used illicit drugs. If the average number of items

endorsed in the control group is 1.8 and in the treatment group is 2.3, then the difference, 0.5,

estimates the share of respondents who have used illicit drugs.

The logic behind this method is that it removes the direct link between an individual’s

response and the sensitive item. If someone reports endorsing three items, there is no way to

know whether that includes the sensitive item or not for that specific individual. In other words,

individuals have plausible deniability, which should reduce material concerns and social-image

concerns.

Double LEs extend traditional LEs by giving each respondent two separate lists, each

containing several non-sensitive items, with the sensitive item randomly placed on one of the

lists (Glynn, 2013). This design exploits both within-subject and between-subject variation to

enhance statistical efficiency and reduce standard errors compared to standard single LEs.

Assumptions Two assumptions must hold for the LEs to yield unbiased estimates. First, adding

the sensitive item must not change how respondents answer the non-sensitive items (Coffman et

al., 2017). Second, respondents must report the total count truthfully (including the sensitive item

only if it applies). If respondents withhold or mistakenly add the sensitive item (e.g., because of

the increased complexity of the elicitation), the method will fail to uncover the true prevalence

of the sensitive item.
7For a primer on the statistical analysis of LEs, see Blair and Imai (2012)

11



Best Practices The design of LEs should try to minimize participant confusion to ensure

reliable responses. Keeping lists short (3–5 items) reduces cognitive burden and miscounting

errors, while control items should be neutral and contextually similar to the sensitive item to

avoid distortion. Clear, simple instructions with a practice example improve comprehension.

Pilot testing helps refine wording and detect misunderstandings. Using negatively correlated

statements reduces full-agreement patterns that compromise anonymity (Coffman et al., 2017)

and item order should be randomized to prevent biases.

To enhance accuracy, non-sensitive items should have low response variance (Coffman et al.,

2017). When comprehension is a concern, consistency tests—asking respondents two lists with

the same sensitive item but different controls—help assess compliance (Chuang et al., 2021).

However, this approach comes at the potential cost of increasing the salience of the sensitive

item.

Potential Pitfalls and Limitations There are four potentially important limitations with this

method. First, because the LE does not hide answers from the respondents themselves, the

method will not reduce sensitivity biases arising from self-image concerns. Second, a potential

limitation with interventions that saliently provide anonymity, like the list method, is that it might

actually increase the salience of the sensitivity of the question (Loewenstein, 1999). This could

result in underreporting of the sensitive item even within the list format. Third, participants may

also struggle with the format of the list method, miscounting items or failing to understand the

task, which introduces noise. Fourth, LE estimators have a larger variance than direct questions,

requiring large sample sizes.

Evidence on Effectiveness Several studies in the social sciences have compared LEs to direct

questioning and find that LEs tend to produce higher estimates of sensitive behaviors compared

to direct questioning on average (Blair et al., 2020; Ehler et al., 2021; Li and Van den Noortgate,

2022). However, these studies do not rely on individual level ground-truth benchmarks and

hence cannot provide insights whether the increases in prevalence are driven by increases in true

positives (i.e. individuals engaging in socially undesirable behaviors admitting to it) or false

positives (i.e. individuals not engaging in socially undesirable behaviors wrongly admitting to

it).

To our knowledge, only two studies compare LE estimates to individual-level ground-truth
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benchmarks, and both highlight potential limitations of the method. Markhof et al. (2025)

examine tax evasion among Ugandan firms and find that the list method significantly reduces

estimation accuracy. Specifically, they report a false positive rate of approximately 18%—com-

pared to just 5% when using direct questions.8 The authors attribute this discrepancy to the

complexity of the list task and respondent misunderstanding. Similarly, in the context of voter

turnout, Kuhn and Vivyan (2022) find that the list method produces significantly less accurate

estimates than direct questioning. They provide evidence that this is driven by respondents

providing a reasonable number without fully engaging with the task.

4.2 Randomized Response Technique (RRT)

Unlike the LE, which masks individual responses through aggregation, the RRT offers more

privacy through randomization.

Procedure Pioneered by Warner (1965), the RRT introduces a probabilistic element to re-

sponses. Instead of directly answering a sensitive question, respondents follow a randomization

procedure—such as flipping a coin in private—to determine whether they answer truthfully

or provide a predetermined response. Since the researcher does not know which question is

answered, plausible deniability is preserved, reducing material and social-image concerns.

For example, to measure illicit drug use, respondents are instructed to flip a coin: if heads,

they answer “Have you ever used illegal drugs?”; if tails, respondents are instructed to simply

say “yes”. If 20 out of 100 respondents answer “no”, then the estimate for illicit drug use is
30
50 = 60%, because half of the sample were forced to say “yes” from the tails outcome.

A different version of the RRT is the crosswise method (Yu et al., 2008), which increases

statistical power compared to the standard RRT. Here, respondents never directly answer the sen-

sitive question; instead, they indicate whether their answers to two separate yes/no questions (one

sensitive, one non-sensitive) are identical or different. However, compared to the standard RRT,

the crosswise technique requires respondents to understand slightly more complex instructions,

which could pose comprehension challenges.

8The false positive rate is defined here as the number of firms falsely reporting tax evasion divided by all firms
reporting tax evasion. See Appendix Table A3 and Appendix Section D.
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Assumptions The RRT assumes that respondents faithfully follow the randomization protocol,

and that respondents comply to answering truthfully. Also, the randomization outcome must

be independent of respondents’ true responses. If participants can anticipate or influence the

outcome, privacy is compromised.

Potential Pitfalls and Limitations The RRT is subject to similar pitfalls and limitations as

the LE. It cannot resolve biases arising from self-image concerns, involves a rather complex

elicitation procedure and very saliently provides anonymity—which can ring alarm bells in

subjects (John et al., 2018). Coutts and Jann (2011) suggests that respondent trust issues are

even more pronounced for the RRT than for LEs: In their experiments, subjects report low levels

of trust that the RRT provides complete anonymity (below 23% in all RRT conditions), while

at the same time reporting they had completely understood the instructions (above 79% in all

RRT conditions). As with the LE, an implementation of the RRT requires relatively large sample

sizes.

Best Practices Practice rounds help minimize confusion, allowing respondents to get familiar

with the randomization before answering the items of interest (Rosenfeld et al., 2016). Without

this, misinterpretations can introduce systematic bias. Trust is just as important—if respondents

suspect their true answer might still be inferred, they may default to socially desirable responses,

undermining the method’s purpose. Reinforcing anonymity is essential to securing compliance—

especially in light of the results from Coutts and Jann (2011). For a more in-depth coverage of

best practices in implementation, we refer to Blair et al. (2015).

Evidence on Effectiveness A meta-analysis by Lensvelt-Mulders et al. (2005) find that RRT

on average increases the reported prevalence of stigmatized behaviors by 11 percentage points.

Rosenfeld et al. (2016) shows that the RRT increases the estimated prevalence of sensitive

behaviors compared to both direct questioning and the list method. Boudreau et al. (2023)

document higher reporting of harassment using the RRT compared to a direct question. Yet,

these studies do not rely on individual-level ground-truth measures. As for the LE, this means that

increases in estimates of prevalence could be driven by false positives, e.g. from non-strategic

reporting due to confusion.

To provide more conclusive evidence on the effectiveness of the RRT, we focus on studies with
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individual-level benchmarks. Figure 3 plots the ratio of RRT-based estimate of the prevalence of

a behavior and the actual prevalence. The figure highlights substantial variability in the ratio of

the RRT-based estimate and the actual prevalence. This evidence suggests that the RRT performs

poorly in many settings.

−1.0 −0.5 0.0 0.5 1.0 1.5 2.0 2.5

Estimated Divided By Actual Prevalence

Lying about Current Location (Study 3); John et al. (2018)

Cheating in Online Experiment 1 (Roll-a-six Game); Höglinger and Jann (2018)

Cheating in Online Experiment 2 (Prediction Game); Höglinger and Jann (2018)

Cheating When Self-Grading a Test; John et al. (2018)

Cheating in Online Experiment 2 (Prediction Game); Höglinger and Jann (2018)

Social Security Fraud; van der Heijden et al. (2000)

Social Security Fraud; van der Heijden et al. (2000)

Number of Previous Arrests; Tracy and Fox (1981)

Cheating in Online Experiment 2 (Prediction Game); Höglinger and Jann (2018)

Prior Conviction in Sample of Actual Convicts; Wolter and Preisendörfer (2013)

Drunk Driving in Past Year; Locander et al. (1976)

Business Tax Evasion in Uganda; Markhof et al. (2025)

Receipt of Unemployment Benefits Among Unemployed; Kirchner (2015)

Cheating in Online Experiment 1 (Roll-a-six Game); Höglinger and Jann (2018)

Bancruptcy in Past Year; Locander et al. (1976)

Whether Student Ever Failed a Class; Lamb and Stem (1978)

Cheating in Online Experiment 1 (Roll-a-six Game); Höglinger and Jann (2018)

Figure 3: Ratio of RRT-estimates and actual prevalence based on studies with individual-level
benchmarks. In case the same reference appears multiple times, the paper reports results from
various variations of the RRT. The RRT can provide non-sensical, negative estimates if people
who have to answer the non-sensitive question give the wrong answer (e.g. if the RRT instructs
the “control group” to answer “yes” if they are born in January/February and people who are
born in these months answer “no”).

Two main explanations have been proposed for this limited performance—both of which may

also apply to other indirect questioning methods, such as LEs. First, John et al. (2018) provide

compelling evidence that the RRT increases the perceived sensitivity of the question. This

heightened salience may prompt respondents to become more protective of their information,

resulting in systematic underreporting. Second, another series of papers highlights that the

complexity of the RRT introduces non-classical measurement error, which could bias the estimate

in either way (e.g. Höglinger and Diekmann 2017; Markhof et al. 2025).9

9Non-compliance with instructions among surveyed individuals appears prevalent and not easy to characterize
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4.3 Anonymity Guarantees

Anonymity guarantees are a common method to reduce SDB by reassuring respondents that their

answers are not traceable, aiming to reduce material and social-image concerns.

Procedure Common practices include administering surveys in self-paced, online formats that

do not collect identifying information, and clearly communicating that responses will remain

confidential.

Assumptions and Potential Pitfalls For anonymity guarantees to reduce SDB respondents

must trust these guarantess. However, using such guarantees has potential pitfalls that may

attenuate their intended effects. In lab and field experiments, ensuring full anonymity may reduce

engagement or alter behavior in unintended ways. For example, in dictator games, removing

social pressure may not only reduce giving but also encourage random or unusual decision-

making (Hoffman et al., 1996). Excessive emphasis on anonymity might signal that a question is

particularly sensitive, potentially increasing item non-response or generating defensive answers

(Loewenstein, 1999). It might also lead to less truthful reporting by priming respondents to worry

that their answers are not truly anonymous. Indeed, one way to think of anonymity guarantees is

to view them as “cheap talk” (Farrell and Rabin, 1996).

Best Practices Effectively reducing SDB through anonymity guarantees requires careful

implementation. Avoiding emphasis on anonymity that respondents might interpret as signaling

question sensitivity can further mitigate defensive answering. Attention checks and pre-tests can

assess whether anonymity mechanisms function as intended. Additionally, online surveys appear

less prone to SDB than in-person or telephone-administered surveys (Holbrook and Krosnick,

2010; Kleven and Bergseteren, 2023; Reisinger, 2022).

Evidence on Effectiveness Evidence on how privacy affects survey outcomes remains limited.

Respondents appear more willing to admit to behaviors such as drug use or tax evasion when

assured anonymity (Tourangeau and Yan, 2007). Barmettler et al. (2012) investigate the effect of

experimenter-subject anonymity on decisions in dictator, ultimatum and trust games. They find

no significant effect of their anonymity manipulations.

(Chuang et al., 2021). See also Appendix Table A3 for evidence on false positives and negatives.
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4.4 Social-Circle and Third-Person Questions

Social-circle and third-person questions aim to reduce SDB by changing the target of evaluation,

allowing researchers to infer an individual’s attitude or behavior from that individual’s perceptions

about others (Haire, 1950; Ling and Imas, 2025).

Procedure. These question formats have been applied in different ways. For example, Galesic

et al. (2018) ask respondents to report on the voting intentions of their social circle rather than

their own, and find that such aggregate perceptions yield more accurate predictions of election

outcomes. Another approach involves systematically varying the reference group—for instance,

asking about the prevalence of a sensitive behavior among in-group versus out-group members.

This variation helps identify whether SDB is present, as respondents may be more susceptible

to self-image and social-image concerns when considering close social circles (Chakravarty et

al., 2022). Bursztyn et al. (2020a) and Bursztyn et al. (2023a) employ a related method. Some

participants are asked about the extent to which they believe that others “would say that they

agree” with a policy, while other participants are asked about the extent to which they believed

that others “would truly agree” with the given policy. They document muted differences in the

answer distributions, from which they infer a limited importance of SDB in their settings.

Assumptions and Potential Pitfalls Because these approaches rely on beliefs about oth-

ers—i.e., higher-order beliefs—they place greater cognitive demands on respondents than direct

self-reports. Social circle questions work well when social networks are relatively homogeneous

and the social circle is well defined and familiar to the survey respondent. When respondents

draw from heterogeneous or poorly defined social circles, the resulting data can suffer from

substantial noise and measurement error. Additionally, empirical research documents pluralistic

ignorance in some contexts—systematic misperceptions about the behaviors or attitudes of peers,

which further limits the reliability of social circle questions in these settings (e.g., Bursztyn et al.,

2020a).

Best Practices When implementing social-circle questions, researchers should carefully define

the reference group to ensure clarity and consistency in interpretation. Ambiguity about whether

“peers” refers to friends, coworkers, neighbors, or a broader social category can introduce noise

and reduce the validity of the measure. To improve comparability, it is useful to explicitly specify
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the group (e.g., “your close friends” or “people your age in your community”) and keep this

consistent across treatments. The framing of the question should also be neutral and avoid

priming respondents toward particular norms. Finally, assessing the plausibility of projection in

the specific context—e.g., by measuring perceived similarity with peers—can help researchers

gauge the reliability of inferences drawn from these responses.

Evidence on Effectiveness Evidence on effectiveness is rather scarce and does not allow for a

clear evaluation of the method’s effectiveness. (Fisher, 1993) show that the method often reveals

higher prevalence of sensitive. Galesic et al. (2018) provide encouraging evidence in the context

of estimating election results, and Bursztyn et al. (2020a) and Bursztyn et al. (2023a) use their

method to argue that SDB is not present in their settings.

4.5 Forgiving Outcome Framing

Forgiving outcome framing offers a pragmatic, low-cost way to curb SDB when self-reports

are unavoidable. The core idea is to embed questions in a brief normalizing narrative which

signals that a broad range of behaviors is common and acceptable. For example, instead of asking

respondents whether they always comply with public-health guidelines, researchers might preface

the question with: “People vary in how closely they follow public-health recommendations,”

before requesting a concrete frequency report for the past week. By explicitly acknowledging

behavioral heterogeneity up front, the wording reduces normative pressure and makes deviations

from the ideal less stigmatizing. Alternatively, socially undesirable behavior may be justified,

for instance by attributing it to external factors.

Procedure Several strategies can be employed to make language more forgiving. First, re-

searchers can introduce a brief normalizing statement acknowledging natural variation in the

target behavior. Second, they can attribute socially undesirable responses to neutral external fac-

tors—such as workplace culture or limited time—to mitigate moral judgment. Finally, presenting

a balanced response scale (e.g., “never,” “rarely,” “sometimes,” “often,”, “always”) ensures that

less desirable answers do not stand out as exceptional.
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Assumptions and Pitfalls The approach rests on the assumption that respondents are more

candid when a question protects their self-esteem by easing concerns about external judgment.

Yet, forgiving wording can backfire. A preamble that is too explicit or morally charged may

increase respondents’ awareness of the sensitive nature of the item and thus emphasize rather

than diminish bias (de Quidt et al., 2018). Finally, by signaling that shortcomings are widespread,

forgiving outcome framing in itself could induce a demand effect (de Quidt et al., 2018).

Best Practices Several design principles can mitigate these risks. The preamble should

be brief—preferably fewer than twenty-five words—to avoid spotlighting the sensitive issue.

Moralistic adjectives such as “responsible” or “good” are best omitted in the question so that the

SDB-reducing effect of the introduction is not offset by value-laden language.

Evidence on Effectiveness Empirical evidence on the efficacy of this technique is mixed.

Belli et al. (2006) finds modest improvements in the accuracy of self-reported turnout when

turnout questions have face-saving response options. Examining different question wordings

examining sexual behavior, Catania et al. (1996) presents evidence that “supportive” wording

results in increased reporting of sexual behaviors typically considered socially sensitive or

taboo. Peter and Valkenburg (2011) study a similar context, the use of sexual media content.

While they find no overall effect of a forgiving introduction, they document heterogeneity

with regards to how respondents score on a social desirability scale. Among respondents with

high scores on the scale, a forgiving introduction increases reports of consuming sexual media

content. Studying four sensitive domains in an online survey, Näher and Krumpal (2012) find no

consistent differences between a condition where respondents answer a simple direct question,

and three other conditions where the questions are framed in a forgiving language or embedded in

a more permissive/restrictive context.10 The risks of employing forgiving framing are illustrated

by Kaplan and Yu (2015). They uncover an increase in perceived sensitivity—especially among

interviewers—when vignettes are framed in a forgiving way.

10Näher and Krumpal (2012) consider the domains election participation, cheating on a partner, driving under
influence and use of antidepressants.
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4.6 Vignette Experiments

Experiments with hypothetical vignettes can be a powerful way to mitigate SDB. Because the

object of interest is embedded within a hypothetical scenario, where potentially many variables

are simultaneously randomized, respondents may pay less explicit attention to the sensitive issue,

thereby reducing social desirability concerns compared to direct questioning (Alexander and

Becker, 1978). To illustrate this point, imagine investigating whether there is a “mother penalty”

for prioritizing career over family. You could formulate the following hypothetical vignette:

Marie works as an equity analyst at a large investment bank in Germany. She has two

small children, aged 2 and 4. When her employer asks if she would like to spend 3

months in Singapore to work on an exciting project that could significantly increase

her chances of promotion, she decides to accept the offer, leaving her children in

Germany with their father. How acceptable do you find her decision to leave her

children for 3 months?

By randomizing whether respondents see a mother or a father making this career decision,

researchers can assess whether there is a “mother penalty” without explicitly prompting re-

spondents to compare genders. In contrast, direct questioning might explicitly ask: “Would

you disapprove more if a mother prioritized her career over her small children compared to if

a father did the same?” Here, a combination of self-image and social-image concerns might

make respondents much more likely to claim that they would not disapprove more of mothers

prioritizing their careers.

Chopra et al. (2024) provide a recent example in economics on how vignette experiments

can be a powerful tool to address social desirability concerns. They give rich descriptions of

hypothetical academic studies, including a summary of the study design and the main results, and

examine whether there is a “null result penalty” by varying whether the main result is statistically

significant or not, keeping statistical precision identical across vignettes. They find a significant

null result penalty even among academic editors who might have preferred reporting not to

discriminate against null results if asked directly.

In vignette experiments, it is good practice to randomize multiple attributes of the vignettes.

For instance, in addition to randomizing whether a result is statistically significant or not, Chopra

et al. (2024) randomize whether the studies include an expert prediction of the effect size and
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whether the statistical uncertainty is communicated in terms of p-values or standard errors. This

allows for richer insights into whether the null result penalty depends on whether a result is

considered “surprising” by experts and whether focusing on p-values amplifies the bias. Chopra

et al. (2024) also use a number of “obfuscation treatments” to further mitigate concerns about

experimenter demand effects and SDB. Specifically, they cross-randomize the seniority of the

research team and the ranking of their universities. When including such obfuscation treatments,

it is especially important to submit a pre-analysis plan that clarifies the main comparisons of

interest.

One limitation of vignettes arises from the potentially low interpersonal comparability of

responses given heterogeneous interpretation of response options. To improve interpersonal

comparability, King et al. (2004) develop anchoring vignettes. These vignettes try to correct

for differential interpretation of response categories across individuals by using standardized

hypothetical scenarios.

4.7 Incentives

Incentives are a standard tool in experimental economics, where researchers routinely tie payoffs

to verifiable outcomes to elicit truthful responses and minimize noise. The key idea is that

incentives make misreporting financially costly and thereby increase the truthfulness of responses.

However, this approach is often not feasible in the context of self-reported data, which typically

lack an objective benchmark for correctness (e.g., Harrison and Swarthout, 2025).11 As a result,

many survey-based studies must rely on unincentivized responses, leaving them vulnerable to

various forms of bias (e.g., Harrison, 2006, 2024)—including SDB.

Procedure When belief elicitation involves an objective external benchmark—such as a factual

economic indicator—respondents can be rewarded for stating more accurate beliefs. For discrete

outcomes, this may involve a reward for correct answers; for continuous outcomes, incentives

can be tied to proximity within a specified range (Hossain and Okui, 2013; Schotter and Trevino,

2014). These mechanisms are intuitive, simple to implement, and create clear stakes for truthful

reporting. However, they are only incentive-compatible for eliciting the mode of a respondent’s

11When objective benchmarks are unavailable, as is often the case in belief elicitation, the Bayesian Truth Serum
offers a workaround by aligning incentives for truthful reporting by rewarding answers that are more common than
predicted by others (Prelec, 2004).
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belief distribution (cf. Harrison and Swarthout, 2025).

Assumptions and Pitfalls Using incentives to reduce SDB rests on several assumptions.

First, it assumes respondents understand the incentive mechanism and trust that payouts are

contingent on accuracy rather than socially desirable responses. Second, incentives presume that

respondents are motivated primarily by monetary gains; this may not hold in high-stakes political

or identity-laden contexts where expressive utility might dominate. Hence, while incentives can

be powerful, they are not a universal fix and must be used with careful design and contextual

awareness.

Best Practices Effective use of incentives requires clarity and restraint. Incentive schemes

should be simple and easy to understand, as complex designs can, in some instances, reduce

truthfulness by creating confusion (Danz et al., 2022). Pre-testing mechanisms in the survey

population is essential to catch misunderstandings and ensure the incentives function as intended.

To draw correct conclusions, it is advisable to rely on rich data: By eliciting not only modes

of beliefs but instead assessing full belief distributions, measuring different objects (such as

higher-order beliefs), or including repeated measurement, hidden patterns in the data can be

uncovered (e.g., Harrison and Swarthout, 2025; Harrison et al., 2025, 2017; Hartzmark and

Sussman, 2024). Specifically, confidence in beliefs can be extracted this way (e.g., Harrison and

Swarthout, 2022). In a similar vein, the choice of the underlying event—binary, continuous, or

categorical—poses an important design choice that influences the effectiveness of measurement,

and hence should be chosen carefully.

Evidence on Effectiveness Incentives can help reduce SDB by shifting respondents’ motivation

from self-presentation to accurate reporting. In contexts where beliefs may be motivated or

expressive—such as in politics—accuracy incentives have been shown to reduce partisan bias.

For instance, prediction incentives narrow the partisan gap in beliefs about unemployment (e.g.,

Bullock et al., 2015; Prior et al., 2015). They also modestly reduce political polarization (Peterson

and Iyengar, 2021), though effects are weaker for rumors (Berinsky, 2018) and absent in some

domains, such as COVID-19 beliefs (Allcott et al., 2020). Zimmermann (2020) shows that

incentives strongly decrease the extent of motivated forgetting in the context of image-relevant

information. Overall, while incentives can reduce SDB—particularly for politically motivated
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Method Rationale Procedure Key
Assumptions

Potential Pitfalls Evidence on Effectiveness

List
Experiment

Mask individual
answers in
aggregates

Compare number of
endorsed items in
treatment vs. control
lists

No design
effects; truthful
inclusion of
sensitive item

Miscounting; high
variance; sensitive item
may still draw attention

Yields higher reporting of sensitive
behaviors than direct questions; large
heterogeneity (Gilligan et al., 2024; Li
and Van den Noortgate, 2022); some
evidence for confusion and false
positives (Markhof et al., 2025)

Randomized
Response
Technique

Ensure plausible
deniability

Use private
randomization device
to determine
response

Respondents
follow protocol
and trust privacy

Confusion; strategic
misuse; high variance

Significant scope for bias (John et al.,
2018)

Anonymity
Guarantees

Reduce
perceived
material and
social image
costs

Emphasize privacy;
use self-administered
surveys

Trust in
anonymity
guarantees

May reduce engagement
or raise suspicion

Boosts truthfulness; self-administered
surveys outperform interviews (Kreuter
et al., 2008)

Third-
Person /
Social-Circle

Reduce
self-image
concerns by
shifting
perspective

Ask about peers’
behavior instead of
own

Respondents
project own
attitudes onto
peers

Pluralistic ignorance;
weak correlation in
heterogeneous groups

Often reveals higher prevalence of
sensitive traits (Fisher, 1993)

Forgiving
Outcome
Framing

Use normalizing
language that
reduces stigma

Frame the question in
more forgiving terms

Alters the extent
of perceived
stigma

Could backfire by
making the sensitivity
more salient

Mixed evidence on effectiveness
(Kaplan and Yu, 2015; Näher and
Krumpal, 2012; Peter and Valkenburg,
2011).

Vignette
Experiments

Sensitive issue
less explicit

Formulate
hypothetical scenario
with many
characteristics

Answers to
hypothetical
scenario are
externally valid

Long vignettes lead to
decreased attention;
“hiding” sensitive issue
might not be successful

Limited evidence

Incentives Shift motivation
from
self-presentation
to accuracy

Provide monetary
rewards tied to
accuracy against an
objective benchmark

Respondents
understand and
trust incentives

Risk of strategic
guessing or searching;
limited to beliefs with
objective benchmarks;
misunderstanding
incentives

Effective in reducing partisan bias in
factual beliefs (Bullock et al., 2015;
Prior et al., 2015)

Table 1: Overview of Methods for Detecting or Mitigating Social Desirability Bias (SDB)

beliefs—their effectiveness depends on context, the availability of information, and the nature of

the belief being elicited.

23



5 Matching Design Tools to Context

The effectiveness of any strategy to mitigate SDB depends crucially on understanding the

underlying motivation behind misreporting. While often grouped under a single label, SDB

can arise from three distinct sources: material costs, social-image concerns and self-image

concerns. In addition, a method’s effectiveness hinges on its complexity, that impacts respondent

understanding and potential confusion.

First, consider the case where respondents may fear direct material costs. This case is

particularly relevant in surveys on illegal behavior, politically sensitive attitudes, or stigmatized

health conditions. In these contexts, respondents may worry that their answers could be traced

back to them, even if anonymous, or that participation itself carries risk. Such settings thus

require techniques that most credibly provide anonymity. Traditionally, the RRT is recommended

in such settings as the probabilistic element creates a credible cover for responses. However,

its effectiveness critically hinges on trust and high levels of understanding. Indeed, the RRT

is probably the most complex method used to mitigate SDB and might therefore induce non-

strategic reporting errors causing false positives (Markhof et al., 2025). A less complex alternative

to the RRT which similarly provides a credible cover is the LE, which may be the method of

choice for populations less familiar with probabilistic survey items.

When social-image concerns dominate, respondents are motivated by reputational consid-

erations. They may worry about appearing immoral, prejudiced, irresponsible, or otherwise

norm-violating in the eyes of others, including researchers or enumerators. Just like for material

cost, the most effective methods are privacy enhancing methods. LEs and strong anonymity

guarantees all serve this purpose by providing a cover. These techniques can meaningfully reduce

the perceived social cost of disclosure, but are less complex than RRTs. Yet, LEs are somewhat

more complex than direct question methods.

Self-image concerns arise when individuals feel psychological discomfort in acknowledging

behaviors or attitudes that conflict with their internal moral standards or ideal self-image. Even

in the absence of observers or external judgment, respondents may misreport to maintain a

favorable view of themselves. In such cases, privacy-enhancing methods like LEs and RRT

are ineffective, since they do not necessarily shield the research objective from the respondent.

Instead, other approaches—such as third-person framing or forgiving outcome framing—can

help reduce psychological resistance by distancing the respondent from the sensitive content.
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Incentives are an alternative tool as they raise motivation to answer truthfully despite of the

psychological cost of truthful responding.

Table 2 summarizes the most commonly used tools for mitigating SDB and offers guidance on

when each is most appropriately applied. Ultimately, mitigating SDB requires an understanding

of what the respondent is trying to protect: their self-image, their social image, or their material

well-being. Finally, it is essential to consider the complexity of the method, particularly when

dealing with populations less familiar with probabilistic reasoning, as they might find more

sophisticated techniques, like the RRT, confusing.

Method Best Applied When

Randomized Response Questions involve highly sensitive or legally risky behaviors and respondents
understand complex instructions.

List Experiment Respondents may misreport due to fear of judgment when answering sensitive
questions; researcher wants to avoid too complex instructions (as with RRT).

Anonymity Guarantees Respondents misreport due to social image concerns. Researcher surveys
respondents that struggle with more complex instructions (as in LE and RRT).

Third-Person / Social Circle Respondents may distort self-reports due to self-image concerns; shifting focus
to others allows inference through projection.

Forgiving Outcome Framing Self-image concerns distort responses, but no accuracy incentives are feasible.

Vignette Experiments Educated population which understands hypothetical scenarios so that external
validity is plausible; vignette can be designed such that the sensitive issue is
not too salient.

Incentives Truthful responses are psychologically costly due to self or social image
concerns and credible benchmarks for incentives are available; Respondents
understand complex incentives.

Table 2: Toolkit for Mitigating Social Desirability Bias

6 When Social Desirability Bias Distorts Treatment Effects

In some experiments, the treatment not only affects the outcome of interest but also plausibly

shifts what respondents perceive as the socially desirable answer. For instance, when researchers

provide information suggesting that immigration does not harm labor market outcomes, the

treatment may influence respondents’ stated policy preferences not just by changing their

beliefs, but by altering what they feel they ought to say. In such cases, SDB may differentially

affect responses in the treatment and control groups, distorting the estimated treatment effect.12

12See de Quidt et al. (2018) for a formal discussion of estimating treatment effects in the presence of experimenter
demand effects.
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Research designs that aim to identify the persuasive effect of information must therefore attempt

to isolate—and, where feasible, purge—this reporting channel.

To deal with this issue, we outline a series of best practices for minimizing the impact of

SDB on treatment effect estimation in experimental settings, building on Haaland et al. (2023). It

is important to note that some of the techniques discussed in Section 4—such as LEs—introduce

substantial noise and therefore require very large sample sizes to maintain adequate statistical

power. Therefore, these methods are less suited when estimating treatment effects and are not

covered in this subsequent section. Table 3 provides an overview of different methods that are

specifically tailored towards mitigating distortions of SDB on treatment effects, which we discuss

below.

Table 3: Toolkit for Mitigating Social Desirability Bias in Treatment Effect Estimation

Method Description Use Case Limitations

Natural Field Experi-
ments

Participants are unaware
they are part of an exper-
iment; behavior occurs in
natural contexts.

Useful when outcomes
can be observed pas-
sively.

High cost, difficult to im-
plement, limited to ob-
servable behaviors.

Anonymity Use group-level or
anonymized individual
outcomes (e.g., anonymous
petitions).

Suitable for sensitive top-
ics (e.g., politics, preju-
dice).

Limits ability to link out-
comes to individual char-
acteristics.

Obfuscated Follow-Ups Recontact participants
using independent cover
story to separate outcome
measurement from treat-
ment.

Effective for self-
reported outcomes.

Attrition; some residual
linkage may persist.

Purpose Obfuscation Introduce a cover story to
obscure hypothesis.

Best when treatment con-
tent may potentially re-
veal normative expecta-
tions.

Can dilute treatment in-
tensity or raise ethical
concerns.

Measuring Perceived
Norms

Ask respondents directly
what they believe is so-
cially desirable.

Enables identification of
differential SDB across
treatments.

Self-reports may not cap-
ture true underlying be-
liefs.

Heterogeneity by Norm
Sensitivity

Use psychometric scales to
measure individual differ-
ences in SDB susceptibil-
ity.

Helps identify whether
SDB moderates treat-
ment effects.

Heterogeneity tests are
often hard to interpret.

Natural Field Experiments A powerful tool for mitigating SDB is the use of natural field

experiments, in which participants are unaware that they are part of an experiment and behave

as they would in their everyday lives (Harrison and List, 2004). By embedding experimental

interventions in real-world contexts with naturally occurring behaviors, researchers can often

observe outcomes that are less contaminated by social desirability concerns—both because there
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is no salient experimenter to trigger social image motivations, and because the stakes are typically

higher, increasing the cost of misrepresentation.

Anonymity One solution is to use outcomes only observed at the group level and not at the

individual level. For example, Grigorieff et al. (2020) use anonymous online petitions to measure

private political opinions, where the researcher cannot tell if an individual has signed the petition

or not, but instead only observes the number of people who signed the petition in different

treatment groups respectively.

Obfuscated Follow-Ups Haaland and Roth (2020) propose obfuscated follow-ups as a strategy

to mitigate differential SDB across treatment conditions. These follow-up studies recontact the

original participants but are presented as separate and unrelated, thereby severing the connection

between treatment assignment and outcome measurement. This makes differential SDB between

treatment and control much less likely. For instance, if a respondent feels social pressure to

support higher immigration immediately after being informed that there are no adverse labor

market impacts of immigration, the differential social pressure induced by the treatment should

disappear in a seemingly unrelated study in which the researcher is perceived to be unaware of

the earlier information provision (Haaland and Roth, 2020).

Purpose Obfuscation One way to mitigate the possibility that there is differential desirability

bias across treatment conditions is to obscure the cues that indicate which responses are socially

desirable. For example, Bursztyn et al. (2020b) implement an experimental design that avoids

linking the researchers with any specific political ideology: Participants are informed they

will have the option to donate to a randomly drawn organization—either anti-immigration or

pro-immigration.

Another approach is to introduce a cover story that redirects attention away from the nor-

mative implications of the treatment, making it more likely that social desirability pressures are

similar across conditions. For instance, in an information provision experiment on the share of

the immigrant population, Hopkins et al. (2019) use the following cover story when administering

their treatment: “We are interested in whether you’ve heard about a story that has been in the

news. The story is: . . .” By framing the treatment as a news awareness question rather than

as a corrective message that should shape one’s views, the researchers reduce the risk that the

treatment gives additional cues about which response is socially preferred. More generally, when
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participants are unsure which answers the researcher considers socially desirable, differences in

SDB across treatment arms are less likely to confound results (de Quidt et al., 2018).

Measuring What Is Perceived as Socially Desirable. A direct approach to assessing differen-

tial SDB across treatment groups is to measure it explicitly. One option is to elicit participants’

beliefs about what constitutes socially desirable behavior in the survey using an open-ended

question, ideally at the very end. This sheds light on whether perceptions of what is socially

desirable may vary systematically by treatment. These open-ended data are naturally limited by

their self-reported nature (Haaland et al., 2025) and are subject to SDB themselves. An option

that partly circumvents this issue is to measure several objects related to the social norm of inter-

est, being first-order normative, first-order descriptive, second-order normative, and second-order

descriptive beliefs (Harrison and Swarthout, 2025). This approach allows to evaluate consistency

between incentivized and hypothetical measures (e.g., Harrison, 2006, 2024).

Heterogeneity by Sensitivity to Social Norms. If SDB influences experimental responses, its

effects should be most pronounced among individuals who are both attuned to social expectations

and willing to adjust their behavior accordingly. This can be tested by examining whether

treatment effects vary with individual differences in sensitivity to social norms, measured by

scores on established psychometric scales (Allcott and Taubinsky, 2015; Dhar et al., 2022).

Commonly used measures include the Marlowe–Crowne Social Desirability Scale (Crowne

and Marlowe, 1960), abbreviated versions of this scale (e.g., Nießen et al., 2019), and the Self-

Monitoring Scale (Snyder, 1974). These scales capture different aspects of social conformity

and impression management, ranging from internal dispositions toward self-enhancement to

outward-oriented concerns with social approval. However, as noted by de Quidt et al. (2025),

these heterogeneity tests are often hard to interpret and inconclusive as the traits measured in the

scales may be correlated with underlying preferences, which may be responsible for a different

response to the treatment.

7 Conclusions

SDB remains a pervasive challenge in survey-based and experimental research, systematically

distorting self-reports in ways that obscure true attitudes and behaviors. While decades of

work across disciplines have produced a rich set of tools to detect and mitigate SDB—from

indirect questioning formats like LEs, forgiving outcome framing, anonymity guarantees and
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incentives—no single method universally resolves the issue. Each approach comes with tradeoffs,

often requiring researchers to balance potential reductions in bias against increases in statistical

noise or complexity.

This review highlights several key takeaways. First, the prevalence and magnitude of SDB

vary significantly across domains, shaped by the sensitivity of the topic. Second, many commonly

used strategies to mitigate SDB sometimes fail by creating confusion or inadvertently increasing

perceived sensitivity. Third, SDB can not only affect measurement of levels but can also distort

estimated treatment effects when treatments shift perceived norms.

Going forward, we encourage researchers to approach SDB as a context-dependent distortion

that can often be anticipated and measured. Mitigation strategies should be selected based on the

dominant mechanism behind the bias—whether it stems from self-image, social-image, or fear

of material costs—and matched to the specific goals and constraints of the research design.

A key priority for future research is the development of more large-scale validation studies

that combine individual-level ground-truth data with alternative elicitation techniques. Such

studies would allow researchers to directly compare the accuracy of different methods. Equally

important is understanding how SDB operates in increasingly digital survey environments.

As researchers experiment with video interviews and AI-led qualitative interviews (Chopra

and Haaland, 2023), it remains unclear whether these new modes attenuate or amplify social

desirability pressures.
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A Comparative Validation Studies with Individual Level Benchmarks

Appendix Table A1: Summary of Studies Using Verifiable Individual-Level Benchmarks to Evaluate SDB and Mitigating Techniques

Reference Outcome Sample Size True Prevalence Technique Estimate 95% CI Accuracy

Höglinger and Jann (2018) Cheating in Online Experiment 1 (Roll-a-six Game) 382 4% Direct Question 4% [0.02; 0.06] 98%
1145 6% RRT Variation 1 14% [0.1; 0.18] 86%
780 5% RRT Variation 2 5% [0.02; 0.08] 95%
771 5% RRT Variation 3 –2% [–0.05; 0.01] 97%

Cheating in Online Experiment 2 (Prediction Game)a 387 24% Direct Question 2% [–0.13; 0.17] 79%
1168 27% RRT Variation 1 15% [0.11; 0.19] 73%
760 26% RRT Variation 2 4% [0.01; 0.07] 78%
759 27% RRT Variation 3 1% [–0.03; 0.05] 76%

John et al. (2018) Cheating when Self-Grading a Test 66 61% Direct Question 27% –b -b

132 55% RRT 3% –b –b

Lying about Current Location (Study 3) 151 23%c Direct Question 19% –b –b

605 23%c RRT –26% –b –b

Kirchner (2015) Receipt of Unemployment Benefits Among Unemployed 579 1 Direct Question 87% [0.84; 0.9] 87%
836 RRT 85% [0.81; 0.89] 85%

Kuhn and Vivyan (2022) Non-Voting UK Election 2017 1275 13%c Direct Question 10% [0.08; 0.12] 95%
2554 13%c List Method 14% [0.06; 0.22] 87%

Non-Voting New Zealand Election 2017 1717 6% c Direct Question 4% [0.03; 0.05] 98%
3405 6% c List Method 10% [0.05; 0.15] 91%

Lamb and Stem (1978) Whether Student Ever Failed a Class 63 30% Direct Question 29% [0.18; 0.4] −b

121 35% RRT 36% [0.19; 0.54] –b

Locander et al. (1976) Drunk Driving in Past Year 63 1 Direct Question (Telephone) 54% [0.4; 0.68] 54%
62 RRT 65% [0.37; 0.93] 65%

Bankruptcy in Past Year 60 1 Direct Question (Telephone) 71% [0.56; 0.86] 71%
55 RRT 100% [1; 1] 100%

Markhof et al. (2025) Tax Evasion by Firms in Uganda 1571 43%c Direct Question 9% [0.07; 0.11] 60%
1320 BTSd 10% [0.08; 0.12] 58%
1459 List Method 20% [0.16; 0.24] 59%
1460 RRT 30% [0.24; 0.36] 57%

Tracy and Fox (1981) Number of Previous Arrests 120 1.78 Direct Question 1.02 [0.73; 1.27] -b

410 1.45 RRT 0.77 [0.44; 1.10] -b

van der Heijden et al. (2000) Social Security Fraud 99 1 Direct Question (Face to Face) 25% [0.16; 0.34] 25%
47 Direct Question (Computer) 19% [0.08; 0.3] 19%
96 RRT Variation 1 43% [0.3; 0.56] 43%

105 RRT Variation 2 49% [0.33; 0.65] 49%

Wolter and Preisendörfer (2013) Prior Conviction in Sample of Actual Convicts 219 1 Direct Question 58% [0.51; 0.64] 58%
332 RRT 60% [0.51; 0.69] 60%

Notes: We extracted the percentages from the respective papers, rounding to a whole number. All papers have a sample in which they observe the true outcome at an individual level and can compare this to the individual’s survey
response. 95% CI gives the 95% confidence interval for the estimate.

a In this experiment, the true benchmark is only available on the aggregate; however the setting allows for recovery of individual level validation metrics under very minor assumptions, which is why we include the experiment in our
sample.

b Number not reported in the paper. c The paper only reports the aggregate administrative benchmark over the whole sample. d BTS = Bayesian Truth Serum
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B Direct-Question Studies with Individual-Level Benchmarks

Appendix Table A2: Summary of Direct-Question Studies with Individual-Level Benchmarks

Reference Outcome Sample Size True Value Direct Question Estimate Accuracy

Alem et al. (2018)a Return Erroneously Received Money 156 32% 65% 48 %

Archambault et al. (2023) Covid Vaccinated 1361 67% 69% 96%

Bekkers and Wiepking (2011) Donation to Charity (Median) 105 15C 25C -b

Chan et al. (2023) Current Smoker (Female Soldiers Sample) 114 26% 19% 89%

Colley et al. (2018) Minutes of Physical Activity 2372 23 mins 49 mins -b

Dutz et al. (2021) Applied for Unemployment Insurance (No Incentive Survey) 1700 9%c 8% 98%

Kleven (2022) Non-Voting in Norway General Election 1969-2021 26333 14% 11% 96%

Kleven and Ringdal (2020) Completion of Tertiary Education 5780 37% 43% 91%

Kvalvik et al. (2012) Smoking During Pregnancy 2997 15% 13% 96%

Note: Percentages are rounded to the whole percentage point and decimals to a whole number.
a We use the following procedure to calculate prevalence and accuracy from the replication data: We pool over all experimental conditions. Following one of the main specifications of Alem et al. (2018), we exclude respondents
stating they would “send some money back” in the survey, as this is difficult to compare with revealed behavior in their setup. As in the reported regressions, we use a dummy to assess whether the person actually sent money back,
which is equal to one if at least some amount was sent back and zero if no money at all was returned.
b Accuracy and false positive rate is not strictly defined for non-binary outcomes.
c The paper only provides the true prevalence for the entire sample (not for the subsample of people in the no incentive survey); we thus report the true prevalence for the entire sample here.
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C Additional Evidence for Prevalence of SDB (Raw Data)

Appendix Table A3: Summary of Accuracy, FPR and FNR by Technique for Studies Where All These
Metrics Are Available.

Reference Outcome Accuracy False Positive Rate False Negative Rate

a. Direct Question
Alem et al. (2018)a Return Erroneously Received Money 48% 63% 30%

Archambault et al. (2023) Covid Vaccinated 96% 8% 2%

Chan et al. (2023) Current Smoker (Female Soldiers Sample) 89% 2% 33%

Höglinger and Jann (2018) Cheating in Online Experiment 1 (Roll-a-six Game) 98% 1% 29%

Höglinger and Jann (2018) Cheating in Online Experiment 2 (Prediction Game) 79% 0% 90%

Kleven (2022) Non-Voting in Norway General Election 1969–2021 96% 26% 1%

Kleven and Ringdal (2020) Completion of Tertiary Education 91% 12% 4%

Kuhn and Vivyan (2022) Non-Voting UK Election 2017 95% 27% 2%

Kuhn and Vivyan (2022) Non-Voting New Zealand Election 2017 98% 29% 0%

Kvalvik et al. (2012) Smoking During Pregnancy 96% 1% 18%

Markhof et al. (2025) Business Tax Evasion in Uganda 60% 5% 85%

b. List Method
Kuhn and Vivyan (2022) Non-Voting UK Election 2017 87% 43% 8%

Kuhn and Vivyan (2022) Non-Voting New Zealand Election 2017 91% 39% 8%

Markhof et al. (2025) Business Tax Evasion in Uganda 59% 16% 75%

c. RRT
Höglinger and Jann (2018)b Cheating in Online Experiment 1 (Roll-a-six Game) 86% 12% 47%

Höglinger and Jann (2018)b Cheating in Online Experiment 2 (Prediction Game) 73% 11% 72%

Höglinger and Jann (2018)b Cheating in Online Experiment 1 (Roll-a-six Game) 95% 3% 45%

Höglinger and Jann (2018)b Cheating in Online Experiment 2 (Prediction Game) 78% 0% 85%

Höglinger and Jann (2018)b Cheating in Online Experiment 1 (Roll-a-six Game) 97% -4% 59%

Höglinger and Jann (2018)b Cheating in Online Experiment 2 (Prediction Game) 76% -2% 91%

Markhof et al. (2025) Business Tax Evasion in Uganda 57% 27% 65%

Note: For our metric definitions, see Appendix Section D.
a We use the following procedure to calculate prevalence and accuracy from the replication data: We pool over all experimental conditions. Following

one of the main specifications of Alem et al. (2018), we exclude respondents stating they would “send some money back” in the survey, as this is
difficult to compare with revealed behavior in their setup. As in the reported regressions, we use a dummy to assess whether the person actually sent
money back, which is equal to one if at least some amount was sent back and zero if no money at all was returned.

b Höglinger and Jann (2018) test three different variations of the RRT for each of their games, we report estimates for every variation here.
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D Definition of Metrics

We adopt the usual definitions for our metrics derived from the confusion matrix (Figure A1):

Appendix Figure A1: General confusion matrix and illustrative example for tax evasion.

The overall accuracy measures the share of survey responses that correctly match the
benchmark. Formally, it is the ratio of all correct classifications (true positives and true negatives)
to the total number of cases in the confusion matrix,

Accuracy =
True Positives (TP)+True Negatives (TN)

TP+TN+False Positives (FP)+False Negatives (FN)
. (1)

The false positive rate (FPR) is the ratio of people who wrongly self-report having performed
a behavior divided by all people who actually have not performed the behavior,

FPR =
False Positives (FP)

FP+True Negatives (TN)
. (2)

For instance, if the behavior is tax evasion, the FPR is therefore the share of compliant
taxpayers who report having evaded taxes among all compliant taxpayers. The false negative
rate (FNR) is the ratio of people who wrongly self report not performing in a behavior divided
by all people who actually performed the behavior,

FNR =
False Negatives (FN)

FN+True Positives (TP)
. (3)

In the example tax evasion, the FPR is the share of compliant taxpayers who report having
evaded taxes among all compliant taxpayers.
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