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Abstract

In this examination, a methodological approach is developed for the investigation of the
two-phase flow behavior of an alkaline electrolysis cell using multiphase particle image
velocimetry. Typically, imaging techniques or transparent cells are used to investigate
the gas bubble behavior inside electrochemical cells. Certain drawbacks of these meth-
ods urge the necessity for a universally applicable two-phase flow investigation method
for alkaline electrolysis cells. Therefore, a method is developed which is able to in-
vestigate both phases (liquid and gaseous) using a transparent half-cell. The half cell
is capable of simulating the alkaline electrolysis two-phase flow behavior on anode or
cathode side separately. By exchanging the electrolyte solution for a model electrolyte
solution with the same density and viscosity as potassium hydroxide, the two-phase
flow investigation can be done at lower temperatures than the usual alkaline electrolysis
operation temperature. This is especially advantageous at temperatures above boiling
point where pressurized operation is necessary because, with the proposed measure-
ment method, the necessity of operating the electrolysis cell under pressure is avoided.
Additionally, the exchange of potassium hydroxide to a less corrosive model electrolyte
solution prevents the used transparent cell from getting dull from highly concentrated
lye. The simulated cell is operated with equivalent volumes of nitrogen gas instead of
hydrogen and oxygen for safety reasons. For method validation, the NeXT (Neutron
and X-Ray Tomograph) device at Institute Laue-Langevin (ILL) in Grenoble is used to
observe the gas bubbles forming and moving inside the flow channel of an alkaline elec-
trolysis cell. For the first time, a temporal resolution of 0.02 seconds could be achieved
for an active cell area of several cm2. Measurement methods like neutron radiography
are a powerful tool to analyze the gas bubble behavior inside alkaline electrolysis flow
cells, but has limited accessibility. For both measurement methods, neutron radiog-
raphy measurements and multiphase particle image measurements, cells of the same
flowfield geometry are used. For the comparison of both investigation methods, an
alkaline water electrolysis single cell is operated at different operation conditions. In
this work, the results of both measurement methods are shown and compared. The
applicability of an experimentally ”simulated” electrolysis cell, measured with multi-
phase particle image velocimetry measurements, is shown, as well as the assumptions,
prerequisites, and limitations of the simulation of the two-phase flow of an alkaline
electrolysis cell. Using the simulated electrolysis half-cell is advantageous compared
to neutron radiography measurements because smaller gas bubbles can be identified.
Especially for difficult operation conditions like in alkaline electrolysis at intermediate
temperatures, where measurements like neutron radiography are extremely difficult to
realize, a flow behavior analysis method, which is easy to apply, is helpful. Additionally,
the flow behavior of electrochemical flow cells can be optimized for improved electrol-
ysis cell designs and higher efficiencies. This examination is the first step towards a
simpler investigation of the two-phase flow behavior of electrochemical cells with the
application example of a low temperature alkaline electrolysis zero-gap cell, with the
potential to extend the method to intermediate temperature alkaline electrolysis or any
other electrochemical device that forms gas bubbles.
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Zusammenfassung
In dieser Dissertation wird ein methodischer Ansatz vorgestellt um das Zwei-Phasen
Strömungsverhalten von alkalischen Elektrolysezellen zu untersuchen mittels Mehrpha-
sen Particle Image Velocimetry. Üblicherweise wird das Gasblasenverhalten von elek-
trochemischen Zellen durch bildgebende Verfahren visualisiert, oder durch Nutzung
transparenter Zellen. Diese Methoden bergen einige Nachteile, weshalb ein Bedarf
besteht nach einer universell anwendbaren Methode um die Zwei-Phasen Strömung
von alkalischen Elektrolysezellen zu untersuchen. Die hier entwickelte Methode ermög-
licht es sowohl die flüssige als auch die gasförmige Phase der Zweiphasenströmung zu
untersuchen. Genutzt wird dazu eine transparente Halbzelle, die in der Lage ist das
Zwei-Phasen Strömungsverhalten einer alkalischen Elektrolysehalbzelle zu simulieren
ohne eine gasbildende elektrochemische Reaktion. Durch das Ersetzen des Standard-
elektrolyten, meist Kaliumhydroxidlösung, mit einem Modellelektrolyten mit derselben
Dichte und Viskosität kann die Zwei-Phasen Strömung bei niedrigeren Temperaturen
untersucht werden als nötig bei einem tatsächlichen Elektrolysebetrieb. Vorteilhaft ist
das insbesondere bei Betriebstemperaturen oberhalb der Siedetemperatur, bei denen
ein Druckbetrieb nötig wäre, die hier entwickelte Methode kann den Druckbetrieb ver-
meiden. Zusätzlich sorgt der Austausch der Kaliumhydroxidlösung für weniger korrosive
Bedingungen. Die simulierte Zelle wird bei gleichen Gasvolumina aus Sicherheitsgrün-
den mit Stickstoff betrieben, anstatt Wasserstoff und Sauerstoff. Für die Validierung
der Methode werden die Gasblasen einer Elektrolysezelle im Zellinneren visualisiert
durch den Neutronen- und Röntgenstrahlentomograph NeXT vom Institut Laue Lan-
gevin (ILL) in Grenoble. Zum ersten Mal wurde eine zeitliche Auflösung erreicht von
0.02 Sekunden bei einer aktiven Zellfläche von einigen cm2. Bei Neutronenradiogra-
phie handelt es sich um eine äußerst leistungsstarke Messmethode, die allerdings schwer
zugänglich ist. Beide Messmethoden nutzen Zellen mit derselben Zellgeometrie. Für
den Vergleich beider Methoden wurde eine alkalische Wasserelektrolysezelle betrieben
bei zahlreichen Betriebsbedingungen. In dieser Arbeit werden die Ergebnisse beider
Messmethoden verglichen. Die Anwendbarkeit einer experimentell simulierten Elektro-
lysezelle, gemessen mit Mehrphasen Particle Image Velocimetry Messungen, wird ge-
zeigt, sowie die Annahmen, Voraussetzungen und Einschränkungen der Simulation der
Zwei-Phasen Strömung einer alkalischen Elektrolysezelle. Das Benutzen der simulierten
Halbzelle ist, neben der Zugänglichkeit, vorteilhaft gegenüber Neutronenradiographie,
da kleinere Gasblasen detektiert werden können. Insbesondere für Betriebsbedingungen
die Druck erfordern, wie sie beispielsweise bei der alkalischen Elektrolyse im Mitteltem-
peraturbereich vorherrschen ist Neutronenradiographie äußerst schwer anzuwenden.
Hier insbesondere ist eine Methode hilfreich, mit der man einfacher die Zwei-Phasen
Strömung untersuchen kann. Zusätzlich kann mit der Methode das Strömungsverhal-
ten optimiert werden, um eine verbesserte Elektrolysezelle zu entwerfen und höhere
Effizienzen zu erzielen. Diese Dissertation ist der erste Schritt in Richtung einer einfa-
chen Untersuchungsmethode der Zwei-Phasen Strömung von Elektrochemischen Zellen
mit dem Anwendungsbeispiel einer niedertemperatur alkalischen Elektrolysezelle, wel-
che potentiell auch für andere elektrochemische Strömungszellen angewendet werden
kann.
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1 Introduction

Hydrogen is a key player in the reduction of greenhouse gases and has the potential to
help realize the energy transition from fossil fuels to the usage of renewable energies to
supply the global power demand. At the moment, hydrogen is predominately produced
from non-renewable sources. The origin of hydrogen is classified by colors to label the
production method. Blue and gray hydrogen is produced by steam reforming of natural
gas or another non-renewable source. Hydrogen is classified as blue hydrogen when
the emitted CO2 is captured, if not, then it is called gray hydrogen. Brown hydrogen
is produced from lignite coal or methane gasification, black hydrogen is produced from
black coal gasification. Green hydrogen is the name for hydrogen produced by elec-
trolysis if the used electricity is produced by renewable energy sources. Only 4% of the
present world hydrogen production comes from electrolysis and is labelled green hydro-
gen. [1] The extension of green hydrogen production is essential to fulfil the climate
targets in order to reduce CO2 emissions. To do so, the electrolysis capacity needs to
be extended, and therefore, there is a demand for highly efficient electrolyzer.
Using renewable energy sources for electricity production has two main problems; What
is done with the electricity produced at times when the demand is lower than the pro-
duction? Secondly, how do we meet the demand for electricity at times when the
electricity production is too low to meet the demand, e.g. because of the weather
conditions? One solution is to store the produced excess energy and use it during
times of higher demand. Storing electricity as electrical energy needs a lot of space for
the storage capacity (e.g. Li-Ion-Batteries) and potentially a lot of resources for the
production of these storages.
Using water electrolysis, the electrical energy is converted into chemical energy by split-
ting water into hydrogen and oxygen, which can be stored in pressurized gas tanks. For
the conversion, fuel cells are used to convert oxygen and hydrogen back into electricity.
The produced hydrogen can also be used to be fed to the natural gas supply system
(up to 2 Vol-%) or as a resource for methane or diesel fuel production. [2]
Alkaline Water Electrolysis (AWE) is a well-known technology and has been investi-
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1 Introduction

gated and industrially operated for decades [3]. Over the years, the Polymer Electrolyte
Membrane (PEM) Electrolyzer became more popular in research. PEM electrolyzers
have the advantage that instead of an alkaline electrolyte, water is used, and the ion
conduction is realized by a proton conducting membrane. The efficiency of a PEM
electrolyzer is higher compared to the efficiency of a conventional alkaline electrolyzer.
Nonetheless, the drawback of PEM electrolysis is the need for scarce metals like plat-
inum or iridium as catalysts. Alkaline electrolysis uses the ignoble metal nickel or nickel
alloys as catalysts. The usage of non-scarce metals is a huge advantage over PEM
electrolysis.
At the moment, there are a few strategies in research to increase the efficiency of alka-
line electrolysis. One strategy is to use anion exchange membranes (AEM), which have
the advantage that the concentration of the electrolyte solution can be significantly
decreased to low values or even using water, as it is done in PEM electrolysis because
an anion conducting membrane is used instead of a diaphragm. The disadvantage of
AEM electrolysis is, again, the need for scarce metal catalysts. Another research field
is the increase of the operation temperature of alkaline electrolysis cells. The main
difficulty is finding a suitable diaphragm material, stable cell materials, especially at the
anode, and suitable gasket materials. [3] The third field of research is about changing
the design of alkaline electrolysis cells with the goal of improving the gas discharge
from the cell [4].
The idea of developing zero-gap alkaline electrolysis cells was to improve the effi-
ciency by reducing the total ohmic loss to a single contribution, which results from
the diaphragm resistance. Gas bubbles that might block active areas on the electrodes
should be only on the interface of flow channel and electrode, where they are directly
transported out of the cell with the electrolyte solution. For some years, it has been
known that the ohmic resistance of zero-gap alkaline electrolysis cells is also influenced
by gas bubbles forming inside the cell. There are speculations about the reasons, but
so far, no one has found the one specific reason for an increasing ohmic resistance
with the current density. [5–7] The influence of gas bubbles on the ohmic resistance
of alkaline electrolysis cells shows the importance of understanding and improving the
two-phase flow behavior inside alkaline electrolysis flow cells. Typically, gas bubble
behavior is investigated either by imaging techniques using a neutron or x-ray beam or
with transparent flow cells. Imaging techniques are a good method for the operando
investigation of the gas bubbles behavior of electrolysis flow cells with a sufficient tem-
poral and spatial resolution. The drawback of these methods is their accessibility. Due
to the limited amount of research facilities with the expensive, needed measurement
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devices, conducting the measurements is time-consuming. The time for the application
process, the decision process, the preparation of the measurements, and the transport
of the measurement equipment to the actual measurements can take from months
up to a year. The limited available beam time has to be well prepared. Addition-
ally, the measurement equipment needs to be transportable and needs to decay after
the measurements, if it was in direct proximity to the beam. Two-phase flow inves-
tigation of alkaline electrolysis cells using transparent cells has the advantage, over
imaging techniques, that only standard measurement devices like a high-speed camera
are needed to record the gas bubbles inside the cell. The disadvantage of transparent
cells is that, depending on the concentration and the temperature, the transparent cell
material is unsuitable for the alkaline conditions of the electrolyte solution, and the
cell turns turbid or is not mechanically stable enough. Both imaging techniques and
transparent cells are hardly suitable for pressurized operation of alkaline electrolysis
cells. For imaging techniques, the problem is that test rigs for pressurized operation
are not easily transportable and adaptable to the facility to access the neutron or x-ray
beam. For transparent cell materials, there is a risk of leakage at pressurized operation.
Additionally, in case of elevated temperatures in the transparent cell, the problem of
the cell material becoming turbid is getting more severe.
These difficulties, the open research questions, and the influence of the gas bubbles
on the ohmic resistance show the need for a reliable and overall usable measurement
method for the investigation of the gas bubble behavior inside an alkaline electrolysis
cell. Therefore, in this examination, a methodology is developed that allows the in-
vestigation of the gas bubble behavior inside an alkaline electrolysis cell, as well as the
investigation of the liquid phase. For the investigation of the two-phase flow behavior
inside an alkaline electrolysis cell, a transparent model half cell of a zero-gap alkaline
electrolysis is used. Inside the half-cell, the electrolysis process or, to be more precise,
the two-phase flow behavior during the electrolysis cell is simulated. Simulating the
alkaline electrolysis two-phase flow means in detail that model electrolyte solutions
are used to replace potassium hydroxide. The model electrolyte solutions are chosen
with the criteria to have the same density and viscosity as potassium hydroxide at
an alkaline electrolysis operation condition, where the two-phase flow is of interest
while being less corrosive and, most importantly, having a lower temperature. The
latter allows the investigation of the two-phase flow behavior of an alkaline electrolysis
cell, potentially also at elevated temperature operation (where pressurized operation is
necessary in order to keep the electrolyte solution in a liquid phase) without actually
operating under pressure because the model electrolyte solution has the same density
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1 Introduction

and viscosity as potassium hydroxide at temperatures below the evaporation boundary.
In this examination, the comparability of the simulated two-phase flow behavior with
a model electrolyte solution and the actual two-phase flow inside an alkaline electrol-
ysis operated with potassium hydroxide is investigated, as well as the limitations and
assumptions are presented. Neutron radiography is used to investigate the actual two-
phase flow behavior inside an alkaline electrolysis cell. For the simulated two-phase
flow behavior with a model electrolyte solutions in a transparent half-cell multiphase
particle image velocimetry is used.

The dissertation has the following structure:

• Section 2 describes the fundamentals relevant for this evaluation.

– Section 2.1 is about the fundamentals of alkaline water electrolysis, the
thermodynamics of alkaline electrolysis with a description of the influence
of temperature and pressure on the performance, and about the options
and difficulties alkaline electrolysis is facing by increasing the operation
temperature.

– Section 2.2 explains the fundamentals of gas-liquid flows in general and in
an alkaline electrolysis cell furthermore, the principle of gas bubble forma-
tion is explained, the relevant dimensionless numbers are described, and
the relevant properties of liquids are addressed.

– Section 2.3 describes the fundamentals of neutron radiography and lists
the relevant publications where imaging techniques became of use to in-
vestigate electrochemical cells.

– Section 2.4 is about particle image velocimetry, about the working principle
and the idea behind the evaluation method, as well as about the usage of
particle image velocimetry for two-phase flows.

• Section 3 introduces the methods and measurement techniques used to obtain
the results of this examination.

– Section 3.1 describes the neutron radiography measurement procedure, the
settings on-site, the cell assembly, as well as the image processing, and the
evaluation methods for gas bubble velocity and gas layer thicknesses.
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– Section 3.2 describes the particle image velocimetry measurements to iden-
tify the electrolyte velocity and the measurement of the gas bubbles inside
the transparent cell. The method for choosing the electrolyte, the gas, and
the particles is described, as well as the image processing and determination
of the gas bubble and electrolyte velocity and the gas amount distribution
inside the channel.

– Section 3.3 contains the liquid analysis methods used in this examination,
which are UV/Vis measurements, density measurements, viscosity measure-
ments, and the determination of the contact angle. For the replacement of
potassium hydroxide with an alternative electrolyte solution, the important
properties of potassium hydroxide need to be known. Therefore, in this sec-
tion, a literature review on measurement data of these properties is done,
and the method for developing empirical equations from the measurement
data for potassium hydroxide solution is explained.

• Section 4 presents the measurement results.

– Section 4.1 describes the results of the property analysis of potassium hy-
droxide and shows the resulting empirical equations. Additionally, an error
analysis is done between calculated values and the measurement data.

– Section 4.2 shows the characterization of different electrolyte solutions that
can potentially replace potassium hydroxide in the particle image velocime-
try measurements. Two electrolyte solutions are chosen using empirical
equations, and the validation of the properties of the model electrolyte
solutions through measurements is shown. The operation conditions nec-
essary to replace potassium hydroxide at various operation conditions are
determined.

– Section 4.3 contains the results of the electrochemical measurements, as
well as the visualization of the gas bubbles inside an alkaline electrolysis
cell using neutron radiography. Polarization curves and results from elec-
trochemical impedance spectroscopy (EIS) measurements are shown. For
the gas bubble visualization, the results of the mean gas layer thickness for
different operation conditions, the results of the gas bubble velocity and
the resulting contact angles are shown.
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1 Introduction

– Section 4.4 shows the results of the multiphase particle image velocimetry
measurements, in particular, the electrolyte velocity and the gas bubble
velocity, and the contact angle. The gas amount in each channel is deter-
mined and compared to the results of the neutron radiography measure-
ments. A general comparison of the two-phase flow behavior determined
through neutron radiography and particle image velocimetry measurements
is made. The applicability of particle image velocimetry measurements in
order to determine the two-phase flow behavior of alkaline electrolysis cells
is analyzed, and limitations are discussed.

• Section 5 contains a general summary of the used methodical approach. The
assumptions, limitations, and opportunities that the usage of simulated alkaline
electrolysis cells offers for the investigation of the two-phase flow behavior are
discussed.

• Section 6 discusses the next steps towards reliable two-phase flow investigation
through multiphase flow particle image velocimetry measurements with simulated
alkaline electrolysis cells, especially towards the usage at intermediate tempera-
tures and potentially the applicability for other electrochemical flow cells.

6



2 Scientific Fundamentals and State
of the Art

In this section, the fundamentals important for the methodical approach for enabling
the investigation of the two-phase flow behavior inside an alkaline electrolysis cell are
explained. The fundamentals are directed toward using the two-phase flow investi-
gation approach for the investigation of intermediate temperature alkaline electrolysis
in the future. Therefore, the fundamentals of alkaline electrolysis are revisited, and
the temperature and pressure influence on the operation is discussed. Briefly, the
difficulties that arise by increasing the operation temperature in alkaline electrolysis
are described. Furthermore, the fundamentals of two-phase flow in electrochemical
flow cells, gas bubble formation, and two-phase flow relevant dimensionless numbers
are presented. The fundamentals of physical properties related to two-phase flows are
given, as well as the fundamentals of neutron radiography and particle image velocime-
try.
The here described fundamentals have, in part, been published in the Journal of the
Electrochemical Society as a review publication under the title ”Review—Challenges
and Opportunities for Increased Current Density in Alkaline Electrolysis by Increasing
the Operating Temperature”.

2.1 Alkaline Water Electrolysis

Alkaline water electrolysis has existed for more than 130 years and was the first indus-
trially used electrolysis process [8]. The standard alkaline electrolysis process consists of
electrodes out of nickel because of the good activity. Ni-alloys are often coated on the
electrodes as catalysts [9]. For metal components up to 80◦C operation temperature,
carbon steel can be used at temperatures above nickel alloys, or pure nickel needs to

7
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be chosen [10]. Anode and cathode are separated by an ion-permeable conductor for
which mostly Zirfon is applied. Zirfon is made from polysulfone and zirconium oxide
and is supplied by Agfa Gevaert NV1. The ion conductivity is ensured by using alka-
line electrolytes, mostly potassium hydroxide or sodium hydroxide, whereas potassium
hydroxide is mostly preferred due to higher ionic conductivity. [3, 8]
The electrochemical reactions occurring at the anode and cathode, as well as the
overall reaction, are the following:

Total: H2O −→ H2 + 0.5O2 (E0 = -1.23 V vs. SHE)
Cathode: 2H2O + 2 e− −→ H2 + 2OH− (E0 = -0.83 V vs. SHE)
Anode: 2OH− −→ 0.5O2 +H2O + 2 e− (E0 = 0.4 V vs. SHE)

The reaction on anode and cathode are shown in Figure 2.1 for an alkaline zero-
gap electrolysis cell with the gas evolution of hydrogen at the cathode side and oxygen
on the anode side.

Figure 2.1: Principle of Zero-gap Alkaline Water Electrolysis Cell [11].

The typical low temperature alkaline water electrolysis is operated at 80◦C and ambient
pressure. The concentration of potassium hydroxide at this operation condition mostly
lays at approximately 30 wt.-%. With the mentioned operation conditions Kim et
al. [12] reached a cell voltage of 1.8 V at 0.5 A/cm2. For operation conditions of
200◦C, 20 bar and 45 wt.-% Chatzichristodoulou et al. [13] reached a cell voltage of
1.75 V at 3.75 A/cm2.

1https://www.agfa.com/
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2.1 Alkaline Water Electrolysis

2.1.1 Temperature and Pressure Influence on AWE Efficiency

To understand the influence of temperature and pressure on the electrolysis operation,
it is necessary to have a look at the thermodynamics of the cell. Therefore, in the
following sub-section, the first and second laws of thermodynamics and the species
balance equations are described. An illustration of the system boundaries is given in
Figure 2.2. The indices A and C stand for anode (A) and cathode (C), out and in
mark the incoming and outgoing streams, and g and l stand for gaseous (g) and liquid
(l) phase of the regarding stream. The cell is exchanging energy and mass beyond
the system boundary and is, therefore, considered an open system. The exchanged
energy and mass flows are considered constant. Due to that, the balance equations are
formulated in a stationary integral formulation. The electrolysis operation is considered
reversible, which means that the following assumptions are made:

• no entropy production

• no driving forces for the electrochemical reaction or transport of species to and
from the electrode

• no permeation of gases through the diaphragm

• the gases are saturated with water vapour

• the operation is considered isotherm

• the pressure at the cathode and anode sides are constant

The electrolyte is considered to be at liquid state except for the fraction of water
vapour which saturates the gas phase of the product gas streams.
The in and outgoing molar flow rates can be seen in the species balance equations 2.1
to 2.3 for water (ṅH2O), hydrogen (ṅH2) and oxygen (ṅO2) molar flow rates:

dnH2O

dt
= 0 = ṅC,in,l

H2O
− ṅC,out,l

H2O
− ṅC,out,g

H2O
+ ṅA,in,l

H2O
− ṅA,out,l

H2O
− ṅA,out,g

H2O
− I

2F

(2.1)

dnH2

dt
= 0 = −ṅC,out

H2
+ I

2F
(2.2)
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Figure 2.2: Illustration of an Electrolysis Cell with System Boundary (Black Dashed
Line) for Thermodynamic Balancing

dnO2

dt
= 0 = −ṅA,out

O2
+ I

4F
(2.3)

The species balance equations 2.1 to 2.3 consist of the in and outgoing streams,
as well as a term for the reaction rate for the electrochemical conversion of water
splitting through electricity into hydrogen and oxygen. The term for the reaction rate
considers the current (I), the valency (z), and the Faraday constant (F ). From the
energy balance and entropy balance, it is possible to determine the reversible heat
(qrev) and reversible work (wt,rev). The reversible work describes the needed electrical,
respectively mechanical work for the reaction, and the reversible heat is the needed
or released heat of the system. Their equations are derived from the first and second
laws of thermodynamics and are shown in Equation 2.4 and 2.6. The energy balance
(Equation 2.4) consists of the Gibbs-Free-Energy (g = h−Ts) for the different species
and the electrical energy supplied to the cell.

dE
dt

= 0 = −(hin,l
H2O

(T, p)− Tsin,lH2O
(T, p))(ṅA,in,l

H2O
+ ṅC,in,l

H2O
)

−(hA,out,g
O2+H2O

(T, p, xA,out,g
H2O

)− TsA,out,g
O2+H2O

(T, p, xA,out,g
H2O

))(ṅA,out,g
O2+H2O

)

−(hC,out,g
H2+H2O

(T, p, xC,out,g
H2O

)− TsC,out,g
H2+H2O

(T, p, xC,out,g
H2O

))(ṅC,out,g
H2+H2O

)

−P rev
el

(2.4)
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2.1 Alkaline Water Electrolysis

From the energy balance, the specific reversible work can be calculated (cf. Equation
2.5). The specific reversible work is the minimum work necessary to produce one mole
of hydrogen, depending on the operation condition. The equation consists of terms for
the Gibbs-Free-Energy of water (at operation condition), hydrogen, and oxygen (both
at standard pressure (p0 = 1bar)) as well as a term for pressure correction considering
the partial pressure of oxygen and hydrogen at operation pressure. The first three terms
equal the specific free reaction enthalpy of water (∆rg(T, p

0)) at standard pressure.

wrev
t =

P rev
el

ṅC,out
H2

= −gin,lH2O
(T, p) + 1

2
gA,out
O2

(T, p0) + gC,out
H2

(T, p0)

+RT ln

[(
pAO2

p0

) 1
2
(

pCH2

p0

)] (2.5)

The entropy balance takes the entropy of the different species at the operation condi-
tions into account and the additional source or sink (depending on the temperature)
term for the reversible heat consumed or produced by the cell.

dS
dt

= 0 = −Tsin,lH2O
(T, p)(ṅA,in,l

H2O
+ ṅC,in,l

H2O
)

TsA,out,g
O2+H2O

(T, p, xA,out,g
H2O

)ṅA,out,g
O2+H2O

TsC,out,g
H2+H2O

(T, p, xC,out,g
H2O

)ṅC,out,g
H2+H2O

−Qrev

(2.6)

From the entropy balance, the specific reversible heat can be calculated by Equation
2.7. The specific reversible heat is the heat which is released (qrev > 0) or consumed
(qrev < 0) per produced mole of hydrogen.

qrev = Qrev

ṅC,out
H2

= T (−sin,lH2O
(T, p0) + 1

2
sA,out,g
O2

(T, p0) + sC,out
H2

(T, p0))

−RT ln

[(
pAO2

p0

) 1
2
(

pCH2

p0

)]
+

(
1
2

xA,out,g
H2O

1−xA,out,g
H2O

+
xC,out,g
H2O

1−xC,out,g
H2O

)
(hout,g

H2O
(T, p)− hout,l

H2O
(T, p))

(2.7)

The first three terms of Equation 2.7 combined are the reaction entropy of the water
splitting reaction (T ·∆rs(T, p

0)). The fourth term considers the operation pressure,
and the remaining terms consider the specific energy needed for the evaporation of
water. The minimum necessary voltage needed to split water into hydrogen and oxygen
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is the reversible cell voltage, which is dependent on the Gibbs free energy (∆G), the
number of transferred electrons (z), and the Faraday constant (F ) (see Equation 2.8).

Erev(T ) = −∆G

zF
(2.8)

At standard conditions of 298K and 1 bar, the standard formation Gibbs free energy
of water splitting reaction for water at liquid state (cf. Section 2) ∆G0 = −237.1 kJ

mol

leads to the reversible cell voltage of Erev = 1.23V . Since the naming of different cell
voltages is not consistent in literature here, the naming after LeRoy [14] is used. The
enthalpic voltage takes the entropic contribution into account, which is supplied, for
example, in the form of heat (see Equation 2.9).

E∆H(T, p) = −∆Hf

zF
= −∆G− T∆S

zF
(2.9)

At standard conditions of 298K and 1 bar, the standard formation enthalpy of water
splitting reaction for water at liquid state ∆Hf,0 = −285.8 kJ

mol
leads to the enthalpic

voltage of E∆H = 1.48V . The cell voltage considering temperature and pressure is
given by the Nernst equation (ref. Equation 2.10), which consists of the reversible cell
voltage (Erev) and an additional term considering the pressure influence. The equation
equals the reversible work calculated into a voltage and results, therefore, from the first
law of thermodynamics.

ENernst(T, p) = Erev(T ) +
RT

zF
ln

[(
pAO2

p0

) 1
2
(
pCH2

p0

)]
=

wrev
t

zF
(2.10)

The total cell voltage of electrolysis cells is typically given as a sum of the Nernst
voltage, the ohmic resistance of the cell (IRcell), and terms considering the overvoltage
of anode (ηA) and cathode (ηC) as a measure of the activation energy at the electrodes,
as well as losses caused by mass transport limitations (ηmt). In Figure 2.3, the different
described contributions to the total cell voltage can be seen. The mass transport
limitation losses are not included in Figure 2.3. Mass transport limitations occur at
high current densities when evolving gas bubbles cannot be transported out of the cell
efficiently because the gas amount/ electrolyte solution ratio is too high. In the direct
vicinity of the cathode, the electrolyte solution is oversaturated, which results in an
additional contribution to the losses because the ionic conductivity decreases once the
optimal concentration is exceeded. These losses are also not included in Figure 2.3.
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2.1 Alkaline Water Electrolysis

Figure 2.3: Total Cell Voltage with the Different Contributing Losses [15].

The total cell voltage can be seen in Equation 2.11:

Ecell(T, p) = ENernst(T, p) + IRcell + ηC + ηA + ηmt (2.11)

From Figure 2.4 (a), it can be seen that the reversible cell voltage decreases with
increasing temperature and increases with pressure. In Figure 2.4 (b), it is shown
that the reversible cell voltage is slightly increasing with increasing concentration of
the electrolyte. The electrolyte concentration influences the reversible cell voltage
through the partial pressure of hydrogen and oxygen. The reason is that higher elec-
trolyte concentrations result in lower water vapor pressure while the system pressure is
constant.

The increase of the reversible cell voltage with increasing pressure is especially to
consider when shifting the operation temperature towards higher temperatures, where
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(a) (b)

Figure 2.4: Dependency of the Reversible Cell Voltage on Temperature at Different
Pressures (a) at 10 wt.-% and Concentrations (b), at 10 bar.

pressurized operation becomes necessary in order to avoid evaporation of the electrolyte
solution. The efficiency-decreasing effect of the increasing pressure at higher temper-
atures is exceeded by highly improving kinetics and increasing ionic conductivity. [3]
Additionally to the considered amount of energy for electrolysis operation in the cell
voltage Ecell, the energy needed for heating up the cell material and electrolyte solution
has to be taken into account, as well as energy for evaporation of water and radiation
and convection losses. For a detailed discussion of the losses contributing to the cell
voltage other than the losses caused by gas bubbles, it is referred elsewhere [14].
From the thermodynamic relations, it can be seen that there are ways to improve the
efficiency of alkaline electrolysis. The development of thinner diaphragms and better
catalysts increases the efficiency at all temperatures. The same applies to the improve-
ment of gas bubble movement out of the cell and reducing the ohmic resistance that
way. Operating alkaline electrolysis cells and stacks at intermediate temperatures has
huge potential of creating the path for highly efficient alkaline electrolysis operation,
but still, a lot of research needs to be done in that field, as explained in more detail in
the following section. The main focus of this examination is to improve the two-phase
flow behavior with a focus on the reduction of the ohmic resistance. Potentially, in
this dissertation, the developed method can be applied to intermediate temperatures
and increase the efficiency even further. From the thermodynamic fundamentals, it is
possible to get an impression of the potential efficiency rise.
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2.1 Alkaline Water Electrolysis

2.1.2 Ohmic Resistance in AWE Cells

The traditional alkaline electrolysis cell consisted of two metal plates, a gap filled
with electrolyte solution on both sides, separated by an ionic conductive membrane or
an electrolyte solution-filled diaphragm. 1967 the first zero-gap cell was introduced
by Costa et al. [16] with mesh electrodes pressed directly on the diaphragm. The
improvement of the zero-gap design is the decrease in ohmic resistance. The cell
resistance of a traditional alkaline electrolysis cell consists of the following terms:

Rcell = Rcircuit +Relectrolyte +Rbubbles +Rdiaphragm (2.12)

The resistance of the cell (Rcell) consists of the resistance of the electric circuit
(Rcircuit), the electrolyte resistance, the resistance of the diaphragm, and the resis-
tance caused by forming gas bubbles. By looking at the two-phase flow of electrolysis
cells, the two cell resistances that are influenced by the two-phase flow behavior are
the electrolyte cell resistance and the resistance caused by gas bubbles.
The electrolyte of a traditional alkaline electrolysis cell causes two different resistance
terms, one for aqueous electrolyte solution and one for immobilized electrolyte solu-
tion inside the pores of the diaphragm (equals Rdiaphragm). The aqueous electrolyte
resistance describes the resistance of the electrolyte solution, which is located between
the electrodes outside of the pores of the porous separator. Allebrod et al. [17] showed
that the conductivity of aqueous and immobilized electrolyte differs. Therefore, the
resistance is divided into two terms (Relectrolyte (aqueous electrolyte) and Rdiaphragm

(immobilized electrolyte)).
The bubble resistance can be caused by two different kinds of effects. The first is the
bubble forming on the electrodes. The active area of the electrode is being reduced
by gas bubbles, which block the electrode area partly. The second effect occurs in
conventional alkaline electrolysis cells and is caused by gas bubbles that are flowing
towards the outlet of the electrolyte-gas mixture and hinder the ionic conductivity.
Especially at higher current densities, when a large amount of gas is flowing toward
the outlet, this effect is getting more severe. The more electrolyte volume is displaced
by gas bubbles, the more the ionic conductivity drops because less electrolyte solution
is present. The phase of gas is called void fraction. [18]
In zero-gap cells, the gap where this can happen does not exist (in theory) because
the electrodes are directly pressed onto the diaphragm, and the gas bubbles have to
leave through the backside of the electrodes [19]. In addition to that, theoretically,
the resistance caused by aqueous electrolyte does not play a role in a zero-gap cell
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since there is no aqueous electrolyte between the electrodes and the diaphragm, only
the immobilized in the pores of the porous separator.

2.1.3 Material Stability at Intermediate Temperature AWE

Especially under elevated temperatures and caustic environment, only a limited amount
of materials withstand the challenging conditions occurring inside an alkaline electrol-
ysis cell. The presence of oxygen on the anode side and hydrogen on the cathode side,
as well as the applied voltage to the cell, reduce the number of potential materials
even further. Metal components in contact with the electrolyte, the diaphragm, anode
and cathode catalyst material, and gaskets, respectively, insulation material need to
be found with a suitable lifetime under the prevailing conditions.
For metal materials, studies in literature investigated two types of corrosion; general
corrosion (GC) and stress corrosion cracking (SCC) at elevated temperatures. [20–22]
GC describes the reduction of material in thickness when exposed to a certain en-
vironment. SCC, on the other hand, is being investigated by not only exposing the
metal to the medium but also applying tensile stress. The system pressure does not
seem to influence the corrosion rate (GC), but the partial pressure is influencing SCC
[23]. Both types of corrosion are found to be more severe under oxygen environment
compared to hydrogen [20].
Stainless steel and nickel alloys are known for their stability in caustic environment. In
the literature, a handful of suitable nickel or nickel alloys are found to have acceptable
corrosion rates at intermediate temperatures in alkaline environment. Some materials
show a break-away uniform corrosion behavior, which describes a uniform corrosion
rate that increases at a certain point in time significantly. The investigation of GC for
some alloys can be seen in Figure 2.5.
An interesting finding has been made by constantly renewing the lye during long-term
corrosion testing. As a result, the corrosion rate increased. From this observation, an
investigation showed that the corrosion rate decreased when iron and silicate ions are
present in the solution because they form a passivation layer [20, 22]. Pruett [24] in-
troduced a categorical rating for metallic materials in category A with a corrosion rate
of < 50 µm a−1 and category B with a corrosion rate of < 500 µm a−1. Kreysa [25]
divided the different alloys in the categories resistant (<100 µm a−1) and fairly resis-
tant (< 500 µm a−1). From these categories, a few alloys are promising to withstand
the operation at up to 180◦C; Alloy 400 and Alloy 690 appear to be suitable for alkaline
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Figure 2.5: Corrosion Rates of Different Alloys at 150 ◦C and 38 wt.-% Potassium
Hydroxide under Oxygen Atmosphere [20].

media in an oxygen environment. Alloy 800 has a suitable low enough corrosion rate
but is susceptible regarding SCC. Nonetheless, none of the here mentioned alloys was
tested under conditions where voltage was applied. [3, 20, 22]
In low temperature alkaline electrolysis, the state-of-the-art diaphragm was made from
asbestos, which was exchanged for materials less harmful to health later on. Nowa-
days, Zirfon is used as a standard diaphragm, which is supplied by Agfa Gevaert NV1

[26]. The here used Zirfon (Zirfon Perl UTP 500) is a 500 µm thick diaphragm out of
polysulphone and ZrO2. The material causes the temperature limitation for Zirfon at
110 ◦C/120 ◦C. Regardless of the health risk, asbestos is also only usable until 100 ◦C.

1https://www.agfa.com/
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For higher temperatures, mostly ceramic diaphragms are investigated in literature. In
the 80s, porous oxide diaphragms were tested regarding their lifetime in a caustic en-
vironment. The problem of using metal-containing oxides, which are more noble than
hydrogen, is that they are being reduced at a certain temperature during electrolysis
and therefore becoming conductive. [27–31]
Another option for porous oxide diaphragms are titanates of metals that are less no-
ble than hydrogen, like CaTiO3 [31–33] or SrTiO3 [34, 35]. These materials need a
supportive layer for the mechanical stability of the diaphragms, such as metal foam
[34–36]. The pore sizes of these diaphragms are mostly in the micrometre range [3].
Chatzichristodoulou et al. [13] developed a diaphragm manufactured by tape-casting
out of yttria-stabilized zirconia. This diaphragm has a smaller pore size than 1 µm
in contrast to the diaphragm of, for example, Wendt et al. [33], who are using a
diaphragm made of titanate with several micrometre pore size. According to Schalen-
bach et al. [37], the optimal pore size is smaller than 100 nm for an optimal gas purity.
A commonly used material for gaskets or as an insulator material in low temperature
alkaline electrolysis cells is polytetrafluoroethylene (PTFE). Fluorinated polymers are
known for their good chemical stability under a caustic environment. That applies also
to elevated temperatures in alkaline electrolysis cells due to the temperature stability
of PTFE. A second fluorinated polymer that has been tested for good chemical sta-
bility at higher temperatures is perfluoroalkoxy alkane (PFA). In addition to the two
fluorinated polymers, polyphenylene sulfide (PPS) is also suitable for the prevailing
conditions. All three polymers are temperature stable in concentrated lye up to 200
◦C or even higher temperatures. [38]
Alkaline electrolysis at intermediate temperatures is from a thermodynamic point of
view a good possibility to realize hydrogen production without scarce metal use. The
long-term production of hydrogen this way, nonetheless, is strongly dependent on the
finding of suitable materials, more detailed research and development needs to be
done.

2.2 Two-Phase Flow in Electrochemical Flow Cells

In the previous sub-section, the general fundamentals of alkaline electrolysis are given.
As briefly described, the two-phase flow behavior has an essential influence on the per-
formance of an electrolysis cell. The important fundamentals, dimensionless numbers
to characterize the flow, and the needed physical properties are described in detail
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below for an alkaline electrolysis cell.

2.2.1 Fundamentals

The species balance equation of hydroxide ions inside an alkaline electrolysis cell is
given by Equation 2.13.

∂cOH−

∂t
= −∇ · N⃗OH− +ROH− (2.13)

The partial derivative of the hydroxide ion concentration (cOH−) is a sum of the gradient
of the flux density of the hydroxide ions (N⃗OH−) and the local production rate (ROH−).
The flux density consists of a convective term for the movement of the OH− ions that
move with the electrolyte solution, a diffusive term driven through the concentration
gradient, and the migrating ions caused by the electrical field. [39]
The formation of gas bubbles inside the flow cell has an effect on the flow of electrolyte
solution and its conductivity [40–42]. For a better understanding of the interaction of
gas bubbles with the electrolysis process, the gas formation is described briefly.
If gas bubbles are formed, or gas is dissolved in the electrolyte solution depends on the
local state of saturation of the electrolyte solution. Especially in the direct vicinity of
the electrodes, the electrolyte solution is supersaturated. Therefore, the bubbles are
formed at small defects or cracks on the electrode surface. [43, 44]
The detachment of the gas bubbles depends on the electrolyte volume flow, the contact
angle between the bubble and surface, and the surface roughness [45]. Manthey et
al. [46] describe in detail the relevant forces on a gas bubble inside a flow channel
before departing. They conclude from their model that if the departure diameter,
resulting from forces along the channel direction, is bigger compared to the departure
diameter resulting from forces perpendicular to the channel direction, the gas bubbles
are beginning to slide before departure in the flow direction. The gas bubble slides
until the detachment diameter is reached. After detachment of the gas bubbles, the
bubbles grow further inside the flow channel and coalesce with other gas bubbles. The
degree of coalescence is influenced by the properties of the electrolyte and the bubbles,
as well as the operation condition [47, 48]. The process of coalescence starts with the
colliding of the bubbles, while there is still a liquid film in between the gas bubbles. The
liquid film is forced to drain until the two bubbles are fully merged. There are three
mechanisms to collide for gas bubbles, either due to (local) turbulences, buoyancy, or
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laminar shear [49]. The mass transfer is affected by coalescence [50].
Depending on the ratio of gas bubbles and electrolyte solution, as well as coalescence
behavior, the two-phase flow can be divided into different flow regimes. For flow
channels, the categories below are named in the literature. The naming of the different
existing flow regimes is not entirely coherent here the naming convention of Ito et
al. [51] is used:

• Dispersed bubbly flow: round, single bubbles of the size smaller than the channel
cross-section

• Plug flow: bubbles bigger than channel square size with an elongated shape

• Slug flow: the bubble length is multiple times longer than the width

• Churn flow: longer bubbles are followed by smaller bubbles and vice versa

• Annular flow: the gas phase is predominant in the channel, sometimes interrupted
by a small amount of liquid

Figure 2.6: Classification of Flow Regime for Two-phase Flow in Flow Channel [51].

The two-phase flow behavior can be categorized by the flow regime (see Figure 2.6)
and, therefore, the gas-liquid ratio inside the flow channel or tubes. The Mishima-Ishii
model correlates the drift flux model with the rise velocity of the gas bubbles [52]. With
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the help of flow regime maps for different pipe geometries, it is possible to identify the
different flow regimes from the gas velocity and the liquid velocity. [53]

2.2.2 Nucleation of Gas Bubbles

Gas bubbles nucleate when the liquid is brought into a metastable state of the vapor
phase. The metastable state is either produced through a temperature rise, through a
pressure drop or if the gas amount exceeds the saturation limit. The classical nucleation
theory (CNT) describes the vapour bubble formation of single species systems, as well
as the formation of gas bubbles from supersaturated binary mixtures. [54] Here, only
the latter is discussed.
The nucleation of gas bubbles in electrolysis cells is induced by the electrogeneration
of dissolved gas. The electrolyte solution is assumed to be saturated with gas, which
means the gas bubbles form through supersaturation inside the liquid phase. Here
there are two relevant types of gas bubble formation from supersaturated liquids. The
first one is the homogeneous nucleation. The gas bubbles form in the liquid bulk phase
at a high level of supersaturation. The second type is heterogeneous nucleation, which
occurs at a lower level of supersaturation, and the gas bubbles start to form at small
cracks or other surface imperfections, like porous electrodes. If gas bubbles already
exist, the nucleation energy is negligible, and the existing gas bubbles rather grow
through diffusion of gas into the gas bubbles than nucleation of new gas bubbles. [55]
The free energy of formation of a nucleus of a gas bubble is the energy necessary
to create a new phase boundary and the energy that is used to change the state of
dissolved gas into gas volume inside a gas bubble. The free energy is dependent on
the gas bubble radius and has a unique maximum value dependent on the pressure,
temperature, and concentrations associated with the critical radius. The critical radius
is the limit, where the gas bubbles begin to grow because it is energetically favored, if
the radius is smaller, the gas bubbles will shrink. [56]
Selamet et al. [57] saw in their investigation of the flow channel of an electrolysis cell
using soft x-ray that the gas bubbles mostly form under the ribs and concluded that
the reason for that is most likely because it is the shortest path for the electrons. From
the location of formation, the gas bubbles are moving towards the channel to exit the
cell.
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2.2.3 Importance of the Two-phase Flow in an AWE Flow
Cell

The theoretical idea to apply the zero-gap design in alkaline electrolysis cells, was to
have only the circuit and the diaphragm resistance left as contributions to the ohmic
resistance. Recently, few authors proved this theory wrong, because the ohmic resis-
tance is increasing with increasing current density, and it is believed to be caused also
by the influence of bubble coverage [5, 7, 19].
Haverkort et al. [5] investigated the ohmic losses in a 10 cm2 cell using a zero-gap
design with Zirfon diaphragm and expanded metal electrodes with eye-shaped holes.
They suggested that an ohmic drop comes from an inactive electrode front. This the-
ory was tested by applying an epoxy layer on the front of the electrode, which led to
similar results as without an epoxy layer. As possible reasons for the inactivity of the
electrode front, they stated gas bubbles blocked separator pores, the compression of
the electrodes [29] and local supersaturation of product gas near the separator, which
reduces the reactivity [5]. Furthermore, Haverkort et al. [5] investigated the ohmic loss
coming from local hydroxide depletion. They additionally investigated the introduction
of a small gap between electrodes and diaphragm. Earlier publications suggested that
an ”almost-zero gap” can improve the performance compared to a zero-gap cell design
[58], which is according to the results of Haverkort et al. [5]. The possible reasons why
the small gap increases the performance, Haverkort et al. [5] assumes the reason to be
an improved transport of dissolved gas. de Groot et al. [7] reviewed the existing mea-
surements of low temperature alkaline electrolysis cells using Zirfon and calculated the
area-specific resistances of each publication normalized to 30 wt.-% KOH and 80 ◦C
and compared the resulting resistances with the resistance of Zirfon of 0.13 Ωcm2.
The analysis resulted in widely varying area resistances. Simulations helped to find
possible explanations; An uneven current density, the influence of gas bubbles, a small
gap that occurs due to manufacturing tolerances and assembling and nanobubbles in
the porous diaphragm or electrodes (pore size Zirfon diaphragm: 0.15 µm) [7].
In order to simply avoid the ohmic resistance of formed gas bubbles (concentration over-
potential), Hodges et al. [4] developed a capillary-fed electrolysis cell with a reservoir
tank of electrolyte below the electrode-diaphragm sandwich structure. The electrolyte
solution is moving through the separator by capillary forces and distributing the cell
with water for the reaction. The gases are produced at the electrode with little to no
interference with the electrolyte flow.
Swiegers et al. [59] discussed the different contributions of formed gas bubbles in-
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side conventional alkaline electrolysis cells and the reduction potential of the single
contributions. The contributing effects are nucleation, growth, and detachment of
gas bubbles, concentration overpotentials caused by the supersaturation of electrolyte
solution with gas in the vicinity of the electrodes. Amongst others, they name the
decrease of active cell area due to bubble blocking, as well as the decrease in conduc-
tivity, because of gas bubble void reducing the conductivity of the electrolyte solution
and non-uniform current density distribution.
Several studies investigated the gas formation during the electrolysis process. Maier
et al. [60] summarized two different concepts of flow regime influence on the perfor-
mance of the two-phase flow inside the flow channel of PEM electrolysis cells. The first
assumes the water supply of the electrodes to be interrupted by elongated gas bub-
bles [51], the second concept is about gas bubbles causing turbulences inside the flow
channel and tend to even more so with increasing bubble size, which leads to earlier
detachment of forming gas bubbles [61]. The first concept would lead to an increased
concentration overpotential, and the second one to a decreased concentration overpo-
tential. Chandran et al. [62] shows the relation between the gas bubble diameter and
the operation condition [62]. Panchenko et al. [63] investigated mass flow phenomena
in different layers of a PEM electrolysis cell and investigated the influence of different
porous transport layers. The investigations were done conducting performance mea-
surements like recording polarization curves, as well as using imaging methods, such
as neutron radiography and synchrotron radiography. [63–65] Hoeh et al. [66] tested
different porous transport layers and characterized them electrochemically regarding
their mass transport properties. Using imaging methods such as neutron radiogra-
phy and synchrotron radiography, the flow behavior inside a PEM electrolysis cell was
investigated. Both characterization methods resulted in a pore network model simula-
tion. [66–68] Maier et al. [60] concluded from their review on mass transport in PEM
water electrolysis that so far the available literature has published rather contradictory
findings on PEM electrolysis performance in relation to the flow regimes.
For alkaline water electrolysis, a lot fewer publications on the two-phase flow behavior,
especially the gas bubble velocity respectively the electrolyte velocity, are available.
The investigations on the flow regime and with that, on gas bubble velocity/ elec-
trolyte velocity, which are made for PEM electrolysis, could also give insight into AWE
two-phase flow behavior. Flow regime maps, as an example is shown in Figure 2.7,
need to be done for the exact system with the exact flow channel geometry, surface
tension, liquid and gas properties, and system operation condition.
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Figure 2.7: Example of a Flow Regime Map of a Tube with an Inner Diameter of
2.05 mm for an Air-Water Flow [52].

This sub-section shows how many factors influence the two-phase flow behavior, how
the two-phase flow behavior influences the efficiency of the electrolysis performance,
and how little is known about the two-phase flow behavior so far. All this shows
the necessity for a standardized, simple-to-apply method for the investigation of the
two-phase flow behavior in alkaline electrolysis cells.

2.2.4 Dimensionless Numbers relevant for Convective Flow in
Electrolysis Cells

To characterize two-phase flow behaviors, dimensionless numbers can be used. One of
the relevant numbers is the Reynolds number, which is used to differentiate laminar
and turbulent flow and describes the relation of inertial forces to viscous forces. When
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viscous forces dominate, the flow is kept in line and, therefore, laminar. When the
inertial forces dominate, the flow is turbulent. The definition of the Reynolds number
can be seen in Equation 2.14, which consists of the relation of the electrolyte density
(ρKOH), the mean fluid velocity (u) and the characteristic length (L), which is in
flow channel of an electrolysis cell the diameter (round channel) or hydraulic diameter
(rectangular channel) of the channel, divided by the viscosity of the electrolyte solution
(ηKOH).

Re =
inertia force
viscous force =

ρKOHuL

ηKOH

(2.14)

Another relevant dimensionless number for describing the two-phase flow is the capillary
number (see Equation 2.15) which is the relation of viscous forces and surface tension
forces on the interface between liquid and gaseous phase, where ηKOH , u and σKOH

are the viscosity of the electrolyte, the mean electrolyte velocity and the surface tension
of the electrolyte in air.

Ca =
viscous force

surface tension force =
ηKOHu

σKOH

(2.15)

The Bond number (see Equation 2.16) is used to characterize the shape of gas bubbles
in the surrounding liquid medium and is described through the acceleration of gravity
(g), the density difference of electrolyte solution and gas bubble (ρKOH − ρH2/O2),
the characteristic length (L) and the surface tension of the electrolyte solution in air
(σKOH).

Bo =
gravitational force

surface tension force =
g(ρKOH − ρH2/O2)L

2

σKOH

(2.16)

The Weber number (see Equation 2.17) is used to describe the interface between
different phases, like gas bubbles in liquid flow. The number is the relation of inertial
force and surface tension force. ρKOH , u, L and σKOH refer to the density of the
electrolyte solution, the electrolyte solution velocity, the characteristic length, and the
electrolyte surface tension in air.

We =
inertia force

surface tension force =
ρKOHu

2L

σKOH

(2.17)

The theory of similarity is used to decrease the measurement effort. For example, with
model measurement set-ups in a smaller size or measurements with other fluids, the
theory of similarity is used to solve the real systems problems through calculation with
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dimensionless numbers. [69, p.120 ff.]

2.2.5 Physical Properties relevant for Two-Phase Flow
Behavior

The dimensionless numbers (see Equation 2.14 to 2.17) are calculated with the physical
properties density, viscosity and surface tension. In the following sub-sections, these
properties are described in detail with respect to electrolyte solutions. Although all the
physical properties mentioned below are dependent on the pressure in reality, here, the
assumption is applied that the pressure does not play a relevant role in the here used
operation conditions. This assumption is made since the increase in pressure results in
only a non-relevant increase in volume. [70, p.7]

Mass Density

The mass density is an intensive quantity and is the quotient of the mass and the
volume of a material. For the exact thermodynamical description of the mass density
of an electrolyte solution, the distribution of anion and cation in an aqueous solution
needs to be known. This is difficult because the ions are not randomly distributed but
interact. In addition, the hydrogen-bonded water molecules will hydrate the anions and
cations in various ways. The model which is mostly used to describe the interaction of
anions and cations is the Debye-Hückel Theory, for the details of this theory, refer to
[71, p.23ff.]. The Debye-Hückel Theory, however, describes the behavior of electrolyte
solutions with the assumption of infinite dilution [72]. Therefore, for concentrated
electrolyte solutions, the Debye-Hückel Theory needs to be extended, or other models
need to be used, but mostly empirical relations are developed from measurement data.
The mass density is dependent on temperature, concentration, and pressure. As
Harms [73, p.5ff.] describes, the pressure influence is much less severe compared to
the influence of the temperature, which is why most publications about density of
electrolyte solutions do not consider the pressure influence [74–78]. The density of
electrolyte solutions as a function of temperature has a density maximum (same as
pure water) [79] at low temperatures. After the temperature of maximum density, the
density decreases with increasing temperature. With increasing concentration of the
electrolyte solution, the density increases [74].
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Viscosity

The dynamic viscosity defines a fluid’s resistance to flow and can be described by
Equation 2.19. Equation 2.19 results from the general transport equation (see Equation
2.18), which relates a flux (J) that flows through a defined area in a defined time with
the transport quantity density Γ over a constant of proportionality a.

J = −a · ∇Γ (2.18)

F = −η · A · ∂v
∂x

(2.19)

In the case of Equation 2.19, the flux over time can be rewritten as a force (F ) (or
the derivative of the momentum) divided by area (A), the constant of proportionality
(a) (cf. Equation 2.18) equals the dynamic viscosity (η), and the transport quantity,
in this case, is the velocity (v).
The theoretical basis of Equation 2.19 comes from the model of a still-standing plate
and a moving plate with area (A) at a certain distance with a layer of liquid in between.
The velocity of the liquid layer changes from zero to the velocity of the moving plate
with increasing coordinates from a still-standing plate to a moving one. F is the force
that is needed for the movement of the moving plate. The viscosity for Newtonian
fluids is independent of the velocity gradient, which means the viscosity is constant.
This does not apply to non-Newtonian fluids. [80, p.117 ff.]
Here, only Newtonian fluids will be considered, for non-Newtonian fluid behavior, it is
referred to [81].
The dynamic viscosity is an electrolyte solution-specific value and is temperature-
and concentration-dependent as well as pressure-dependent. The density of the liquid
changes with the pressure, as well as the binding energy of the liquid molecules, and
with that, the viscosity of the liquid is changing. [82, 83]
Nevertheless, the temperature and concentration dependence is much more severe than
the pressure effect [83], which is why the pressure dependence of the dynamic viscosity
is mostly neglected in literature [76, 77, 84, 85].
For pure (Newtonian) liquids, the relation between temperature and viscosity is that
the logarithmic viscosity is proportional to the reciprocal temperature. For electrolyte
solutions, the relation is a little more complicated because of the ionic interaction.
Nonetheless, the general relation of temperature dependence can also be applied to
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electrolyte solutions; The viscosity decreases with increasing temperature. The viscos-
ity increases exponentially with the concentration. [75]

Ionic Conductivity

The ionic conductivity of a liquid depends on how many ions are in a defined volume
of solution and their drift velocity. Therefore, it is a liquid-specific measure, because
the drift velocity depends, amongst other measures, on the electrical field and the ion
mass. The ionic conductivity describes the charge transfer through a material in the
form of ions. Electrolyte solutions are good conductors because they contain water
as a polar solvent and salts. The salts are hydrated when solved in water due to the
polarity, which means that the positive hydrogen side of the water attaches to the
anion and the negative oxygen side to the cation. The mole flow of a species can be
described by Faraday’s Law (see Equation 2.20), which describes the flow of electric
charge through the liquid in the form of ions.

ṅ =
I

zF
(2.20)

Faraday’s Law for electrolysis describes the mole flow (ṅ) of a species, which results
from the current (I) that is applied to the solution divided by the valence of the species
(z) and the Faraday constant (F ). [86, p.524ff.]
The ionic conductivity is dependent on the temperature, the salt concentration, and the
system pressure. The pressure dependence of electrolyte solutions is mostly neglected
and is becoming only essential when operating close or above the thermodynamic criti-
cal point [87]. The electrolyte solutions that play a role in this examination are assumed
to be fully dissociated. If electrolyte solutions are not fully dissociated, the pressure
has an influence [88].
With increasing temperature, the ionic conductivity is increasing and has a maximum
ionic conductivity depending on the electrolyte concentration. For increasing tempera-
tures, the maximum ionic conductivity is shifted towards higher concentrations. [74]

Surface Properties

The surface free energy is the work that is needed in order to increase the surface area
of a solid phase. The surface tension is the work resulting from molecular forces of a
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liquid, which intends to keep the surface as small as possible. The relation between the
liquid surface tension (γlg), the solid surface energy (γsg) and the liquid-solid interfacial
tension (γsl) can be seen in Equation 2.21. The contact angle (θ) is defined as the
tangential angle of the liquid-solid-air interface and is shown in Figure 2.8.

γsg = γlg · cos θ + γsl (2.21)

When no interactions between the solid and the liquid face exist, the contact angle
would be 180◦, but in reality, interactions always occur. [89, p.7ff.] Liquids with a
contact angle greater than 90◦ are called hydrophobic, and liquids with a contact
angle smaller than 90◦ are called hydrophilic. [89, p.123ff.]

Figure 2.8: Illustration of the Contact Angle of a Droplet on a Surface.

The surface energy is divided into a polar and a dispersed fraction. The assumption
is that polar interactions of the two interacting phases only interact with each other,
and the dispersed interactions only interact with each other. Polar interactions are
induced by an asymmetry of electron density in molecules and are mostly stronger
than dispersed interactions. Disperse Interactions are caused by statistical fluctuations
of the electron density distribution in a molecule. [89, p.136ff.] The higher the surface
energy, the stickier the surface. [89, p.123ff.] Adding salt to an electrolyte solution
increases the surface tension because of the repulsion of the ions from the surface
caused by the electrostatic image force [90]. Increasing the temperature of the system
decreases the surface tension of an electrolyte solution [90, 91].
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2.3 Fundamentals of Neutron Radiography

In this work, neutron radiography measurements are conducted. Therefore, the fun-
damentals of neutron radiography are described, especially the interaction of neutrons
with matter. Through neutron radiography, it is possible to investigate several tech-
nical or scientific applications. The needed neutrons for neutron radiography need to
be emitted by induced nuclear fission in nuclear research reactors. Neutrons have a
high penetration thickness for metals and, therefore, result in detailed images with
high contrast for atoms with a higher attenuation coefficient (e.g. hydrogen). From
Figure 2.9 it can be seen that in contrast to x-rays, a beam of thermal neutrons has
an irregularly distributed mass attenuation coefficient.

Figure 2.9: Comparison of Mass Attenuation Coefficients of Thermal Neutrons and X-
rays [92].

Molecules like hydrogen, lithium, and cadmium have a high mass attenuation coeffi-
cient compared to metal molecules like Nickel, Cobalt, and Iron. Because of the high
difference of attenuation between hydrogen and most other molecules, it is possible
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to visualize matter with a high hydrogen content even when the hydrogen-containing
matter is hidden behind non-transparent matter. [93]
The interaction of neutrons with matter is with the nucleus of an atom or with the
magnetic field. The neutron is not charged and, therefore, does not interact with
electrons or protons. The neutron does have a mass and a spin, which can cause a
destabilization of the nucleus. As a result of neutron absorption, the atom can emit
secondary neutrons, protons, α-particles, photons, γ-rays, and fission products. [94,
p.120ff]
The incident beam is either absorbed, scattered, or transmitted through the matter.
The transmitted neutron beam strikes a detector. The ratio of incident beam I0 and
detected beam I is described through Beer-Lambert’s law (see Equation 2.22). [95,
p.227]

I = I0 exp(−Σ z) (2.22)

Beer-Lambert’s law describes the exponential decline of a beam passing through the
matter of thickness (z) by an attenuation coefficient (Σ), which is assumed to be
constant throughout the material [95, p.112]. In literature, a few investigations of two-
phase flow behavior of electrochemical cells with neutron radiography are published.
An overview on these publications is given in Table 2.1.

Table 2.1: Two-phase Flow Investigations of Electrolysis Cells by Neutron Radiography.

Authors type of min. spatial measurement
electrolysis temporal resolution method

cell resolution
[s] [µm]

Selamet et al. [96] PEM 10 75 In-plane
Hoeh et al. [66] PEM 1 10 Through-plane
Seweryn et al. [97] PEM 10 75 In-plane
Panchenko et al. [64] PEM 5 6.3 In-plane
de Beer et al. [98] PEM 10 10 In-plane
Gebhard et al. [99] Chlor-Alkali 2.5 6.5 Through-Plane
Minaar et al. [100] PEM 2 11 Through-plane

In-plane neutron radiography measurements are typically conducted to see detailed ef-
fects or layer-specific effects of the two-phase flow within a flow cell. Beer et al. [98]
have investigated a PEM flow cell regarding the water drag through the membrane
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from anode to cathode side. Panchenko et al. [64] tested different porous transport
layer (PTL) materials and their different water-gas distributions. Seweryn et al. [97]
looked at the water content of the anodic PTL and concentrated on the mass trans-
port limitations within PEM electrolysis cells. Selamet et al. [96] found out that two
different flow phenomena exist in their PEM electrolysis cell, which used a mesh flow
field. They saw small gas bubbles growing and being removed and large gas bubbles
which blocked the flowfield.
Through-plane measurements are mostly conducted in order to investigate the overall
two-phase flow behavior inside the flow cell. Gebhard et al. [99] conducted measure-
ments on a chlor-alkali electrolysis cell in order to see the distribution and the entering
of electrolyte solution inside the electrodes. Hoeh et al. [66] and Minnaar et al. [100]
conducted through-plane neutron radiography measurements in order to measure the
average gas amount inside their cell.

2.4 Particle Image Velocimetry

Particle image velocimetry (PIV) is a measurement method that results in the velocity
distribution inside a flow channel or any other flow geometry. The method was intro-
duced in the late 1970’s first for 2D applications [101, 102] and has been extended
to 3D applications in 1991 [103] using holography. The measurement method can be
used for both laminar and turbulent flow behavior [104].

2.4.1 Fundamentals

For the measurements, the fluid is seeded with tracer particles. With a laser or a LED,
the region of interest is illuminated, and the light is scattered by the particles. The
light is pulsed with a pulse frequency, which depends on the flow velocity and the
desired magnification. PIV measurements are typically divided by particle density into
laser speckle velocimetry (the particle dense is too high to identify individual particles
with the evaluation algorithm) and particle tracking velocimetry (individual particles
are being identified by the evaluation algorithm) [105]. The typical scheme of a PIV
measurement set-up can be seen in Figure 2.10. The scattered light of the particles is
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recorded by a high-speed lens.

Figure 2.10: Example of a Particle Image Velocimetry Set-up [106, p.4].

The tracer particles should have the same density as the fluid they are seeded in
order to avoid the gravitational sinking of the particles. Smaller particles follow the
liquid movement better. The measurement of the flow velocity is therefore measured
indirectly through the particle movement. [106] For the evaluation of the velocity,
the images are analyzed in pairs. Each image is divided into so-called interrogation
windows. Due to the particle density, the movements of single particles are hard to
follow, which is why during the evaluation of PIV images, the mean particle movement
of a group of particles is determined. The high particle density is needed to obtain a
sufficient image resolution. If the PIV measurements are done with one camera, the
resulting images show particle movement of a plane, and the third dimension is not
shown.
The image processing can be done by three different methods; Young’s fringe, auto-
correlation, or cross-correlation [107]. Here we are focusing solely on cross-correlation.
For the other methods, it is referred to elsewhere [108]. In order to track the gas
bubble movement, an interrogation window of a certain size of the image of time step
t is taken and compared to the particle pattern in the image at the following time step
t’. To find the particle pattern in the image at time step t’ the interrogation window
is moved iteratively over the image with a certain overlap to the interrogation window
scanned before (see Figure 2.11).
For each iteration step the cross-correlation function R is calculated, which can be seen

33



2 Scientific Fundamentals and State of the Art

Figure 2.11: Interrogation Window Displaying Particle Movement from Time Step t to
t’.

in Equation 2.23.

R(s) =

∫
I1(X)I2(X+ s)dX (2.23)

The cross-correlation function consists of the two-dimensional spatial convolution of
the scattered light at the particles at location X at time step t and the scattered light
at the particles at the location displaced by the displacement vector X + s at the
following time step t’. An example of how the cross-correlation function looks is given
in Figure 2.12. The function consists of smaller noise peaks and a high peak where the
particle distribution of the two images correspond. [109] For the evaluation of the PIV
images, it is assumed that the particles in direct vicinity move in the same direction
[106, p.5].
Cross-correlation is always done with two consecutive images. From the displacement
vector and the frame rate, the velocity can be determined.
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Figure 2.12: Cross-correlation Function [109, p.196].

2.4.2 Particle Image Velocimetry Measurements in Multiphase
Flows

Mostly, particle image velocimetry measurements are conducted to find the velocity of
a liquid or gaseous media. Sometimes, particle image velocimetry measurements are
combined with other image-processing techniques in order to analyze liquids containing
gas bubbles. In this examination, the term multiphase flows means liquids containing
gas bubbles. Measuring multiphase flow behavior is difficult and poorly understood
so far [110]. According to Chen et al. [111] particle image velocimetry is the most
promising measurement technique for measuring multiphase flow.
There are three main difficulties when using PIV for multiphase flows. When the gas
bubble concentration is too high, the tracer particles cannot or poorly be detected
from the images [112]. Brücker [110] recommends a gas bubble void fraction limit of
5% [110]. On the other hand, it is difficult to detect gas bubbles when they are too
small and cannot be distinguished from the particles. Deen et al. [112], therefore, rec-
ommend a gas bubble void fraction of 1-4% [112]. A third difficulty during multiphase
PIV measurements is when shadows of e.g. gas bubbles darken the scattered light of
the particles [112].
The scattered light of the particles and the gas bubbles is not always explicitly dif-
ferentiable. To identify the different phases, phase discrimination techniques can be
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used, such as amplitude discrimination, using fluorescent particles, or particle pattern
recognition. When the gas bubbles and the tracer particles have different scattering
characteristics, amplitude discrimination can be used [113, 114]. The use of two dif-
ferent cameras with different filters in combination with a beam-splitting prism allows
the use of fluorescent particles [115, 116]. If the particles and gas bubbles can be
divided by size or shape, particle pattern recognition can be used [117, 118].
Using cross-correlation in the evaluation of multiphase flow images results in two peaks
for the cross-correlation function and, therefore, in two different displacement vectors
[112]. One strategy to distinguish the gas bubble movement from the particle move-
ment is to adjust the signal-to-noise ratio and, therefore, filter the signal of the particles
from the pictures to analyze the gas bubble movement and use it as a mask for ana-
lyzing the particle movement [119]. Another possibility is using a median filter for the
separation of the gas bubbles and the particles. The median filter does not filter the
gas bubbles. The filtered image with only gas bubbles can then be subtracted from the
original image, resulting in an image with only particles [120, 121]. Deen et al. [122]
used fluorescent particles and two cameras with different filters and beam-splitting
prism.
In all the mentioned approaches above, the two analyzed pictures during cross-correlation
are further divided into four images in total, one pair for the particle movement analysis
and one pair of images for the gas bubble movement analysis.
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In the following section, the detailed measurement methods are explained that are
used to investigate the two-phase flow of an alkaline electrolysis zero-gap cell. All
measurement methods use the same flowfield geometry in order to ensure the highest
grade of comparability. In the first two sub-sections, Section 3.1 and Section 3.2,
the flow visualization methods, neutron radiography measurements, and particle image
velocimetry are described. The measurement set-ups are explained, and the evaluation
and image processing methods are stated. In the third sub-section, Section 3.3, liq-
uid characterization methods are described, which are needed to prepare the neutron
radiography and particle image velocimetry measurements.

3.1 Neutron Radiography

The Neutron and X-ray Tomograph (NeXT-Grenoble) is an instrument that was launched
in 2016 and is located at Institut Laue Langevin (ILL) in Grenoble, France. NeXT-
Grenoble was developed together with the Universite Grenoble Alpes. The neutron
beam comes from a heavy-water-cooled and moderated swimming pool-type reactor,
which has a thermal power of 58 MW. The nuclear research reactor has a neutron
flux of 1.5 x 1015 n/cm2/s in the moderator region and a flux of 3 x 108 n/cm2/s for
an L/D (L: pinhole/sample distance, D: pinhole size) of 333 at the sample position
for a used pinhole of 30 mm, which makes the neutron source the source with the to
date highest neutron flux in the world. As highlighted by Tengattini et al. [123], the
neutron beam is not entirely homogeneous. Using a larger pinhole, like in this case 30
mm, results in a more homogeneous wavelength distribution at the detector, especially
in the central 100 mm. The wavelength of the neutron beam is between 1.4 nm and
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0.1 nm, with a peak at 0.28 nm. [123]

3.1.1 Measurement Set-up and Cell Design

The neutron beam entering the imaging zone penetrates the cell, which is mounted to
a rotatable sample table. In this case, the sample table remains in a fixed position, and
the beam is directed at the cell at a 90-degree angle, the measurements are conducted
as through-plane measurements. The transmitted beam interacts with the scintillator
and is transformed into visible light. The visible light is redirected by a mirror at a
45-degree angle and focused by a lens into the CMOS camera. The redirection by a
mirror is done to protect the camera from the beam and most of the scattered radiation
[124]. Some mathematical corrections have to be applied because of the conversion of
the neutron beam to visible light through the scintillator. The corrections are needed
due to the ratio of neutron flux to light flux, as well as in terms of changing spatial res-
olution. For more details regarding the mathematical image correction, it is referred to
Rayleigh [125]. The arrangement of measurement equipment can be seen in Figure 3.1.

Figure 3.1: Scheme of the Neutron Radiography Set-up at ILL in Grenoble.

To quantify the change of attenuation through the different layers of material and
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fluids of the neutron beam, a few preparatory measurements have to be conducted
before starting the main measurements with an operating alkaline zero-gap electrolysis
cell. The regarding images can be seen in Figure 3.2.

(a) (b)

(c)

Figure 3.2: Preparatory Images for the Evaluation of the Operando Cell Measurements;
Camera Noise without Cell and without Neutron Beam (a), Cell with Elec-
trolyte Solution Flooded Cell in the Beam (b) Example Image of Flowfield
with Gas Bubbles during Cell Operation (c).

To quantify the noise of the camera, the cell is removed from the beam area, and
the beam is turned off. The resulting gray values of the camera noise (see Figure
3.2 (a)) are to be subtracted from each recorded image. One more setting has to be
recorded for the evaluation, the cell penetrated by the neutron beam with the flooded
flow channels. From the two settings, the attenuation coefficient can be determined
(see Equation 3.2) by Beer-Lambert’s law (see Equation 3.1) with the thickness of the
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electrolyte layer of 1.5 mm channel depth (dKOH). Using Equation 3.2 and calculating
the attenuation coefficient (Σ) for different images with different transmissions per
pixel (Timage) results in a constant value, which is the attenuation coefficient (Σ).
All gray values of the images with gas bubbles and the images of the flooded cell
are subtracted by the gray value of the camera noise Tnoise. Once the attenuation
coefficient is determined, the gas layer thickness, for example, can be calculated with
it, which is explained in more detail later.

Timage − Tnoise

Twet − Tnoise

= exp (−Σ · dKOH) (3.1)

Σ = − 1

dKOH

· ln
(
Timage − Tnoise

Twet − Tnoise

)
(3.2)

The cell that was used for the neutron radiography measurements is an alkaline elec-
trolysis cell in a zero-gap configuration. A scheme of the electrolysis cell assembly can
be seen as an exploded view in Figure 3.3 The cell consists of two monopolar plates
with a flowfield made from Nickel Alloy 201, the flowfield can be seen in Figure 3.4.

Figure 3.3: Scheme of the Cell Assembly of the Alkaline Zero-gap Electrolysis Cell used
for Neutron Radiography Measurements.

The flowfield has parallel flow channels, and the electrolyte flow enters the cell from
the lower pipe (right side of Figure 3.3). After passing the inlet pipe, the cell has
a flow distribution area to distribute the flow equally over all parallel channels. The
flow distribution area is covered with a metal plate due to cell stability and sealing
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Figure 3.4: Flowfield Plate of the Alkaline Zero-gap Electrolysis Cell used for Neutron
Radiography Measurements.

reasons. The electrolyte solution passes through the flow channel, distributing the cell
with water for the reaction, realizing the ionic conductivity through the provision of
hydroxide ions, and removing the forming gas bubbles on the way out of the cell. In
this case, potassium hydroxide is used as an electrolyte solution with a concentration
of 32.7 wt.-%. The flow channels have a length of 42 mm and a cross-sectional area of
1.5 mm x 1.5 mm. As electrode material, Nickel foam with a thickness of 0.3 mm and
a specific surface of 5400 m2/m3 supplied by Recemat BV2 is used. The diaphragm
material is the state-of-the-art material Zirfon UTP 500 supplied by Agfa Gevaert NV1

with a thickness of 500 µm. The active cell area of the used cell is 17.64 cm2. The
current connection is made by cable lugs connected to the top of each monopolar
plate. The cell is heated by heating rods with 4 mm in diameter and one preheater cell
on anode and cathode side each. The temperature is measured on the lower left side
of the monopolar plate with a Nickel-Chromium/Nickel thermocouple and controlled
with a temperature control unit supplied by Elotech Industrieelektronik GmbH3. The
electrolyte solution is pumped by a membrane pump of type Simbdos 10 supplied by
KNF DAC GmbH4

2https://www.recemat.nl/
1https://www.agfa.com/
3https://www.elotech.de/
4https://www.knf.com/
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3 Methods and Measurement Techniques

3.1.2 Measurement Settings

During the neutron radiography measurements, the cell is operated at different oper-
ation conditions, changing electrolyte volume flow, current density, and temperature.
The measurement procedure is started by heating up the cell to 80 ◦C and afterwards,
a breaking-in period of five hours is done. After the breaking-in period, the main
measurements start. Four different temperatures are measured; 80 ◦C, 70 ◦C, 60 ◦C
and 50 ◦C. For each temperature, four different electrolyte volume flows are applied;
100 ml/min, 50 ml/min, 25 ml/min, and 10 ml/min, and then the operation is moved
on to the next temperature. The volume flows are chosen in a random order, the
temperatures are set in a descending order.

Polarisation Curves

At each temperature/volume flow combination, a polarization curve is measured. The
power supply of the cell is done by a potentiostat Gen 20-76 supplied by TDK Lambda
Germany GmbH5. The cell is operated in galvanostatic mode. The polarization curve
is measured at the following current densities; 0.01 A/cm2, 0.05 A/cm2, 0.1 A/cm2,
0.2 A/cm2, 0.4 A/cm2, 0.6 A/cm2, 0.8 A/cm2 and 1 A/cm2. Each current density
is applied for 5 minutes, starting with the lowest current density ascending. For the
graphic display, the last minute of each measured current density is used to calculate
the mean value and plotted as a polarization curve of the regarding operation point.

Electrochemical Impedance Spectroscopy

The electrochemical impedance is measured using a IM6 potentiostat supplied by Zah-
ner Elektrik GmbH & Co.KG6. The impedance is measured before and after every
polarization curve. During the measurements, the main focus is laid on the high fre-
quency resistance in order to get an indication of the ohmic resistance of the electrolysis
cell and how the resistance is influenced by gas bubbles inside the cell. Before and after
the polarization curves, the impedance is measured at a current density of 1 mA/cm2

with an amplitude of 20 mV. During the breaking in of the cell, the impedance is also
5https://www.emea.lambda.tdk.com/
6https://www.zahner.de/
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measured at the following time steps after starting the breaking in; 10 min, 30 min,
1 hour, 3 hours, 5 hours. In addition to the impedance measurements at the mentioned
time steps, the impedance is measured for 80 ◦C for each volume flow, also at current
densities of 0.01 A/cm2, 0.05 A/cm2 and 0.1 A/cm2, every time with an amplitude of
20 mV

3.1.3 Evaluation of Neutron Radiography Images with
Trackmate

Trackmate is a tracking software that was developed and optimized by Ershov et
al. [126] in order to track objects from fluorescence microscopy images. The software
was developed to identify and track moving objects from images and can be used as
a plugin to ImageJ [127], which makes it suitable also for gas bubble detection and
tracking.
The images are reduced from 32-bit to 16-bit images for calculation time reasons
before starting the evaluation with Trackmate. The chosen detector in Trackmate is
the Laplacian of Gaussian (LoG) detector. The Laplacian of an image makes use of
the second derivative of an image and is, therefore, able to identify edges on images.
Unlike operators using the first derivative, the Laplacian does not determine changes
in intensity but the derivative of changes in intensity. Since an image is a structure of
discrete pixel values, the second derivative has to be approximated using a convolution
operator. Noise has an influence on the result of the Laplacian and can result in noise-
produced edges, which is why the image, in this case, is smoothed by a Gaussian filter
first. [128]
As a tracker for the gas bubbles, the LAP tracker is chosen in Trackmate. LAP
stands for linear assignment problem and was developed by Jaqaman et al. [129]. The
tracking is done by creating track segments and linking the identified objects from
frame to frame. This is done by minimizing a cost matrix of a specific shape. For
detailed information about the LAP tracker, it is referred to [129].
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3.1.4 Evaluation of Gas Amount in Neutron Radiography
Images

The evaluation of the gas amount inside the flow channels is done in two ways. The first
one is to determine the gas layer thickness from the neutron radiography measurements.
Since the gas layer thickness is not be able to determine from the proposed method
for visualizing the two-phase flow of an alkaline electrolysis cell, as a second step, the
percentage of the gas amount in each channel is determined as a measure of comparison
between the neutron radiography measurements and the multiphase particle image
velocimetry measurements.

Determination of the Gas Layer Thickness

To evaluate the gas amount from the images resulting from the neutron radiography
measurements, the images need to be processed in a first step. The image processing is
done by Helmholtz-Zentrum Berlin GmbH (HZB) at the Institute of Applied Materials7

using custom developed image processing algorithms.
The resulting images are gray-scale images (values between 0 and 255). The gas
bubbles have gray pixel values (values between 0 and 255). The gray values depend on
the grade of transmission of the neutron beam, respectively, the thickness of the gas
layer the neutron beam is attenuated. Using Beer-Lambert’s Law (cf. Equation 3.3),
the gas layer thickness of each image pixel can be determined with the attenuation
coefficient (Σ) (determined using Equation 3.2), the gray value of the pixel of the
image with flooded channels (Twet) and the gray values of the pixel of the image that
is investigated (Timage) and the contribution to the transmission by the camera noise
(Tnoise). The resulting gas layer thickness at each channel location (dgas) is averaged
for the different operation points to analyze the average gas distribution inside the flow
channel.

dgas = − 1

Σ
· ln

(
Timage − Tnoise

Twet − Tnoise

)
(3.3)

The gas amount measured through neutron radiography measurements is compared
to the theoretical averaged value for the gas thickness (dgas,theo.) calculated through

7https://www.helmholtz-berlin.de/forschung/oe/ce/materialforschung/index_en.html
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Faraday’s Law by Equation 3.4.

dgas,theo.(x) = Vgas(x)

A(x)

= V̇gas(x)

V̇gas(x)+V̇KOH
· Vtot(x)

A(x)

=
V̇O2

(x)+V̇H2
(x)

V̇O2
(x)+V̇H2

(x)+V̇KOH
· Vtot(x)

A(x)

(3.4)

The theoretical gas thickness (dgas,theo.) is calculated through the gas ratio of the total
Volume (Vtot) divided by the active cell area (A). To calculate the gas volume flow
(V̇gas), the Faraday efficiency is considered, which considers the ratio of the effectively
produced amount of gas to the theoretical, possibly produced amount of gas. For
electrolysis cells, this efficiency can be assumed to be 100 %. For an electrolysis stack,
the Faraday efficiency can be determined by the empirical equation published by Mónica
Sánchez et al. [130], which can be seen in Equation 3.5. The Faraday efficiency in
stacks is reduced by parasitic currents.

ηF =

(
i2

478645.74− 2953.15 · ϑ+ i2

)
· (1.03960− 0.00104ϑ) (3.5)

The current density (i) in this empirical equation is inserted in A/m2, and the temper-
ature (ϑ) needs to be inserted in ◦ C.

Determination of the Percentage of the Gas Content in the Flow Channel

Additionally, the gas amount is determined by a second method for comparison of
neutron radiography measurements and particle image velocimetry measurements. A
measure of the comparability between the modeled transparent quartz glass electrolysis
half cell used for particle image velocimetry measurements and the alkaline electrolysis
cell used for neutron radiography measurements is the gas amount in the different flow
channels. Since the images taken during particle image velocimetry measurements can
be evaluated only in 2D and not with a gas layer thickness as done for the neutron
radiography images, the gas amount is additionally evaluated using the visible cross-
sectional area of the gas bubbles to determine the percentage of gas inside the cell.
Since these values are used not to quantify the gas amount but to compare the gas
distribution inside the flow channel of the two different measurement set-ups, this is a
valid method here.
The gas amount is evaluated by image processing in Python using numpy [131] (version
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1.23.3) for image array processing and opencv [132] (version 4.6.0) for image processing
and filtering. At first, the images are binarized, which means setting the different pixel
values from a grayscale to the value of 255 (white pixel value) and everything except
the gas bubbles to 0 (black pixel value). An example image of the processed images
can be seen in Figure 3.5.

Figure 3.5: Binarized Image for Determination of the Gas Amount in the Channel of
the AWE cell.

From the amount of white pixel values, the percentage gas amount inside the chan-
nel calculated with the total gas amount in the picture can be determined. For the
analysis, 5000 images are analyzed for every operation point, and the gas amount per
channel is averaged.

3.2 Particle Image Velocimetry

The multiphase particle image velocimetry measurements are conducted in order to
track flow velocities. Here, the electrolyte velocity inside a transparent cell is tracked,
and additionally, the gas bubble velocity and gas amount are measured. Through
particle image velocimetry measurements, it is possible to visualize the liquid phase in
an electrolysis cell by seeding the liquid with particles. With this measurement method,
the liquid phase, which cannot be made visible during operando neutron radiography
measurements, can be characterized.
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3.2.1 Cell Assembly and Measurement Set-up

The cell that is used for particle image velocimetry measurements simulates a half
cell of an alkaline electrolysis zero-gap flow cell without having any electrochemical
functionality itself. The cell design can be seen in Figure 3.6 and Figure 3.7. It
consists of a quartz glass plate (cf. Figure 3.6 (a)) and a stainless steel plate (cf.
Figure 3.6 (b)).

(a) (b)

Figure 3.6: Quartz Glass Plate (a) with Parallel Flow Channel and Gas Distribution
Plate (b) for the Particle Image Velocimetry Measurements.

The cell size is 90 mm x 90 mm for the glass plate, and the active cell area is 17.64 cm2

and has the same design as the cell used for neutron radiography. The cell consists
of a quartz glass plate with an electrolyte flowfield, which is mounted against a metal
plate with a gas distribution flowfield. The quartz glass plate has 14 parallel flow
channels with a length of 42 mm and a cross-sectional area of 1.5 mm x 1.5 mm
for each channel. The gas distribution plate is made from stainless steel and has 48
small pockets distributed over the area of 42 mm x 42 mm with small areas of land in
between for mechanical stability. The gas is introduced at all four corners of the gas
distribution area.
The simulation of an electrochemical cell is done by introducing gas to the cell on the
backside of the steel plate through the gas distribution flowfield. Which is then fed to
the parallel flow channel of the glass plate through layers of different materials. The
first layer from the gas distribution flowfield side is a sintered metal plate followed by
a porous PTFE sheet and a top layer of nickel foam. The porous PTFE is used to
ensure the gas transport into the cell and ensures through the hydrophobic properties
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Figure 3.7: Explosion Drawing of the Cell used for Particle Image Velocimetry Mea-
surements.

of the PTFE that no liquid can penetrate the sintered metal and the gas flowfield to
avoid uneven gas distribution. The purpose of the sintered metal is to distribute the
gas equally over the flowfield. The nickel foam ensures the right gas bubble diam-
eter because nickel foam is the same material as the electrodes used in the alkaline
electrolysis cell. The used nickel foam, which is 300 µm in thickness and manufac-
tured by Recemat BV2 is an in research commonly used electrode material of the here
simulated alkaline zero-gap flow cell. The gas bubbles are transported out of the cell
by an electrolyte flow after entering the flow channel. The flow channels are milled
in the glass plate. The cell assembly makes it possible to study the electrolyte flow
behavior through particle image velocimetry measurements and simultaneously record
the gas bubble movement in the flowfield. In Figure 3.8, a scheme of the particle image
velocimetry set-up can be seen.
For the particle image velocimetry measurements, an air-cooled LED from ILA 5150
GmbH8 is used with a wavelength range in the green spectrum of visible light. The LED
illuminates the parallel flow channel of the transparent cell. The electrolyte solution
fed to the cell is seeded with fluorescent particles, which are excited by light of the
wavelength of 530 nm (green light) and emit light in the wavelength of 590 nm (red

2https://www.recemat.nl/
8https://www.ila5150.de/
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Figure 3.8: Scheme of the Used Particle Image Velocimetry Set-up.

light). The particles are fluorescent polymer microspheres made from Polyamide with a
Rhodamine b coating and are supplied by Applied Microspheres B.V.9. Since the nickel
foam, the gas bubbles, and other components used for the cell assembly can reflect
the green light coming from the LED, a filter is used, which is permeable only to the
emitted red light by the particles. The filtered light is recorded by a high-speed camera
with a frame rate of 2000 frames per second. The used camera is a FASTCAM Mini
AX100 from Photron Inc.10. Not shown in Figure 2.10 are the following components:
A synchronization unit SigMa Synchonizer from ILA 5150 GmbH8 which is used to
synchronize the exposure time of the high-speed camera with the LED. The used
electrolyte solution is pumped by a membrane pump to get the same flow conditions
as in the alkaline electrolysis cell used for neutron radiography measurements. The
gas is introduced by a mass flow controller from Brooks Instrument GmbH11 (5850E
series) which are controlled by a Brooks Instrument GmbH11 control unit (Read Out &
Control Electronics 0154). The measurement equipment is connected to a computer,
which stores and processes the recorded data.
During the particle image velocimetry measurements, instead of the electrolyte solution
of a typical alkaline electrolysis cell, a model electrolyte solution is used.
The idea is to be able to simulate the flow behavior of different operation points of

9https://www.applied-microspheres.com/
10https://photron.com/
8https://www.ila5150.de/

11https://www.brooksinstrument.com/
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an alkaline electrolysis cell by adapting the electrolyte solution, its temperature, and
its concentration. Assuming an alkaline electrolysis cell is operated for each operation
point at the optimum ionic conductivity, which results in a specific concentration and,
with that, in a specific density and viscosity for each operation point.
A cell out of transparent material like quartz glass is potentially becoming turbid over
time, depending on the concentration and temperature, if run with potassium hydroxide
solution. With the intention of being able to simulate not only low temperature but
also intermediate temperature alkaline water electrolysis flow behavior, which means
operating under pressure, it is difficult to realize a cell design with a transparent material
mechanically stable enough for pressurized operation. Because of these difficulties, the
cell is operated with electrolyte solutions that have the same density and viscosity at
a lower temperature without pressure to simulate potassium hydroxide. In addition,
for safety reasons, the gases are changed from hydrogen and oxygen to nitrogen. The
assumption is made that the gas volume of the two-phase flow behaves similarly when
the gas amount introduced to the cell is calculated according to the ideal gas law (see
Equation 3.6 and 3.7) for the changed operation condition with the model electrolyte
solutions.

pV = nRT (3.6)

Through the operation condition in an alkaline electrolysis cell (Vreal, preal, Treal) the
needed gas volume Vsim. in the simulated cell at different temperature and pressure
can be determined according to the following equation:

prealVreal

Treal

=
psim.Vsim.

Tsim.

. (3.7)

Important for the particle image velocimetry measurements is that the particle image
velocimetry particle to pixel ratio is chosen carefully. If the particle image velocimetry
particles take up too few pixels, the used evaluation algorithm openpiv, which is further
described in Section 3.2.5, cannot reliably track the particle. The particles should take
up at least four pixels [133]. In order to guarantee this condition, the measurement of
the gas bubble movement and the electrolyte movement is measured separately.
The gas bubbles are big enough to measure the flowfield as a whole, for the particle
movement with the electrolyte solution, the flowfield is measured in segments. The
segments of the cell can be seen in Figure 3.9. The flowfield channels are divided into
three parts for the recording of the velocity of the electrolyte solution with approxi-
mately 14 mm channel length per segment.
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Figure 3.9: Measurement Pattern for the Particle Image Velocimetry Measurements.

The whole flowfield of the transparent cell is measured in 9 segments. Each flow
channel is divided into thirds, the segments 1, 6, and 7 contain 4 flow channels, the
remaining segments contain five thirds of a flow channel each.
For the image recording of the gas bubble movement, the whole flowfield is recorded at
once, as already explained. After recording the images with gas bubbles, the gas flow
is stopped, and a background image without gas bubbles is taken for image processing
purposes.

3.2.2 Selection of Electrolyte Solution

The usage of the quartz glass cell and multiphase particle image velocimetry measure-
ments offers the possibility to investigate the two-phase flow of an alkaline electrolysis
cell at lower operation temperatures. This is done by simulating a half cell of an alkaline
electrolysis cell, as explained before. Simulation means that the two-phase flow is not
induced by an electrochemical reaction, but instead, the gas is introduced through the
backside of the nickel foam, as also explained before. The model electrolyte solution
in the particle image velocimetry quartz glass cell has the same liquid flow properties
regarding viscosity and density at a temperature (ϑPIV,j) as potassium hydroxide at
a temperature ϑKOH,j, with ϑKOH,j > ϑPIV,j and ϑPIV,j being always lower than the
evaporation boundary (ϑPIV,j < ϑPIV,evap.). With these two conditions, it is possible
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to potentially investigate the two-phase flow of alkaline electrolysis cells over a wide
temperature range without the need for pressurized operation.
In order to find suitable model electrolyte solutions, a mathematical optimization is
done to find potential candidates that have the same viscosity and density at ϑPIV,j ,
then potassium hydroxide at ϑKOH,j. Afterwards, the potential model electrolyte so-
lutions are validated in their density and viscosity values experimentally.
The selection of model electrolyte solutions is done by using Equation 3.8 and Equa-
tion 3.9.

ln η = ln ηw + (d0,i + d1,iϑ+ d2,iϑ
2)ci (3.8)

The calculation of the density (ρ) and the viscosity (η) of electrolyte solutions can be
done using the Ezrokhi method as suggested by Zaytsev et al. [76]. Both equations are
semi-empirical equations with the same structure, the logarithmic viscosity respectively
the density, results from the logarithmic value of pure water (ρw, ηw) added by a
polynomial which consists of empirical coefficients specific for the electrolytes (i) (d0,i,
d1,i, d2,i, b0,i, b1,i and b2,i) and the temperature (ϑ) multiplied by the concentration of
the electrolyte solution (ci) [76, p.1724, 1728].

ln ρ = ln ρw + (b0,i + b1,iϑ+ b2,iϑ
2)ci (3.9)

For the water density (ρw) the suggested, empirical equation by Zaytsev et al. [76] is
used (see Equation 3.10) [76].

ρw = 1000− 0.062ϑ− 0.00355ϑ2 (3.10)

For the water viscosity, the pressure dependence was evaluated, and therefore the
Equation 3.11 was used, which was published by Likhachev [134].

ηw = η0 · exp ap+
E − bp

R · (T − θ − dp)
(3.11)

The semi-empirical equation consists of the constants η0, E, θ, a, b and d, p is the
pressure and R is the universal gas constant. The values of the constants can be seen
in Table 3.1.

The influence of the pressure (p) is neglected for the viscosity of water (see Equa-
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Table 3.1: Values of Constants for Equation 3.11.

Property Value Unit
η0 2.04055·10−5 Pas
E 4.753 kJ/mol
θ 139.7 K
a 4.42·10−4 bar−1

b 9.565·10−4 kJ/(mol bar)
d 1.24·10−2 K/bar

tion 3.11) and set to ambient pressure, since up to a pressure of 20 bar (realistic
pressure for intermediate temperature alkaline electrolysis) the difference to ambient
pressure in a temperature range between 0 ◦C and 200 ◦C is 0.3 % maximal deviation.
Zaytsev et al. [76] published a list with coefficients for 128 possible electrolytes [76,
p.125ff., p.129ff.]. Using this list, a custom-made Python algorithm is used in order
to find suitable electrolyte solutions for each operation point to replace potassium hy-
droxide. The operation points and the density and viscosity, which are needed, can be
seen in Table 3.2.

In the first step of the algorithm, density and viscosity values for a temperature range
of 15 ◦C ≥ ϑ ≥ 60 ◦C and a concentration range of 2 wt.-% ≥ c ≥ 40 wt.-% for
all 128 possible electrolytes are calculated. Afterwards, the values of the calculated
list are checked if they are in the density range of 1273 kg/m3 ≥ ρ ≥ 1307 kg/m3

and viscosity range of 0.49 mPas ≥ η ≥ 1.65 mPas. If so, an optimization is carried
out for each of the operation points shown in Table 3.2, in order to find the temper-
ature and concentration of the model electrolyte to match the density and viscosity
of potassium hydroxide at each operation point. For the optimization, the Python
package scipy.optimize (version 1.9.3) is used [135] with the least-squares problem
formulation. The optimization problem formulation can be seen in Equation 3.12. The
optimization problem consists of the reformulated Equations 3.9 and 3.8 with Equation
3.11 and 3.10 to define the water viscosity (ηw,j) and water density (ρw,j) for each
of the possible 128 electrolytes (i) for every relevant temperature (j) which are the
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Table 3.2: Simulated Operation Points for Particle Image Velocimetry Measurements.

Temperature KOH Density Viscosity Pressure
Electrolysis Concentration

[◦ C] [wt.-%] [kg/m3] [mPas] [bar]
50 32.5 1306.61 1.64 1
50 30.4 1282.59 1.518 1
60 32.5 1300.33 1.37 1
60 31.3 1286.83 1.315 1
70 32.5 1293.24 1.17 1
70 32.1 1288.74 1.151 1
80 32.5 1285.39 1.01 1
80 32.7 1288.6 1.017 1
90 34.8 1286.68 0.907 1
100 36.0 1283.21 0.815 20
110 37.2 1300.16 0.784 20
120 38.3 1299.61 0.724 20
130 39.3 1298 0.673 20
140 40.3 1295.33 0.628 20
150 41.2 1291.6 0.589 20
160 42.0 1286.83 0.554 20
170 42.8 1281.04 0.528 20
180 43.4 1274.26 0.495 20

temperatures shown in Table 3.2.

min
ϑi,ci

f(ρKOH,j , ηKOH,j)

s.t. f(ρKOH,j , ηKOH,j) =

[
10log10(ρw,j)+(b0,i−b1,i·ϑi+b2,i·ϑ2

i )·ci − ρKOH,j

10log10(ηw,j)+(d0,i+d1,i·ϑi+d2,i·ϑ2
i )·ci − ηKOH,j

]
= 0

ρKOH,j see Equation 4.5 with copt from Equation 4.4
ηKOH,j see Equation 4.6 with copt from Equation 4.4
ρw,i = 1000− 0.062 · ϑi − 0.0355 · ϑ2

i

ηw,i = η0 · exp a+ E−b
R·(Ti−θ−d)

i ∈ [Al(NO3)3,Al2(SO4)3, ...,Zn(NO3)2,ZnSO4]

j ∈ ϑKOH = [50, 50, 60, 60, ..., 170, 180]

(3.12)

As an optimization algorithm, the default option, the Levenberg-Marquardt method,
is used. The Levenberg-Marquardt is an optimization algorithm for unconstrained
optimization and uses the Newton method with a trust-region framework. Trust region
search algorithm defines a trusted search area around the iterate and, at the same time,
chooses a step length and direction for the iteration. [136]
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For the least squares algorithm, the default values implemented for the Python package
are used except for the tolerance for determination by the change of the cost function,
which is changed to ftol = 1 · 10−15, as well as the tolerance for determination by the
change of the independent variables, which is also set to xtol = 1 · 10−15 [137]. The
values set the tolerance as delta to the optimal value within the algorithm to accept
a result as optimal or not. The default values were not small enough to solve the
optimization problem in this specific case.

3.2.3 Selection of Gas for Particle Image Velocimetry
Measurements

The produced gases in a water electrolysis cell are oxygen and hydrogen. Because of
safety concerns here, the gases are exchanged, and nitrogen is used due to simplicity,
availability, and economical reasons.
The amount of gas inside the cell is regulated through the inflowing gas volume flow.
The needed gas volume flow for the regarding operation points can be seen in Table
3.3. The amount of gas is calculated by Equation 3.13. Equation 3.13 uses Equation
3.7 multiplied by the Faraday efficiency [138].

V̇N2,ϑPIV,j
= ηF (i) ·

i · A · Vm

zF
(3.13)

The gas volume flow of nitrogen (V̇N2,ϑsim,k
) at the temperature k that simulates the

electrolysis process at a certain operation point (j) results from the assumption that
the gas volume of hydrogen respectively oxygen (VH2/O2,ϑj

) needs to be equal to result
in a similar two-phase flow behavior in the simulated electrolysis cell compared to the
actual electrolysis cell two-phase flow behavior.

Using nitrogen instead of oxygen and hydrogen in a simulated half-cell changes certain
things of the flow behavior and properties within the cell. What kind of changes need
to be considered is discussed in this sub-section.
The properties that need to be discussed because they have an influence on the two-
phase flow behavior are the following: solubility, size of molecules, crossover, and
diffusion.
The electrolyte solution in an electrolysis cell is assumed to be saturated with gas at
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Table 3.3: Gas Amount of Nitrogen as a Replacement of Oxygen and Hydrogen for
Particle Image Velocimetry Measurements.

Current Density N2 as O2 replacement N2 as H2 replacement
[A/cm2] [ml/min] [ml/min]

0.01 0.61 1.23
0.05 3.07 6.15
0.1 6.15 12.29
0.2 12.29 24.59
0.4 24.59 49.17
0.6 36.88 73.76
0.8 49.17 98.35
1.0 61.47 122.94

steady-state operation. Hanafizadeh et al. [139] concluded from their investigations
that changes in the gas density have only little influence on the detachment of gas
bubbles. They found out that the detachment frequency of gas bubbles is mainly
dependent on the surface tension. According to Pallas et al. [140], for pure water, the
interfacial tension in the presence of nitrogen, air, and helium was indistinguishable.
This leads to the assumption that the interfacial tension for the three used gases here
(Nitrogen, Hydrogen, and Oxygen) is also similar in aqueous solutions.
In the investigation published by Hanafizadeh et al. [139] gas formation, detachment,
and growth are investigated with different gases injected by a needle. The authors
concluded that gases with lower densities result in larger bubbles (volume-wise). In
addition, the gas density and surface tension were investigated separately while all other
conditions were kept constant. A higher gas density results in a faster detachment and
larger gas bubble volume due to buoyancy forces. With increasing surface tension, the
gas bubble volume increases. [139]
In order to establish a two-phase flow behavior similar to an alkaline electrolysis half-
cell with the same flowfield geometry, the gas is not directly injected. The nitrogen
gas is introduced to the cell through a gas flowfield, which is a pocket of the size of
the active cell area but with ribs for mechanical stability to support a sintered metal
plate. On top of the sintered metal plate is a layer of porous PTFE foil to have a
hydrophobic layer, which prevents the electrolyte solution from streaming into the gas
flowfield. The sintered metal plate and the porous PTFE sheet are used as porous
media for the uniform distribution of nitrogen gas into the half-cell. In order to control
the volume and size of the gas bubbles, an additional layer on top of the porous PTFE
is placed in the half-cell. The layer is a sheet of nickel foam of the same material that
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is used as electrodes in the alkaline electrolysis cell that is simulated here. The idea is
that the gas bubbles are injected through the sintered metal plate and porous PTFE
layer and coalesce on their way through the nickel foam as they do in the electrolysis
cell. The gas bubbles can create a similar size distribution in the simulated electrolysis
cell because of the nickel foam, and the effects described by Hanafizadeh et al. [139]
are assumed to be disabled in this case as long as the introduced gas volume is the
same as the hydrogen and oxygen amount at the particular operation point.

3.2.4 Selection of Particle Image Velocimetry Particles

Since particle image velocimetry measurements are a passive method of flow velocity
measurement methods, the particles that are used to determine the flow velocity are
a vital part of successful measurements. Samimy et al. [141] state that for liquids,
the following condition for the Stokes number has to be applied; Sto = tP/tF < 0.1

[141]. The Stokes number describes the relation of particle residence time tP and fluid
residence time tF . In Equation 3.14 to 3.16, the maximum Stokes number for the
planned measurements is calculated. The relevant, necessary values can be seen in
Table 3.4. The most critical operation is at 50 ◦C and a potassium hydroxide solution
of 32.5 wt.-%, because the resulting Stokes number is highest at these conditions.

tP = d2P
ρP
18η

= 2.2039 · 10−5 [s] (3.14)

The residence time of the particles (tP ) results from the equilibrium of velocity of
particles with the fluid velocity and consists of the particle density (ρP ), the fluid
viscosity η and the particle diameter (dP ).

tF =
L

uF

= 2.03 · 10−3 [s] (3.15)

The residence time (tF ) results from the flow velocity uF and the characteristic length
of a rectangular channel (L).

Sto =
tP
tF

=
2.2039 · 10−5 [s]

2.03 · 10−3 [s]
= 0.012 < 0.1 (3.16)

The ratio results in a Stokes number, which fulfils the condition of Samimy et al. [141].
The particles with a size of 20 µm made from polyamide with a RhodaminB coating
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Table 3.4: Values for Particle Choice for Particle Image Velocimetry Measurements.

Property Description Value Unit
ϑ System Temperature 50 ◦C
cKOH KOH Concentration 32.5 wt.-%
ρP Density Particle 1000 kg/m3

ηmin Minimum Viscosity Liquid 0.9436 mPas
dP Diameter Particle 20·10−6 m
L Characteristic Length 0.003 m

Rectangular Channel
x Channel Edge Length 1.5 mm
Vmax Maximum Volume Flow 100 ml/min
uF Liquid Velocity 0.741 m/s

manufactured by Applied Microspheres B.V.9 have shown good applicability in pre-tests
regarding flow behavior, visibility and plausibility at evaluation (which is described in
detail in the following sub-section (see Section 3.2.5)). The used particles have an
excitation wavelength of 530 nm (visible green light) and an emission wavelength of
590 nm (visible red light).

3.2.5 Evaluation of Particle Image Velocimetry
Measurements

The evaluation of the images of the modeled alkaline electrolysis cell using multiphase
particle image velocimetry is done separately for the liquid and the gas phase, as
explained below. For each phase, all 2000 images (equivalent to 1 second) are used.

Liquid Phase Evaluation

For the evaluation of the images to determine the liquid phase velocity, the open source
package openpiv is used [142] which is available for Matlab, C++, and Python, in this
case it is implemented in Python (version 0.23.8).
The openpiv community provides example code for the evaluation of particle image
velocimetry images. Here, the code is adapted to the here needed functions. The

9https://www.applied-microspheres.com/
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sub-packages preprocess, tools, validation, pyprocess, filters and scaling are used. An
example of what the packages are used for can be seen in Table 3.5.

Table 3.5: Examples of the Functionality of the Relevant Openpiv Sub-packages.

sub-package functionality
preprocess - Array normalization to [0,1]

- subtracting image background
- intensity capping

tools - transforming coordinates to physical based coordinates
- reading image file as array

validation - checks velocity vectors for spatial consistency
- deletes inconsistent vectors

pyprocess - cross-correlation algorithm (see Section 2.4)
filters - filters outlier

- replaces outliers with iterative inpainting algorithm
- smooths the vector data

scaling - applies uniform scaling to coordinates and velocity
vectors

Evaluation of the Gas Amount inside the Cell

The determination of the gas amount inside the transparent simulated electrolysis half
cell is done by evaluating binarized images where the gas bubbles have black pixel values
(0 value) and the surrounding has white pixel values (255 value). Before binarization,
image processing is done. As first step, the background of the images is subtracted.
A picture of the background of the glass cell is taken without gas bubbles inside the
channel. Afterwards, the images are filtered, as described in more detail below. With
the binarized images, the cross-section of the gas bubbles can be calculated, and the
gas distribution in percentage per channel is compared to the gas distribution in the
alkaline electrolysis cell images.
The image processing of the particle image velocimetry images of the 14 channels of
the transparent quartz glass cell is done using python packages numpy [131] (version
1.23.3), for the processing of the image data in form of arrays, and opencv [132]
(version 4.6.0) for the image processing and visualization. The images are read using
opencv as grayscale picture and normalized to pixel values between 0 and 255. The
background image is read in the same way as the images. All images are rotated,
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if necessary (in case the cell is not 100% vertical), to align the channel vertically in
the images. Then, the background image is subtracted from all images using opencv.
Afterwards, the resulting image is binarized, all grayscale values greater than zero
(black pixel) are set to 255 (white pixel). In preparation for noise reduction, the image
is masked in order to exclude all pixels that do not belong to the flow channel. To
reduce the noise opencv filter medianBlur is used. The medianBlur filter is a median
filter that is used to reduce noise. The reduction is done using a square of a size of k
x k pixel with k being an odd integer. For the k x k frame, the median is calculated,
and the central pixel is replaced by the median value. The median blur is processed
over all pixels of the image. An example of a masked and filtered image can be seen
in Figure 3.10.

Figure 3.10: Result of the Python Image Processing for Evaluating the Gas Amount of
the Gas Bubble Particle Image Velocimetry Images.

After image processing, the gas amount can be evaluated by evaluating the total
amount of black pixels. This is done for the total gas amount in every image and for
every channel in every image. Then, the gas amount is averaged over 2000 images per
operation point, and a total gas amount per channel is determined.

Gas Bubble Velocity

The gas bubble velocity of the gas bubbles measured by particle image velocimetry is
determined by the ImageJ plug-in Trackmate [126] (version 7.9.2). The used detector
is a thresholding detector, which considers pixel values larger than a chosen threshold,
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and the tracker is the LAP tracker, which is already described in Section 3.1.3. Gas
bubbles detected with the thresholding detector can be seen in Figure 3.11.

Figure 3.11: Bubble Tracking of the Particle Image Velocimetry Images using Track-
mate, Detection using the Thresholding Detector (Detected Gas Bubbles
Circled in Pink).

In order to use Trackmate, the images need to be preprocessed and binarized. The
algorithm to do so is the same procedure as described above when describing the
evaluation of the gas amount inside the cell during particle image velocimetry.

3.3 Liquid Characterization Methods

For comparison of liquid flow behavior of electrolytes, a few physical properties are
important depending on what the focus of comparison lies on. The comparison of liquid
flows can be made, for example, by the theory of similarity using dimensionless numbers.
In this examination, a similar approach to the theory of similarity is used. Here,
the focus lies on simulating an alkaline electrolysis cell flow behavior by exchanging
the nickel cell with a transparent cell material and additionally the gas and liquid
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electrolyte are exchanged for liquids that can be handled safer and operated at lower
temperatures. The consequences of exchanging material and fluids for the flow behavior
are that the fluid-solid material interaction is changing, as well as the liquid-solid
interaction. Interaction means that the contact angle between gas, liquid, and solid
phases is changing because the surface energy is dependent on the material, and also,
the contact angle of the liquid-solid phase interface is material dependent. Two other
physical properties that play an important role in the behavior of fluids are density and
viscosity. Important for flow visualization in a transparent cell through particle image
velocimetry measurements is the transmissivity for the light of the used wavelength of
the used LED and the emitted wavelength of the particles.

3.3.1 UV/Vis Measurement

UV/Vis measurements are either done to investigate solids or liquids. Here, the focus
lies on the investigation of liquids for their transmission properties. The liquid is
measured with a defined wavelength spectra. The electromagnetic radiation can be
described by Equation 3.17.

c = ν · λ (3.17)

The speed of light (c), in this case, equals the product of frequency (ν) and wavelength
(λ). When the light is directed at the liquid, the radiation, depending on the frequency,
interacts with an electron of a molecule of the liquid. The electron is rising to an orbital
with higher energy, and through emitting radiation, the molecule is able to reach the
ground state again.
The incoming intensity of light is partially adsorbed, partially reflected, and partially
transmitted. The transmitted light is detected by a detector. Lambert’s Law is valid
for monochromatic light in diluted solutions (see Equation 3.18).

log
IT
I0

= ϵmol · c · d (3.18)

Equation 3.18 describes that the logarithmic fraction of outgoing (IT ) and incoming
intensity (I0) of light equals the product of molar absorption coefficient ((ϵmol), con-
centration of solution (c) and thickness of liquid layer (d). [143]
The used device for the UV/VIS measurements is a Lambda 950 spectrophotometer
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manufactured by Perkin Elmer Inc.12. The used wavelength spectrum is between 300
nm and 800 nm for which the device is using a photomultiplier for detection, starting
at 800 nm, stepwise descending towards 300 nm. [144]
During the measurements, the liquids were measured inside cuvettes, and reference
measurements without cuvette and with a pure water containing cuvette are made as
reference measurements. Through these measurements, the transmission of the liquids
at specific wavelengths can be obtained.

3.3.2 Density Measurement

The conducted density measurements are done with the DMA35 density meter manu-
factured by Anton Paar GmbH13. The density meter uses the oscillating U-tube method.
For this measurement method, the sample liquid is introduced into a borosilicate glass
pipe. The pipe is vibrating at the characteristic frequency, which depends on the
sample density. The sample temperature is measured additionally with a temperature
sensor inside the measurement device since the density is temperature dependent, as
explained in Section 2.2.5. [145–147]

3.3.3 Viscosity Measurement

For the viscosity measurements a viscosimeter manufactured by Anton Paar GmbH13

is used that works with the rotational principle. The viscosity value that is measured
is the dynamic viscosity. Two different measurement principles exist for rotational
viscosimeters; The Searle principle uses a so-called measuring bob, which is rotated
inside a measurement cup filled with a liquid. The second measurement principle is the
Couette principle. For this principle, the cup is rotated, and the measurement bob is
standing still. In this case, the MCR302 device is used, which is working with the Searle
principle. The measurements are conducted using a measurement bob, which is driven
by a servo motor and a high-resolution digital encoder. The encoder records the rota-
tional speed, which induces a motor torque through the resistance force of the liquid
against the rotation. With the motor torque, the dynamic viscosity is determined. The
measurement bob is available in different shapes. In this case, a cone-plate measuring
12https://www.perkinelmer.com/de/
13https://www.anton-paar.com/
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system CP50 is used supplied by Anton Paar GmbH13. The cone plate has a defined
angle of 1 ◦ which is standardized in ISO 3219 [148]. The diameter of the used cone
plate is 50 mm. The advantage of measuring with a cone plate is that the angle results
in a constant shear rate over the entire gap. Since the dynamic viscosity for Newtonian
fluids is constant over the shear rate, the dynamic viscosity can be determined directly.
[147, 149, p.242ff.] The temperature during the viscosity measurements is controlled
by the peltier system H-PTD 200 supplied by Anton Paar GmbH13, to ensure a homo-
geneous temperature throughout the measurement.

Validation of Viscosimeter Precision with Calibration Oil

To identify potential measurement errors of the viscosimeter, the viscosity of a cali-
bration oil, which has a similar viscosity range to potassium hydroxide, is measured
first. The calibration oil is the 1BW by ZMK & ANALYTIK GmbH14. The dynamic
viscosity of the calibration oil at different temperatures is known and compared to the
measured values. The values of the dynamic viscosity of the calibration oil given by
the supplier can be seen in Table 3.6.

Table 3.6: Dynamic Viscosity of Calibration Oil 1BW according to ZMK & ANALYTIK.

Temperature Dynamic Viscosity Measurement Uncertainty
[◦ C] [mPas] [µPas]
20 0.97 ± 1.843
23 0.92 ± 1.748
25 0.90 ± 1.710
30 0.84 ± 1.596
40 0.73 ± 1.387

The manufacturer states a measurement uncertainty of 0.19% for the oil [150]. In the
right column, the measurement uncertainty of the dynamic viscosity is listed (0.19%
of the dynamic viscosity value).
To measure as accurately as possible, the measurements for the calibration oil and
the electrolyte solutions are done with ten repeats each. The measurement error is
calculated using Equation 3.19 to determine the maximum relative measurement error
(∆max,j) and Equation 3.20 to determine the minimum relative measurement error
(∆min,j). The indices i and j refer to the number of measurements and the regarding
14https://www.zmk-wolfen.de/
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temperature at which the measurement is carried out. The index m in Equation 3.19
and Equation 3.20 stands for ”measurement” and is used for all measured values.

∆max,j =


max (ηm,ij)−ηm,mean,j

ηm,mean,j
· 100%, max (ηm,ij) > ηref.,j · 1.0019

ηref.,j ·1.0019−ηm,mean,j

ηm,mean,j
· 100%, else

(3.19)

The maximum relative measurement error (∆max,j) is either calculated by the differ-
ence of maximum viscosity value of the ten repeating measurements for the regard-
ing temperature (max (ηm,ij)) and the mean viscosity for the regarding temperature
(ηm,mean,j) divided by the mean viscosity (ηm,mean,j). Or in case the uncertainty range
of the reference viscosity value 1.0019 · ηref,j is greater than the maximum measure-
ment error max (ηm,ij), the difference in the numerator is changed to the difference of
reference viscosity value added by supplier uncertainty value 1.0019 · ηref,j subtracted
by the mean viscosity at the regarding temperature (ηm,mean,j). In the reversed way,
the minimum relative error is calculated (∆min,j) (see Equation 3.20).

∆min,j =


ηm,mean,j−min (ηm,ij)

ηm,mean,j
· 100%, min (ηm,ij) < ηref.,j · 0.9981

ηm,mean,j−ηref.,j ·0.9981
ηm,mean,j

· 100%, else

(3.20)

Ewoldt et al. [151] discuss potential measurement errors during viscosity measurements
with a rotational viscosimeter. Measuring the viscosity of Newtonian fluids does not
result in a constant viscosity over the shear rate as it is supposed to be because
of measurement errors. Especially at low shear rates, the so-called low-torque limit
effect results in a non-constant viscosity. The low-torque limit effect describes the
effect that the measurement results for dynamic viscosity might not be reliable at
low shear rate values for liquids with a low viscosity. This means that at lower shear
rates, it might occur that the needed torque for measuring low viscosities is below the
minimum torque of the device. At higher shear rates, secondary flow effects result in
measurement errors. The secondary flow is caused by high velocities and is a second
flow that is superposed on the primary shear flow induced by sample inertia, which
means the torque is increased and, therefore, the resulting viscosity is increasing as
well. [151]
Amongst others, these two measurement effects are the reason why the shear rate range
has to be chosen carefully for viscosity measurements with a rotational viscosimeter.
In order to identify the shear rate range where the dynamic viscosity is constant over
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the shear rate, measurements with the calibration oil are conducted over wide shear
rate ranges at 20 ◦C and 40 ◦C with ten repeating measurements each.

Validation of Calculated Dynamic Viscosity of Model Electrolyte Solutions

For the model electrolyte solution, the density and viscosity values, which are calculated
by empirical equations taken from Zaytsev et al. [76, p.1724ff.], validating measure-
ments are conducted for the calculated values. For the viscosity measurements, the
viscosimeter described in this sub-section is used. For the density measurements, the
density meter described in Section 3.3.2 is used. For each operation point, ten repeat-
ing measurements are done. The acceptance boundary for the ten measurement values
is ± 5 %. If this limitation is exceeded, the concentration and/ or the temperature
is changed in order to meet the density and viscosity of potassium hydroxide at the
regarding operation point.
The relative error is calculated by Equation 3.21 for the maximum relative error and
by Equation 3.22 for the minimum relative error

∆max,j =
max (η/ρm,i)− η/ρcalc,j

η/ρcalc,j
· 100% (3.21)

∆min,j =
η/ρcalc,j −min (η/ρm,i)

η/ρcalc,j
· 100% (3.22)

For the maximum relative error of every temperature/ concentration combination (j)
the difference of the maximum value (i) of the ten density (or viscosity) (max (η/ρm,i))
measurements and the calculated density (or viscosity) (η/ρcalc,j) is divided by the
calculated density (or viscosity) and multiplied by 100, for the relative error to be in
percentage. For the minimum relative error (min (η/ρm,i)), the same is done except
the difference of the calculated density (or viscosity) and the minimum value (i) of
the ten measurements is taken for the calculation. The mean density/ viscosity is the
mean value of the ten measurements for the regarding operation property.
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3.3.4 Contact Angle Measurements

The contact angle is an important measure of the interaction of fluids with a solid
surface under a particular gaseous atmosphere. In this case, the three phases are
hydrogen or oxygen with liquid potassium hydroxide in a flow channel out of Nickel
(Alloy 201) during the electrolysis operation investigated by neutron radiography. The
contact angle resulting from the electrolysis operation is compared to the contact angle
of the three-phase boundary of nitrogen, alternative electrolyte solution, and quartz
glass channel measured during particle image velocimetry measurements. The viscosity
and density values of potassium hydroxide are used as criteria for the comparability of
the liquid properties. In order to be able to evaluate the properties of the two-phase
flow in interaction with the solid material of the flow channel, the contact angle is the
property that is able to provide a qualitative comparison between the two-phase flow
inside the alkaline electrolysis cell and the two-phase flow inside the glass cell, that
simulates the electrolysis operation.
The method for the contact angle determination is explained in [152]. Yu et al. [152]
used the sub-pixel polynomial fitting (SPPF) method to determine the contact angle
of liquid water droplets breaking through a gas diffusion layer of a PEM fuel cell. The
SPPF method originates from Chini et al. [153] and is a method that can determine
the contact angle of symmetric and asymmetric droplets. In this case, the method is
adapted to gas bubbles, but since the SPPF method is an image processing method
that uses binarized images, it can be easily adapted to gas bubbles.
The images of the gas bubbles inside an alkaline electrolysis cell flow channel measured
by neutron radiography are binarized by the image processing algorithms at Helmholtz
Zentrum Berlin7. For the contact angle analysis 500 images (equals 10 seconds) per
operation point measured by neutron radiography are evaluated.
For the images of the two-phase flow inside the glass cell measured by particle image
velocimetry measurements, the images are also pre-processed. First, images with a
higher light intensity are excluded. Afterwards, the background is subtracted, and the
noise is reduced. The noise reduction is done by setting all pixels to black (0 value in
the range of 0-255), which are next to another black pixel. In a second step, for all
remaining white pixels (255 value in the range of 0-255), it is checked if the neighboring
pixel was white before, if so, the pixel color is reversed again to white, if not, the pixel
stays black. The procedure can be repeated to effectively reduce noise, in this case,
the removal is done twice.

7https://www.helmholtz-berlin.de/forschung/oe/ce/materialforschung/index_en.html
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Subsequently, the scipy [135] (version 1.9.3) Gaussian filter [154] was used with a
standard deviation for the Gaussian kernel of 2.4. The Gaussian filter transforms an
input by convolution with a Gaussian function. The image is binarized afterwards. For
the contact angle analysis, 100 images (equal to 0.05 seconds) per operation point,
measured during particle image velocimetry measurements, are evaluated.
For the binarized images of both measurement methods, the upper outline is calculated.
The calculation of the outline structure of the gas bubble is the first step in the
determination of the contact angle. The SPPF method uses three steps in total for
the determination of the contact angle. At first, boundary points of the gas bubble are
defined as 2D cross-section, which is done by determination of the outline structure
of the gas bubble. The second step is to find the three-phase point where the gas
bubble surrounded by electrolyte solution touches the surface of the flow channel. A
first-order polynomial curve fitting is done from the contact point of the gas bubble
with the wall. Lastly, a second-order polynomial is fitted to the curvature of the gas
bubble through the contact point, and the contact angle is determined.[152]

3.3.5 Analysis of Published Measurement Data of Physical
Properties of Potassium Hydroxide

Potassium hydroxide is the electrolyte solution commonly used in alkaline electrolysis
and other applications. Several measurement results for properties like density, vis-
cosity, and ionic conductivity are published, and a few empirical equations for these
properties are developed in literature. Le Bideau et al. [75] wrote a review publication
of published measurement data and the existing empirical equations of thermophysical
properties essential for modeling alkaline water electrolysis cells of potassium hydroxide
and sodium hydroxide.
For this examination, the analysis of Le Bideau et al. [75] is extended for the three
properties density, dynamic viscosity, and ionic conductivity towards higher operation
temperatures, and the empirical equations are updated.
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Ionic Conductivity

In Table 3.7, the publications about ionic conductivity of potassium hydroxide con-
taining measurement data and/ or empirical equations are listed. They are ordered by
publication year, starting with the oldest.
The ionic conductivity is an important physical property for alkaline electrolysis since
the ion conductivity is facilitated by the electrolyte solution. This type of electroly-
sis does not have an ion conducting membrane but a porous diaphragm without ion
conducting properties. The ion conduction is done by the electrolyte solution in and
outside of the pores. As in Section 2.2.5 described, the ionic conductivity of electrolyte
solutions depends on the system temperature and the electrolyte concentration. In all
publications listed in Table 3.7, the pressure influence on the ionic conductivity is ne-
glected. Allebrod et al., Vogel, Klochko et al., Yushkevich et al., Lown et al. [17,
84, 85, 155, 156] all measured the ionic conductivity above the evaporation boundary,
which is why they all conducted their measurements in an autoclave under pressurized
conditions to remain in a liquid state of the electrolyte solution. All authors conducted
their measurements with different and often custom-made electrode set-ups, as spec-
ified in Table 3.7. Darken et al. [157] developed an empirical equation only valid at
25 ◦C. See et al. [158] published an empirical equation, which was later extended by
Gilliam et al. [74], because they updated the coefficients after evaluating more mea-
surement data sets.
Allebrod et al. [17] investigated the influence of the ionic conductivity on electrolyte
solution being immobilized in pores compared to aqueous electrolyte solution.
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3.3 Liquid Characterization Methods

Mass Density

The density of potassium hydroxide is probably the best investigated physical property
of potassium hydroxide solution. As described is Section 2.2.5, the density of elec-
trolyte solutions is dependent mainly on temperature and electrolyte concentration.
The pressure dependence is mostly neglected, as it is also done in the published mea-
surements on potassium hydroxide density listed in Table 3.8.
The method used in most measurements is measuring with a pycnometer. In most
measurements, at temperatures higher than boiling temperature, alternative measure-
ment methods are used. The empirical equations developed in literature are mostly
of non-linear polynomial type, except the equation published by Gilliam et al. [74],
which is of exponential type for the potassium hydroxide density multiplied with a
temperature-dependent coefficient. Le Bideau et al. [75] developed the latest empiri-
cal equation for potassium hydroxide and uses a polynomial function. Gilliam et al. [74]
did not conduct measurements on their own but used the measurement data obtained
by Zaytsev et al., Akerlof et al. [76, 160] and Klochko et al. [85]. The measurement
data sets used by Le Bideau et al. [75] to update the coefficients are not stated.
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3.3 Liquid Characterization Methods

Dynamic Viscosity

The viscosity of potassium hydroxide is mostly measured at temperatures below the
boiling temperature for a wide concentration range up to mostly at least 50 wt.-%. The
viscosity measurements and empirical equations in literature can be seen in Table 3.9.
Mostly, capillary methods like an Ostwald or Ubbleohde viscosimeter are used as mea-
surement devices. At higher temperatures above 100 ◦C of the electrolyte solution only
Ripoche et al. [77],Vogel [84] and Klochko et al. [85] conducted measurements for the
dynamic viscosity. Klochko et al. [85] obtained the results in a pressurized atmosphere.
Vogel [84] and Ripoche et al. [77] obtained their results for each concentration along
the specific evaporation boundary line. The developed empirical equation published by
Zaytsev et al. [76] is valid between 0 ◦C and 100 ◦C and uses the Ezrokhi method.
This method describes the logarithmic electrolyte dynamic viscosity as a sum of the
logarithmic water dynamic viscosity and a polynomial that considers the influence of
the electrolyte concentration on the dynamic viscosity. The empirical equation that is
stated to calculate the dynamic viscosity of water limits the empirical equation to the
mentioned temperature range. Guo et al. [165] describes the dynamic viscosity depen-
dent on temperature and concentration of potassium hydroxide through an exponential
function with a multivariate polynomial as exponent, which considers temperature and
concentration as variables. The equation is valid in the temperature range between
15 ◦C and 60 ◦C. Kuznetsov et al. [166] uses a multivariate polynomial with a grade
of 7 and temperature and concentration as variables to describe the dynamic viscosity,
which is valid for a temperature range of 20 ◦C to 70 ◦C.
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3 Methods and Measurement Techniques

Mathematical Function Development

For all three physical properties, the literature measurement data was evaluated, and
as base functions, already developed empirical equations from literature are used. The
equation with the smallest error compared to all available data points is taken as the
base function to optimize coefficients to calculate the mentioned physical property.
The published empirical equations used as base functions are optimized in their co-
efficients with measurement data points as input data. The coefficients are obtained
through nonlinear unconstrained optimization using the Levenberg-Marquardt method
and python scipy package [135] (version 1.9.3) and least squares algorithm from sub-
package optimize [168]. The general form of the optimization problem can be seen in
Equation 3.23.

min
xi

f(ϑ, c)

s.t. i ∈ N0

(3.23)

The optimization problem (Equation 3.23) is a function that is dependent on tempera-
ture and concentration of potassium hydroxide and has a number of i coefficients that
are optimized to fit the input measurement data points best.
Since the ionic conductivity has a convex shape and has, therefore, not only an optimal
plane as a function dependent on the concentration and temperature but in addition
has a one-dimensional function for the optimal concentration for each specific tem-
perature. To determine the function that runs along the maximum path, again, the
python package scipy [135] (version 1.9.3) was used with the subpackage optimize
[137]. Within the optimize package, a minimization algorithm, in this case using the
Nelder-Mead method [169] that applies a simplex search algorithm and is a direct search
method for the function minimum, is used. The fundamental optimization problem to
find the optimum ionic conductivity dependent on temperature is formulated as shown
in Equation 3.24.

min
cj

f(ϑj, x)

s.t. g(ϑ) = copt

j ∈ R0

(3.24)

The empirical function for the optimum ionic conductivity is minimized with tempera-
ture data points and the resulting optimized coefficients from Equation 3.23 as input.
The optimization results in discrete concentration values for every input temperature
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3.3 Liquid Characterization Methods

value. From the discrete values, a polynomial regression is fitted to the data points,
which results in function g. The function g gets temperature as an input and results
in the optimal ionic conductivity for a given temperature.
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4 Results

In this section, the results of the in Section 3 described measurements are shown,
discussed, and, where it is reasonable, compared. In the first section (Section 4.1),
the results of the analysis of the properties ionic conductivity, density, and viscosity
of potassium hydroxide are shown. The deviation between the different measurement
data sets against each other and the deviation of the data to the resulting empirical
equations is evaluated. Section 4.2 deals with the results of finding model electrolyte
solutions for potassium hydroxide in order to use during particle image velocimetry
measurements. The possible electrolytes are listed, and suitable electrolyte solutions are
chosen, considering operation temperature for the replacement of potassium hydroxide,
availability, price, manageability, and safety concerns. The chosen electrolyte solutions
are tested beforehand to ensure their suitability for the measurements.
In Section 4.3, the results of the electrochemical measurements and the gas bubble
behavior inside the cell are shown, as well as the relation between electrochemical
effects on gas bubble behavior is discussed. In the following section (Section 4.4), the
investigation of the gas bubble behavior in the transparent cell, used during particle
image velocimetry measurements, is shown, and the grade of comparability with the
alkaline electrolysis cell with the same geometry of the flowfield, used for neutron
radiography measurements, is discussed. Furthermore, the results of the liquid phase
of the two-phase flow are evaluated.

4.1 Characterization of Potassium Hydroxide
Properties

In the following sub-section, the literature review and analysis of the, for this ex-
amination relevant, properties of potassium hydroxide are shown and discussed. An
empirical equation is developed for each of the properties, ionic conductivity, density,
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4 Results

and dynamic viscosity. In order to do so, coefficients of suitable, already existing
empirical equations are optimized. The optimization is done as described in Section
3.3.5. The, for the optimization used, measurement values are discussed regarding
deviations amongst each other, amongst different authors, and the deviation to the
resulting empirical equations. The error analysis is done through the calculation of the
relative error using Equation 4.1.

∆ =
xdata − xcorrelation

xdata

· 100% (4.1)

The relative error is determined through the deviation of the published measurement
data (xdata) to the value calculated by the empirical equation (xcorrelation) divided by
the measurement value.
The results presented in this chapter for the mass density, the dynamic viscosity and
the ionic conductivity have been published in the Journal of Chemical & Engineering
Data under the title ”Critical Analysis of Published Physical Property Data for Aqueous
Potassium Hydroxide. Collation into Detailed Models for Alkaline Electrolysis” [170].

4.1.1 Ionic Conductivity

The ionic conductivity increases with temperature and has an optimal path depending
on the potassium hydroxide concentration. In order to describe this behavior, the
empirical equation for the ionic conductivity developed by Gilliam et al. [74] is used.
The equation is a nonlinear polynomial and is shown by Equation 4.2.

κ = a0c+ a1c
2 + a2cT + a3

c

T
+ a4c

3 + a5c
2T 2 (4.2)

This equation is used for temperatures between 0 ◦C and 80 ◦C with the coefficients
that Gilliam et al. [74] published because they fit best for this temperature range. The
empirical equation in this temperature range is valid for a concentration range between
0 wt.-% and 45 wt.-%. The concentration in this range is inserted in molarity (m) and
the temperature (T ) in Kelvin. The unit of the resulting ionic conductivity is S/cm.
The conversion of concentration from molarity to wt.-% is done by Equation 4.3.

wt.−% =
m · 100M

ρ
(4.3)
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4.1 Characterization of Potassium Hydroxide Properties

Here, the molarity (m) is multiplied by the molar mass (M), divided by the density
(ρ), and multiplied by 100 to convert the weight fraction to weight percent. For
temperatures above 80 ◦C up to 200◦C the coefficients of Equation 4.2 are optimized
with the published measurement data sets (cf. Table 3.7). For both temperature
ranges, the coefficients can be seen in Table 4.1.

Table 4.1: Optimized Coefficients for the Calculation of the Ionic Conductivity through
Equation 4.2.

0 ◦C ≤ ϑ ≤ 80 ◦C 80 ◦C < ϑ ≤ 200 ◦C
0 wt.-%≤ c ≤ 45 wt.-% 0 wt.-%≤ c ≤ 60 wt.-%

c: m c: wt.-%
a0 -2.041 2.2204·10−3

a1 -0.0028 -1.3077·10−3

a2 0.005332 3.3647·10−4

a3 207.2 -10.7021
a4 0.001043 7.0101·10−6

a5 -3·10−7 -3.2033·10−9

All data sets are used for the optimization as input data except the data points published
by Darken et al. [157] because they do not seem to match all other measurement points.
The deviation of measurement points amongst each other will be discussed later in this
sub-section in more detail.
The course of the functions for the two different temperature and concentration ranges
can be seen in Figure 4.1. The lower temperature range up to 80◦C can be seen in
blue, and the second temperature range is depicted in gray.
Since the courses of the empirical equations of the ionic conductivity are convex, an
optimal concentration for the highest ionic conductivity is determined depending on
the temperature. The maximal path of both validity ranges is marked by a dashed
black line in Figure 4.1. The regarding empirical function is shown in Equation 4.4.

wt.−%(κopt.) = b0T
2 + b1T + b2 (4.4)

The concentration in wt.-% at the optimal ionic conductivity (κopt) of potassium hy-
droxide is approximated by a second order polynomial with different coefficients for the
different validity ranges of the empirical equation (Equation 4.2) of the ionic conduc-
tivity. The two sets of coefficients with their validity ranges can be seen in Table 4.2.
The temperature (T ) in Equation 4.4 is inserted in Kelvin. The optimal concentration
with the highest ionic conductivity increases with increasing temperatures and lies
approximately between 30 wt.-% at 50 ◦C and 45 wt.-% at 200 ◦C.
In order to evaluate the deviation among the measurement data points, as well as the
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4 Results

Figure 4.1: Contour Plot of the Ionic Conductivity Dependent on Temperature and
Concentration.

measured data points, to the calculated values by the empirical equation, a graph as
shown in Figure 4.2 is chosen. On the x-axis, the values resulting from the empirical
equation are plotted against the data points taken from literature measurements on
the y-axis. On the diagonal, the black line marks the location where the data points
would lie if the empirical equation and the data sets would result in the exact same
values.
The data points in Figure 4.2 with a ’+’ as a marker in the scatter plot are considered in
the coefficient optimization of the empirical equation (Equation 4.2), the data points
with a ’x’ are excluded. Here, all data sets are used except the data measured by
Darken et al. [157]. The data set is far off compared to all other data sets and is
therefore not considered. In general, the data points are in good accordance with each
other and the empirical equations. All data points measured by Lown et al. [156] with a
concentration of 37.5 wt.-% deviate from the other data, which leads to the assumption
that there might be a systematic error at this concentration in their measurements.
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4.1 Characterization of Potassium Hydroxide Properties

Table 4.2: Coefficients for the Calculation of the Optimal Concentration of Potassium
Hydroxide with the Highest Ionic Conductivity Depending on the Tempera-
ture for Equation 4.2.

0 ◦C ≤ ϑ ≤ 80 ◦C 80 ◦C < ϑ ≤ 200 ◦C
0 wt.-%≤ c ≤ 45 wt.-% 0 wt.-%≤ c ≤ 60 wt.-%

c: wt.-% c: wt.-%
b0 -8.3408·10−4 -3.5397·10−4

b1 0.6436974 0.38497315
b2 -90.55717049 -58.32579755

The measured data points of Vogel [84] have a higher deviation for ionic conductivities
of 0.9 S/cm to 1.3 S/cm. For the two data sets measured by Yushkevich et al. [155]
and Klochko et al. [85], the higher deviating values from the empirical equation are
at greater ionic conductivity values and correspond to elevated temperatures and high
concentrations. The deviations to the empirical equation are likely to be explained by
only two available data sets measured at elevated temperatures as well as the deviation
amongst these data sets.
In the validity ranges which the empirical equations are developed for, the relative error
is determined for every data point using Equation 4.1. The distribution of relative error
in percentage plotted against the number of data points with the related relative error
is shown in Figure 4.3.
The relative error of the data set of Darken et al. [157] as well as the data points at
a concentration of 37.5 wt.-% published by Lown et al. [156] are excluded from the
error evaluation due to reasons explained above. The relative error of the empirical
equation for calculating the ionic conductivity is almost normal distributed around a
relative error of 0 %. The deviation lies at -25 % and +15 %, with most data points
laying in a range of ± 10 % relative error.
What can neither be seen from Figure 4.2 nor from Figure 4.3 is the relative er-
ror distribution and the data point distribution in relation to the temperature or the
concentration. Therefore, this information is presented in Figure 4.4 (a) over the tem-
perature range and in Figure 4.4 (b) over the potassium hydroxide concentration. The
error bars are, to a certain extent, transparent, which means the darker the red color
of the bars, the more bars are at the specific temperature or concentration.
The highest occurring errors are at low temperatures and high concentrations. For
high concentrations, the data point density is rather thin, which might explain the
high error, for low temperatures, there is no obvious explanation for the deviation. As
already mentioned, but here graphically illustrated, the data point density is low at
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Figure 4.2: Scatter Plot of the Calculated Ionic Conductivity Plotted Against the Mea-
sured Values (+: Data Points are used for the Development of the Empirical
Equation,
x: Data Points are not Used.)

higher temperatures above 100 ◦C. For the concentration, the data point density is,
apart from a few exceptions, almost equally distributed up to 45 wt.-%.
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4.1 Characterization of Potassium Hydroxide Properties

Figure 4.3: Relative Error of the Results of the Empirical Equation for Ionic Conductiv-
ity to the Published Measurement Data Points Plotted Against the Number
of Data Points.
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(a)

(b)

Figure 4.4: Relative Error of the Ionic Conductivity in Relation to Temperature (a) and
Concentration (b).
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4.1 Characterization of Potassium Hydroxide Properties

4.1.2 Mass Density

The density of potassium hydroxide is a function of temperature and electrolyte con-
centration, which increases with decreasing temperature. The concentration has a
greater influence on the density than the temperature. The density increases with
increasing electrolyte concentration. Gilliam et al. [74] have published an empirical
equation, which is based on data sets of Klochko et al. [85], Zaytsev et al. [76] and
Akerlof et al. [160]. The here used empirical equation for the density of potassium
hydroxide can be seen in Equation 4.5.

ρKOH(ϑ, c) = (a0ϑ
3 + a1ϑ

2 + a2ϑ+ a3) · exp (a4c) (4.5)

The difference between Equation 4.5 and the empirical equation published by Gilliam
et al. [74] is that Gilliam et al. [74] are using a look-up table with discrete values,
instead the third order polynomial shown here. Here, the look-up table from Gilliam
et al. [74] for the discrete coefficients is approximated through a continuous func-
tion. Using all data points listed in Table 3.8 and using them for the optimization of
coefficients of Equation 4.5 did not result in a more accurate empirical equation by
comparing the relative errors compared to the empirical equation developed by Gilliam
et al. [74]. This is why the equation is used with the coefficients published by Gilliam
et al. [74] and the through regression approximated coefficients for the polynomial. All
coefficients are listed in Table 4.3.

Table 4.3: Optimized Coefficients for the Calculation of the Density of Potassium Hy-
droxide using Equation 4.5.

0 ◦C ≤ ϑ ≤ 200 ◦C
a0 5.1998·10−6

a1 -39.771334·10−4

a2 -848.089182·10−4

a3 1001.5409980109
a4 0.0086

The values of Equation 4.5 are inserted in ◦C for the temperature and in wt.-% for the
concentration, and the resulting unit of the density is in kg/m3. The validity range is
between 0 ◦C and 200 ◦C and concentration-wise valid up until the saturation boundary
of the solution, which is not considered by the empirical equation and though needs to
be considered separately. In Figure 4.5, the course of the empirical equation in relation
to temperature and concentration is shown.
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Figure 4.5: Contour Plot of the Density of Potassium Hydroxide Dependent on Tem-
perature and Concentration (Saturation Boundary of Potassium Hydroxide
not Considered).

The evaluation of the quality of the empirical equation for the density of potassium
hydroxide is done using the same method used for the ionic conductivity. In Figure
4.6, a scatter plot is shown depicting all published measurement data plotted above
the calculated data points. As previously explained, since the empirical equation of
Gilliam et al. [74] is used, which is based on Zaytsev et al. [76], Klochko et al. [85] and
Akerlof et al. [160], only the three authors are marked as used data sets. In addition,
Gilliam et al. [74] is also marked, although they did not publish measurement data,
they published the look-up table, which is used in this evaluation for the approximation
of coefficients for the third order polynomial of Equation 4.5.

From the unused measurement data points, it can be seen that all measurements are
in good accordance with the empirical equation except the measurement data from
Mashovets et al. [161] and single data points from Hitchcock et al. [78]. All other
publications seem to be in good accordance with the empirical equation and to each
other.
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4.1 Characterization of Potassium Hydroxide Properties

Figure 4.6: Scatter Plot of the Calculated Density Plotted against the Measured Values
(+: Data Points are used for the Development of the Empirical Equation,
x: Data Points are not Used).

From Figure 4.7, the relative error between all published measurement data points and
the empirical equation can be seen. The highest deviations are -7.64 % and +18.3 %.
The three measurement points with the highest deviation (see Figure 4.7) are two
values published by Hitchcock et al. [78] and one value of the measurement data set
of Mashovets et al. [161]. Except for these three values, all data points have a smaller
relative error than ±5 %.
The evaluation of literature data regarding data amount in relation to temperature and
concentration can be done using Figure 4.8. The measurement data amount for the
density of potassium hydroxide is apart from a few exceptions at a high level for the
temperature range up to 100 ◦C and a concentration up to 45 wt.-%. For the tem-
perature range above 100 ◦C and greater than 45 wt.-%, the data amount drops. Not
considering the three data points with higher deviation between the empirical equa-
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tion and measurement value, the relative error seems to be increasing with increasing
concentration. For the temperature, the relative error increases up to 50 ◦C and then
decreases again up to 100 ◦C. From 100 ◦C the relative error is again increasing.
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4.1 Characterization of Potassium Hydroxide Properties

Figure 4.7: Relative Error of the Results of the Empirical Equation for the Density to
the Published Measurement Data Points Plotted Against the Number of
Data Points.
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(a)

(b)

Figure 4.8: Relative Error of the Density in Relation to Temperature (a) and Concen-
tration (b).
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4.1 Characterization of Potassium Hydroxide Properties

4.1.3 Dynamic Viscosity

For the dynamic viscosity of potassium hydroxide, which is also dependent on tem-
perature and concentration, an empirical equation is developed which uses a base
function published by Zaytsev et al. [76]. The function is using the Ezrokhi method.
This method describes the physical properties of electrolyte solutions by dividing them
into one term describing the properties of pure water and an additional term adding
the contribution of the salt (in this case, potassium hydroxide) to the property. The
equation can be seen in Equation 4.6.

ηKOH(ϑ, c) = 10log (ηw)+(a0+a1ϑ+a2ϑ2)c (4.6)

The dynamic viscosity is described by ten to the power of the sum of the decadic
logarithm of the dynamic viscosity of water (ηw) and a second order polynomial multi-
plied by the concentration (c), which is, in this case, the weight fraction of potassium
hydroxide. For the approximation of the dynamic viscosity of water, the semi-empirical
equation of Likhachev [134] is used (cf. Equation 4.7). The original equation considers
the influence of pressure on the dynamic viscosity. The pressure influence is neglected
(set to p = 1 bar) in this evaluation because the influence of pressure is considerably
small at pressures below 250 bar [134].

ηw(T ) = 2.4055 ·10−5 ·exp
(
4.42 · 10−4 +

4.753− 9.565 · 10−4

0.008314 · (T − 139.7− 1.24 · 10−2)

)
(4.7)

The resulting unit of the dynamic viscosities of Equation 4.6 and Equation 4.7 is Pas.
In Table 4.4, the coefficients for Equation 4.6 are listed. The validity range for the
empirical equation to calculate the dynamic viscosity of potassium hydroxide is a lot
smaller compared to the validity ranges of the empirical equations for ionic conductivity
and density. The empirical equation is valid for temperatures between 50 ◦C and 200 ◦C
and for concentrations between 30 wt.-% and 45 wt.-%. The reasons for the rather
small validity range are discussed later in this sub-section.
The general course of the dynamic viscosity in relation to temperature and concentra-
tion can be seen in Figure 4.9. The viscosity decreases with increasing temperature
and increases with increasing concentration.
By looking at Figure 4.10 it can be seen that the deviation of measurement data points
for dynamic viscosity is much bigger compared to the other two measurement data sets
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Table 4.4: Optimized Coefficients to Calculate the Dynamic Viscosity using Equation
4.6.

50 ◦C ≤ ϑ ≤ 200 ◦C
30 wt.-%≤ c ≤ 45 wt.-%

a0 1.5842220626
a1 -0.00232635280
a2 2.30282775753·10−6

for ionic conductivity and density. In Figure 4.10, all measurement data points for every
temperature and every concentration are displayed, as well as the points outside of the
validity ranges of the empirical equation. The highly deviating data points published by
Vogel [84], for example, are mostly data points with concentrations above 45 wt.-%.
Comparing the measurement data sets with each other, it can be seen that the scat-
tering of data points is quite broad. A possible reason for that is that the viscosity
measurements are sensitive to measurement errors, and the measurement methods
might also have an influence on the preciseness of the results.
By excluding the data points outside the validity range, the deviation of data to the
empirical equation still results in comparably high relative errors, as can be seen in
Figure 4.11. The relative error values are between - 21 % and + 40 %. By excluding
the few higher deviating values that can be seen in Figure 4.11, the relative error is
still at ± 13 %. From the number of measurement data points, it can be seen that the
amount of data is a lot less compared to the other two physical properties discussed
in the two subsections before, which also might have an influence on the deviation of
measurement data to the empirical equation.
By looking at the temperatures and concentrations where the data points were ob-
tained, it can be seen that the measurement data points are almost equally distributed
over the whole validity range (cf. Figure 4.12). On the other hand, that also means
that only a handful of measurement values are available for every temperature/ con-
centration combination. The relative error of the dynamic viscosity starts at 50 ◦C at
a high value and decreases to approximately 90 ◦C, fluctuates then slightly, and from
130 ◦C on the relative error is continuously increasing again. Over the concentration,
no trend is visible for the course of the relative error.
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4.1 Characterization of Potassium Hydroxide Properties

Figure 4.9: Contour Plot of the Dynamic Viscosity of Potassium Hydroxide Dependent
on Temperature and Concentration.
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Figure 4.10: Scatter Plot of the Calculated Dynamic Viscosity Plotted against the
Measured Values
(+: Data Points are used for the Development of the Empirical Equation,
x: Data Points are not Used).
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4.1 Characterization of Potassium Hydroxide Properties

Figure 4.11: Relative Error of the Results of the Empirical Equation for the Dynamic
Viscosity to the Published Measurement Data Points Plotted against the
Number of Data Points.
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(a)

(b)

Figure 4.12: Relative Error of the Dynamic Viscosity in Relation to Temperature (a)
and Concentration (b).
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4.2 Characterization of the Model Electrolyte Solutions

4.1.4 Summary

To simulate the two-phase flow of an alkaline electrolysis cell, an important part is
to understand the physical properties of the electrolyte, potassium hydroxide. In this
sub-section, (semi-) empirical equations were developed for the physical properties;
mass density, dynamic viscosity and ionic conductivity. For each of the properties a
thorough literature review has been done for measurement data as well as for already
existing equations. As base equation, the most fitting equation was chosen, and the
coefficients were optimized using all existing data sets in the relevant temperature and
concentration range of potassium hydroxide. The deviation of the empirical equations
and the measurement data was evaluated as a relative error, but also by evaluating the
deviation depending on the temperature, respectively concentration, and the available
number of data points at this specific state.

4.2 Characterization of the Model Electrolyte
Solutions

In this section, potential model electrolyte solutions are shown, discussed, and chosen
if suitable to simulate potassium hydroxide. A suitable electrolyte solution is a solu-
tion that has, for the various temperatures and concentration combinations, the same
density and viscosity as potassium hydroxide but at lower temperatures. The goal is to
find an electrolyte solution that is less corrosive and can be operated at lower tempera-
tures to avoid pressurized operation with the simulated cell, while still being physically
as close as possible to potassium hydroxide. The model electrolyte solutions are to
replace potassium hydroxide during the particle image velocimetry measurements in
the transparent cell shown in Section 3.2. A mathematical optimization is used, as
described in Section 3.2.2, by testing 128 electrolyte solutions on their suitability to
replace potassium hydroxide. The coefficients for the empirical equations to find elec-
trolyte solutions at the desired density and dynamic viscosity are taken from Zaytsev
et al. [76, p.1725ff., p.1729ff.]. In Table 4.5, all possible electrolyte solutions resulting
from the optimization are listed.
All electrolyte solutions are able to simulate different temperature/ concentration com-
binations of potassium hydroxide by adjusting their temperature and concentration.
The temperature ranges that the listed electrolyte solution can simulate of potassium
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Table 4.5: Resulting Possible Electrolyte Solutions Found by Optimization Using Equa-
tion 3.9 and 3.8 taking the Coefficients from Zaytsev et al.[76, p.1725ff.,
p.1729ff.] for Simulating Potassium Hydroxide.

Electrolyte Temperature Range KOH Temperature Range Electrolyte
[◦C] [◦C]

Ba(OH)2 50-160 9-93
BaBr2 50-180 10-76
BaI2 50-180 9-73
Ca(OH)2 50-180 14-81
CdI2 50-180 15-72
CsBr 70-180 6-50
CsCl 60-180 6-61
CsI 70-180 7-54
K2Cr2O7 50-180 10-71
K2CrO4 50-170 15-90
KBr 70-180 7-65
KCl 70-180 10-95
KI 70-180 9-59
KNO3 70-180 10-83
Li2SO4 50-180 9-59
NH4I 70-180 6-54
RbNO3 60-180 10-66

hydroxide are also listed in Table 4.5. The criteria for the temperature of the electrolyte
solutions is that the temperature is above 5 ◦C, so that the temperature is above the
freezing point (with some buffer) and below 95 ◦C in order to be below the boiling
point. The concentration has to be in the solubility limit of the solution. From the
list, the electrolyte solutions were filtered by price, hazard, and, most importantly, their
transparency. With these criteria, a handful of electrolyte solutions seem to be suitable.
After the first tests, the choice was made that BaI2 is suitable for lower temperatures
between 50 ◦C and 90 ◦C and KI for temperatures from 100 ◦C up to 180 ◦C. The
optimization in order to find the right temperature and concentration of BaI2 and KI
was done as described in Section 3.2.2. The results from the optimization can be seen
graphically in Figure 4.13, where the density is plotted against the viscosity. In red
dots, the values of potassium hydroxide are shown at the optimal ionic conductivity for
each temperature, and the annotation in red states the temperature and concentration
combination of potassium hydroxide at this point. The gray dots present the values
of potassium hydroxide with a concentration of 32.5 wt.-%, the red annotations of
these points state the operation temperature. The gray dots represent the measure-
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4.2 Characterization of the Model Electrolyte Solutions

ment conditions of the alkaline electrolysis cell operated in Grenoble, France, that was
used during neutron radiography measurements. The black ’+’- marker shows which
operation points of potassium hydroxide are simulated by BaI2, and the black square
marks the operation points simulated by KI. The annotations in black font stand for
the temperature and concentration of either BaI2 or KI. The black solid lines are a
fragment of the function of the model electrolyte function of the dynamic viscosity
dependent on the density at the regarding temperature (is kept constant) resulting
from the optimization over different concentrations (is varied).
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4 Results

Figure 4.13: Density Plotted against Viscosity of Alternative Electrolyte Concentration
and Temperature Combinations for the Simulation of Potassium Hydrox-
ide at Various Operation Points.

In addition, the values are summarized in Table 4.6 with the Density and Viscosity that
the electrolyte solutions have at each operation point for potassium hydroxide.
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4 Results

Since the values for the temperature and concentration of BaI2 and KI at each op-
eration point are optimized with empirical equations, the values need to be validated
by viscosity and density measurements. In order to do that, the measurements are
conducted as described in Section 3.3.

4.2.1 Validating Measurements of the Viscosimeter Conducted
with Calibration Oil

Before the measurements with the two electrolyte solutions are verified, viscosity mea-
surements with the calibration oil 1BW are done, as described in Section 3.3. With
the calibration oil, the necessary shear rate range can be identified, as well as the
measurement error of the viscosimeter.
With the calibration oil 1BW, viscosity measurements over a broad shear rate range
were conducted. The viscosity of a Newtonian fluid is supposed to be constant over
the course of the shear rate. The effects that cause the viscosity not to be constant
over the course of the shear rate are discussed in Section 3.3.3 in detail. The here
chosen shear rate range between 300 s−1 and 800 s−1, where the viscosity is constant
(within some measurement fluctuation boundaries), is shown in Figure 4.14, in this
case for 40 ◦C.
The result for 20 ◦C can be found in Appendix A.1.1.
With the chosen shear rate range, the viscosity of the calibration oil is measured.
From the supplier, five different viscosity reference values for different temperatures
are given with a certain measurement uncertainty (cf. Table 3.6). The viscosity for
these five temperatures is measured in order to verify the accuracy of the viscosimeter.
For each temperature, ten repeating measurements are done with the identified shear
rate between 300 s−1 and 800 s−1. In Figure 4.15, the viscosity reference value from
the supplier (blue ’x’ marker, ηref.,j) is shown as well as the mean of the measured
viscosity (red ’+’ marker, ηm,mean,j) over the temperature.
The error bars show the range of viscosity fluctuations during the ten measurements
(ηm,ij) with the measured value as a base value. Additionally, the reference values
provided by the supplier are shown in the figure (blue cross marker). The red (∆min,j ,
negative deviation) and black (∆max,j, positive deviation) bars show the relative error
of the measured viscosity calculated by Equation 3.19 and Equation 3.20. From the
resulting relative error values, it can be seen that they have values below 2 % and
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4.2 Characterization of the Model Electrolyte Solutions

Figure 4.14: Ten Viscosity Measurements with the Calibration Oil 1BW at 40 ◦C in
Order to Identify the Shear Rate Range For The Viscosity Range of Potas-
sium Hydroxide (0 ◦C ≤ ϑ ≤ 180 ◦C).

do not seem to have a systematic tendency of the error values over the temperature.
Therefore, the most deviating relative error is assumed to be the overall measurement
error. In Table 4.7, the resulting relative error values are listed, and the two maximal
deviations are marked with a red box. The measurement error of the viscosimeter is
considered to be - 1.88 % and + 1.76 %. Except for two values, the measurement error
is in the measurement uncertainty range given by the supplier. All measurement values
for the viscosity measurements of the calibration oil 1BW can be found in Appendix
A.1.1. The measurement uncertainty of the densitymeter is given by the supplier of
± 1 kg/m3.
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Figure 4.15: Viscosity Measurements with the Calibration Oil 1BW to Identify the Mea-
surement Uncertainty of the Viscosimeter MCR302 Calculated by Equa-
tion 3.19 and Equation 3.20.

Table 4.7: Minimum and Maximum Relative Error of Viscosimeter MCR302 Deter-
mined by Equation 3.19 and 3.20.

Temperature Min. Rel. Error ∆min,j Max. Rel. Error ∆max,j

[◦C] [%] [%]
20 -1.24 1.76
23 -1.51 1.20
25 -0.94 1.62
30 -0.67 1.70
40 -1.88 1.36
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4.2 Characterization of the Model Electrolyte Solutions

4.2.2 Validating Measurements for the Dynamic Viscosity and
the Mass Density of the Model Electrolyte Solutions

For BaI2 and KI, the dynamic viscosity and the density are measured by conducting
ten repeating measurements for each temperature/ concentration combination (ρm,ij ,
ηm,ij). The measurement results for all conducted measurements can be found in
Appendix A.1.1 and Appendix A.1.2. In Table 4.8 and Table 4.9 an overview of
the mean values calculated from the measured density (column ”Mean Density”) and
viscosity (column ”Mean Viscosity”) is given, as well as the calculated values from the
optimization for density and viscosity of the two electrolyte solutions (column ”Calc.
Density” and ”Calc. Viscosity”). The relative error of the mean measurement value for
density respectively, viscosity, and the calculated value of the properties is calculated for
each operation temperature j (∆rho,j , ∆eta,j). In addition the relative error calculated
by Equation 3.21 (∆max,j) and Equation 3.22 (∆min,j) are determined as described in
Section 3.3.3. The latter relative error is determined to check the results of the used
empirical equation for density and viscosity.
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4 Results

None of the measured values for viscosity (∆η,min,j ,∆η,max,j) and density (∆ρ,min,j ,∆ρ,max,j)
of BaI2 and KI had a higher relative error than 5 % compared to the calculated densi-
ty/ viscosity of potassium hydroxide. All measured values seem to have slightly lower
values than the calculated values. This applies to lower operation temperatures for
density and viscosity in the range where BaI2 is used as a model electrolyte solution.
For KI, used as a model electrolyte at higher operation temperatures, this also applies
to the density values. For viscosity values measured for KI the results seem to be
slightly higher compared with the calculated values.

4.2.3 UV/Vis Measurements Verifying the Transmission
Properties of the Model Electrolyte Solutions

For the model electrolyte solutions used for particle image velocimetry measurements,
the transmission properties are checked as the last step after verifying the density,
viscosity, and transparency. During the particle image velocimetry measurements, a
green LED is used as a light source, and the particles are emitting red light. This is
why the transmission properties, especially in the wavelength ranges of visible green
and red light, are verified. The measurement method is done as described in Section
3.3.1.
The measurement starts by measuring an empty cuvette as a reference value for 100 %,
as a base for the following measurements with the electrolyte solutions. A measure-
ment with distilled water is done for comparison reasons and measurements with BaI2
and KI. Since both model electrolyte solutions are iodide compounds, they react under
the influence of light, for the chemical details, it is referred to Mathews et al. [171].
Therefore, a sample of three weeks old KI solution exposed to light stored in a trans-
parent glass bottle is also tested. The resulting UV/Vis measurements can be seen in
Figure 4.16.
The fresh samples of KI and BaI2 have a similar transmission behavior over the wave-
length compared to distilled water. The UV/Vis measurements are carried out for
wavelengths between 300 nm up to 800 nm, starting at 800 nm, step-wise descending
towards 300 nm, as described in Section 3.3.1. The wavelength of the electrolyte
solutions and water are at a high level from 800 nm to approximately 375 nm. Af-
terwards, the transmission drops to lower transmission values towards the ultraviolet
wavelength spectrum. When the transmission is dropping therefrom the absorption
increases at lower wavelengths. For the three weeks old sample of KI the drop begins
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4.2 Characterization of the Model Electrolyte Solutions

Figure 4.16: UV/Vis Measurements of the Chosen Electrolyte Solutions BaI2 and KI.

already 100 nm earlier, at approximately 475 nm, compared with the fresh sample.
From these measurements, it can be seen that it is important to have the electrolyte
solution prepared fresh and stored with as little light exposure as possible. More insight
on the color of iodide solutions and their transmissivity behavior is given in [172].

4.2.4 Summary

This sub-section is showing the results of the selection process for electrolyte solu-
tions that are capable of simulating potassium hydroxide at certain temperatures and
concentrations with being transparent in color to be able to be used in particle image
velocimetry measurements. The chosen electrolyte solutions are an important part in
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the simulation of the two phase flow of an alkaline electrolysis cell. Empirical equa-
tions are used and optimized for the desired viscosity and density values to match the
viscosity and density of potassium hydroxide at different temperatures and different
concentrations. From the possible choices, the electrolyte solutions have been chosen
through a number of criteria e.g. non-toxicity and having a transparent color. Barium
iodide has been chosen for the simulation at lower temperatures and potassium iodide
for higher temperatures. The calculated properties have been verified by conducting
viscosity and density measurements, as well as the determination of the of the mea-
surement error of the devices. Since iodides are known for their decomposition reaction
being exposed to light the electrolyte solutions were tested for their transmissivity.

4.3 Two-Phase Flow Behavior Analyzed by Neutron
Radiography

In this section, the results of the neutron radiography measurements conducted at ILL
in Grenoble, France, are shown. The results discussed in this sub-section are in the
process of being published under the title ”Operando investigation of the two-phase
flow behavior of a zero-gap alkaline electrolysis cell using neutron radiography”.
First are the electrochemical results shown and discussed, then the evaluated gas bub-
ble behavior is shown and analyzed separately for anode and cathode. The relation
between electrochemical effects on the two-phase flow is evaluated, and the influence
of each tested setting, temperature, electrolyte volume flow, and current density is
shown.
The two-phase flow behavior is mainly evaluated at the operation conditions listed in
Table 4.10. These operation conditions are chosen to have a good variety of operation
conditions by choosing the highest and the lowest measured temperature. For the cur-
rent density and the electrolyte volume flow, the ability to analyze the resulting images
also had to be taken into account by choosing the operation points. On images with
a low volume flow of 10 ml/min or a high volume flow of 100 ml/min, the flowing gas
bubbles are rather difficult to analyze because of either too low or too high transient
conditions. The same applies to low respectively high current densities, for low cur-
rent densities, the amount of gas bubbles is too small, and for high current densities,
the flow regime is rather churn flow, which makes especially the gas bubble velocity
analysis difficult. The analysis is done for flow behavior with a flow regime of plug or
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4.3 Two-Phase Flow Behavior Analyzed by Neutron Radiography

slug flow. Therefore, 25 ml/min and 50 ml/min are chosen for the volume flow and
0.4 A/cm2 and 0.6 A/cm2 for the current density.

Table 4.10: Operation Conditions of the Neutron Radiography Measurements that the
Two-Phase Flow is Evaluated for.

Temperature Electrolyte Volume Flow Current Density
[◦C] [ml/min] [A/cm2]
80 50 0.4
80 50 0.6
80 25 0.4
80 25 0.6
50 50 0.4
50 50 0.6
50 25 0.4
50 25 0.6

As explained in detail in Section 3.1, the neutron radiography measurements are con-
ducted as through-plane measurements, resulting in 2D images. The evaluated images
show the parallel flow channel of the alkaline electrolysis cell. The channel order as
they are depicted in the resulting images is shown in Figure 4.17. The channel order
starts with a channel of the anode side on the left, then a cathode side channel follows,
the order is alternating with 14 anode channels and 14 cathode channels.

Figure 4.17: Arrangement of Anode and Cathode Flow Channel towards the Neutron
Beam.
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4.3.1 Electrochemical Behavior

The cell measurements with a zero-gap alkaline electrolysis cell are conducted with the
goal of analyzing the two-phase flow behavior inside the flow channel using neutron
radiography. Through neutron radiography measurements, it is possible to record the
gas bubble movement because the difference in transmission of the neutron beam, the
gas, and the metal material of the cell is sufficient to analyze the contrast difference
in the resulting images. Different settings for three different properties are tested dur-
ing the measurements, the electrolyte volume flow, the temperature, and the current
density. The different settings are analyzed by measuring polarization curves, con-
ducting neutron radiography, and measuring electrochemical impedance spectroscopy
for the different temperature and volume flow combinations as well as for some cur-
rent densities. The measurements are conducted as described in Section 3.1.2. The
electrochemical behavior of the AWE zero-gap cell is influenced by the two-phase flow
behavior, which is explained in the following sub-section.

Polarization curves

The polarization curves of the electrolyzer can be divided into three parts. At low cur-
rent densities, the activation overpotential shapes the course of the polarization curve,
at intermediate current densities, the ohmic overpotential shapes the course, and at
high current densities, it is shaped by mass transport limitations. The electrodes are
mostly blocked by gas bubbles and are not sufficiently supplied with water, therefore,
the reaction is hampered and mass transport limitations occur. [173]
Since most alkaline electrolysis cells do not reach current densities where mass trans-
port limitations happen, which also applies to the here used electrolysis cell, this kind
of overpotential is not further discussed.
The polarization curves for all temperature/ volume flow combinations measured dur-
ing neutron radiography measurements are shown in Figure 4.18. The polarization
curves of the four adjusted volume flows are compared for each of the measured tem-
peratures.
From all four sub-figures of Figure 4.18, it can be seen that the volume flow presumably
does not seem to have an influence on the polarization curves. Also, at a low volume
flow of 10 ml/min, no impact can be seen on the cell performance. What can be seen,
though, is that especially for 80 ◦C and 70 ◦C the polarization curves are not lying

118



4.3 Two-Phase Flow Behavior Analyzed by Neutron Radiography

entirely on top of one another. As described in Section 3.1.2, the temperature during
neutron radiography measurements starts at 80 ◦C and from there descends over 70 ◦C,
60 ◦C to 50 ◦C. The order in which the electrolyte volume flow was changed can be
seen in Appendix A.2.1. Potentially, the cell was not finished with the break-in process.
Karacan et al. [174] described the reactions taking place during the break-in in detail.
The break-in is done at the highest used current density of 1 A/cm2, the highest
volume flow of 100 ml/min, and the highest temperature of 80 ◦C. As preparation
for the beamtime granted by ILL of 48 hours, the breaking-in was tested during pre-
measurements, as can be seen in Figure 4.19 (a). The needed time for the warm-up
and the breaking-in was tested. After approximately 10,000 seconds (= ~2 hours and
45 minutes), the cell voltage appeared to have a constant value. Since the breaking-in
time is necessary, but does not hold a lot of scientific contribution to the two-phase
flow behavior, it was tried to keep the time as short as possible in order to use the
time for the main measurements efficiently.
During the beamtime in Grenoble, the break-in was paused for a short period of time in
order to measure the electrochemical impedance at various points in time. This might
have slowed down the break-in process, as can be seen from Figure 4.19 (b). The end
value of the cell voltage, though, is the same as in the continuous break-in period in
the pre-measurement.
However, to review the theory that the break-in was not finished during the beamtime,
the cell measurements are repeated with a similar measurement procedure, but instead
of 5 hours break-in period, the time is extended to 24 hours. The results of the cell
voltage can be seen in Figure 4.20.
In the first 10,000 s, the heating of the cell to 80 ◦C is done. Then, the current
density is set to 1 A/cm2. The cell voltage reaches a constant value at approximately
25,000 s (= ~7 hours) and keeps this value until approximately 50,000 s (= ~14 hours),
then the cell voltage is increasing again after reaching a constant value after 70,000 s
(= ~ 17 hours of break-in).
The measurements of the polarization curves were repeated after breaking-in the cell
for 24 hours. The comparison of the polarization curves measured in Grenoble during
beamtime (cf. Figure 4.21 (a)) with the repeated measurement after 24 hours break-in
(cf. Figure 4.21 (b)) shows that the repeated measurements of the polarization curves
look like typical polarization curves measured with the same cell configuration, also at
different temperatures. These polarization curves start at the same point and have a
similar course at low current densities where the activation overpotential is dominant.
At higher current densities, the polarization curves have a constant gradient (ohmic
losses are dominant), and the polarization curves have a steeper gradient the lower the
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temperature.
For the polarization curves measured during the beamtime, none of the criteria men-
tioned above fully apply (cf. Figure 4.21). The polarization curves start at various
points at low current densities, they do have a slightly curved course instead of a
constant gradient, and the polarization curve of 70 ◦C has approximately the same
cell voltage as the 80 ◦C polarization curve. The polarization curve of 80 ◦C is sup-
posed to have the lowest voltage (best performance). The cell voltage is supposed
to increase with decreasing temperatures. This happens due to decreasing activation
overpotential, improved reaction kinetics, and reduced ohmic resistance due to im-
proved electrical conductivity with increasing operation temperature.
Here, the polarization curves of 25 ml/min electrolyte volume flow are compared be-
cause this volume flow was the last setting of volume flow for the 80 ◦C measurements
during the beamtime. This shows that the break-in was not finished during the com-
plete measurements for 80 ◦C. The polarization curves for the other three volume flow
values can be found in Appendix A.2.2. Since the electrolysis cell is operated galvano-
static, the not finished break-in process and respectively the cell performance is not
relevant to the outcome of the two-phase flow behavior. The current density is the
value that is responsible for the gas amount and, together with the electrolyte volume
flow, responsible for the two-phase flow behavior. Karacan et al. [174] found out the
electrochemical cell behavior is best comparable after the cell is changing current den-
sity less than 1 %/ hour (operation in potentiostatic mode) during break-in, which took
their AWE cell more than 20 hours to reach. However, the beamtime is too valuable
to spend on the break-in process since the two-phase flow is not influenced by it.
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(a) (b)

(c) (d)

Figure 4.18: Polarization Curves measured during Neutron Radiography Measurements
at different Electrolyte Volume Flows for 80 ◦C (a), 70 ◦C (b), 60 ◦C (c)
and 50 ◦C (d).
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(a)

(b)

Figure 4.19: Course of the Cell Temperature and the Cell Voltage during Break-in in
Preparatory Measurements for the Beamtime (a) and the Cell Voltage
during Break-in in Grenoble with Frequent in between EIS Measurements
(b), both with 5 hour Break-in Duration.
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Figure 4.20: Course of the Cell Voltage during Break-in of the Alkaline Electrolysis Cell
for 24 hours.

(a) (b)

Figure 4.21: Polarization Curves at Different Temperatures Measured at 25 ml/min
Electrolyte Volume Flow after 5 hours of Break-in (a) compared to
24 hours of Break-in (b).
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Electrochemical Impedance Spectroscopy

From electrochemical impedance measurements mainly two different properties are
important in this evaluation. Firstly, the high frequency resistance which can be seen
from an electrochemical impedance spectrum by the interception with the real part axis
(x-axis). Secondly, the radius of the semicircle which relates to the electrochemical
reaction at the electrodes of the cell. The impedance spectra are recorded at several
time points during the neutron radiography measurements. First, the impedance is
measured before, during, and after the break-in of the cell in order to see the change
in high frequency resistance and the radius of the semicircle. Afterwards, the high
frequency resistance is mainly the interesting property because it gives an indication
of the gas bubble’s influence (in terms of ohmic resistance) on the cell performance.
The different impedance spectra are compared to each other hereafter by comparing
the three different settings current density, electrolyte volume flow, and temperature.
During the break-in of the cell, the electrochemical impedance is measured before
starting the break-in (0 min), after 10 min, 30 min, 1 hour, 3 hours, and at the end
of the break-in before starting the first polarization curve (after 5 hours). The spectra
can be seen in Figure 4.22.

Figure 4.22: Electrochemical Impedance Spectra at different times during Break-in of
the Cell measured at 1 mA/cm2 and 20 mV Amplitude.

For all six measurements, the high frequency resistance seems to be constant. Karacan
et al. [174] investigated the break-in behavior of AWE zero-gap cell for benchmarking
and named four effects that influence the time of the break-in. The four effects are
the formation of gas bubbles, on the cathode side the absorption of atomic hydrogen
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into the nickel lattice, on the anode side changes of the Ni2+ oxide layer, and the
mechanical or chemical loss of catalyst material (not relevant here because no catalyst
layer is applied). Publications investigating the gas bubble influence of AWE cells with
gap found that a bubble curtain is forming on the electrodes. Vogt [175] used nat-
ural convection for the electrolyte and showed that switching cathode and electrode
during operation takes 45 min to regain a steady state for the electrolysis operation,
assuming the bubble curtain to be responsible. Zhang et al. [176] showed that this
bubble curtain exists also with flowing electrolyte. For the zero-gap cell used here,
the influence of a gas bubble curtain slowly forming and remaining even after stopping
the operation cannot be seen in Figure 4.22. The same result was obtained by Rocha
et al. [177] for an AWE zero-gap cell. In their investigation for forced convection, the
cell voltage did not increase for repeating start and stop of the cell operation, which
is assumed to prove that the gas bubble removal is not hindered. In this investigation,
if the gas bubbles would form a lasting bubble curtain, the high frequency resistance
would increase with increasing time during the break-in. From Figure 4.22, it can be
assumed that the break-in process has no influence on the high frequency resistance
under the applied operation conditions.
The radius of the semicircle, however, is approximately the same for all measurements
except the measurement before the break-in starts (0 min). The reason for that might
be the two remaining processes occurring on anode side and cathode side. The effects
happening during the break-in of an AWE cell are described in more detail by Hall
et al. [178]. They investigated the effects on nickel foil electrodes with cyclic voltam-
metry and reported similar effects on anode and cathode side as assumed by Karacan
et al. [174].
After the break-in, the main measurements start. The electrochemical impedance is
measured after each measured polarization curve. Polarization curves are measured for
each temperature/ concentration combination. The impedance measurements con-
ducted after measuring the polarization curves are measured with a current density of
1 mA/cm2 and an amplitude of 20 mV. In Figure 4.23, the electrochemical impedance
spectra measured at 1 mA/cm2 are compared for different electrolyte volume flows for
80 ◦C (a), 70 ◦C (b), 60 ◦C (c) and 50 ◦C (d).
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(a) (b)

(c) (d)

Figure 4.23: Electrochemical Impedance Spectra for 80 ◦C (a), 70 ◦C (b), 60 ◦C (c)
and 50 ◦C (d) comparing the Four Electrolyte Volume Flows at 1 mA/cm2

and an Amplitude of 20 mV.

What can also be seen from the comparison is the not finished break-in process in the
80 ◦C figure (a) and also in the 70 ◦C figure (b) in Figure 4.23. For the 60 ◦C figure
(c) and 50 ◦C figure (d) of Figure 4.23, the radii of the semicircles are approximately
the same, which is how it is expected to look like. At 80 ◦C, the radii for the different
volume flows differ a lot, for 70 ◦C, the radii are closer together but still differ noticeably.
From the subfigures, it can be assumed that at the time when the measurements for
60 ◦C started, the cell was finished with the break-in. The previously mentioned
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effects taking place at anode and cathode seem to increase the radius of the semicircle
for the here used cell design. The radius of an electrochemical impedance spectrum
gives information about the cell’s charge transfer resistance. At the beginning of the
break-in of the cell, the cell voltage, at galvanostatic operation, is higher, and with
the progressing break-in process, the cell voltage decreases to a steady point. From
the cell voltage, the decreasing charge transfer resistance (decreasing radius of the
electrochemical spectrum) can be seen.
In Figure 4.24, the high frequency resistance for different temperatures is compared
in each subfigure at a specific electrolyte volume flow measured at 1 mA/cm2 and an
amplitude of 20 mV. The section of the figure is zoomed in to see the high frequency
resistance more closely.
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(a) (b)

(c) (d)

Figure 4.24: Comparison of the High Frequency Resistance for 100 ml/min (a),
50 ml/min (b), 25 ml/min (c) and 10 ml/min (d) at different Tempera-
tures Measured at 1 mA/cm2 and an Amplitude of 20 mV.

In each sub-figure, the increasing high frequency resistance with decreasing temperature
can be seen. In addition, comparing every single temperature in the sub-figures with
one another, it can again be seen that the electrolyte volume flow does not have an
influence on the high frequency resistance at 1 mA/cm2. Both results are according
to the literature. Gilliam et al. [74] showed that the ionic conductivity of potassium
hydroxide increases with increasing temperature at constant concentration. Lickert
et al. [179] compared the volume flow of water for a PEM electrolysis cell. They found
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out that up to high current densities (5 A/cm2), the volume flow does not have an
influence on the cell performance.
In addition to the electrochemical impedance measurements measured after measuring
a polarization curve, at 80 ◦C the electrochemical impedance was also measured after
measuring 10 mA/cm2, 50 mA/cm2 and 100 mA/cm2 of the polarization curves. The
recording of the polarization curve was stopped after the regarding current density,
and the potentiostat, used for electrochemical impedance spectroscopy, is turned on
to measure the impedance at the same current densities as the polarization curve step
was recorded before (stepwise at 10 mA/cm2, 50 mA/cm2 and 100 mA/cm2) with an
amplitude of 20 mV each. The comparison of the electrochemical impedance spectra
of the different current densities, measured at 80 ◦C and four different electrolyte
volume flows, can be seen in Figure 4.25.
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(a) (b)

(c) (d)

Figure 4.25: Comparison of the High Frequency Resistance for 100 ml/min (a),
50 ml/min (b), 25 ml/min (c) and 10 ml/min (d) at Different Current
Densities with an Amplitude of 20 mV Measured at 80 ◦C.

From the different sub-figures of Figure 4.25 the same tendency as reported by Haverkort
et al. [5], Phillips et al. [6] and de Groot et al. [7] can be seen. It is known that the
high frequency resistance increases with current density. The results shown in this
examination once again confirm that the zero-gap design is influenced by gas bubble
losses. The sub-figures show the zoomed-in section of the high frequency resistance,
where the interception of the curve with the real part axis (x-axis) is visible. Haverkort
et al. [5] and de Groot et al. [7] speculated on possible reasons for the increase in
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ohmic resistance in zero-gap alkaline electrolysis cells, as already discussed in Section
2.2. The influence of gas bubbles on the ohmic resistance is discussed in more detail
later on with the evaluation of the neutron radiography images. What can be seen
is that the value for the high frequency resistance is about one order of magnitude
higher compared to the literature ohmic resistance given for the Zirfon diaphragm
(70–1000 mΩ cm2 at 80 ◦C, 30 wt.-% KOH) which is supposed to be the biggest part
contributing to the high frequency resistance of zero-gap electrolysis cells. The exact
reason for the increasing deviation from the ohmic resistance of the Zirfon diaphragm
cannot be explained yet.
In Figure 4.26 the same data is shown as in Figure 4.25 but with another arrange-
ment. Here, the focus is laid on the comparison of different electrolyte volume flows
measured at 80 ◦C and shown in each sub-figure for the different current densities the
electrochemical impedance was measured for.
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(a) (b)

(c) (d)

Figure 4.26: Comparison of the Electrochemical Impedance Spectra for 1 mA/cm2 (a),
10 mA/cm2 (b), 50 mA/cm2 (c) and 100 mA/cm2 all with an Amplitude
of 20 mV for Different Volume Flows at 80 ◦C.

For the rather low current densities of 1 mA/cm2 and 10 mA/cm2 the high frequency
resistance seems to be of similar value for all electrolyte volume flows. For 1 mA/cm2

the radii of the different electrolyte volume flows decrease with decreasing volume flow.
One possible reason might be a better gas bubble removal with higher electrolyte
volume flow as reported by Rocha et al. [177]. But since this trend appears to be
reversed for the three other shown current densities in Figure 4.26, it is more likely
that this phenomenon is caused by the effects of an unfinished break-in process. For
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50 mA/cm2 and 100 mA/cm2 the high frequency resistance seems to slightly increase
with increasing electrolyte volume flow. Yuan et al. [180] summarizes for the two-
phase flow of PEM electrolysis that the number of gas bubbles is not directly linked to
the mass transport overpotential but the oversaturation. They conclude if the bubble
detachment frequency is not high enough, the local oversaturation is increasing, and
with that, the mass transport overpotential, or influence of the gas bubbles on the
ohmic resistance. By looking closer at the high frequency resistance of the cell at
100 mA/cm2 in Figure 4.27, it can be seen that the high frequency resistance, which
is linked to the ohmic resistance, is increasing with increasing electrolyte volume flow.
The polarization curves, however, do not show a sign of the electrolyte volume flow
influencing the cell performance (see Figure 4.18). From the conclusions made by Yuan
et al. [180] the expectation would be an increasing ohmic resistance with decreasing
electrolyte volume flow, since the electrolyte volume flow is most likely linked to the
detachment bubbles diameter and therefore to the detachment frequency, as further
described in Section 4.3.3. Garcia-Navarro et al. [181] saw a decrease in performance
with increasing electrolyte volume flow but linked it to an increasing low frequency
resistance and, therefore, a matter of diffusion limitation. The low frequency resistance
was not measured in this examination due to the limited available time during neutron
radiography measurements. The findings here, as well as the possible explanation from
literature, do not lead to a sufficient explanation, if the electrolyte volume flow at higher
current densities influences the ohmic resistance, further experimental investigation is
needed in this regard.

Figure 4.27: Comparison of the Electrochemical Impedance Spectra for 100 mA/cm2

(a) with an Amplitude of 20 mV for Different Volume Flows at 80 ◦C.
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In the two sub-figures of Figure 4.26 for 50 mA/cm2 and 100 mA/cm2, a second
semicircle is visible towards lower frequencies. The second semicircle might show a
second electrode reaction that is taking place. Hall et al. [178] listed reactions that
take place at different electrode potentials for an AWE cell besides water the water
splitting reaction.
From the analysis of the polarization curves and electrochemical impedance spectra
recorded during neutron radiography measurements, it could be seen that the cell be-
havior is similar to the reported cell behavior in literature. The cell voltage is decreasing
with increasing temperature, the cell performance is not or only slightly affected by
electrolyte volume flow. The increase in gas bubble formation increases the ohmic
resistance of the cell but is not affected by temperature. With the knowledge that the
cell is affected by the two-phase flow behavior, the neutron radiography images are
analyzed for potential explanations in the following sub-sections.

4.3.2 Gas Layer Thickness

The gas bubbles inside the alkaline electrolysis cell measured by neutron radiography
result in images that can be analyzed by evaluating the gray value of the image. The
gray value of these images is a measure for the transmission of the neutron beam and
is constant (except for noise deviations) over time for each pixel of the cell when the
cell is flooded with electrolyte solution before the current is applied and gas bubbles
are formed. When the cell operation starts and gas bubbles begin to form, the neutron
beam is attenuated by the gas layer, and the transmitted beam intensity decreases at
the location of the gas bubbles. In the resulting gray value images, the gas bubbles have
a brighter appearance compared to the images without gas bubbles. From the gray
value of the single pixels of the images, the gas layer thickness can be determined. In
order to do that, the attenuation coefficient Σ has to be determined before, as explained
in Section 3.1 using Beer-Lambert’s Law (cf. Equation 4.8). With the attenuation
coefficient (Σ), the gas layer thickness (dgas) can be calculated (cf. Equation 4.9).
Equation 4.8 and Equation 4.9 use the transmission values obtained from the reference
images taken before the measurements of the camera noise (Tnoise) and the flooded cell
without gas bubbles (Twet). Although the camera noise in Equation 4.8 and Equation
4.9 is named like a transmission value, they are actually values for each pixel of the
images, which would be misinterpreted as transmission and are caused by the noise of
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the camera.

Timage − Tnoise

Twet − Tnoise

=
exp (−Σ · dKOH)

exp (−Σ · (dKOH − dgas))
(4.8)

dgas = − 1

Σ
· ln

(
Timage − Tnoise

Twet − Tnoise

)
(4.9)

The resulting attenuation coefficient for the neutron radiography measurement is
Σ = 0.331 mm−1. The value for the attenuation coefficient (Σ) was compared before
(at 80 ◦C, 32.5 wt.-% potassium hydroxide concentration at anode and cathode side)
and at the end of the 48 hours measurement period (at 50 ◦C). This comparison is
done in order to check whether the concentration difference of potassium hydroxide,
which is occurring and increasing during electrolysis operation, can be detected in the
attenuation coefficient in the period of measurement. For this short measurement time,
the attenuation coefficient does not show a significant change. Assuming an operation
of 48 hours at 1 A/cm2 straight, the concentration would change from 32.5 wt.-% to
36.6 wt.-% on the cathode side and to 29.2 wt.-% on the anode side. The current
density is much lower most of the time during the measurement, which is why the
change of concentration is also much lower in reality. This value is given to have an
idea in which range the maximum concentration change lies.
The used alkaline electrolysis cell for the measurements has parallel flow channels and
a triangular inflow area, as shown in Figure 4.28.

The inlet of the flow is positioned at the tip of the triangle, which is approximately at
one third of the active cell area of the x-coordinate of the active cell area. The anode
and cathode flowfield plates are structurally identical, but from the image perspective,
the cathode flow inlet is at one third from the left side, and the anode flow inlet at
one third from the right side. The coordinate system used for neutron radiography is
shown in Figure 4.28
In Figure 4.29 to 4.32, the mean gas layer thickness is shown. Mean gas layer thickness
means that the gas layer thickness is calculated for each pixel of each image and is
averaged, in this case, over 2500 images for each pixel. The 2500 images are taken
from the end of the 5 minutes measurement period to avoid having transient two-phase
flow conditions. To have a better overview, the flow channel for anode and cathode
are shown in different figures for every of the eight evaluated operation points (cf.
Table 4.10). The figures of the same operation point are always positioned next to
each other, and the anode side is shown on the left side and the cathode side on the
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right side.
From the images in Figure 4.29 to Figure 4.32, it can be observed that the average
gas layer thickness is greatest in the upper corners opposite the respective outlet. The
buoyancy and coalescence of forming gas bubbles leads to more gas in the upper part
of the flow-field. At higher current densities, the gas layer is thicker because more gas
is produced. Moreover, the gas layer of the cathode flow channels is thicker because
twice as much gas is being produced compared to the anode side. For the same
current density, the gas layer thickness is increasing with the temperature because the
gas solubility is decreasing with it [182]. To understand the gas layer thickness or gas
distribution in relation to electrolyte volume flow, current density and temperature, it is
important to take the effects inside the cell into account. As the literature investigating
the two-phase flow of alkaline electrolysis cells is scarce, the flow effects are compared
to flow investigations conducted for PEM electrolysis. The difference between the two
electrolysis types is that of using water instead of potassium hydroxide as the electrolyte
solution, which results in a difference in surface tension and contact angle at the three-
phase boundary of the channel material, liquid electrolyte, and gas bubble, respectively.
The porous transport layer (PTL) in alkaline electrolysis cells is usually nickel-based,
whereas the PTL material in PEM cells is typically titanium-based. The second relevant
difference is the necessity of a functioning hydroxide ion transportation capacity through
the electrolyte solution for alkaline electrolysis cells, which can be mitigated by gas
bubbles. Nonetheless, the flow effects occurring in an alkaline electrolysis cell are
comparable to those occurring in a PEM cell (the flow effects are compared to the
anode side of PEM electrolysis cells, given that mostly no electrolyte is supplied to the
cathode side) [180]. According to Leonard et al. [183], the electrolyte volume flow has
little or no influence on the gas bubble diameter but on the gas bubble’s detachment
rate. This leads to a shift in transitioning from one flow regime to the other. A higher
electrolyte volume flow therefore decreases the ohmic resistance according to Yuan
et al. [180] because the local oversaturation is decreasing due to more gas bubbles
forming. The investigation of Majasan et al. [184] shows that flow channels with a
higher electrolyte flow rate have the tendency to contain smaller gas bubbles, whereas
the flow channels with a lower electrolyte flow rate tend to contain gas bubbles with a
bigger diameter or gas slugs. The flow field geometry utilized by Majasan et al. [184]
is similar to the flow field geometry employed in this investigation. Their flow field
used parallel flow channels and the electrolyte was distributed in a similar way. Due
to the flow field design using parallel flow channels, the electrolyte flow rate was not
equally distributed inside the flow channels. Wang [185] describes the behavior of the
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electrolyte flow at a T-junction. At low Reynolds numbers (low flow velocities), the
flow is equally divided into two separate streams. At increasing Reynolds numbers
(increasing flow velocities), the arm without change (in this case, less change) in
directions is supplied with a higher volume flow because of inertia. For the flowfield
geometry used here, this means that by increasing the electrolyte volume flow, more of
the electrolyte solution is transported along the arms of the flow distribution triangle
because of inertia, creating a higher electrolyte supply to the flow channels close to the
inlet, respectively, right at the end of the longer arm opposite the side of the electrolyte
inlet, with less distributed to the other flow channels. Majasan et al. [184] observed
that with increasing current density, a more unique electrolyte velocity over the flow
channels became apparent, which they explain with a decreasing pressure loss with
increasing gas content of the two-phase flow. Their observation leads to an almost
equally distributed electrolyte flow within the flow channel for current densities greater
than 1 A/cm²; for lower current densities, the non-uniform electrolyte flow distribution
persists. The gas layer thickness in the flow field used here is thickest for the upper
corner located on the side where the flow inlet is located. Maier et al. [186] used the
same PEM cell as Majasan et al. [184] and investigated the water thickness of the
GDL on the anode side for different GDL materials. In their investigation, the GDL
had the thinnest water layer (thickest gas layer) in the upper right-hand corner, which
Majasan et al. [184] identified as the channel with the highest flow velocity. According
to Wang [185], for the geometry of the inlet area used here, the electrolyte volume
flow should result in a higher volume flow in the outer flow channels, which then,
according to Majasan et al. [184], should result in a lower gas layer thickness in these
channels. As this does not apply to the observations in Figure 4.29 to Figure 4.32
a closer examination was made of the similarities and differences of the cell used by
Majasan et al. [184] and Maier et al. [186] and the cell used here. As the gas layer
thickness was mainly in one corner of the cell, which is opposite the two-phase flow
outlet of the flow field, it seems likely that the gas distribution is not only dependent
on the geometrical factors of the inlet and the channel’s geometry but also on the
outlet. In this cell, the longer arm appeared to create a bottleneck for the gas bubbles
to leave the flow outlet area. The water layer investigations of Maier et al. [186] seem
to show the same effect for their channel closest to the outlet. In their findings, the
outlet channel into which all flow field channels drained their gas–electrolyte mixture
was supposedly filled up with gas from left to right, which made it harder for the last
channels to push the gas out. A higher electrolyte volume flow inside the channels
decreases the local oversaturation and therefore increases the ionic conductivity, such
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that the local gas amount produced is increasing and the gas layer is getting thicker.
With a thicker gas layer, the conductivity is decreased. The buoyancy and coalescence
of forming gas bubbles leads to more gas in the upper part of the flow field. At higher
current densities, the gas layer is thicker because more gas is being produced. The
gas layer of the cathode flow channels is also thicker because twice as much gas is
produced compared to the anode side. For the same current density, the gas layer
thickness is increasing with temperature because the gas solubility is decreasing with
it [183]. Comparing the same operation point with different electrolyte volume flows
(see Figure 4.29 to Figure 4.32), there are contradictory tendencies with respect to
the influence on gas layer thickness. The potential reason for this is that at higher
electrolyte volume flows, the gas bubbles detach at a smaller gas bubble size. As small
gas bubbles could not be identified in the neutron radiography images because they
could not be distinguished from measurement noise, the gas layer might appear to
have been thinner. However, even if that was the case, from the impedance it can
be seen that the ohmic resistance was slightly increasing with increasing electrolyte
volume flow. The visual results and impedance measurements seem to show both an
opposite effect to what is described by Yuan et al. [180]. If the rate of gas transported
out of the flow field and forming gas is changed to more gas being present in the flow
channels, it would result in a higher ohmic resistance, which is supported by gas being
present at lower positions in the flow channels (see Figures 4.29 to Figure 4.32).
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Figure 4.28: Detailed Cutout of the Used Electrolysis Cell with Depicting the Cathode
(Blue Structure) and the Anode (Black Structure) Inlets and how they
are Mapped on the Neutron Radiography Images.
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The gas layer thickness, which is determined in this examination using neutron radio-
graphy, can be compared to the gas layer thickness calculated through Faraday’s Law.
For the comparison of the measured and the calculated gas layer thicknesses, a mean
value of the averaged gas layer thickness over 2,500 images taken by neutron radio-
graphy is calculated by calculating the mean value over all pixels, which is the mean
value of the whole cell, anode, and cathode side combined. The gas layer thickness
calculated by Faraday’s law is determined using Equation 4.10 as already explained in
Section 3.1.4.

dgas(y) =

(
1

zH2
+ 1

zO2

)
· jA(y)

F
· Vm · ηF(

1
zH2

+ 1
zO2

)
· jA(y)

F
· Vm · ηF + V̇KOH

· Vtot(y)

A(y)
(4.10)

The relation of total gas volume flow (oxygen and hydrogen) (V̇gas(y) =
(

1
zH2

+ 1
zO2

)
·

jA(y)
F

· Vm) to the total volume flow (gas volume flow and the electrolyte volume flow
of potassium hydroxide on anode and cathode side) (V̇gas(y) + V̇KOH) is compared
to the relation of total gas volume inside the cell (dgas · A(y)) and the total volume
of the flow channel (Vtot(y)). For the gas volume flow, the Faraday efficiency ηF is
taken into account. For the calculation of the Faraday efficiency of alkaline stacks, the
empirical equation developed by Mónica Sánchez et al. [130] (see Equation 3.5) can
be used considering parasitic currents. In this case, a Faraday efficiency of 100 % is
assumed since, here, a single cell is used. The gas layer thickness is dependent on the
y-coordinate of the flow channel (see Figure 4.28), with increasing y-coordinate, the
gas layer thickness is increasing. To determine a mean gas layer thickness to compare
it to the neutron radiography measurement results for the mean gas layer thickness,
Equation 4.11 and Equation 4.12 are used. With Equation 4.11, the mean gas volume
flow (V̇gas) is calculated with b being the width of the flowfield of 42 mm and L is
equivalent to the full flow channel length of 42 mm. With Equation 4.12, the mean
gas layer thickness (dgas) is calculated with tchannel being the depth of the flow channel
of 1.5 mm.

V̇gas =
1

L

∫ y=L

0

[(
1

zH2

+
1

zO2

)
· jb
F

· Vm

]
dy (4.11)

dgas =
V̇gas · ηF

V̇gas · ηF + V̇KOH

· tchannel (4.12)
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The resulting gas layer thicknesses are shown for 80 ◦C and all four measured electrolyte
volume flows as shown in Figure 4.33 for the measured gas layer thickness (Figure 4.33
(a)) and for the calculated gas layer thickness (Figure 4.33 (b)).

(a) (b)

Figure 4.33: Comparison of the Measured Gas Layer Thickness through Neutron Ra-
diography (a) and the Calculated Gas Layer Thickness by Equation 4.12
(b) for 80 ◦C for all Measured Current Densities and for all Measured
Volume Flows.

Comparing both figures, it can be seen that the mean gas layer thickness measured by
neutron radiography is a little less for every operation point. The difference between
measured and calculated mean gas layer thickness is greater for small current densities.
The same applies by looking at the comparison of the gas layer thicknesses for the eight
operation points (see Table 4.10) analyzed in more detail in this examination. The
comparison is shown in Figure 4.34.
The figure shows the measured values in darker green, respectively, gray and the
calculated values in lighter colors. For all in Figure 4.34 depicted operation points,
the calculated gas layer thicknesses are higher compared to the measured gas layer
thicknesses. The gas layer thickness is thicker the higher the current density and is
decreasing with increasing electrolyte volume flow. By calculating the mean gas layer
thickness using Equation 4.12, the calculated gas layer thickness considers the chang-
ing gas volume flow with increasing y-coordinate of the flow channel. However, the
equation does not consider any increased residence time of the gas bubbles through wall
friction, coalescence or changing buoyancy. Figure 4.29 to Figure 4.32 show that the
gas layer thickness is not equal throughout the channel length, which is not accounted
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(a) (b)

Figure 4.34: Comparison of the Measured Gas Layer Thickness through Neutron Ra-
diography (Dark Gray (0.4 A/cm2) and Dark Green (0.6 A/cm2)) and the
Calculated Gas Layer Thickness by Equation 2.20 (Light Gray (0.4 A/cm2)
and Light Green (0.6 A/cm2)) for Cathode (a) and Anode (b) for Com-
binations of 50 ◦C, 80 ◦C and 25 ml/min and 50 ml/min.

for in Equation 4.12 either. Deviations could also be a result of the measurement
method itself and the way in which the images are created during neutron radiography
measurements and the accuracy of the baseline images, as well as filter, subsequent
image processing influences, and the image blurring due to finite spatial resolution.
A possible reason for a smaller mean gas layer thickness for the measured gas layer
thickness in general and especially for lower current densities might be that small gas
bubbles are not detected during the neutron radiography measurements because they
cannot be distinguished from the measurement noise. From Figure 4.33 it can be
seen that the difference in calculated mean gas layer thickness and measured gas layer
thickness decreases with increasing current density. With increasing current density,
the forming gas volume flow is increasing, and the formed gas bubbles, especially after
coalescence, are bigger. This observation would support the assumption that smaller
gas bubbles are not detected.
The decreasing gas saturation of the electrolyte solution with increasing temperature
is also not considered in the calculation of the gas layer thickness. The crossover is
also not considered in the calculated values. The amount of crossover, however, is in a
range of 10−4 % of the total gas production [170]. In contrast to the influence of the
current density, the gas saturation influence with temperature cannot be seen as clearly
from the measurement data. The gas layer thicknesses measured with an electrolyte
volume flow of 50 ml/min would maintain the theory of a lower gas solubility at higher
temperatures and, therefore, a higher gas layer thickness at higher temperatures. But

146



4.3 Two-Phase Flow Behavior Analyzed by Neutron Radiography

looking at 25 ml/min the trend can not be seen anymore, for 80 ◦C and 50 ◦C it is
mixed, where the thicker gas layer thickness is measured.
From all observed and described effects, it can be concluded that all these effects play
a role in the two-phase flow and that they are mitigated or intensified with current
density, temperature, and electrolyte volume flow. A predominant influence factor can
not be identified by analyzing the gas layer thickness.
Maier et al. [186] investigated the influence of different gas diffusion layer materials
in a PEM electrolysis cell with a parallel flow channel at the anode side using imaging
techniques. They found out that even at low current densities with only small gas
amounts being present, the water saturation inside the porous layer is not fully sat-
urated. They concluded that this is due to not connected pores to the overall pore
network but also because pores, which are connected to the pore network and are not
or are insufficiently supplied with water. Haverkort et al. [5] found similar results for an
alkaline zero-gap electrolysis cell. They covered the frontal area of the electrode with
epoxy and got similar results for the polarization curves compared with an electrode
without epoxy. They assumed that the frontal area in an alkaline electrolysis cell is
not active due to gas bubbles blocking the pores of the separator or electrode material
blocking the separator pores.
From the neutron radiography investigation, a reduced active cell area due to blockage
of gas bubbles cannot be proven but has to be taken into account as a possible reason
for the difference between measured and calculated values for the gas layer thickness.
This might be an explanation that not an overall trend of the influence factors tem-
perature, electrolyte volume flow, and current density can be seen. The comparison
between theoretical and measured gas layer thickness shows the urgency of improved
measurement methods to investigate the two-phase flow. Even at higher current den-
sities, the difference between measured and calculated gas layer thickness is between
20 - 25 %. If almost a quarter of the gas layer is not detectable with the established,
powerful measurement methods like neutron radiography, it is difficult to find general
conclusions about the two-phase flow behavior.

4.3.3 Gas Bubble Velocity

The gas bubble velocity of the gas bubbles inside the alkaline electrolysis cell, mea-
sured by neutron radiography are detected and tracked by Trackmate, a plug-in of
the image processing open-source software ImageJ [127]. The procedure of detection
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and tracking with Trackmate is described in Section 3.1.3. An example of the output
generated by Trackmate can be seen in Figure 4.35. A sequence of images is uploaded
to ImageJ [127] and processed.

Figure 4.35: Output Generated by Trackmate in Form of Gas Bubble Velocity and Gas
Bubble Detection Recognition Rate.

The output generated by Trackmate gives the trajectory of single gas bubbles over the
different frames. In Figure 4.35, it can be seen, that the detected bubbles are marked
by a circle. The trajectories of the single gas bubbles are marked by colored lines.
The color of the line is a measure of the gas bubble velocity. Since Trackmate was
developed in order to track microorganisms, it is able to track moving objects in all
possible directions and is also able to identify the merging/ splitting of moving objects.
In this case, the gas bubbles are moving upwards but have basically no movement in
x-direction (for axis definition, see Figure 4.28). To avoid the algorithm misinterpreting
anode and cathode gas bubbles to merge, split, or identify movement in x-direction,
although there are two gas bubbles in neighbouring anode and cathode channel present,
only every second flow channel of anode side and every second channel on cathode side
is evaluated. The chosen anode and cathode images of the flow channel are masked
and processed separately in Trackmate. The comparison of the velocity distribution
over the flow channels of the flow field, with the set of the excluded channels lead to
a similar velocity distribution, which is why the analysis with every second channel of
the flowfield was assumed to be representative enough for all channels.
For the gas bubble velocity analysis, all recorded 15,000 images of the single operation
points are used. The gas bubble velocity is analyzed in two different ways in the
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following. On the one hand side, the gas bubble velocity is averaged for every single
gas bubble and plotted at the location of the cell, where the bubble was first recognized
by Trackmate. For a better overview, the flow channels are sliced in increments of
2 mm along their y-coordinate. The mean gas bubble velocities for each gas bubble
are averaged in this increment. For each increment, the resulting mean gas bubble
velocity is shown as a colormap. The results can be seen in Figure 4.37 for 80 ◦C
and in Figure 4.36 for 50 ◦C. The second way to display the gas bubble velocity is by
showing the gas bubble velocity of each gas bubble at the specific location along the
flow channel. For a better overview, the channels are again divided into segments of
2 mm length, and the velocity is averaged in this segment. The regarding figures are
shown in Figure 4.38 and Figure 4.39. As a remark, the anode and cathode channel
are plotted together in one figure, for both ways to analyze the velocity of gas bubbles,
although the results were evaluated separately for anode and cathode in Trackmate.
The color map is depicted in colors from blue (0 m/s) to red (50 m/s), if regions
in the channel are depicted in gray, then the average velocity for this channel region
has a negative value. Negative velocity values occur, especially in the upper region in
the last segments of the channel. By looking at the single pictures of the operation
points, it can be seen that often gas bubbles are stuck for some time at the end of
the channel and oscillate with the pulsation of the membrane pump, which results in a
negative velocity. The oscillation most likely causes these gas bubbles to be recognized
and detected more than once. For visual differentiation of anode and cathode flow
channels in Figure 4.36 to Figure 4.39, the anode channel background color is shown
in light red, and the cathode channel in white color.
Before showing the detailed velocity values distributed over the flowfield analyzed with
both evaluation methods described, an overview of the mean gas bubble velocity for
every analyzed operation point is given in Table 4.11, as well as the number of detected
gas bubbles detected by Trackmate. The interpretation is done together with the
interpretation of Figure 4.37 to Figure 4.38.

Description of the Gas Bubble Velocities Analyzed by the Position where
they are First Detected

The description of Figure 4.36 and Figure 4.37 is structured as follows; First, the ef-
fects of current density, electrolyte volume flow, and temperature on the gas bubble
velocity at the coordinate of the first detection in the flow channels are described, then
the differences between anode and cathode, and last, the effects caused by the cell
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Table 4.11: Mean Velocity and Number of Detected Gas Bubbles Evaluated by Track-
mate.

Temp. Electrolyte Current Mean Number of Mean Number of
Volume Density Velocity Detected Velocity Detected

Flow Gas Bubbles Gas Bubbles
[◦C] [ml/min] [A/cm2] [mm/s] [-] [mm/s] [-]

Anode Cathode
80 50 0.4 26.14 1527 26.37 18513
80 50 0.6 24.05 4309 23.49 32081
80 25 0.4 10.32 13972 18.5 39983
80 25 0.6 10.91 7543 11.56 19599
50 50 0.4 12.02 3281 21.48 57626
50 50 0.6 12.08 2271 22.21 42272
50 25 0.4 11.12 7232 24.96 31429
50 25 0.6 14.21 14129 23.69 42112

geometry and other general effects.
Figure 4.36 and Figure 4.37 show the number of gas bubbles that are detected by
Trackmate, the exact number can be seen in Table 4.11. The number of detected gas
bubbles is increasing with current density for the operation points 80 ◦C and a higher
electrolyte volume flow of 50 ml/min and for 50 ◦C and a lower electrolyte volume
flow of 25 ml/min. For the rest of the operation points, the number of gas bubbles is
decreasing with current density. Even with small gas bubbles not being detected on
the neutron radiography images, from Figure 4.33 it can be seen that the gas layer
thickness and, with that, the detectable gas amount is increasing with increasing cur-
rent density and the gas layer thickness is thicker for lower electrolyte volume flow.
This means that the number of gas bubbles is not directly linked to the amount of
gas, which might be mainly because of the ability to detect the gas bubbles on the
images, coalescence, and gas solubility. For 80 ◦C and 50 ml/min, the results seen
from Figure 4.33, Figure 4.37, Figure 4.36 and Table 4.11 are in good accordance for
the following properties. The gas layer thickness is increasing with current density, the
number of gas bubbles is increasing with current density, and with a decreasing elec-
trolyte volume flow, the gas layer thickness is increasing, as well as the number of gas
bubbles. For 80 ◦C and 25 ml/min, the number of gas bubbles detected is increasing
compared to 25 ml/min at the same current density, but the number of gas bubbles
at a lower current density of 0.4 A/cm2 is higher compared to the number of higher
current density (0.6 A/cm2). At a smaller electrolyte volume flow, the gas bubbles
grow bigger, because the detachment is later in time, and therefore the gas bubble
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diameter is bigger. The detector is able to detect bigger gas bubbles and is limited to
a certain size, if the gas bubbles are too small, they cannot be distinguished from mea-
surement noise. With increasing current density at 80 ◦C and 25 ml/min with a lower
gas solubility at the higher temperatures and a greater gas bubble diameter because
of the lower electrolyte volume flow, the gas bubbles seem to coalesce more and form
longer gas bubble slugs. For 50 ◦C this seems not to be the case for lower electrolyte
volume flows, which might be because the gas solubility is higher. Therefore, at higher
electrolyte volume flow, it can be seen for increasing current density that the number
of gas bubbles is decreasing, which could also only be explained by a higher degree
of coalescence. From the number of detected gas bubbles, it can be seen that a lot
fewer gas bubbles are detected on the anode side compared to the cathode one. For
25 ml/min, the difference is 2.5–4 times less. The difference is even greater between
both sides at a higher volume flow, at 50 ml/min (between 7–19 times lower). The
lower number of detected gas bubbles, especially at higher electrolyte volume flows,
can be explained by an earlier detachment at higher electrolyte volume flows. To some
extent, the difference might also be caused by the limitation of being able to identify
small gas bubbles in the neutron radiography images.
Comparing the differences in gas bubble velocities caused by different current densi-
ties for different operating points, it appears that the gas bubbles at higher current
densities start slower at a lower y-coordinate. The slower gas bubble velocity might be
caused by the greater gas amount produced at higher current densities. The greater
gas amount is likely to cause more coalescence, especially with increasing y-coordinate
of the flow channels. To some extent, the transportation of gas out of the flow chan-
nels might even be hindered, which might be the reason why the velocity drops before
the flow exits the channel. With higher current density, more gas bubbles are detected
at a lower y-coordinates in the flow channels. On the neutron radiography images,
gas bubbles must attain a certain size to be distinguished from measurement noise,
and therefore, more gas bubbles can be detected at higher current densities. The gas
bubbles are already bigger at lower y-coordinates at higher current densities. Other
than that, the current density does not appear to have a significant influence on the
gas bubble velocity or the mean gas bubble velocity on the anode and cathode sides. In
contrast to the observation made here, Majasan et al. [184] observed a linear increase
in the gas bubble velocity at a current density range comparable to the range of this
evaluation. They explained the increasing gas bubble velocity with increasing current
density with a lower pressure drop on the basis of increasing amounts of gas in the
electrolyte solution.
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The electrolyte volume flow has a direct influence on the gas bubble velocity for two
reasons. Firstly, the electrolyte solution drags the gas bubbles with them or pushes
them through the channel, depending on the gas bubble size. Secondly, the electrolyte
volume flow has an influence on the detachment diameter and, therefore, on the size
of the gas bubbles. If the gas bubbles are small, they are dragged by the electrolyte
solution, which does not necessarily mean they have a similar velocity, at a bigger
diameter of the size of the channel width, they are being pushed probably at the same
velocity as the electrolyte solution. Small gas bubbles should be less objective to wall
friction and, therefore, could have higher velocities than bigger ones. This would be
supported by the gas bubbles having higher velocities the lower they are detected in
the channel at a point where they have not coalesced yet. The gas bubble size, how-
ever, cannot be evaluated here. From Figure 4.37 and Figure 4.36 it can be seen
that the gas bubbles for higher electrolyte volume flow of 50 ml/min are first detected
at higher y-coordinate in the channel compared to the ones measured at 25 ml/min,
which probably shows the smaller gas bubble diameter cannot be detected and the
gas bubbles are first detected after coalescing with other gas bubbles on their way up
the channel. Majasan et al. [184] did find an increasing performance with increasing
electrolyte volume flow. They suggested a better heat supply, shorter slug length, and
better reactant availability to be the reason. A dependency between electrolyte vol-
ume flow and electrolysis performance cannot be seen in this examination. Whereas it
must be mentioned that Majasan et al. [184] found this dependency for higher current
densities compared to the ones used here.
The gas bubble velocity seems to be slightly higher at lower temperatures by looking
at the gas bubble velocity distribution (see Figure 4.37 and Figure 4.36) and the mean
gas bubble velocities (see Table 2) mostly show the same result. At lower tempera-
tures, the gas solubility is higher, and less gas in form of gas bubbles is present, which
might be the reason for a higher gas bubble velocity since the gas bubbles might be
smaller and are less objective to wall friction and coalescence. By looking at the plain
numbers of gas bubbles in Table 4.11, no influence of the temperature on the gas
bubble number can be seen.
Comparing the gas bubble velocity of anode and cathode it can be seen that the high-
est gas bubble velocities occur in the cathode channel. Oxygen has a higher density
compared to hydrogen, which might lead to a higher gas bubble velocity due to buoy-
ancy, but they are more objective to coalescence and wall friction, whereas the smaller
hydrogen gas bubbles can reach higher velocities.
Due to the geometry of the cell and the parallel flow channels, the following effects
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can be observed; More gas bubbles are detected on the side where the electrolyte inlet
is located on anode and cathode side (see Figure 4.28). The gas bubbles are first
detected lower in the flow channel on the inlet side, whereas the gas bubbles are faster
in the flow channel opposite to the inlet.
As a general observation, it can be seen that the gas bubble velocity of gas bubbles,
which form at a low point in the channel, is higher and decreases with increasing y-
coordinate of detection. The reason might be that the lower the gas bubbles form, the
lower the degree of coalescence in the beginning of their formation, and the smaller
they are in the beginning and the faster they can be on average on their path through
the channel. Additionally, they have less wall friction
Similar findings were published by Majasan et al. [184]. They investigated the two-
phase flow behavior of a PEM electrolysis flow cell by taking temperature, current
density, and electrolyte volume flow into account as influence factors on the cell per-
formance and the gas bubble velocity. They also used a flow field with a parallel flow
channel and observed an uneven distribution in electrolyte flow and gas bubble distri-
bution. The liquid flow rate was higher on the side opposite to the inlet in their cell,
and the gas amount was lower, but the gas bubble velocity was higher. These findings
are in good accordance with the observations made in this examination regarding the
difference in the geometry of the flow distribution area on the inlet and outlet. Majasan
et al. [184] used a straight channel, from which the parallel channels are located with
a 90 ◦ angle. In this case, the electrolyte flow distribution area has a triangle shape
with the inlet located more to one side with a shorter arm of the triangle and the
opposite side of the inlet with a longer arm. As Wang [185] describes the electrolyte
flows because of inertia with geometries like this along the arms of the flow distribution
triangle, which results in higher electrolyte volume flows in the outer channel and the
highest electrolyte volume flow at the end of the longer arm of the triangle.
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Description of the Gas Bubble Velocity Analyzed at the Position where they
are Detected

In Figure 4.38 and Figure 4.39 the detected gas bubbles are plotted at each location,
where they are detected with the velocity that the regarding gas bubble has at the
particular location. The number of the data points does not show the number of
detected gas bubbles. If a gas bubble is detected on e.g. 30 frames, the plot has 29
data points of the same gas bubble at different locations with different velocities in
Figure 4.38 and Figure 4.39.
From the figures, the areas in the channels can be seen where no gas bubbles are
detected at all. At lower temperature (50 ◦C) and faster electrolyte volume flow
(50 ml/min) for both analyzed current densities (Figure 4.39 (c) and (d)) in the anode
channels opposite from the electrolyte inlet (left side) at the lower half of the channels,
there are almost no detected gas bubbles. The closer the channel is located to the
electrolyte inlet, the lower in the channel gas bubbles are starting to be detected. The
same can be seen for the cathode flow channels. For anode and cathode flow channels,
the same effect can be seen at 80 ◦C and 50 ml/min for both analyzed current densities
(Figure 4.38 (c) and (d)). For both temperatures at a volume flow of 25 ml/min at both
current densities (Figure 4.38 (a) and (b) and Figure 4.39 (a) and (b)) the detection
of gas bubbles is distributed basically over every coordinate of the flow channel on
anode and cathode side. The aforementioned effects might be explained by the better
gas solubility at lower temperatures and the smaller detachment diameter of the gas
bubbles at higher electrolyte volume flows, which leads to small gas bubbles that
are not recognized in the neutron radiography images due to the indistinguishability to
measurement noise. The effects that can be seen in the gas bubble velocity distribution
figures are mostly very similar to the effects already explained for Figure 4.36 and Figure
4.37. The interesting observation in Figure 4.38 and Figure 4.39 are the gas bubble
velocity patterns throughout the channel. For all analyzed operation conditions, the gas
bubble velocity shows a fluctuation of velocity throughout the channels. In general, the
velocity is increasing from low velocities to higher velocities throughout the channel and
at the end of the channel to lower velocities again. The course of velocities, however,
is section-wise fluctuating between higher velocities and lower velocities. Since the
used pump is a membrane pump, which is oscillating, it is necessary to consider that
the fluctuation is caused by the pump. However, since the images are averaged for gas
bubbles from 15000 images (5 minutes), the effects should not be visible here. The
more likely explanation is that the forming and coalescent gas bubbles are accelerated
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by buoyancy and the electrolyte volume flow and decelerated again when meeting a
slower gas bubble slug in front and accelerating again after coalescing. A comparable
investigation has not been found in the literature.
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4.3.4 Contact Angle

The contact angle measurements with the method described in Section 3.3.4 deter-
mines the contact angle at the three-phase boundary oxygen (anode side) or hydrogen
(cathode side) in potassium hydroxide with the nickel surface of the flow channel. The
contact angle to the nickel foam surface is not visible in the images, because of the
through-plane direction of the measurements.
In Figure 4.40 the resulting contact angles are shown for the different operation points.
In each subfigure, the contact angles are shown for the anode (A) and cathode (C)
side. For each side the mean contact angle of the gas bubbles is shown, divided into
the mean contact angle of the left side of the gas bubble in the channel and the mean
contact angle on the right side of the gas bubbles in the channel. Since the results for
80 ◦C look very similar to the results of 50 ◦C, 80 ◦C is shown in Appendix A.2.3. In
Figure 4.40, for all sub-figures ((a) to (d)), the contact angle increases for the left side
contact angle of anode and cathode with x coordinate of the cell and decreases for
anode and cathode for the right side contact angle. The expectation for the contact
angle was that the right side and left side angle of bubbles in the same channel at the
same operation point is very similar. The possible reasons why the resulting angles dif-
fer so much from right to left side angles could originate from the evaluation algorithm
and the cell assembly. As explained by Yu et al. [152], the difficulty in determining the
contact angle is to identify the channel boundary. In the neutron radiography images,
the boundary of the channel is not clearly visible because of the measurement noise.
Additionally, the channels have a width of 1.5 mm, and the images have a pixel size
of 91 µm, which results in a pixel size of approximately 16.5 pixel per channel and
means that there is no clear channel boundary. Nonetheless, by shifting the channel
boundaries pixel-wise to one side or the other the results for the contact angle of the
right and left side do not change significantly. The figures with the results are shown
in Appendix A.2.3. Therefore, the more likely cause for the significant difference in
right side and left side contact angle is the cell assembly combined with manufactur-
ing tolerances. The cell is supposed to have the channel of the anode side exactly
where the land on the cathode side is located. If the flowfield geometry from anode to
cathode side differs slightly or the two flowfield plates are slightly shifted during cell
assembly, this could cause the resulting contact angle differences. The effect that the
contact angle is getting smaller respectively bigger with the x-coordinate of the cell
might actually show that the flowfield plates are slightly shifted.
Another possible explanation for the deviation between the right and left side contact
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angles of the gas bubbles could be, that the gas bubbles are influenced by the flow
distribution area. In previous sections, it was already discussed that the electrolyte flow
is not uniform over the different channels, which might also influence the electrolyte
flow from left side to right side within the single channel. Therefore, the gas bubbles
could be directed more towards one side of the channel. But if so, it would be expected
that the gas bubbles of the anode and cathode side for the right side, respectively,
the left side, are directed in different directions because their flow inlet is located on
opposite sides. From Figure 4.40 it can be seen that this is not the case.
A quantitative result for the contact angle cannot be achieved for every channel, but
it is assumed that the average overall contact angle is an approximate value for the
comparison of the contact angles measured during particle image velocimetry measure-
ments. It is assumed that the contact angles, which are determined too small on one
side of the cell and too big on the other side for the gas bubbles balance each other.
The averaged contact angles for the different operation conditions can be seen in Table
4.12. The averaged values do look as expected and explained earlier in this sub-section;
The contact angles of the right side of the gas bubbles and the left side of the gas bub-
bles are expected to have approximately the same values. The average contact angles
for all the operation points show similar values. In literature, no comparable results of
contact angles of three-phase boundaries of this combination could be found for value
validation. Lafmejani et al. [187] used 50 ◦ to simulate oxygen gas bubbles of a PEM
electrolysis cell. Unfortunately, they did not state for which operation conditions this
value is valid and where it comes from. Song et al. [188] measured the contact angle
of water droplets in nitrogen atmosphere under different pressure values. The lowest
pressure shown is 50 bar, and the contact angle on stainless steel is approximately 80 ◦.
The here obtained values have a similar range as the two mentioned above for similar
systems.
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Table 4.12: Averaged Contact Angle overall Gas Bubbles of a Single Operation Point.

Temperature Electrolyte
Volume

Flow

Current
Density

Left
Contact
Angle

Right
Contact
Angle

[◦C] [ml/min] [A/cm2] [◦] [◦]
80 50 0.4 54.5 53.2
80 50 0.6 57.8 56.3
80 25 0.4 57.2 56.8
80 25 0.6 57.7 56.5
50 50 0.4 52.5 54.4
50 50 0.6 54.5 56.6
50 25 0.4 57.4 55.9
50 25 0.6 56.6 56.6
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4.3.5 Summary

The neutron radiography measurements are conducted using the to date world’s most
powerful neutron source and achieving the lowest ever recorded frame rate of the two-
phase flow of an alkaline electrolysis cell. The in this section described measurement
results are used as baseline data to compare them to the multiphase particle image
velocimetry measurements, which can be used as a simpler alternative to visualize the
two-phase flows of electrochemical flow cells. The electrochemical investigations of the
alkaline electrolysis cell at different operation conditions showed that the polarisation
curves were not affected by electrolyte volume flow, but the cell increased efficiency with
increasing temperature. Additionally, the importance of investigating the breaking-in
behavior of the cell was discussed. The EIS spectra have shown an increase of the high
frequency resistance with decreasing temperature. The electrolyte volume flow did
not seem to influence the high frequency resistance at low current density, but there
seemed to be an influence that the high frequency resistance slightly increased with
increasing volume flow, visible from 50 mA/cm2 on. The gas layer thickness seems
to be influenced by the temperature and the current density, with increasing current
density and increasing temperature the gas layer thickness seemed to be increasing. The
electrolyte volume flow is showing contradictory tendencies on the gas layer thickness.
The geometry and especially the inlet and outlet location seemed to have a substantial
influence on the gas bubble distribution of the flowfield and the gas bubble velocity.
The temperature and the electrolyte volume flow have shown some tendencies that do
not have a clear indication of their relation towards the gas bubble distribution and
velocity. For the current density, however, no influence could be identified. The gas
bubble velocities seem to be rather fluctuating instead of being linear, decelerating or
accelerating. The calculated contact angle values have shown different contact angles
for the left and the right side of the gas bubble in the flow channel, which is discussed
in this section and more likely to be caused by the computation method or the cell
design or the cell design rather than a real physical occurrence.
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4.4 Two-phase Flow Behavior using Particle Image
Velocimetry

In this section, the results of the two-phase flow modeling of an alkaline electrolysis
zero-gap flow cell using a transparent half-cell and its investigation using multiphase
particle image velocimetry are shown. The methodology is described in detail in Sec-
tion 3.2. The velocity of the liquid phase was measured by dividing the cell into nine
segments (cf. Figure 3.9). The gas bubble velocity is recorded for all 14 channels
at once. In addition to the gas bubble and liquid phase velocity, the gas amount is
determined in percentages. The gas bubble velocity range and the gas amount are
compared to the results of the neutron radiography measurements, and the compara-
bility of the measurement methods is assessed.
During the particle image velocimetry measurements, the cell is operated with an ori-
entation towards the camera, as depicted in Figure 4.41. The inlet of the electrolyte
solution is on the lower left side of the cell, which is equal to the cathode electrolyte
inlet position on the neutron radiography images (see Figure 4.28). For the anode side
the results in this section are shown according to the orientation in Figure 4.41 with
the shown coordinate system. The only exception is Figure 4.49 and Figure 4.48; The
two figures have the cell orientation used in neutron radiography (see Figure 4.28) in
order to compare the correct flow channel from neutron radiography and transparent
cell measured with particle image velocimetry measurements.

Figure 4.41: Quartz Glass Cell Orientation and Location of the Electrolyte Inlet.

165



4 Results

4.4.1 Velocity of the Liquid Phase

The particle image velocimetry measurements are conducted separately for each of the
nine segments (cf. Figure 3.9). The recording is done with a frame rate of 2000 frames
per second for the duration of 1 second. The flow channels are divided into segments
in order to achieve reliable results for the particle velocity with a sufficient number of
pixels per particle, as explained in Section 3.2.1. Recording the whole flowfield at once
would result in particle sizes of one pixel or even smaller. With nine segments, the
particle size is about four to nine pixels, which is sufficient for the tracking with the
openpiv [142] Python open-source package. For the evaluation, a window size of 32
pixels is used with an overlap of 16 pixels. An example of a resulting vector field for
the particle image velocimetry measurements can be seen in Figure 4.42.

Figure 4.42: Exemplary Resulting Vector Field with Blue Vectors for the Velocity of
the Particles and Red Vectors excluded as Outliers.

The vector field shows field 1 (cf. Figure 3.9) as an example of how the velocity vectors
of the particle image velocimetry particles look like. The five flow channels can be seen,
and on the upper edge, particles flow out of the channel inside the flow distribution
area. A local threshold is set in order to filter spurious velocity vectors. The threshold,
in this case, is set to 4 times the frame rate (4 x 2000 fps). If the absolute difference
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4.4 Two-phase Flow Behavior using Particle Image Velocimetry

of the velocity vector with the local median is greater than the threshold, the vectors
are excluded and marked as red vectors in Figure 4.42.
The results of the particle velocity distribution throughout the flow channel are shown
in Figure 4.43 to Figure 4.46. From the electrolyte velocities measured by particle
image velocimetry, a few points can be seen, which are already discussed in Section
4.3.3. According to Wang [185], the electrolyte flow flows along the triangular arms
first before flowing into the flow channel because of inertia instead of branching into
the flow channel, which results in a greater electrolyte volume flow in the outer channel
in the cell. For an electrolyte volume flow of 25 ml/min, the effect is stronger visible
for the longer triangle arm of the flow distribution area. The highest flow velocities are
on the opposite side of the flow inlet at the side of the longer arm of the triangular flow
distribution area. For a higher electrolyte volume flow of 50 ml/min, the electrolyte
velocity in the flow channel is generally higher, compared to 25 ml/min electrolyte
volume flow because a higher volume flow of electrolyte flows through the same flow
channel geometry. Additionally, the flow velocity at 50 ml/min appears to be higher
in the channel located at the shorter and the longer arm (left and right side) of the
flow distribution triangle compared to 25 ml/min, which indicates that the electrolyte
flow is distributed more uniform compared to 25 ml/min. No significant influence of
the current density and the temperature can be identified.
It would be expected that the electrolyte velocity is increasing towards increasing y-
coordinate within the channel because the cross-section available for the liquid flow is
getting thinner the more gas is forming inside the channels. From Figure 4.43 to Figure
4.46, it can be seen that the electrolyte velocity is rather decreasing compared to parts
at lower y-coordinate of the flow channel. This observation suggests that at locations
with a large amount of gas, particle tracking is more difficult because the particles flow
around the gas bubbles at the channel walls and might be decelerated by wall friction
and agglomeration or are not being detected because they are not visible because of
reflections on the channel wall. The particle image velocimetry measurements for each
segment are measured for one second, and when a gas bubble is blocking the channel
during that time (e.g. Figure 4.47), the particle velocity is really low. Other problems
are caused by the pulsation of the membrane pump. If the pulsation of the pump is
at the same time as the measurement, the velocity can even be directed backwards in
downwards movement through the flow channel (gray areas).
However, the measurement results show that the principle of multiphase flow particle
image velocimetry works for operation points with moderate gas amounts. From Figure
4.42, it can be seen that the particle tracking works fine with gas bubbles in the flow
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channel with respect to reflection or excessive amount of obviously misplaced velocity
vectors. At the locations where gas bubbles are positioned in the flow channel, simply
no or only very few particles are tracked, and in the liquid phase, the velocity vectors
seem reasonable. Additionally, the flow behavior is laminar with a maximum Reynolds
number of Remax = 125. For reliable, quantitative results, however, the measurement
duration needs to be extended.
Possible sources of error are the model electrolyte density and viscosity values. Errors
could occur because of temperature deviations or because of concentration deviations
during the mixing of the solution. Additionally, the gas volume could deviate from
the specified value. The nickel foam of the cell used for multiphase particle image
velocimetry was cleaned in regular intervals because particles got stuck in the pores.
All error values are sufficiently small (way below 1 %). The exact values for the relevant
measurement errors for the multiphase particle image velocimetry measurements can
be found in Appendix A.3.
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4.4 Two-phase Flow Behavior using Particle Image Velocimetry

Figure 4.47: Example of Gas Bubbles Blocking Flow Channel during Particle Image
Velocimetry Measurement (Marked in Blue).

4.4.2 Comparison of Multiphase Particle Image Velocimetry
Measurements with Neutron Radiography
Measurements

Multiphase particle image velocimetry is used in the literature only a few times and
has never been used to evaluate the flow behavior of electrolysis cells. In this sub-
chapter, the results of multiphase particle image velocimetry are compared to the
ones of the neutron radiography measurements. In order to evaluate the accuracy
of the model electrolysis cell to experimentally simulate the two-phase flow behavior
inside an electrochemical cell, four different properties are compared with the neutron
radiography measurement results. The four properties are the percentage gas amount
inside the flow channel, the contact angles, the gas velocity, and the comparison of
electrolyte velocity determined by particle image velocimetry and gas bubble velocity
determined by neutron radiography.
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Comparison of Gas Amount

The gas amount of both measurement methods is compared in percentage. From the
neutron radiography measurements, three-dimensional information on the gas thick-
ness is available, which can be determined by analyzing the resulting gray value and
comparing it to a default value, as explained in Section 3.1. For the particle image
velocimetry measurements, only two-dimensional images are available because the gas
amount is evaluated optically. The assumption is made that the gas amount of both
measurement methods is similar when the same amount of gas is introduced to the
modeled cell out of glass, as is produced inside the alkaline electrolysis cell. Addi-
tionally, the gas bubbles are assumed to have the same gas bubble diameter because,
in both cases, they form at, or are being introduced through the same nickel foam
electrode material. Therefore, the gas amount in percentage is calculated using the
cross-section of the gas bubbles obtained from the 2D images. The percentage gas
amount is assumed to be a suitable measure for the comparison of both measurement
methods.
The difference between the neutron radiography images and the images obtained
through particle image velocimetry measurements is that the neutron radiography im-
ages contain a higher degree of measurement noise. The consequence is that small
gas bubbles cannot be detected, because they lie in the same pixel size range as the
measurement noise. The particle image velocimetry images are far less sensitive to
measurement noise, which is why also smaller gas bubbles can be detected. Since the
gas amount is evaluated in percentage, the small gas bubbles, which are not detected
in neutron radiography images, result only in a deviation from the gas amount of the
particle image velocimetry images if they are not uniformly distributed over the flow
channel. The images of both measurement methods are pre-processed. For both kinds
of images, different filters and methods are used to binarize the images and detect
the gas bubbles as described in Section 3.2.5 and Section 3.1.4. Both kinds of images
have different signal-to-noise ratios. All the mentioned factors play a role in the quality
of the comparison. Therefore, it is assumed that the measurement values of the gas
amounts are in good accordance if they are within an error range of ± 10 %.
Figure 4.48 and Figure 4.49 show the results of the comparison as a bar plot with
the gas amount in percentage as the height of the bar. The x-axis represents the
x-coordinate of the cell, and the flow channels are marked by black solid lines. One
flow channel contains two different bars, one with the gas amount evaluated by particle
image velocimetry measurements (lighter bars) and one with the gas amount evaluated
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4.4 Two-phase Flow Behavior using Particle Image Velocimetry

through neutron radiography (darker bars). Blue bars depict the cathode channel, and
red bars the anode channel.
The gas distribution over the flow channel, as described in Section 4.3.2, caused by
the triangular flow distribution area, is also visible here. Most gas is located in the flow
channel on the side of the electrolyte solution inlet. The channels at the electrolyte
inlet have the highest gas amount, and then it decreases towards the opposite side
in x-direction of the electrolyte inlet and is at two-thirds increasing again. The same
pattern can be seen for the gas amount measured through particle image velocime-
try measurements. The deviation of the percentage gas amount values for the gas
amount obtained through both measurement methods is summarized in Table 4.13.
The columns in Table 4.13 that are numbered from 1 to 14 refer to the 14 channels
on anode, respectively, on cathode side.
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4 Results

The deviation is determined through ∆ = xneutron/% − xPIV /%. If the values for
the gas amount obtained by neutron radiography (xneutron) have higher values, ∆

has positive values. In the table, the values with a higher deviation than 10 % are
marked. As can be seen, most of the values are within the set limitation of 10 %.
The only channel that has a lot of deviating gas amount values is the first channel.
All of the high deviating values in the first channel are for the cathode side and most
of the overall values with a higher deviation than 10 %. The reason for that could
be that the gas for the simulation of the two-phase flow behavior during the particle
image velocimetry measurements is nitrogen. From the gas properties and molecule
size, nitrogen is very close to oxygen, but not close to hydrogen, this might result the
deviations. But nonetheless, only 9 % of the total gas amount values for hydrogen
deviate more than 10 % from each other. For the oxygen side, only 4 % deviate more
than 10 %. The deviation, whether the gas amount in the channel of the alkaline
electrolysis cell is higher or in the flow channel of the glass cell, is equally distributed.
This shows that there is no systematic error between the gas amounts obtained by
both measurement methods.
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4 Results

Comparison of Contact Angle

In Figure 4.50 exemplary for the operation point 80 ◦C, 50 ml/min and 0.4 A/cm2

the results for the contact angle evaluation of the gas bubbles measured by neutron
radiography (Figure 4.50 (a)) and the ones measured by multiphase particle image
velocimetry (Figure 4.50 (b)) are compared. For the contact angles measured by mul-
tiphase particle image velocimetry, it can be seen that not for all channels contact
angles could be detected, and for some channels, only for one side of the gas bubble, a
contact angle was found. The contact angle algorithm had difficulty analyzing the gas
bubbles coming from multiphase particle image velocimetry. The remaining operation
points are shown in Appendix A.3.2. Comparing the raw data of both measurement
methods, it can be seen that the gas bubbles that appear to be one gas bubble on the
neutron radiography images consist actually of many smaller gas bubbles of different
sizes (see Figure 4.51). Additionally, the algorithms to binarize the images are dif-
ferent. For neutron radiography images, algorithms from Helmholtz Zentrum Berlin7

are used, whereas the images of multiphase particle image velocimetry are binarized
by the algorithm described in Section 3.3.4, which might make a difference on the
ability to evaluate the contact angles. Therefore, the requirements on the algorithm to
determine the contact angle changes from determining a contact angle on gas bubbles
approximately the size of the channel cross-section to determining the contact angle,
which is only a fraction of the channel cross-section, are different. This is probably the
reason why the algorithm has difficulties in reliably calculating the contact angles from
the multiphase particle image velocimetry images. From the analyzed results, it can
be seen that the contact angle values of both measurement methods are in the same
range. Surprisingly, the results of the contact angles measured by multiphase particle
image velocimetry also show signs of a curved shape with different contact angles for
the right and left side contact angle. Since the used cell for multiphase particle image
velocimetry measurements is a half-cell, the explanation cannot be shifted flowfield
plates as assumed for the contact angles of the neutron radiography measurements
but must be explained by another reason not shown in literature yet.

7https://www.helmholtz-berlin.de/forschung/oe/ce/materialforschung/index_en.html
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4.4 Two-phase Flow Behavior using Particle Image Velocimetry

(a)

(b)

Figure 4.50: Contact Angle for the Operation Point 80 ◦C, 50 ml/min and 0.4 A/cm2

Measured by Neutron Radiography (a) and with Multiphase Particle Image
Velocimetry (b).
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Figure 4.51: Comparison of the Gas Bubble Visibility and Sizes of the Gas Bubbles
Recorded by Neutron Radiography (a) and Gas Bubble Size Recorded by
Particle Image Velocimetry (b) in a Segment of One Flow Channel, Gas
Bubbles Marked in Blue.

182



4.4 Two-phase Flow Behavior using Particle Image Velocimetry

Comparison of the Gas Bubble Velocity

The velocities of the gas bubbles inside the flow channel of neutron radiography mea-
surements are compared with the gas bubble velocity measured inside the modeled
alkaline electrolysis cell in this subsection. The operation point of 50 ◦C, 50 ml/min,
and 0.6 A/cm2 is analyzed for anode and cathode side. For the gas bubbles measured by
neutron radiography, the gas bubbles velocities are averaged over five minutes (equiv-
alent to 15,000 images) for every flow channel, and within the flow channel, segments
of 2 mm (in y-direction) are averaged locally. The analysis is done using Trackmate as
explained in detail in Section 3.1.3. The gas bubbles of both measurement methods
shown in this sub-chapter are shown at the location where the velocity is measured.
For the gas bubbles analyzed inside the model cell using multiphase particle image
velocimetry, 2,000 images (equivalent to 1 second) are analyzed by Trackmate for the
mentioned operation point. For other operation points, the results can be found in
Appendix A.3 for 100 images (equivalent to 0.05 seconds) each.
In Figure 4.52 and Figure 4.53 it can be seen that the velocity distribution inside the
electrochemical cell is not similar to the velocity distribution inside the flow channel
of the model cell. The analysis is also done using Trackmate as explained in detail in
Section 3.2.5.

The gas bubbles recorded by multiphase flow image velocimetry are more highly re-
solved, the exact boundaries of the gas bubbles are visible, and small gas bubbles can
be seen. In Figure 4.51, gas bubbles recorded by both measurement methods are
shown for comparison. Since more details of the gas bubbles and especially smaller gas
bubbles, are visible, the gas bubble velocity, in general, is faster for the gas bubbles
measured by particle image velocimetry measurements compared to the gas bubble
velocity values recorded by neutron radiography. The reason for small gas bubbles to
be faster is that they have less wall friction and are more likely to slip through the void
in the channel instead of coalescing or being decelerated by big gas bubbles in front.
An additional reason for higher gas bubble velocity was already mentioned in Section
2.2. Small gas bubbles might slide on the electrode before they detach [46]. It would
be possible to detect the gas bubble velocity of slipping gas bubbles to identify the
phenomena, however due to the images being two-dimensional it is to identify these
gas bubbles specifically. Additionally, from the distribution of the gas bubbles in Figure
4.52 and Figure 4.53, it can be seen that in the particle image velocimetry measured
gas bubble velocity analysis, gas bubbles are detected almost on every place in the
channel in contrast to the gas bubbles measured by neutron radiography. The number
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in detected gas bubbles shown in Figure 4.52 (a) is 58 % of the number detected in
Figure 4.52 (b). The number would be logical considering that Figure 4.52 (a) analyzes
only half of the channel of Figure 4.52 (b), but comparing the gas bubbles per channel
and time, neutron radiography with 20 gas bubbles per channel and second, compared
to 5240 gas bubbles per channel and second detected on the multiphase particle image
velocimetry images, shows that neutron radiography images miss a lot of information
which is covered in measurement noise.
It would be interesting to compare gas bubble velocities from both measurement meth-
ods with a similar gas bubble size and remove smaller gas bubbles, which are not visible
in neutron radiography images. Filtering for the gas bubble radius is, in principle, pos-
sible within Trackmate, but due to the calculation method of Trackmate, it would lead
to falsified results here. Trackmate is calculating the mean diameter of moving objects
by optimizing the radius of 20 concentric, tangent circles around the moving object
with the centre at the centre of the moving object. For more information regarding
the diameter of the moving object, it is referred to [126].
The diameter of the gas bubbles is averaged. This means for gas bubbles of an elon-
gated shape typical for slug flow, the diameter is greater than the channel width and
is dependent on the length of the slug. Therefore, the Trackmate filtering option is
not used in this examination.
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(a)

(b)

Figure 4.52: Comparison of the Gas Bubble Velocity Distribution for H2 of Gas Bub-
bles Recorded by Neutron Radiography (a) and Gas Bubbles Recorded by
Particle Image Velocimetry (b).
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(a)

(b)

Figure 4.53: Comparison of the Gas Bubble Velocity Distribution for O2 of Gas Bub-
bles Recorded by Neutron Radiography (a) and Gas Bubbles Recorded by
Particle Image Velocimetry (b).
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Gas Bubble Velocity Evaluation and its Dependency on the Electrolyte
Solution Velocity

Comparing the gas bubble velocity and the velocity of the electrolyte solution, it can be
seen that the velocities are in the same velocity range. The gas bubbles measured by
neutron radiography show a gas bubble velocity distribution which differs from the gas
bubble velocity distribution measured by multiphase particle image velocimetry. The
observation of the gas bubble velocities shows that especially the greater gas bubbles
or greater agglomerates of gas bubbles, according to Figure 4.51, are pushed out of
the cell. From the multiphase particle image velocimetry images, where smaller gas
bubbles can be seen, the distribution of the gas bubbles can be seen. In the upper
part of the cell, the flow regime seems to be more plug or slug flow (cf. Figure
2.6) in the lower part of the channel, the flow regime is bubbly flow. The change
in flow regime depends on the current density, the electrolyte volume flow, and the
operation temperature. Gas bubbles or gas bubbles agglomerates, which are the size
of the flow channel width, seem to have a similar velocity to the electrolyte solution
that surrounds them because they show the same oscillating movement caused by the
membrane pump. The smaller gas bubbles, however, seem to move faster than the
electrolyte solution.
Chinnov et al. [189] investigated the flow regime of short rectangular flow channels.
They defined an additional flow regime, the stratified regime, where gas bubbles occupy
the upper channel. In their investigation, they found similar velocities for the liquid
phase and the gas bubbles. The flow regime described sounds like the flow regime,
which evolved during the measurements of this examination, and the similar velocities
for gas bubbles and liquid phase are in good accordance with the findings of this
investigation.

4.4.3 Summary

This section contains the results of the multiphase particle image velocimetry mea-
surements. These measurements were proposed as an alternative method to visualize
the two-phase flow of alkaline electrolysis cells more easily. The investigation showed
the electrolyte flow velocity is influenced by the geometry of the cell, the electrolyte
velocity is higher opposite to the electrolyte inlet. The velocity increased with increas-
ing volume flow, as expected, but also got more evenly distributed over the flowfield.
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The temperature or the current density does not seem to influence the velocity of the
electrolyte. From the measurement results, it was obvious that the gas bubbles can
disturb the particle flow in terms of creating a smaller pathway around them, where
they are being a subject to wall friction. Comparing the gas percentage inside the
channels, the same pattern of distribution could be found and by setting a 10 % de-
viation threshold, only 9 % of the hydrogen data exceeded the threshold and 4 %
of the oxygen channel. The higher deviation was caused probably by using nitrogen,
which is a gas that is similar to oxygen, but not so similar to hydrogen. Comparing
the contact angle results with the results of the neutron radiography measurements,
it can be seen that the results have very similar values and also show the difference in
left and right contact angle. The results of both visualization methods, comparing the
gas bubble velocity, results in quiet different velocity distributions. However, looking
at the identified number of gas bubbles for the multiphase particle image velocimetry,
it can be seen that the number of identified gas bubbles is much higher. Which shows
that a lot of small gas bubbles are simply below the detection threshold of neutron
radiography. Looking at the gas bubble velocity compared to the electrolyte, it can be
seen that the gas bubble velocity is in the same range as the electrolyte for bigger gas
bubbles, smaller gas bubbles tend to be faster.
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In this dissertation, a new methodology is presented to investigate the two-phase flow
behavior of an alkaline electrolysis cell. Through-plane measurements of electrochemi-
cal cells for visualization of the gas bubbles inside an electrochemical flow cell are either
done by using imaging methods, like neutron radiography or x-ray measurements, or
the two-phase flow is investigated by using a transparent electrochemical cell. Imaging
techniques need a lot of preparatory effort, the measurement time is limited, and the
availability is restricted, the measurements are expensive and, therefore, come with
high costs or are only granted at scientific necessity financed by public funding. Fur-
thermore, transportable test rigs and equipment are needed.
Transparent cells are a good alternative to visualize the two-phase flow of electro-
chemical cells, but difficult to realize for highly concentrated electrolyte solutions and
pressurized operation at elevated temperatures of alkaline electrolyzer. Because of
these difficulties, a simpler and easier accessible way to investigate the two-phase flow
behavior inside an alkaline electrolysis cell has been developed by introducing a method
to investigate the flow behavior using multiphase particle image velocimetry.
A transparent flowfield plate is used to simulate one half-cell of an alkaline electrolysis
cell. The gas inside the channels is introduced through the simulated electrode and
is exchanged for nitrogen instead of oxygen and hydrogen. The electrolyte solution
is exchanged for an electrolyte with an identical density and viscosity as potassium
hydroxide at the regarding operation condition. The criteria for the model electrolyte
solution is that the desired density and viscosity are at lower temperatures than they
are for potassium hydroxide.
The developed method has the potential to simplify the evaluation of the two-phase
flow for validation of Computational Fluid Dynamics (CFD) simulations or flowfield
optimization for more efficient cell designs for alkaline electrolysis cells. Additionally,
with respect to difficult operation conditions, for example, at intermediate temperature
alkaline electrolysis, the presented method offers the possibility to simulate these op-
eration conditions in terms of temperature and pressurized operation without actually
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measuring under these conditions, but at much easier conditions to realize. Multiphase
flow particle image velocimetry can be used for the investigation of the multiphase flow
behavior of electrochemical flow cells. To prove the suitability of multiphase flow par-
ticle image velocimetry, the gas bubble behavior inside the flow channel of an alkaline
water electrolysis zero-gap cell is investigated by neutron radiography measurements
for various temperatures, electrolyte flow velocities, and current densities. The cell be-
havior is characterized by electrochemical measurements, such as polarization curves
and electrochemical impedance spectroscopy. Regarding the two-phase flow behavior,
the gas layer thickness, gas bubble velocity, and the contact angle of gas bubbles inside
the flow channel on the three-phase boundary of oxygen/ hydrogen with potassium hy-
droxide solution and the nickel channel are analyzed. The properties characterizing the
two-phase flow are determined at several different operation conditions, varying tem-
perature, electrolyte volume flow, and current density. With the knowledge of how the
two-phase flow of an actual alkaline electrolysis cell behaves, it is possible to evaluate
the two-phase flow behavior of a model electrolysis cell investigated by multiphase flow
particle image velocimetry.

Physical Properties of Potassium Hydroxide

In preparation for the multiphase flow particle image velocimetry, a thorough analysis
of the three different properties, mass density, dynamic viscosity, and ionic conductiv-
ity, of potassium hydroxide has been done. For each property, a literature review of
available measurement data has been carried out for operation conditions relevant to
alkaline electrolysis at low and, for the first time, also for intermediate temperatures.
With the available data, empirical equations have been developed through coefficient
optimization. The developed equations were compared to the published measurement
sets, as well as the data against each other. For ionic conductivity, an equation has been
developed to determine the optimal concentration for potassium hydroxide dependent
on the temperature to achieve the highest ionic conductivity of the electrolyte solution.
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Replacement of Potassium Hydroxide by a Model Electrolyte Solution

The electrolyte solution and the gases of the model electrolysis cell were replaced by
fluids able to model potassium hydroxide at different operation conditions and hydro-
gen and oxygen. For the replacement of potassium hydroxide by model electrolyte
solutions, a thorough literature review and analysis of the mass density, dynamic vis-
cosity, and ionic conductivity of potassium hydroxide was done. Empirical equations
were developed for the named properties of potassium hydroxide. With the aim of
being able to investigate the two-phase flow behavior of an alkaline electrolysis cell at
temperatures between 50◦C and 180◦C, model electrolyte solutions have been found
that are able to reach the desired conditions of density and viscosity at temperatures
below 60◦C without the need of pressurized operation. Barium iodide (BaI2) is found
to be able to simulate potassium hydroxide at temperatures between 50◦C and 80◦C
and concentrations at optimal ionic conductivity at being actually operated between
11◦C and 26◦C. For intermediate temperatures, potassium iodide (KI) is found suitable
to simulate potassium hydroxide at temperatures between 90◦C and 180◦C for con-
centrations at optimal ionic conductivity with simulation temperatures between 35◦C
and 60◦C. The calculated properties of the selected electrolyte solutions have been
validated through measurements, and their suitability for particle image velocimetry
measurements has been verified. Hydrogen and oxygen gases were both replaced by
nitrogen for safety reasons.

Gas Layer Thickness

For the neutron radiography measurement, through-plane measurements with an alka-
line electrolysis cell have been conducted. The used cell has alternating cathode and
anode parallel flow channels to measure anode and cathode side at the same time.
For the first time, a frame rate of 50 frames per second could be realized in operando
neutron radiography measurements.
For the used cell geometry, it is possible to see that the gas layer thickness is thicker
in the upper part of the cell due to the fact that gas bubbles need to have a cer-
tain size in order to distinguish them from measurement noise. Additionally, the gas
layer is thicker on the side where the electrolyte inlet is located, which indicates that
the electrolyte supply is better on this side, and therefore, these channels are being
prevented from local depletion (anode) or oversaturation (cathode), which both af-
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fects the ionic conductivity negatively. With increasing temperature, a higher gas layer
thickness could be observed, likely due to gas solubility. An increasing current density
results in a thicker gas layer thickness because the gas production is directly linked to
the current density. Whereas a lower electrolyte volume flow resulted in an increas-
ing gas layer thickness. Possible explanations are a later detachment of gas bubbles
and, therefore, a greater gas bubble size, which is detectable with neutron radiography
measurements, and a slower transport out of the flow channel. For the multiphase
particle image velocimetry measurements, a glass cell is used with the same parallel
flow channel geometry as used for neutron radiography measurements, in this case, it
is able to model either cathode side or anode side separately at the same time.
The comparability of the two measurement methods has been assessed using three
different properties, the gas amount inside the flow channel, the contact angle at the
three-phase boundary at the flow channel wall, and the gas bubble velocity. The gas
amount inside the flow channel has been determined from binarized images and is
compared proportionally in percent.
The percentage distribution of gas inside the flow channel of anode and cathode side
are for 96 % within the set 10 % deviation boundary between the two measurement
methods for oxygen and 91 % for hydrogen. The higher deviation for hydrogen gas
amount is assumed to be caused by using nitrogen inside the modeled cell as gas,
which is similar to oxygen but chemically more different from hydrogen.
The evaluation of the percentage gas amount is done with the assumption that small
gas bubbles are equally distributed over the channel. A comparison of the absolute gas
amount resulting from neutron radiography measurements and multiphase flow particle
image velocimetry measurements seems not to be useful since small gas bubbles are
not detectable from neutron radiography images.
Additionally, the gas layer thickness inside an alkaline electrolysis cell has been analyzed
using neutron radiography measurements and compared to theoretical, calculated gas
layer thickness values. The results show that the calculated gas layer thickness for
all current densities is slightly thicker. With decreasing current density, the difference
between calculated and measured gas layer thicknesses increases. The electrolyte vol-
ume flow also seems to have an influence on the gas layer thickness, the higher the
electrolyte volume flow, the thinner the gas layer. The most probable explanation for
the deviation between calculated and measured gas layer thickness is that small gas
bubbles are not visible in the neutron radiography images. This proposes that not the
whole gas amount is visible when conducting neutron radiography measurements with
the here used temporal resolution and settings.
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Contact Angle

The contact angle is determined by a published method from literature. The contact
angle results are compared in absolute values. The averaged values of the contact angle
over all channels of neutron radiography measurements and multiphase particle image
velocimetry are in the same range. The absolute values comparing the contact angle
channel by channel do not. The reason is most likely a slight shift during assembly
of the alkaline electrolysis cell used during neutron radiography. A change in contact
angle depending on the operation conditions could not be observed.

Gas Bubble and Electrolyte Velocity

The gas bubble velocities of both neutron radiography images and multiphase flow
particle image velocimetry are analyzed by Trackmate. From neutron radiography
measurements, it can be seen that the temperature does not seem to have an influence
on the gas bubble velocity. Whereas, for the electrolyte volume flow, it could be seen
that the gas bubble velocity is decreasing with decreasing electrolyte volume flow,
which is likely due to a larger diameter because of a later detachment, more wall
friction during their movement through the flow channel and the bigger gas bubbles
being more objective to the higher convective force that pushes the bubbles through
the channel. At lower current densities, the gas bubble velocity is slightly lower, which
might result from a lower buoyancy compared to bigger gas bubbles.
Multiphase flow particle image velocimetry has a better temporal and spatial resolution,
which results in less measurement noise and the ability to detect the outlines of the gas
bubbles even at small sizes. The different conditions of both measurement methods
result, therefore, in the qualitative observation that the gas bubble velocity for two-
phase flow particle image velocimetry measurements have a similar gas bubble velocity
range compared to gas bubble velocity inside an alkaline electrolysis cell with slightly
higher velocities. The higher velocities result presumably from being able to track small
gas bubbles to the velocity analysis of the two-phase flow particle image velocimetry
measurements.
From the electrolyte velocity distribution measured with multiphase particle image
velocimetry, it can be seen that there is no influence visible from current density
and temperature. The particle detection in the direct vicinity of large gas bubbles
or large agglomerates of gas bubbles turns out to be difficult. The particles flow
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with the electrolyte around the gas bubbles and might be affected by effects like wall
friction, agglomeration, and reflections of the channel walls. The electrolyte volume
flow is influencing the flow velocity. Especially greater gas bubbles are affected by the
convective forces of the electrolyte flow.

Conclusion

In this dissertation, operando neutron radiography measurements have been success-
fully conducted with a never-achieved temporal resolution. During the measurements,
electrochemical properties have been determined from polarization curves and electro-
chemical impedance spectroscopy at a variety of temperatures, current densities, and
electrolyte volume flow. The measurement resulted in gas layer thicknesses, gas bubble
velocities, and contact angles for the different operation conditions. The for alkaline
electrolysis important properties of potassium hydroxide, density, dynamic viscosity,
and ionic conductivity have been reviewed. From published measurement data, empir-
ical equations have been developed, and for the first time, the temperature range of
empirical equations for potassium hydroxide is extended up to temperatures well above
100 ◦C. With the knowledge of density and dynamic viscosity, model electrolyte solu-
tions to replace potassium hydroxide have been found to be able to conduct two-phase
flow investigations at lower temperatures as necessary when using potassium hydroxide
as electrolyte solution. With one of these model electrolyte solutions, multiphase parti-
cle image velocimetry measurements have been conducted using a transparent half cell
with the same geometrical properties as the alkaline electrolysis cell to conduct neutron
radiography measurements to simulate the electrolysis process. Inside the used half-
cell, the two-phase flow behavior is simulated using nitrogen as a gas. With multiphase
particle image velocimetry, the gas amount distribution inside the channel, gas bub-
ble, and electrolyte solution velocity, as well as the contact angles at the three-phase
boundary of gas, liquid and cell material, have been determined. The results obtained
by neutron radiography and multiphase particle image velocimetry have been compared
and validated. It could be shown that the percentage distribution of gas inside the
channel behaves very similarly, comparing the electrochemical alkaline electrolysis cell
and the simulated glass cell. The mean contact angles have very similar values in both
cells. It is shown that the multiphase particle image velocimetry measurements are
able to identify even small gas bubbles, and therefore, the number of detected gas
bubbles is a lot higher compared to the results of neutron radiography measurements.
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Additionally, it could be seen that the velocity distribution inside the cells changes if
small gas bubbles are detected.
In the following, the advantages of using multiphase particle image velocimetry over
using neutron radiography are summarized; With multiphase particle image velocime-
try, the needed operation temperatures are lower, and therefore, there is no need for
pressurized operation. The temporal resolution is, to some extent, higher, which leads
to being able to detect even small gas bubbles. The measurement equipment is easier
available since it is comparably simple and, generally, the measurement method is less
cost-intensive.
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6 Outlook

Experimental investigations of the two-phase flow in electrolysis cells are rare and
most available studies are on PEM electrolysis. Since the two-phase flow behavior is
influencing the cell efficiency significantly, reliable and easily accessible measurement
methods are needed. Here, the gas bubble movement inside the flowfield was analyzed,
which gave a lot of insight and resulted in important, missing knowledge about the
two-phase flow behavior of alkaline electrolysis cells. For future measurements using
neutron radiography, the temporal resolution can now be optimized using the gained
results of the gas bubble velocity dependent on certain properties. With this knowledge,
the imaging frequency can be adapted, and the measurement noise can be reduced.
Another research question, which is frequently discussed for alkaline electrolysis cells,
is the ohmic resistance and the gas bubbles influence on the ohmic resistance. Imaging
techniques like neutron radiography have the ability, together with a suitable cell, to
record the gas bubble formation and movement inside the porous layer as well as the
detachment into the flow channel. Here, it was shown that the temporal resolution is
high enough to show operando effects inside the cell. Additionally, imaging techniques
have the opportunity to measure the cell and record tomographic images. Three-
dimensional data measured over time are a great possibility to validate flow simulations
accurately. Another interesting effect of alkaline electrolysis is the influence of different
potassium hydroxide concentrations on the two-phase flow behavior as well as the
identification of concentration differences through neutron radiography, for example,
during long electrolysis operation with connected and non-connected electrolyte tanks
on the attenuation coefficient. In this examination, it was already shown that over a
short measurement duration, the attenuation coefficient does not noticeably change,
to extending the measurement time would be the next step.
The results of multiphase particle image velocimetry have shown that the method is a
great opportunity to investigate the two-phase flow inside the flow channel, which can
be done at different operation conditions. In a next step, the investigation should be
extended to higher operation temperatures to simulate pressurized operation.
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6 Outlook

To establish the measurement method as a standard and help make it available to
the scientific community it is necessary to develop robust, reliable, and accessible
image processing algorithms, which can be adapted to the individual needs of different
measurement set-ups.
With the help of multiphase particle image velocimetry, potentially all electrochemical
devices with two-phase flows can be investigated. Therefore, the method has the
opportunity to help improve the efficiency of electrolysis cells and with that to help
with the transition towards using climate-friendly energy production and usage.
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A.1 Characterisation of the Model Electrolyte Solutions

A
.1

.2
D

en
sit

y
M

ea
su

re
m

en
ts Ta

bl
e

A.
2:

M
as

sD
en

sit
y

of
Ba

riu
m

Io
di

de
an

d
Po

ta
ss

iu
m

Io
di

de
.

El
ec

tr
ol

yt
e

Co
nc

.
Te

m
p.

1
2

3
4

5
6

7
8

9
10

[w
t.-

%
]

[◦ C
]

[g
/c

m
3
]

[g
/c

m
3
]

[g
/c

m
3
]

[g
/c

m
3
]

[g
/c

m
3
]

[g
/c

m
3
]

[g
/c

m
3
]

[g
/c

m
3
]

[g
/c

m
3
]

[g
/c

m
3
]

Ba
I 2

26
.2

7
8.

63
1.

26
88

1.
26

8
1.

26
81

1.
26

82
1.

26
82

1.
26

81
1.

26
83

1.
26

81
1.

26
84

1.
26

85
Ba

I 2
25

.9
4

15
.3

6
1.

26
5

1.
26

47
1.

26
48

1.
26

48
1.

26
49

1.
26

48
1.

26
43

1.
26

45
1.

26
47

1.
26

48
Ba

I 2
25

.6
2

22
.0

6
1.

27
62

1.
27

65
1.

27
63

1.
27

62
1.

27
62

1.
27

61
1.

27
62

1.
27

63
1.

27
61

1.
27

62
Ba

I 2
24

.2
4

11
.1

5
1.

23
81

1.
23

85
1.

23
83

1.
23

83
1.

23
84

1.
23

82
1.

23
83

1.
23

84
1.

23
84

1.
23

81
Ba

I 2
24

.7
3

17
.0

3
1.

26
75

1.
26

77
1.

26
75

1.
26

74
1.

26
74

1.
26

75
1.

26
76

1.
26

75
1.

26
75

1.
26

77
Ba

I 2
25

.0
6

22
.8

9
1.

27
96

1.
27

95
1.

27
96

1.
27

94
1.

27
96

1.
27

95
1.

27
95

1.
27

94
1.

27
96

1.
27

95
Ba

I 2
25

.2
6

28
.7

3
1.

26
83

1.
26

84
1.

26
83

1.
26

86
1.

26
84

1.
26

83
1.

26
85

1.
26

83
1.

26
83

1.
26

84
Ba

I 2
25

.3
5

34
.5

9
1.

27
72

1.
27

74
1.

27
72

1.
27

72
1.

27
7

1.
27

73
1.

27
72

1.
27

74
1.

27
72

1.
27

73
KI

30
.4

5
25

.0
9

1.
27

22
1.

27
22

1.
27

21
1.

27
22

1.
27

22
1.

27
22

1.
27

22
1.

27
22

1.
27

21
1.

27
22

KI
32

.1
2

26
.9

7
1.

28
45

1.
28

42
1.

28
42

1.
28

41
1.

28
42

1.
28

42
1.

28
42

1.
28

42
1.

28
42

1.
28

42
KI

32
.2

8
31

.5
3

1.
27

82
1.

27
79

1.
27

79
1.

27
79

1.
27

81
1.

27
81

1.
27

81
1.

27
81

1.
27

81
1.

27
81

KI
32

.3
6

36
.0

8
1.

29
04

1.
29

04
1.

29
03

1.
29

05
1.

29
05

1.
29

05
1.

29
06

1.
29

06
1.

29
04

1.
29

06
KI

32
.3

5
40

.6
5

1.
28

57
1.

28
57

1.
28

55
1.

28
55

1.
28

57
1.

28
57

1.
28

57
1.

28
56

1.
28

57
1.

28
57

KI
32

.2
6

45
.2

4
1.

28
61

1.
28

61
1.

28
6

1.
28

61
1.

28
61

1.
28

62
1.

28
61

1.
28

61
1.

28
61

1.
28

6
KI

32
.0

9
49

.8
7

1.
27

58
1.

27
58

1.
27

58
1.

27
61

1.
27

61
1.

27
66

1.
27

61
1.

27
62

1.
27

62
1.

27
61

KI
31

.8
3

54
.5

3
1.

27
20

1.
27

20
1.

27
20

1.
27

20
1.

27
23

1.
27

23
1.

27
21

1.
27

24
1.

27
23

1.
27

23
KI

31
.4

9
59

.2
5

1.
25

94
1.

25
95

1.
25

93
1.

25
93

1.
25

93
1.

25
94

1.
25

93
1.

25
93

1.
25

94
1.

25
95

231



A Appendix

A
.2

N
eu

tr
on

Ra
di

og
ra

ph
y

M
ea

su
re

m
en

ts

A
.2

.1
M

ea
su

re
m

en
t

Pr
oc

ed
ur

e

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

.
St

ep
D

ur
at

io
n

Te
m

pe
ra

tu
re

Te
m

pe
ra

tu
re

Cu
rr

en
t

Vo
lu

m
e

Te
m

pe
ra

tu
re

Te
m

pe
ra

tu
re

EI
S

A
no

de
Ca

th
od

e
D

en
sit

y
Fl

ow
Pr

eh
ea

te
r

Pr
eh

ea
te

r
M

ea
su

re
m

en
t

A
no

de
Ca

th
od

e
Cu

rr
en

t
A

m
pl

itu
de

[s]
[◦ C

]
[◦

C]
[A

/c
m

2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

1
10

80
0

80
80

0
10

0
85

85
0.

02
20

2
60

0
80

80
1

10
0

85
85

3
18

00
80

80
0

10
0

85
85

0.
02

20
4

12
00

80
80

1
10

0
85

85
5

18
00

80
80

0
10

0
85

85
0.

02
20

6
18

00
80

80
1

10
0

85
85

7
18

00
80

80
0

10
0

85
85

0.
02

20
8

72
00

80
80

1
10

0
85

85
9

18
00

80
80

0
10

0
85

85
0.

02
20

10
72

00
80

80
1

10
0

85
85

11
18

00
80

80
0

10
0

85
85

0.
02

20
12

30
0

80
80

0.
01

0
10

0
85

85

232



A.2 Neutron Radiography Measurements

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

13
18

00
80

80
0.

00
0

10
0

85
85

0.
17

64
20

14
30

0
80

80
0.

05
0

10
0

85
85

15
18

00
80

80
0

10
0

85
85

0.
88

2
20

16
30

0
80

80
0.

1
10

0
85

85
17

18
00

80
80

0
10

0
85

85
1.

76
4

20
18

30
0

80
80

0.
2

10
0

85
85

19
30

0
80

80
0.

4
10

0
85

85
20

30
0

80
80

0.
6

10
0

85
85

21
0

80
80

0.
7

10
0

85
85

22
30

0
80

80
0.

8
10

0
85

85
23

0
80

80
0.

9
10

0
85

85
24

30
0

80
80

1
10

0
85

85
25

18
00

80
80

0
10

0
85

85
0.

02
20

26
27

00
80

80
0.

01
0

50
85

85
27

30
0

80
80

0.
01

0
50

85
85

28
18

00
80

80
0.

00
0

50
85

85
0.

17
64

20
29

30
0

80
80

0.
05

0
50

85
85

233



A Appendix

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

30
18

00
80

80
0.

00
0

50
85

85
0.

88
2

20
31

30
0

80
80

0.
1

50
85

85
32

18
00

80
80

0
50

85
85

1.
76

4
20

33
30

0
80

80
0.

2
50

85
85

34
30

0
80

80
0.

4
50

85
85

35
30

0
80

80
0.

6
50

85
85

36
0

80
80

0.
7

50
85

85
37

30
0

80
80

0.
8

50
85

85
38

0
80

80
0.

9
50

85
85

39
30

0
80

80
1

50
85

85
40

18
00

80
80

0
10

85
85

0.
02

20
41

27
00

80
80

0.
01

0
10

85
85

42
30

0
80

80
0.

01
0

10
85

85
43

18
00

80
80

0.
00

0
10

85
85

0.
17

64
20

44
30

0
80

80
0.

05
0

10
85

85
45

18
00

80
80

0.
00

0
10

85
85

0.
88

2
20

46
30

0
80

80
0.

1
10

85
85

234



A.2 Neutron Radiography Measurements

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

47
18

00
80

80
0

10
85

85
1.

76
4

20
48

30
0

80
80

0.
2

10
85

85
49

30
0

80
80

0.
4

10
85

85
50

30
0

80
80

0.
6

10
85

85
51

0
80

80
0.

7
10

85
85

52
30

0
80

80
0.

8
10

85
85

53
0

80
80

0.
9

10
85

85
54

30
0

80
80

1
10

85
85

55
18

00
80

80
0

10
85

85
0.

02
20

56
27

00
80

80
0.

01
0

25
85

85
57

30
0

80
80

0.
01

0
25

85
85

58
18

00
80

80
0.

00
0

25
85

85
0.

17
64

20
59

30
0

80
80

0.
05

0
25

85
85

60
18

00
80

80
0.

00
0

25
85

85
0.

88
2

20
61

30
0

80
80

0.
1

25
85

85
62

18
00

80
80

0
25

85
85

1.
76

4
20

63
30

0
80

80
0.

2
25

85
85

235



A Appendix

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

64
30

0
80

80
0.

4
25

85
85

65
30

0
80

80
0.

6
25

85
85

66
0

80
80

0.
7

25
85

85
67

30
0

80
80

0.
8

25
85

85
68

0
80

80
0.

9
25

85
85

69
30

0
80

80
1

25
85

85
70

18
00

80
80

0
25

85
85

0.
02

20
71

27
00

70
70

0.
01

0
50

75
75

72
30

0
70

70
0.

01
0

50
75

75
73

30
0

70
70

0.
05

0
50

75
75

74
30

0
70

70
0.

1
50

75
75

75
30

0
70

70
0.

2
50

75
75

76
30

0
70

70
0.

4
50

75
75

77
30

0
70

70
0.

6
50

75
75

78
0

70
70

0.
7

50
75

75
79

30
0

70
70

0.
8

50
75

75
80

0
70

70
0.

9
50

75
75

236



A.2 Neutron Radiography Measurements

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

81
30

0
70

70
1

50
75

75
82

18
00

70
70

0
50

75
75

0.
02

20
83

27
00

70
70

0.
01

0
10

0
75

75
84

30
0

70
70

0.
01

0
10

0
75

75
85

30
0

70
70

0.
05

0
10

0
75

75
86

30
0

70
70

0.
1

10
0

75
75

87
30

0
70

70
0.

2
10

0
75

75
88

30
0

70
70

0.
4

10
0

75
75

89
30

0
70

70
0.

6
10

0
75

75
90

0
70

70
0.

7
10

0
75

75
91

30
0

70
70

0.
8

10
0

75
75

92
0

70
70

0.
9

10
0

75
75

93
30

0
70

70
1

10
0

75
75

94
18

00
70

70
0

10
0

75
75

0.
02

20
95

27
00

70
70

0.
01

0
10

75
75

96
30

0
70

70
0.

01
0

10
75

75
97

30
0

70
70

0.
05

0
10

75
75

237



A Appendix

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

98
30

0
70

70
0.

1
10

75
75

99
30

0
70

70
0.

2
10

75
75

10
0

30
0

70
70

0.
4

10
75

75
10

1
30

0
70

70
0.

6
10

75
75

10
2

0
70

70
0.

7
10

75
75

10
3

30
0

70
70

0.
8

10
75

75
10

4
0

70
70

0.
9

10
75

75
10

5
30

0
70

70
1

10
75

75
10

6
18

00
70

70
0

10
75

75
0.

02
20

10
7

27
00

70
70

0.
01

0
25

75
75

10
8

30
0

70
70

0.
01

0
25

75
75

10
9

30
0

70
70

0.
05

0
25

75
75

11
0

30
0

70
70

0.
1

25
75

75
11

1
30

0
70

70
0.

2
25

75
75

11
2

30
0

70
70

0.
4

25
75

75
11

3
30

0
70

70
0.

6
25

75
75

11
4

0
70

70
0.

7
25

75
75

238



A.2 Neutron Radiography Measurements

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

11
5

30
0

70
70

0.
8

25
75

75
11

6
0

70
70

0.
9

25
75

75
11

7
30

0
70

70
1

25
75

75
11

8
18

00
70

70
0

25
75

75
0.

02
20

11
9

27
00

60
60

0.
01

0
50

65
65

12
0

30
0

60
60

0.
01

0
50

65
65

12
1

30
0

60
60

0.
05

0
50

65
65

12
2

30
0

60
60

0.
1

50
65

65
12

3
30

0
60

60
0.

2
50

65
65

12
4

30
0

60
60

0.
4

50
65

65
12

5
30

0
60

60
0.

6
50

65
65

12
6

0
60

60
0.

7
50

65
65

12
7

30
0

60
60

0.
8

50
65

65
12

8
0

60
60

0.
9

50
65

65
12

9
30

0
60

60
1

50
65

65
13

0
18

00
60

60
0

50
65

65
0.

02
20

13
1

27
00

60
60

0.
01

0
10

65
65

239



A Appendix

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

13
2

30
0

60
60

0.
01

0
10

65
65

13
3

30
0

60
60

0.
05

0
10

65
65

13
4

30
0

60
60

0.
1

10
65

65
13

5
30

0
60

60
0.

2
10

65
65

13
6

30
0

60
60

0.
4

10
65

65
13

7
30

0
60

60
0.

6
10

65
65

13
8

0
60

60
0.

7
10

65
65

13
9

30
0

60
60

0.
8

10
65

65
14

0
0

60
60

0.
9

10
65

65
14

1
30

0
60

60
1

10
65

65
14

2
18

00
60

60
0

10
65

65
0.

02
20

14
3

27
00

60
60

0.
01

0
25

65
65

14
4

30
0

60
60

0.
01

0
25

65
65

14
5

30
0

60
60

0.
05

0
25

65
65

14
6

30
0

60
60

0.
1

25
65

65
14

7
30

0
60

60
0.

2
25

65
65

14
8

30
0

60
60

0.
4

25
65

65

240



A.2 Neutron Radiography Measurements

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

14
9

30
0

60
60

0.
6

25
65

65
15

0
0

60
60

0.
7

25
65

65
15

1
30

0
60

60
0.

8
25

65
65

15
2

0
60

60
0.

9
25

65
65

15
3

30
0

60
60

1
25

65
65

15
4

18
00

60
60

0
25

65
65

0.
02

20
15

5
27

00
60

60
0.

01
0

10
0

65
65

15
6

30
0

60
60

0.
01

0
10

0
65

65
15

7
30

0
60

60
0.

05
0

10
0

65
65

15
8

30
0

60
60

0.
1

10
0

65
65

15
9

30
0

60
60

0.
2

10
0

65
65

16
0

30
0

60
60

0.
4

10
0

65
65

16
1

30
0

60
60

0.
6

10
0

65
65

16
2

0
60

60
0.

7
10

0
65

65
16

3
30

0
60

60
0.

8
10

0
65

65
16

4
0

60
60

0.
9

10
0

65
65

16
5

30
0

60
60

1
10

0
65

65

241



A Appendix

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

16
6

18
00

60
60

0
10

0
65

65
0.

02
20

16
7

27
00

50
50

0.
01

0
25

55
55

16
8

30
0

50
50

0.
01

0
25

55
55

16
9

30
0

50
50

0.
05

0
25

55
55

17
0

30
0

50
50

0.
1

25
55

55
17

1
30

0
50

50
0.

2
25

55
55

17
2

30
0

50
50

0.
4

25
55

55
17

3
30

0
50

50
0.

6
25

55
55

17
4

0
50

50
0.

7
25

55
55

17
5

30
0

50
50

0.
8

25
55

55
17

6
0

50
50

0.
9

25
55

55
17

7
30

0
50

50
1

25
55

55
17

8
18

00
50

50
0

25
55

55
0.

02
20

17
9

27
00

50
50

0.
01

0
10

0
55

55
18

0
30

0
50

50
0.

01
0

10
0

55
55

18
1

30
0

50
50

0.
05

0
10

0
55

55
18

2
30

0
50

50
0.

1
10

0
55

55

242



A.2 Neutron Radiography Measurements

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

18
3

30
0

50
50

0.
2

10
0

55
55

18
4

30
0

50
50

0.
4

10
0

55
55

18
5

30
0

50
50

0.
6

10
0

55
55

18
6

0
50

50
0.

7
10

0
55

55
18

7
30

0
50

50
0.

8
10

0
55

55
18

8
0

50
50

0.
9

10
0

55
55

18
9

30
0

50
50

1
10

0
55

55
19

0
18

00
50

50
0

10
0

55
55

0.
02

20
19

1
27

00
50

50
0.

01
0

10
55

55
19

2
30

0
50

50
0.

01
0

10
55

55
19

3
30

0
50

50
0.

05
0

10
55

55
19

4
30

0
50

50
0.

1
10

55
55

19
5

30
0

50
50

0.
2

10
55

55
19

6
30

0
50

50
0.

4
10

55
55

19
7

30
0

50
50

0.
6

10
55

55
19

8
0

50
50

0.
7

10
55

55
19

9
30

0
50

50
0.

8
10

55
55

243



A Appendix

Ta
bl

e
A.

3:
M

ea
su

re
m

en
tP

ro
ce

du
re

of
Ne

ut
ro

n
Ra

di
og

ra
ph

y
M

ea
su

re
m

en
ts

(c
on

tin
ue

d)
.

St
ep

D
ur

at
io

n
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
Cu

rr
en

t
Vo

lu
m

e
Te

m
pe

ra
tu

re
Te

m
pe

ra
tu

re
EI

S
A

no
de

Ca
th

od
e

D
en

sit
y

Fl
ow

Pr
eh

ea
te

r
Pr

eh
ea

te
r

M
ea

su
re

m
en

t
A

no
de

Ca
th

od
e

Cu
rr

en
t

A
m

pl
itu

de
[s]

[◦ C
]

[◦
C]

[A
/c

m
2
]

[m
l/m

in
]

[◦
C]

[◦
C]

[A
]

[m
V]

20
0

0
50

50
0.

9
10

55
55

20
1

30
0

50
50

1
10

55
55

20
2

18
00

50
50

0
10

55
55

0.
02

20
20

3
27

00
50

50
0.

01
0

50
55

55
20

4
30

0
50

50
0.

01
0

50
55

55
20

5
30

0
50

50
0.

05
0

50
55

55
20

6
30

0
50

50
0.

1
50

55
55

20
7

30
0

50
50

0.
2

50
55

55
20

8
30

0
50

50
0.

4
50

55
55

20
9

30
0

50
50

0.
6

50
55

55
21

0
0

50
50

0.
7

50
55

55
21

1
30

0
50

50
0.

8
50

55
55

21
2

0
50

50
0.

9
50

55
55

21
3

30
0

50
50

1
50

55
55

244



A.2 Neutron Radiography Measurements

A.2.2 Polarization Curves

Figure A.5: Polarization Curves at different Temperatures measured at 10 ml/min elec-
trolyte volume flow after 5 hours of break-in.

Figure A.6: Polarization Curves at different Temperatures measured at 50 ml/min elec-
trolyte volume flow after 5 hours of break-in.
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A Appendix

Figure A.7: Polarization Curves at different Temperatures measured at 100 ml/min
electrolyte volume flow after 5 hours of break-in.
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A.3 Particle Image Velocimetry
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A.3 Particle Image Velocimetry

(a)

(b)

Figure A.12: Contact Angle Distribution in the Flow Channel for 50 ◦C, 0.4 A/cm2

and 50 ml/min (a), 80 ◦C, 0.6 A/cm2 and 50 ml/min (b) Measured by
Multiphase Particle Image Velocimetry.
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A.3.3 Measurement Error

Table A.4: Measurement Error of the Multiphase Particle Image Velocimetry Measure-
ments.

Temperature KOH Density Error Viscosity Error
[◦C] [kg/m3] [mPas]
50 -0.02 +0.06 -2.1e-3 +2.5e-3
80 -0.05 +0.06 -7.1e-3 +3.6e-3

The maximum density error from mixing BaI2 solution is ± 1 kg/m3. The maximum
deviation of gas volume flow is ± 0.05 ml/min.
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