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Abstract

Magnetism in two-dimensional (2D) van der Walls (vdW) materials is a rapidly evolving field in con-

densed matter physics and materials science, marked by intriguing discoveries and potential applications.

Unlike traditional three-dimensional materials, 2D vdW materials are characterized by their ultra-thin,

often single-layer, structure leading to unique magnetic properties triggered by proximity-effects, which

are facilitated by the underlying vdW gap. Such properties are not only fundamental for understanding

the physics of low-dimensional systems but also hold immense promise for the development of advanced

technologies in data storage, spintronics, and quantum computing.

Building on the foundational understanding of magnetism in 2D materials, this thesis dives deeper

into the specific case of CrTe2 and CrSBr. Based on a multiscale modelling approach that combines

first-principles calculations and a Heisenberg model supplied with ab-initio parameters, we report a

strong magnetoelastic coupling in a free-standing monolayer of CrTe2. We demonstrate that different

crystal structures of a single CrTe2 give rise to non-collinear magnetism through magnetic frustration

and the emergence of the Dzyaloshinskii-Moriya interaction (DMI). Utilizing atomistic spin relaxation,

we perform a detailed investigation of the complex magnetic properties pertaining to this 2D material

impacted by the presence of various types of structural distortions akin to charge density waves.

Also, we demonstrate that interfacing a CrTe2 layer with various Te-based layers enables the control

of the magnetic exchange and Dzyaloshinskii-Moriya interactions as well as the magnetic anisotropy

energy of the whole heterobilayer, and thereby the emergence of topological magnetic phases such as

skyrmions and antiferromagnetic Néel merons. The latter are novel particles in the world of topological

magnetism since they arise in a frustrated Néel magnetic environment and manifest as multiples of

intertwined hexamer-textures. Our findings pave a promising road for proximity-induced engineering

of both ferromagnetic and long-sought antiferromagnetic chiral objects in the very same 2D material,

which is appealing for new information technology devices employing quantum materials.

Moreover, we demonstrate the all-electric switching of the topological nature of individual magnetic

objects emerging in 2D vdW heterobilayers. We show that an external electric field modifies the vdW

gap between CrTe2 and (Rh, Ti)Te2 layers and alters the underlying magnetic interactions. This enables

switching between ferromagnetic skyrmions and meron pairs in the CrTe2/RhTe2 heterobilayer while

it enhances the stability of frustrated antiferromagnetic merons in the CrTe2/TiTe2 heterobilayer. We

envision that the electrical engineering of distinct topological magnetic solitons in a single device could

pave the way for novel energy-efficient mechanisms to store and transmit information with applications

in spintronics.

Finally, via machine learning concepts we integrated linear spin wave theory (LSWT) with active-

learning sampling to develop a Kalman Filter Adversarial Bayesian Optimization (KFABO) algorithm.

This algorithm excels at managing highly noisy experimental spectra of 2D bulk CrSBr, aiming to map

the experimentally extracted magnon spectrum with minimal sampling points and iterations. Addition-

ally, the KFABO algorithm is designed to accurately extract magnetic parameters from inelastic neutron

scattering data, significantly enhancing the efficiency and accuracy of experimental measurements.





Zusammenfassung

Magnetismus in 2D-Materialien ist ein sich schnell entwickelndes Feld in der Physik der kondensierten

Materie und Materialwissenschaft, ausgezeichnet durch faszinierende Entdeckungen und potenzielle An-

wendungen. Im Gegensatz zu traditionellen 3D-Materialien zeichnen sich 2D-Materialien durch ihre

ultradünne, oft einlagige Struktur aus, was zu einzigartigen magnetischen Eigenschaften führt. Solche

Eigenschaften sind nicht nur grundlegend für das Verständnis der Physik von Systemen mit niedrigen Di-

mensionen, sondern versprechen die Entwicklung fortschrittlicher Technologien in der Datenspeicherung,

Spintronik und Quantencomputer.

Aufbauend auf dem grundlegenden Verständnis des Magnetismus in 2D-Materialien, vertieft sich diese

Arbeit in den spezifischen Fall von CrTe2. Basierend auf einem Multiskalen-Modellierungsansatz, der

ab-initio-Verfahren und ein Heisenberg-Modell mit ab-initio-Parametern kombiniert, berichten wir über

eine starke magnetoelastische Kopplung in einer freistehenden Monoschicht von CrTe2. Wir zeigen, dass

verschiedene Kristallstrukturen eines einzelnen CrTe2 durch magnetische Frustration und das Auftreten

der Dzyaloshinskii-Moriya-Interaktion (DMI) zu nicht-kollinearem Magnetismus führen. Unter Verwen-

dung von atomistischen Spin-Relaxationen führen wir eine detaillierte Untersuchung der komplexen

magnetischen Eigenschaften dieses 2D-Materials durch, die von der Anwesenheit verschiedener Arten

struktureller Verzerrungen, ähnlich den Ladungsdichtewellen, beeinflusst werden.

Außerdem zeigen wir, dass die Oberfläche einer CrTe2-Schicht mit verschiedenen Te-basierten Schichten

die Kontrolle über die magnetische Austauschwechselwirkung und die Dzyaloshinskii-Moriya-Interaktion

sowie die magnetische Anisotropieenergie der gesamten Heterodoppelschicht ermöglicht und damit das

Auftreten topologischer magnetischer Phasen wie Skyrmionen und antiferromagnetischen Néel-Merons

hervorbringt. Letztere sind neuartige Partikel in der Welt des topologischen Magnetismus, da sie in einer

frustrierten Néel-magnetischen Umgebung entstehen und sich als Vielfache von ineinander verwobenen

Hexamer-Texturen manifestieren. Unsere Erkenntnisse bahnen einen vielversprechenden Weg für die

Entwicklung sowohl ferromagnetischer als auch lang gesuchter antiferromagnetischer chiraler Objekte

im selben 2D-Material, was für neue Informationstechnologiegeräte, die Quantenmaterialien verwenden,

attraktiv ist.

Schließlich demonstrieren wir das rein elektrische Umschalten der topologischen Natur einzelner mag-

netischer Objekte, die in 2D-vdW-Heterodoppelschichten auftreten. Wir zeigen, dass ein externes elek-

trisches Feld den vdW-Abstand zwischen CrTe2 und (Rh, Ti)Te2-Schichten modifiziert und die zugrun-

deliegenden magnetischen Interaktionen verändert. Dies ermöglicht das Umschalten zwischen ferro-

magnetischen Skyrmionen und Meron-Paaren in der CrTe2/RhTe2-Heterodoppelschicht, während es die

Stabilität frustrierter antiferromagnetischer Merons in der CrTe2/TiTe2-Heterodoppelschicht verbessert.

Wir stellen uns vor, dass die elektrische Erzwingung verschiedener topologischer magnetischer Solitonen

in einem einzigen Gerät den Weg für neuartige, energieeffiziente Mechanismen zur Speicherung und

Übertragung von Informationen mit Anwendungen in der Spintronik ebnen könnte.

Schließlich haben wir die lineare Spinwellentheorie (LSWT) mit aktivem Lernsampling kombiniert, um

einen Kalman-Filter-Adversarial-Bayesian-Optimierungsalgorithmus (KFABO) zu entwickeln. Dieser

Algorithmus ist hervorragend geeignet, um hochrauschende experimentelle Spektren von 2D-Bulk-CrSBr

zu handhaben, und zielt darauf ab, das experimentell extrahierte Magnonspektrum mit minimalen Ab-

tastpunkten und Iterationen zu kartieren. Darüber hinaus ist der KFABO-Algorithmus darauf ausgelegt,

magnetische Parameter aus inelastischen Neutronenstreudaten genau zu extrahieren, was die Effizienz

und Genauigkeit experimenteller Messungen erheblich verbessert.
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1.Introduction

In 2010, Kostya Novoselov and Andre Geim were granted the Nobel Prize in Physics for the

discovery of graphene [1], a single layer of graphite. That was a turning point in the history of

modern nanotechnology that opened the door for a new and unique field of two-dimensional

(2D) materials. In recent years, lots of research has been conducted to prepare 2D materi-

als beyond graphene. Geometrically, 2D materials are quantum-confined in one dimension,

setting them apart from traditional materials. While conventional materials have strong

intralayer covalent bonds, 2D materials are characterized by weak van der Waals (vdW)

forces between layers. This atomic thinness in 2D materials leads to exceptional proper-

ties, including high transparency, a large surface-to-volume ratio, high flexibility, remarkable

carrier mobility, outstanding electrical conductivity, broadband optical absorption, strong

light-matter interactions, excellent heat extraction, and low inter-diffusion [2–6]. More-

over, a diverse range of 2D materials has been predicted and discovered, exhibiting energy

bandgaps from semiconductors (e.g., transition metal dichalcogenides (TMDs)) to insula-

tors (e.g., hexagonal boron nitride (hBN) and HfS2) as shown in Figure. 1-1. The most

significant discovery is that when 2D materials are stacked in blocks called heterostructures,

their properties change, resulting in materials with novel hybrid characteristics. This makes

them highly promising for next-generation nanoelectronics, as they enable the creation of

high-performance structures tailored for specific applications. A notable aspect of these het-

erostructures is that the layers interact via very weak van der Waals forces. Due to this

weak interlayer coupling, layers can be easily combined and separated, allowing for flexible

assembly and reconfiguration of the materials.

These properties make 2D materials and their heterostructures promising candidates for a

variety of functional devices across fields such as electronics, optoelectronics, energy storage,

and spintronics. For example, semiconducting TMDCs are used to fabricate Field-Effect

Transistors (FETs) by offering enhanced performance and novel design possibilities. These

materials, such as SnSe2, WSe2, and SnSe, exhibit unique electronic properties ideal for

FET applications, including atomically thin structures, and high carrier mobility [7,8]. Also,

topological insulators (TIs) made from transition metal dichalcogenides find applications in

Magnetic Random-Access Memories (MRAMs) through various mechanisms such as giant

spin-orbit torque (SOT) offering an energy-efficient writing method for magnetic memory,

potentially leading to SOT-based MRAMs [9]. Additionally, the integration of 2D materials

like graphene, TMDCs, and the family of transition metal carbides, carbonitrides and nitrides

(MXenes), has shown great promise in enhancing the performance of optoelectronic devices

such as photodetectors, Light Emitting diodes (LEDs), and photovoltaics [10].

One interesting aspect related to 2D materials and their heterostructures is their magnetism.

Back in 1966, Mermin and Wagner proved that 2D systems with continuous symmetry can-

not be magnetically ordered at finite temperature [11]. This makes magnetic order in 2D
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Graphene Family
Graphene
hBN (’white graphene’)
BCN
Fluorographene
Graphene oxide
2D Chalcogenides
MoS2, WS2, MoSe2, WSe2
MoTe2, WTe2, ZrS2, ZrSe2
NbSe2, NbS2, TaS2, TiS2, NiSe2
GaSe, GaTe, InSe, Bi2Se3
2D Oxides
Micas, BSCCO
MoO3, WO3

TiO2, MnO2, V2O5, TaO3, RuO2

LaNb2O7, (Ca,Sr)2Nb3O10, Bi4Ti3O12,
Ca2Ta2TiO10

Ni(OH)2, Eu(OH)2
Heterostructures

Graphene

MoS2

CeO

MoS2

WS2

Figure 1-1.: Various families of 2D materials and examples of their structures that inspired
by [2].

reliant on interactions that breaks the spin-rotational invariance, for instance, an exter-

nal magnetic field or the magnetocrystalline anisotropy, which are typically much weaker

than exchange interactions and so might lead to very low ordering temperatures. It was

thus very surprising that 2D magnets were discovered experimentally in 2017 in CrI3 [12]

and Cr2Ge2Te6 [13] down to the mono- and bilayer limit, respectively. Afterwards, intense

research activities were made to expand the development of 2D magnets [14–18]. The possi-

bility of heterostructuring offers the unprecedented possibility to engineer quantum materials

with exquisite properties facilitated by the quasi-perfect interfaces expected by the van der

Waals (vdW) gaps. This enables the realization of totally new heterostructures hosting novel

functionalities that are not otherwise seen in the individual building blocks. In most cases,

these 2D materials have a simple collinear magnetic order, such as Ferromagnetic (FM), or

Antiferromagnetic (AFM). However, they can also exhibit complex noncollinear magnetism

and host ferromagnetic skyrmions, to give just two examples. Skyrmions are topologically-

protected chiral spin textures of great interest for potential applications as information car-

riers in information technology devices [19, 20]. These chiral magnetic states typically arise

due to the interplay between Heisenberg exchange and relativistic Dzyaloshinskii-Moriya

interaction (DMI) [21,22] in materials that lack inversion symmetry and have non-zero spin-

orbit coupling. In a 2D material, skyrmions are solitonic magnetic objects that arise within
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a magnetization background pointing out of the plane of the magnetic layer. When the

background magnetization is in-plane, merons can emerge, which represent another form of

chiral spin-textures. The topological charge for skyrmions is integer, while it is half-integer

for merons, hence both kinds of spin textures are qualitatively distinct [23–25]. These topo-

logical defects are discussed in the next chapter.

In the context of 2D heterostructures, FM skyrmions have been experimentally observed in

Fe3GeTe2 [26–30], and their theoretical existence has been proposed in many systems like

MnXTe (X = S and Se) [31], CrInX3 (X = Te, Se) [32], bilayer Bi2Se3-EuS [33]. However,

FM merons remain undetected in 2D van der Waals (vdW) heterostructures, with their

identification limited to more conventional thin films and disks [34–36]. Theoretically, a free

standing monolayer of CrCl3 has been predicted to host such half-integer spin-textures, which

are stabilized by the magnetic dipolar coupling that favors an overall in-plane orientation of

the magnetization [37]. CrTe2 is a new entrant in the field of 2D magnets, although it has

been known for a few years in the bulk form [38] and has been simulated in the monolayer

form [39]. Recently, magnetic circular dichroism experiments demonstrated that thin CrTe2
grown either on SiO2/Si or bilayer graphene substrates are FM with a Curie temperature

of 200K [40, 41]. This Curie temperature is high when compared to other 2D magnetic

materials such as CrI3, which as a single monolayer has a Curie temperature of 45K. In

contrast to the previous finding, a monolayer of CrTe2 deposited on graphene was found

to host a zig-zag AFM state as revealed by spin-polarised scanning tunnelling microscopy

(SP-STM) combined with first-principles calculations, with an applied magnetic field driving

the monolayer into a noncollinear spin texture [42]. Interestingly, when simulating a free

standing CrTe2 by density functional theory (DFT), a charge density wave (CDW) phase

has been found after observing a clear instability in the phonon band structure [43]. Further

theoretical studies unveiled the strong dependence of the magnetic ground states of 1T-CrTe2
on the film thickness: an intralayer and interlayer AFM-FM transition occurs at a critical

thickness of five CrTe2 layers, which represents the bulk magnetic state [44]. Moreover, DFT

calculations for a monolayer of CrTe2 show an AFM metallic behavior in 1T phase, and FM

semiconductor in a deformed phase of 1T called 1T′ phase [45].

In this study, utilizing a multi-pronged approach based on first-principles calculations com-

bined with an ab-initio parameterized Heisenberg model, we found a strong coupling be-

tween magnetism and crystal structure in a single layer of CrTe2, whose magnetic states

are subsequently explored via atomistic spin dynamics. Also, we investigated the possibility

of engineering 2D topological magnetism in a CrTe2 monolayer by constructing heterostruc-

tures with Te-based layers involving other non-magnetic transition metal atoms. We unveiled

new topological AFM objects already arising in the free-standing 1T phase of CrTe2. These

objects consist of multi-meronic particles emerging in a frustrated in-plane Néel magnetic en-

vironment. Such AFM topological states have long been sought in the context of skyrmionics

as ideal information carriers since they are expected to be unaffected by the skyrmion Hall

effect [20, 46–50] responsible for the undesired deflection of conventional skyrmions from a
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straight trajectory upon application of a current. Their AFM nature should also lead to a

weak sensitivity to external magnetic fields and potentially terahertz dynamics [51,52], fur-

ther motivating efforts towards their experimental realization. Once interfaced with various

Te-based layers containing either heavy or light transition metal atoms, we demonstrate the

ability to engineer the stability and nature of the underlying magnetic state. Surprisingly,

with the right vdW heterostructure, the AFM merons can be converted to FM skyrmions,

which opens unique opportunities for designing devices made of 2D materials to realize

fundamental concepts for information technology based on topological magnetic bits.

Moreover, we uncover the non-trivial impact of the electric field on noncollinear magnetic

structures in CrTe2/(Rh, Ti) Te2 heterobilayers. For the CrTe2/RhTe2 bilayer, we dis-

cover all-electrical switching between two topologically different magnetic structures, FM

skyrmions and FM meron pairs. The perpendicular electric field has a strong influence

on the interlayer spacing between the 2D materials, which modifies several key magnetic

interactions: the Heisenberg exchange interaction, the DMI and the MA. These electric-

field-induced alterations enable the transition of skyrmions into meron structures and vice-

versa. A very different scenario arises when interfacing CrTe2 with TiTe2, which leads to

the emergence of frustrated AFM merons whose stability and size can be tuned by the ap-

plied electric field. Our findings provide the foundation for further exploration in electrically

tunable magnetic systems, offering innovative avenues for the design and control of novel

spintronic functionalities.

Finally, we shift our focus to another two-dimensional material, CrSBr, known for its unique

magnetic and optoelectronic properties [53–56]. In its bulk form, it exhibits magnetic or-

dering at a Néel temperature (TN) of 132 K [57–59], with A-type antiferromagnetism char-

acterized by ferromagnetic planes with a magnetization aligned along the b-axis, which al-

ternate direction, resulting in an overall AFM configuration. Moreover, CrSBr stands out

for its strong spin-orbit coupling which imposes an in-plane magnetization. Other spin-orbit

driven interactions such as the DMI can be significant in this material, which can lead to

rich topological magnetic phases, enabling the design of specific magnonic band structures

and optimizing the propagation and interaction of magnons for desired applications.

Spin waves, or magnons, are fundamental excitations in magnetic materials, providing in-

sights into their dynamic properties and interactions. Spin-excitation spectra are typically

derived by measuring the dynamical structure factor through inelastic neutron or x-ray scat-

tering techniques. These spectra are then analyzed by comparing the experimental outcomes

with theoretical predictions, where experiment planning, data processing, and analysis are

time-consuming. In this study, by taking the CrSBr magnon spectrum as an example, we

introduce a machine learning platform that integrates active learning sampling with Linear

Spin Wave Theory (LSWT), leading to a Kalman Filter Adversarial Bayesian Optimiza-

tion (KFABO) algorithm capable of tackling significantly noisy experimental spectra. The

objective of this algorithm is to map the experimentally extracted magnon spectrum using

the minimum number of sampling points and iterations. The ABO algorithm is designed
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to accurately extract magnetic parameters from inelastic neutron scattering data, thereby

substantially improving the efficiency and accuracy of experimental measurements in com-

plex systems where unveiling hidden and weak magnetic interactions not accessible with

conventional fitting procedures.

The thesis is organized as follows:

• Chapter 2: This chapter discusses some fundamental concepts for magnetic interac-

tions, including Heisenberg exchange, DMI, magnetic anisotropy, and Zeeman inter-

actions, which contribute to the Heisenberg Hamiltonian utilized in this thesis. Addi-

tionally, we explain how these interactions lead to non-collinear states, such as spiral

states. Finally, the chapter introduces the topological magnetic states discussed in this

thesis (skyrmions, merons).

• Chapter 3: This chapter provides an introduction to DFT and its fundamental con-

cepts. We then present one theoretical DFT-based framework utilized in the thesis.

We start with plane waves [60] and pseudopotentials [61, 62], as implemented in the

Quantum Espresso software [63–65]. Next, we shift our focus to a second variant of

the DFT-based methodology used in the thesis, which consists of the Korringa-Kohn-

Rostoker (KKR) Green function method [66,67]. We emphasize the underlying princi-

ples based on multiple scattering theory and implemented in the Jülich KKR (JuKKR)

family of codes [68–71]. We introduce the multiscale modelling approach utilized in

the thesis which is based on mapping from ab-initio the magnetic interactions of a

Heisenberg Hamiltonian.

• Chapter 4: This chapter delves into the description of the theoretical framework uti-

lized in exploring the atomic spin dynamics properties as implemented in the Jülich

Spirit software [72,73]. This tool enables us to identify ground state properties within

an extended Heisenberg model, with parameters extracted from first-principles sim-

ulations. The chapter also introduces a machine learning algorithm that integrates

active learning sampling with linear spin wave theory leading to an efficient KFABO

algorithm to address complex and noisy neutron scattering data measuring magnon

spectra.

• Chapter 5: This chapter presents multi-scale simulations of the diverse behavior of

the monolayer of CrTe2 by demonstrating a strong coupling between magnetism and

the crystal structure.

• Chapter 6: In this chapter, we explore the interfacing of a CrTe2 layer with various

tellurium-based (Te-based) layers, which enables the manipulation of key magnetic

properties, such as the isotropic magnetic exchange interactions, Dzyaloshinskii-Moriya

interactions, and the magnetic anisotropy energy. We predict the formation of topo-

logical magnetic phases, including skyrmions and antiferromagnetic Néel merons.
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• Chapter 7: Here, we investigate the impact of an external electric field on topological

magnetism in 2D heterostructures. Our first-principles analysis reveals that applying

an external electric field can effectively modify the vdW spacing between CrTe2 and

(Rh, Ti)Te2 layers, consequently influencing the fundamental magnetic interactions.

This adjustment allows for the transition between ferromagnetic skyrmions and meron

pairs in the CrTe2/RhTe2 heterobilayer system. Simultaneously, it significantly en-

hances the stability of antiferromagnetic merons that are characteristically frustrated,

in the CrTe2/TiTe2 heterobilayer.

• Chapter 8: In this chapter, we applied our machine learning algorithm to the 2D

CrSBr material. The algorithm successfully recovers the shape of the theoretical and

experimental spin wave spectra. It also achieves a good fit for the magnetic param-

eters, including the Heisenberg exchange parameter and Dzyaloshinskii-Moriya Inter-

action [74]. Additionally, the algorithm was applied to noisy experimental magnon

spectra with various resolutions, demonstrating its robustness and accuracy. From the

experimental data, we could recover a significant AFM interlayer coupling responsi-

ble for the large Néel temperature of CrSBr, which could not be extracted by regular

fitting and is in accordance with our ab-initio simulations.

• Chapter 9: This chapter concludes the thesis. We summarize the thesis and provide

a short outlook on future exciting research directions.



2. Theory of magnetism

Magnetic materials play a crucial role in our society, with numerous applications including

data storage devices, energy generation, and medical therapies. Magnetism is intrinsically

quantum mechanical in nature, and magnetic ordering can only be explained by the use of

quantum theory. At the atomic level, magnetism arises mainly from two sources: the spin of

the electrons and the orbital motion of electrons around the nucleus. Each electron possesses

an intrinsic property known as spin, which generates a magnetic moment. The magnetic

moment associated with an electron’s spin is a quantum mechanical property, meaning it can

have discrete orientations, typically referred to as ”spin-up” and ”spin-down.” When many

spins align in the same direction, their individual magnetic moments combine to produce a

net magnetic moment, leading to ferromagnetism, as seen in materials like iron, cobalt, and

nickel. The magnetic properties of a material depend on the interactions between individual

magnetic moments. This chapter establishes some key concepts on magnetic interactions

and the ground state, offering a detailed analysis of these interactions in reciprocal space

and exploring spin models on a general Bravais lattice. It also covers advanced topics in

topological magnetism, including skyrmions and merons.

2.1. Magnetic interactions and classical ground state

In this section, we explore various types of magnetic interactions that can lead to the emer-

gence of magnetic long-range order. We begin by discussing the bilinear Heisenberg exchange

interaction, which is the fundamental mechanism behind magnetic ordering in many mate-

rials. Additionally, we examine other types of magnetic interactions, such as Dzyaloshin-

skii–Moriya Interaction (DMI) and magnetocrystalline anisotropy, and discuss their role in

stabilizing different magnetic ground states.

2.1.1. Exchange interaction

The exchange interaction in magnetic materials originates from the fundamental principles

of electrostatics and quantum mechanics, particularly the Coulomb interaction between elec-

trons and the Pauli exclusion principle [75, 76]. To understand the origin of the exchange

interaction, consider a hydrogen molecule (H2) where the Hamiltonian for two hydrogen

nuclei (A and B) and two electrons (1 and 2) is given by:

H = H0(r1 −RA) +H0(r2 −RB) +Hint, (2-1)

where H0 represents the one-electron Hamiltonian:

H0 =
p2

2me

+ U(r), (2-2)
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where me is the mass of electron and Hint is the Coulomb interaction between the electrons:

Hint =
e2

|r1 − r2|
. (2-3)

The wave function of the two-electron system is:

Ψ(1, 2) = ψ(r1, r2)χ(σ1, σ2), (2-4)

where ψ(r1, r2) is the spatial (orbital) part and χ(σ1, σ2) is the spin part.

According to the Pauli exclusion principle, the total wave function must be antisymmetric

Ψ(1, 2) = −Ψ(2, 1). This antisymmetry requirement can be satisfied in two ways: First, the

singlet state (S = 0) where χ(σ1, σ2) is antisymmetric and ψ(r1, r2) is symmetric. Second,

the triplet state (S = 1) where χ(σ1, σ2) is symmetric and ψ(r1, r2) is antisymmetric. The

energy difference between these states arises from the spatial part of the wave function

interacting with the Coulomb potential Hint:

∆E = Etriplet − Esinglet = −J12(S1 · S2), (2-5)

where S1 and S2 are the spin vectors, and J12 represents the exchange integral:

J12 ∝
∫
ψ∗
1(r1)ψ

∗
2(r2)

e2

|r1 − r2|
ψ1(r2)ψ2(r1) dr1 dr2 . (2-6)

The Heisenberg model can then be postulated as the generalization of the above develop-

ments for N interacting spins:

HExc = −
∑
i,j

Jij Si · Sj , (2-7)

where Jij represents the exchange integral between spins at sites i and j, and Si and Sj are

the unit direction of the magnetic moment at these sites:

Si = (cos(ϕ) sin(θ), sin(ϕ) sin(θ), cos(θ)) . (2-8)

The sign and magnitude of Jij determine the type of magnetic ordering. This interaction is

responsible for the alignment of magnetic moments or spins in a material, leading to various

types of magnetic order such as ferromagnetism (FM) (Jij > 0) and antiferromagnetism

(AFM) (Jij < 0). In special cases, where spins interact antiferromagnetically with their

nearest and next-nearest neighbors, magnetic competition among interactions arises, leading

to magnetic frustration, and preventing all the spins from being in a collinear magnetic state.

The system ’frustrates’ in an attempt to find a compromise that can lower the overall energy

in a non-collinear magnetic state. This can result in complex spin textures like spiral orders
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or even disordered magnetic states.

(𝐚)

	𝐽!"> 0

𝑖 𝑗

	𝐽!"< 0

𝑖 𝑗

(𝐛) (𝐜) 	𝐽!#< 0

	𝐽"#< 0

𝑖 𝑗 𝑘

	𝐽!"< 0

Figure 2-1.: Illustration of different magnetic interactions. (a) Ferromagnetic (FM)
where Jij > 0 leading to parallel spin alignment. (b) Antiferromagnetic (AFM)
with Jij < 0 resulting in antiparallel alignment. (c) Frustrated exchange inter-
actions with for example AFM interactions between nearest and next-nearest
neighbors.

2.1.2. Zeeman interaction

Zeeman interaction often referred to as the Zeeman effect [77,78], describes the influence of

an external magnetic field on the energy levels of a quantum system with magnetic moments.

The Hamiltonian for the Zeeman interaction can be expressed as:

HZeeman = −
∑
i

Si ·miB, (2-9)

where B denotes the external magnetic field, and mi spin magnetic moment.

2.1.3. Magnetocrystalline Anisotropy

Magnetic anisotropy energy can arise from various origins. In this context, we will fo-

cus exclusively on magnetocrystalline anisotropy, disregarding shape anisotropy, which is a

macroscopic effect due to dipole-dipole interactions. In the context of 2D materials explored

in the thesis, the shape anisotropy favors an in-plane orientation of the magnetic moments.

Magnetocrystalline anisotropy stems from spin-orbit coupling and directly reflects the crystal

lattice symmetries in the energy profile as a function of the magnetic moment’s orientation.

For simplicity, we will consider the system exhibits uniaxial anisotropy. In this simple case,

the corresponding spin Hamiltonian for this interaction is expressed as:

HAnisotropy = −
∑
i

Ki(S
α
i )

2, (2-10)

where α is a unit vector along the preferred direction (eg. x, y, z), and K represents the

magnetic anisotropy energy (MAE) parameter. If K > 0, the system possesses an easy

axis, which minimizes energy when the magnetic moments align parallel to α. Conversely,
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a negative K implies an easy plane, where the energy is minimized when the magnetic

moments are perpendicular to α.

2.1.4. Dzyaloshinskii–Moriya Interaction(DMI)

Dzyaloshinskii–Moriya Interaction (DMI) is a type of antisymmetric exchange interaction

(See Eq. 2-11) that arises in systems with broken inversion symmetry and strong spin-orbit

coupling [21,22].

HDMI = −
∑
i,j

Dij · (Si × Sj) . (2-11)

DMI plays a crucial role in breaking inversion symmetry leading to the stabilization of

a specific chiral magnetic structure like spin spirals and skyrmions. The orientation of

the Dij influences the chirality of spin spiral states, determining whether the spin rotates

clockwise (left-handed spiral state) or anti-clockwise (right-handed spiral state). When the

DMI vector (Dij) is oriented out of the plane of rotation of the moments it leads to a left-

handed spiral state as shown in Figure. 2-2 (a). Conversely, as shown in the figure. 2-2

(b), the DMI vector pointing in the opposite direction results in a right-handed spiral state.

Moriya’s symmetry rules provide a specific symmetry element (like mirrors or rotation axes)

to determine the direction and the strength of the DMI vector based on the crystal symmetry

and the arrangement of magnetic ions [21].

𝐃!" 	

××	

• 	

(𝐚)

(𝐛)

𝐃!" 	

Figure 2-2.: Illustration of two different spiral states influenced by the direction
of the DMI. (a) A left-handed spiral state occurs when the DMI vector Dij is
oriented out of the plane. (b) A right-handed spiral state forms when the DMI
vector Dij is oriented in the opposite direction.
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• Centrosymmetric sites: No DMI exists if the midpoint

between two interacting magnetic ions possesses inversion

symmetry.

• Mirror planes: If the line connecting two magnetic ions

lies in a mirror plane, then the DMI vector is perpendicular

to this plane.

• Mirror planes (bisecting): If a mirror plane bisects the

line connecting two magnetic ions, then the DMI vector lies

within this plane and is perpendicular to the connecting

line.

• Two-fold rotation axes: If a two-fold rotation axis lies

along the line connecting two magnetic ions, then the DMI

vector is perpendicular to this axis.

• Two-fold rotation axes (bisecting): If a two-fold rota-

tion axis bisects the line connecting two magnetic ions, the

DMI vector lies along this axis.

𝑖 𝑗𝐃=0

𝐃

𝑖 𝑗

𝐃

𝐃

𝑖 𝑗

𝑖 𝑗

𝐃𝑖 𝑗

2.2. Generalized Heisenberg Hamiltonian

We can finally incorporate all the magnetic interactions discussed thus far into the following

generalized Heisenberg Hamiltonian:

Heisenberg Hamiltonian

H = −
∑
i

B · Si︸ ︷︷ ︸
Zeeman energy

−
∑
i

Ki (S
α
i )

2

︸ ︷︷ ︸
Anisotropy energy

−
∑
i,j

Jij Si · Sj︸ ︷︷ ︸
Exchange energy

−
∑
i,j

Dij · (Si × Sj)︸ ︷︷ ︸
Dzyaloshinskii–Moriya energy

. (2-12)

The last two parameters Jij andDij are calculated by the method of the infinitesimal rotation

where the Heisenberg Hamiltonian is written in matrix representation as shown in Sec. 3.4.9.

2.3. Spin spirals in two-dimensional lattices

After introducing the magnetic interactions relevant to the study presented in the thesis, we

discuss in this section spin spirals and their energetics for a general two-dimensional bravais

lattice, by taking the example of a simple case of a square lattice. As will be shown in the

results chapters, in the investigated 2D vdW heterostructures there can be rather complex
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spiraling states forming, which can be either ferromagnetic or antiferromagnetic in nature.

It thus educational to introduce how such states form in a simple model. We will analyze

the possible energy minima characterizing such a lattice in two steps. First considering

the impact of Heisenberg exchange interactions, limited to the second nearest neighboring

interactions. Second by exploring the impact of the nearest neighboring DMI.

2.3.1. Some definitions

We consider two-dimensional systems. The points of a Bravais lattice are specified by integer

combinations of two primitive vectors,

Rn = n1 a1 + n2 a2 . (2-13)

The reciprocal lattice is generated in a similar way using the primitive vectors that satisfy

the conditions

bi · aj = 2π δij . (2-14)

A function with values on the direct lattice can be given in terms of its Fourier coefficients

f(Rn) = fn =
∑
q

eiq·Rnf(q) , f(q) =
1

N

∑
n

e−iq·Rnfn , (2-15)

with the sum over all the wave vectors in the first Brillouin zone of the reciprocal lattice.

N is the total number of lattice points in the direct lattice and is crucial for normalizing

the transformation between the direct and reciprocal lattice representations of the function.

The wave vector can be expressed as

q = q1 b1 + q2 b2 . (2-16)

Since

q ·Rn = 2π (q1n1 + q2n2) , (2-17)

then ∑
q

eiq·Rn = N δn,0 ,
∑
n

eiq·Rn = N δq,0 . (2-18)

In the study of spiral states, various configurations exist. For example: (i) helical spirals

are characterized by spins rotating perpendicular to the propagation vector, (ii) cycloidal

spirals, where spins rotate in a plane containing the propagation vector, and (iii) conical

spirals, where spins form a cone along the propagation vector. Here we focus on the conical

spirals, which are more general than the helical and cycloidal ones.

We consider the Hamiltonian H in Eq. 2-12, the goal is to evaluate the energy of a family

of magnetic states in a conical spiral given by:

Si = sin θ (cos(q ·Ri)n1 + sin(q ·Ri)n2) + cos θ n3 , (2-19)
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where the spins rotate on the surface of a cone around the direction n3 = n1 × n2. Here θ

is the cone angle and the rotation angle is given by q ·Ri. When θ = 0, all spins align in

direction of n3, while spins rotate in plane perpendicular to n3 when θ = π/2.

(𝐚)

(𝐜)

(𝐛)

𝜽 = 𝟎

𝜽 =
𝝅
𝟐

𝜽 =
𝝅
𝟒

Figure 2-3.: Schematic representation of spiral spin configurations with different
cone angles θ. (a) FM state when θ=0. (b) θ = π/2. (c) θ = π/4.

2.3.2. Case of a square lattice

For simplicity, we first consider a square lattice with nearest- and next-nearest-neighbor

interactions, and we discard the magnetic field, the DMI, and the magnetic anisotropy

from Eq. (2-12). Let J1 and J2 be the value of Jij for nearest-neighbors and next-nearest-

neighbor interactions, respectively. In this system, the first Brillouin zone, is characterized

by reciprocal lattice vectors q1 and q2, so the contribution of the Jij’s to the energy of the

magnetic state is:

EJ = −2J1[cos 2πq1 + cos 2πq2]− 2J2[cos 2π(q1 + q2) + cos 2π(q1 − q2)] . (2-20)

By taking derivatives of EJ in Eq. (2-20) with respect to q1, q2 we get:

sin 2πq1

(
1 +

2J2
J1

cos 2πq2

)
= 0 , (2-21)

sin 2πq2

(
1 +

2J2
J1

cos 2πq1

)
= 0 . (2-22)

The possible solutions for these two equations are (0, 0), (0,±1
2
), (±1

2
, 0), (±1

2
,±1

2
), (±q∗,±q∗)

with q∗ = 1
2π

arccos
(

−J1
2J2

)
. The latter points (±1

2
,±1

2
), (±q∗,±q∗) are defined for |J1| < 2|J2|
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but turn out to be saddle points, meaning that they cannot minimize the energy of the

magnetic state.

With these results at hand, one can determine the minima depending on J1 and J2. The

four points (±1
2
,±1

2
) are equivalent because they are connected by a reciprocal lattice vector

and so can be replaced by one point (e.g. ( 1
2
, 1
2
)). Also, for the same reason both points in

the two pairs (0,±1
2
), (±1

2
, 0) are equivalent and can be replaced by two points (0, 1

2
), (1

2
, 0),

respectively. Thus, we have four possible critical points (0, 0), (0, 1
2
), (1

2
, 0), (1

2
, 1
2
) to consider

in our energy analysis. Now, by symmetry (0, 1
2
), (1

2
, 0) represent the same type of critical

point. Then, to find the local minima, we used Morse theory [79], which studies the manifold

by examining the critical points of a smooth function defined on it:

nmax − nsp + nmin = ξ(M) . (2-23)

ξ(M) is the Euler characteristic of the manifold M , nmax represents the number of critical

points that are local maxima, nsp is the number of critical points that are saddle points, and

nmin is the number of critical points that are local minima. In the specific case of a closed,

compact surface without boundary, this relationship simplifies, and the sum should match

the Euler characteristic, which can be zero for certain manifolds like tori. By applying the

Morse theory to these points, where we know that there is one minimum at (0, 0), and one

maximum at (1
2
, 1
2
), it follows that the points (0, 1

2
), (1

2
, 0) must be saddle points and not

minima.

Consequently, there are two possibilities for the energy minimum depending on the sign of

J1:

• If |J1| > 2|J2| and

– J1 > 0, the energy minimum is at (0, 0) which is the FM state shown in Fig. 2-4

(a).

– J1 < 0, the minimum is at (1
2
, 1
2
), which is the AFM-1 state shown in Fig. 2-4

(b).

• If |J1| < 2|J2| and

– J2 > 0, then we have maxima at (0, 1
2
), (1

2
, 0), while we have minima at (0, 0), (1

2
, 1
2
),

and the sign of J1 determine the location of the global minimum (J1 > 0, we have

minima at (0, 0) which is the FM state as in Fig.2-4, while we have minima at

(1
2
, 1
2
) when J1 < 0 which is the AFM-1 state shown in Fig. 2-4 (b).

– J2 < 0, the energy minimum switches to (0, 1
2
), (1

2
, 0) which is the AFM-2 state

illustrated in Fig. 2-4 (c).

After our energy analysis assuming the only presence of the Heisenberg exchange interactions,

we extend our discussion to include the DMI. To specify the latter, which is a vector, we

need to know something about the symmetry. We set i = 0 to be the origin and j some
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Figure 2-4.: Spin configurations for a 2D square lattice and energy distribution
profiles for different magnetic interactions. (a) Ferromagnetic (FM)
alignment with J1 = 4J2 = 1. (b) Antiferromagnetic (AFM-1) arrangement
with J1 = −2J2 = 2. (c) Another antiferromagnetic (AFM-2) state with
J1 = −2J2 = −2.(d-f) The EJ as a function of reciprocal vectors q1, and q2
for the FM, AFM-1, and AFM-2; respectively. The dark red color is the mini-
mum and the dark blue is the maximum.

neighboring site, given by the coordinates (n1, n2). Assuming C4v symmetry, the DMI vectors

are:

D01 = D1 (0, 1, 0) , D02 = D1 (−1, 0, 0) , D03 = D1 (0,−1, 0) , D04 = D1 (1, 0, 0) ,

(2-24)

where D1 is the DMI interaction strength for the nearest neighbors: j = 1 is (1, 0); j = 2

is (0, 1); j = 3 is (−1, 0); j = 4 is (0,−1) as shown in Figure.2-5. The contribution of the

Dij’s to the energy of the magnetic state given in Eq. (2-19) is:

ED = 2D1 (x · n3) sin 2πq2 − 2D1 (y · n3) sin 2πq1 . (2-25)

Setting for simplicity J2 to zero and combining Eq. (2-20) with Eq. (2-25), we get

E = −2J1[cos 2πq1 + cos 2πq2] + 2D1 cosϕ sin 2πq2 − 2D1 sinϕ sin 2πq1 . (2-26)

Our goal is to check how the DMI leads to spiral states along either q1 or q2, such as the

ones shown in the results part of CrTe2. To do that, consider the angle ϕ = π/2, so the 2nd
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Figure 2-5.: Illustration of of an example of DMI vectors with C4v symmetry. The
central blue circle represents the origin (0), and the neighboring sites are labeled
as follows: right (1), up (2), left (3), and down (4). The red arrows indicate the
direction of the DMI vectors.

term in Eq. 2-26 will be zero and the minimization of the other terms with respect to q1 will

lead to:

tan 2πq1 =
D1

J1
. (2-27)

Now, by taking the limit of small DMI with respect to the Heisenberg exchange (D1

J1
≪ 1),

then tan 2πq1 ≈ 2πq1, which means:

2πq1 =
D1

J1
. (2-28)

This leads to a spiral state characterized with the q1 = − 1
2π

D1

J1
. Depending on the sign of

J1, the spiral is FM (J1 > 0) or AFM (J1 < 0).

However, to minimize the combined energy for any angle ϕ, we take the derivatives with
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respect to q1, q2, ϕ and find:

tan 2πq1 =
D1

J1
sinϕ , (2-29)

tan 2πq2 = −
D1

J1
cosϕ , (2-30)

tanϕ =
sin 2πq1
sin 2πq2

. (2-31)

Again, by taking the limit of small DMI with respect to the Heisenberg exchange (D1

J1
≪ 1),

then tan 2πq1 ≈ 2πq1, which means:

2πq1 =
D1

J1
sinϕ , (2-32)

2πq2 = −
D1

J1
cosϕ , (2-33)

ϕ =
q1
q2
, (2-34)

which simplifies Eq. 2-26 to:

E = −4J1 −
D2

1

J1
. (2-35)

In this case, the competition between the D1 and J1 leads to either FM or AFM cycloids that

are characterized by an optimal wave vector q∗ which can be derived from the given energy

expressions and wave vector relations. The total energy of the system is given by Eq. 2-35,

and the wave vector components are expressed as in Eqs. 2-32 and 2-33. Substituting these

components, we find that the magnitude of the wave vector is

|q∗| =
√
q21 + q22 =

1

2π

D1

J1
. (2-36)

Therefore, the optimal wave vector q∗ that minimizes the energy is:

q∗ =
1

2π

D1

J1
(sinϕ,− cosϕ) , (2-37)

with a magnitude of |q∗| = 1
2π

D1

J1
, indicating that the wave vector’s components and orienta-

tion depend on the ratio of the DM interaction to the exchange interaction which leads to a

FM- or AFM-cycloid state depending on the sign of J1 (see Fig. 2-6). Finally, for any value

of θ (conical spirals), we can write expand Eqs. (2-20) and (2-25) as:

EJ = −2J1
[
sin2 θ (cos 2πq1 + cos 2πq2) + cos2 θ

]
− 2J2

[
sin2 θ (cos 2π(q1 + q2) + cos 2π(q1 − q2)) + cos2 θ

]
(2-38)
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(𝐚)

(𝐛)

Figure 2-6.: Cycloid state including DMI. (a) FM-Cycloid state when J1 > 0. (b) AFM-
Cycloid state when J1 < 0.

and

ED = 2D1 (x · n3) sin
2 θ sin 2πq1 − 2D1 (y · n3) sin

2 θ sin 2πq1 . (2-39)

2.3.3. Spin models on a general Bravais lattice

In this section, we want to calculate the contributions from each type of magnetic interaction

to the total magnetic energy per site for any Bravais lattice, and to do this we rewrite Eq. 2-19

as:

Si = sin θ

(
eiq·Ri + e−iq·Ri

2
n1 +

eiq·Ri − e−iq·Ri

2i
n2

)
+ cos θ n3 . (2-40)

From the dot product Si · Sj pertaining to the Heisenberg exchange interaction, we find as

a contribution to the total magnetic energy per site (See Appendix Sec. A.1.1):
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Exchange energy

EJ = − sin2 θ[J(q)− J(0)]− J(0), (2-41)

𝐑 !
"

𝐑#$

Unit	cell	0

Unit	cell	n

where :

J(q) =
∑
nij

J0i,nje
−iq·(R0n+Rij) (2-42)

J(0) =
∑
j

J0j. (2-43)

with R0n is a vector connecting unit cells 0 and n, and Rij is a vector connecting atoms µ

and ν in the same unit cell.

From the cross product Si×Sj associated with the DMI the contribution to the total energy

is (See Appendix Sec. A.1.2):

DMI energy

ED = − sin2 θ
∑
nij

(n3 ·D0i,nj) sinq · (R0n +Rij) . (2-44)

The remaining contributions of our interest to the total energy are the Zeeman and magnetic

anisotropy contributions. Here the phase angle ϕ to the spins in Eq. 2-12 is needed. The

contribution to the energy from the magnetic field is:

Zeeman energy

EB = − sin θ (cosϕn1 + sinϕn2) ·B δq,0 − cos θ n3 ·B , (2-45)

while the magnetic anisotropy contribution reads (See Appendix Sec. A.1.3):



20 2 Theory of magnetism

Magnetic anisotropy energy

EA =−K (n1 · z)2 sin2 θ

(
1

2
+

1

2
δq,G

2
cos 2ϕ

)
−K sin2 θ (n2 · z)2

(
1

2
− 1

2
δq,G

2
cos 2ϕ

)

−K cos2 θ (n3 · z)2 − 2Kδq,0 sin θ cos θ cosϕ (n1 · z) (n3 · z)

− 2Kδq,0 sin θ cos θ sinϕ (n2 · z) (n3 · z)− 2Kδq,G
2
sin2 θ sin 2ϕ (n1 · z) (n2 · z) .

(2-46)

If we consider θ equal to zero, only the third term of the previous equation remains, simpli-

fying to −K (n3 · z)2. Consequently, this leads to the expression detailed in Eq. 2-10, where

α=z.

2.4. Topological magnetism: skyrmions and merons

Topological magnetism is an advanced field in condensed matter physics that involves the

study of magnetic systems where the spatial arrangements of the magnetic moments form sta-

ble configurations due to their topological characteristics. These configurations are referred

to as topological spin textures and exhibit stability that arises from topological invariants,

rather than from energetic considerations that govern conventional magnetic systems. In

this section, we discuss three distinct types of topological spin textures, namely skyrmions,

merons, and antimerons.

2.4.1. Skyrmions

Magnetic skyrmions are topological swirling spin configurations that exhibit unique quasi-

particle properties and possess a helical chiral structure. This structure is characterized by

gradual changes in the atomic spin direction from the outer edge to the center, demonstrating

a fixed chirality when the DMI is present. The optima chiral structure of a skyrmion is

primarily attributed to the interplay between the Heisenberg exchange interaction and the

DMI. Generally, there are two main types of magnetic skyrmions: Bloch-type [80] and Néel-

type [81] skyrmions, depending on how the swirling of the DMI vectors, which is imposed

by the nature of the material. The underlying spin-textures are illustrated in Fig. 2-7.

The DMI can be categorized into two types based on the source of inversion symmetry

breaking: Bulk DMI and Interfacial DMI. The Bulk DMI (See Fig. 2-7 (d)) occurs in

materials where the crystal structure itself lacks inversion symmetry, such as in the B20

phase of materials like MnSi [82] or FeGe [83], leading to a uniform DMI vector throughout

the crystal and typically resulting in Bloch-type skyrmions(See Fig. 2-7 (b)). In these

skyrmions, the spins rotate in the tangential planes, perpendicular to the radial directions

from the core to the periphery. On the other hand, Interfacial DMI (See Fig. 2-7 (c)) arises
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Néel skyrmions Bloch skyrmions

(𝐚) (𝐛)

Interfacial DMI Bulk DMI(𝐜) (𝐝)

Figure 2-7.: Two examples of skyrmionic textures due to different types of DMI.
(a,b) The spin-textures of Néel, and Block skyrmions; respectively, where the
black arrows represent the projection onto the surface of a unit sphere. (c,d)
Schematic representation of DMI vectors leading to two distinct skyrmions.
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in thin film systems or at interfaces between different materials where inversion symmetry is

explicitly broken, commonly observed in multilayer systems (eg. Co/Pt) [84,85] and 2D Van

der Waals heterostructures [27]. This interaction is strongest at the interface and decays

away from it, leading to the formation of Néel-type skyrmions (See Fig. 2-7 (a)), where the

spins rotate in the radial planes from the core to the periphery.

Compared with conventional ferromagnetic or antiferromagnetic states, magnetic skyrmions

exhibit non-trivial topological properties. These properties can be quantified by a topolog-

ical number, also known as a topological charge T . This topological charge is a quantized

value, indicating the number of times a texture wraps around the unit sphere. As shown in

Figure .2-7, the wrapping process of Néel and Bloch skyrmions is illustrated by the black

arrows. The arrows indicate the direction of the wrapping around the core of the skyrmion.

It is mathematically expressed by the integral [86]:

T =
1

4π

∫
d2r S ·

(
∂S

∂x
× ∂S

∂y

)
, (2-47)

where S denotes the unit vector in the direction of the local magnetization as defined in the

micromagnetic limit. This vector may be represented in spherical coordinates utilizing the

symmetry of skyrmionic textures as:

S(r) =

cosΦ(ϕ) sin θ(r)

sinΦ(ϕ) sin θ(r)

cos θ(r)

 , (2-48)

where the polar angle Φ(ϕ) of the magnetization depends on the polar angle ϕ of the position

vector r and θ(r) depends on the length r of the position vector r.

We can rewrite the equation of topological charge from Eq. 2-48 [20]:

T =
1

4π

∫ ∞

0

dr

∫ 2π

0

dϕ
dθ

dr
sin θ

(
dΦ

dϕ

)
= p · w (2-49)

where polarity p and vorticity w reference the magnetization. Polarity specifies the orienta-

tion of the magnetization at the core of the spin texture, indicating whether it points upward

or downward. On the other hand, vorticity characterizes the sense of rotation within the

in-plane magnetic texture. Therefore, polarity p can take values of ±1, representing either

an upward or downward core magnetization orientation. Vorticity w can have values of

0,±1,±2, and so on, indicating various degrees of in-plane magnetic rotation. For example,

both Néel-type, and Bloch skyrmions have a topological charge T equal -1, which is due to

p = +1 and w = -1.
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2.4.2. Merons and antimerons

(𝐛)

𝑤=+1

(𝐚)

Merons

 T =− 1/2

𝑤=−1

𝑝=+1 𝑝=−1
(𝐝)

𝑤=−1

(𝐜)

Antimerons
 

 T=1/2 

𝑤=+1

𝑝=+1 𝑝=−1

Figure 2-8.: Spin-textures of merons and antimerons with the projection onto the
surface of a unit sphere. Case of (a) a meron with polarity p = +1, and w
= -1; (b) a meron with polarity p = -1, and w = +1; (c) an antimeron with
polarity p = +1, and w = +1; (d) an antimeron with polarity p = -1, and w =
-1.
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Merons and antimerons are characterized by half-integer topological charges, with T = −1/2
for merons and T = +1/2 for antimerons. A meron represents a half skyrmion, where the

spin texture wraps only a semi-sphere, which is reflected in the figure by the arrows that

encompass just half of the hemisphere as shown in Fig. 2-8 (a,b). An antimeron covers

the complementary hemisphere of the sphere as shown in Fig. 2-8 (c,d). Similarly to the

skyrmion, the winding number and polarity are important to characterize the topology of

the meron/antimeron. The sign of the winding number w indicates whether one has a vortex

for a value of +1 or an antivortex for a value of -1.
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In the realm of computational materials science and solid-state physics, many theoretical

techniques exist to study and simulate the properties and behaviors of materials. Each

technique offers unique insights into specific length and time scales under exploration, pro-

viding rich details about the systems under study. One of the standout methods is the

Density Functional Theory (DFT) which solves the many-body problem by focusing on the

electronic density, instead of finding the wave functions. In DFT the total energy of a sys-

tem is minimized to find the underlying ground state. The approach follows in practice

a self-consistent iterative scheme and enables the simulation of the electronic structure of

realistic materials. This chapter delves deep into the fundamental principles of DFT, fo-

cusing on two DFT-based methodologies utilized in the thesis. The first approach is based

on plane waves [60] and pseudopotentials [61,62] as implemented in the Quantum Espresso

code [63–65]. The second approach employs the Korringa-Kohn-Rostoker (KKR) green func-

tion method [66,67], which is based on multiple scattering theory as implemented in JuKKR

code [68–71] and developed in our group at the Research Center of Jülich.

3.1. The many-body problem

For a solid system consisting of N electrons and n nuclei, the fundamental equation to be

solved to extract the eigenenergies and eigenstates is the time-independent many-electron

Schrödinger equation:

ĤΨ(r1, r2, . . . , rN ,R1,R2, . . . ,Rn) = EΨ(r1, r2, . . . , rN ,R1,R2, . . . ,Rn) , (3-1)

where:

• Ψ(r1, r2, . . . , rN) is the many-electron wavefunction representing the quantum state of

all N electrons, each defined by its position vector ri.

• Ψ(R1,R2, . . . ,Rn) is the wavefunction representing the quantum state of all n nuclei,

each defined by its position vector RA.

• E is the energy eigenvalue associated with the wavefunction Ψ.

The Hamiltonian operator Ĥ, which describes the total energy of the system, is given by:
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Hamiltonian operator

Ĥ =
N∑
i=1

ℏ2

2me

∇2
i︸ ︷︷ ︸

Kinetic energy of electrons (Te)

+
n∑

A=1

ℏ2

2MA

∇2
A︸ ︷︷ ︸

Kinetic energy of nuclei (Tn)

+
n∑

A<B

ZAZBe
2

4πϵ0|RA −RB|︸ ︷︷ ︸
Repulsion between nuclei (Vn−n)

+
N∑
i<j

e2

4πϵ0|ri − rj|︸ ︷︷ ︸
Electron-electron repulsion (Ve−e)

+
N∑
i=1

n∑
A=1

−ZAe
2

4πϵ0|ri −RA|︸ ︷︷ ︸
Attraction between electrons and nuclei (Ve−n)

.

(3-2)

Since electrons are much lighter than nuclei, they move faster. So, when we look at how

electrons move, it is easier to think of nuclei as not moving at all. This insight allows for a

modification in Eq. 3-2, where the nuclear interaction term can be replaced by a constant

En−n, while also neglecting the kinetic energy of the nuclei (Tn). This simplification is

referred to as the Born-Oppenheimer approximation (BO) [87]:

ĤBO = Te + Ve−n + Ve−e + En−n . (3-3)

By merging the third and fourth terms of this equation, we introduce Vext, leading to a more

concise Hamiltonian for electrons:

ĤBO = Te + Ve−e + Vext . (3-4)

Notably, even with the Born-Oppenheimer approximation, the electronic problem remains a

complex quantum many-body problem. The system’s wavefunction, Ψ(r1, r2, . . . , rN), hinges

upon the position coordinates of every electron due to their interactions, preventing a break-

down into individual particle contributions. This intricacy means an exact solution remains

elusive for multi-electrons realistic materials. The complexity of the problem grows expo-

nentially with the number of particles (N). For example, a Cr atom contains 24 electrons,

giving 3× 24 = 72 degrees of freedom. Solving the Hamiltonian on a real-space grid with 12

points in each dimension would require storing 1272 numbers—a very large number-. Con-

sidering that systems in solids contain thousands of atoms, storing such an amount of data

is impractical. We need a better way to study solids using quantum mechanics. This can be

achieved with Density Functional Theory (DFT), which will be explored in the next section.

3.2. Density functional theory: Overview

In 1964, Hohenberg and Kohn [88] pioneered the foundation for DFT. At its core, DFT aims

to tackle the complex many-body electronic problem by focusing on the single-particle prob-

ability density, which only relies on a single spatial variable. The single-particle probability
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density of the ground state, denoted as n0(r), for a collection of N interacting electrons

described by the Hamiltonian in Eq. 3-4 is given by:

n0(r) =

∫
|Ψ(r, r2, r3, . . . , rN)|2dr2dr3 . . . drN . (3-5)

It is evident that if Vext in Eq. 3-4 is known, the wave function can be determined, which

in turn determines n0(r). Likewise, and as stated in the first Hohenberg-Kohn theorem, the

ground-state electron density n0(r) uniquely determines the external potential Vext(r), up to

an additive constant. This theorem implies that for any given ground-state density n0(r),

there is a unique corresponding external potential Vext(r) (up to a constant). To prove

that, suppose there are two different external potentials, V
(1)
ext (r) and V

(2)
ext (r), that yield

the same ground-state density n0(r). Let Ψ
(1)
0 and Ψ

(2)
0 be the corresponding ground-state

wavefunctions. These wavefunctions should produce the same electron density:

n0(r) = ⟨Ψ(1)
0 |n̂(r)|Ψ

(1)
0 ⟩ = ⟨Ψ

(2)
0 |n̂(r)|Ψ

(2)
0 ⟩ . (3-6)

Since V
(1)
ext (r) ̸= V

(2)
ext (r), the Hamiltonians Ĥ1 and Ĥ2 differ by more than a constant. There-

fore, the wavefunctions Ψ
(1)
0 and Ψ

(2)
0 should correspond to different energy expectation

values. However, the variational principle states that the ground-state energy for a given

density is unique and minimal. If Ψ
(1)
0 and Ψ

(2)
0 produce the same density, they should have

the same ground-state energy, leading to a contradiction. Thus, n0(r) uniquely determines

Vext(r). This principle implies that any observation of the ground state of a system is ex-

clusively portrayed as a function of its ground-state electron density, leading to the term

density functional theory.

The energy of the entire many-body system can thus be expressed as a functional of the

electron density:

E = E[n] = Te[n] + Ve−e[n] + Vext[n] . (3-7)

Furthering their study, Hohenberg and Kohn showcased a second theorem asserting that

the total energy function E[n] finds its minimal value at the ground state density n0(r).

This insinuates that this density can be deduced using the variational method. While the

theorems put forward by Hohenberg-Kohn are instrumental, they do not offer a feasible plan

for minimizing Eq. 3-7 to achieve the ground state density. Kohn and Sham provided more

details on this topic, which are summarized briefly below [89].

3.2.1. Kohn-Sham Formulation

Kohn and Sham [89] offers a structured technique to minimize the total energy functional,

thereby establishing the foundation for contemporary DFT calculations. Their method re-

volves around representing the complex interactions within a many-body system by using a

simpler system of non-interacting entities. This is done under the stipulation that the latter

has the identical ground state density and hence, the same ground state energy as the sys-
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tem under analysis. The system of non-interacting particles is inherently straightforward to

tackle. The corresponding single-particle wavefunctions, ψi, formulate the electron density:

n(r) =
∑
i

|ψi(r)|2 , (3-8)

which is the fundamental component for establishing the Kohn-Sham energy functional:

Kohn-Sham energy functional

EKS[n] = Ts[n] +

∫
n(r)Vext(r)dr + EH [n] + Exc[n] , (3-9)

where :

• Ts[n] represents the kinetic energy of the non-interacting particles:

Ts[n] = −
ℏ2

2me

∑
i

⟨ψi|∇2|ψi⟩ . (3-10)

• The second term denotes the energy due to the electron’s interaction with the external

potential Vext.

• EH [n] signifies the classical Coulomb repulsion (Hartree) energy:

EH [n] =
e2

2

∫
n(r)n(r′)

|r− r′|
drdr′ . (3-11)

• Exc[n] encapsulates the exchange and correlation (xc) energy, factoring in all many-

body effects pivotal to mapping the non-interacting particles to the many-body system.

While all contributions to the Kohn-Sham energy functional in Eq. 3-9 are clearly elucidated

for every system, the latter term is conventionally approximated. Applying the variational

principle on Eq. 3-9, single-particle Kohn-Sham equations are derived:

ĤKSψi(r) = ϵiψi(r) , (3-12)

or [
ℏ2

2me

∇2 + Veff (r)

]
ψi(r) = ϵiψi(r) . (3-13)

Here, ϵi stands for the single-particle energies. The effective Kohn-Sham potential Veff (r)

stands for the functional derivative of the energy functional with respect to n(r) of EKS[n]
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excluding the kinetic energy term Ts[n]:

Veff (r) =
δ(EKS[n]− Ts[n])

δn(r)
= Vext(r) + VH(r) + Vxc(r) , (3-14)

where:

• VH(r) corresponds to the electrostatic Hartree potential:

VH(r) =
δEH [n]

δn(r)
. (3-15)

• Vexc(r) symbolizes the exchange-correlation potential:

Vexc(r) =
δEexc[n]

δn(r)
. (3-16)

3.2.2. DFT for spin-polarized systems

Through a decomposition of the charge density n(r) into its individual spin components,

DFT is broadened to encompass spin-polarized systems [90,91]:

n(r) = n↑(r) + n↓(r) (3-17)

In this representation, n↑(r) and n↓(r) symbolize respectively the density of majority and

minority spin electrons. Consequently, the magnetic density can be defined as:

m(r) = n↑(r)− n↓(r) . (3-18)

Disregarding spin-orbit coupling and assuming collinear magnetism, both majority and mi-

nority spin electrons adhere to two distinct Kohn-Sham equations, each to be solved for

each spin channel independently from the other. The spin-dependent effective Kohn-Sham

potential can be expressed as:

Vσeff(r) = Vext(r) +

∫
e2n(r′)

|r− r′|
dr′ +

δEexc[n↑(r), n↓(r)]

δnσ(r)
, (3-19)

where σ symbolizes the spin index, explicitly σ = (↑, ↓). Additionally, the Kohn-Sham

equations are expandable to incorporate relativistic modifications, spin-orbit coupling [92]

and non-collinear magnetism [93, 94], facilitated by the introduction of dual component

spinor wavefunctions. While Kohn and Sham provide a mapping procedure between the true

many-body system and the auxiliary one made of non-interacting particles, the exchange-

correlation energy functinoal remains unknown but can be approximated, as discussed in the

next section.
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3.2.3. Approximations to the exchange-correlation energy functional

Determining an accurate approximation for the exchange-correlation energy is pivotal in

DFT due to its computational cost and impact on system property predictions. This section

provides an overview of two popular methods:

• Local Spin Density Approximation (LSDA) [95]: This approximation was one

of the first approximations introduced and remains a widely used DFT functional. Its

extension, LSDA, factors in different spin channels. Using this approach, the exchange-

correlation energy is derived from a homogeneous electron gas:

ELSDA
exc [n↑, n↓] =

∫
n(r)ϵhomexc (n↑(r), n↓(r)) dr . (3-20)

Generally, LSDA performs well for metals and offers reasonable results for varied den-

sity systems due to systematic error cancellations [96–98]. However, LSDA often un-

derestimates semiconductor band gaps, sometimes erroneously predicting a metallic

ground state.

• Generalized Gradient Approximation (GGA) [99]: GGA builds on LSDA by

incorporating not just the local electron density but also its gradient. The energy

functional for the spin-polarized GGA is expressed as:

EGGA
exc [n↑, n↓] =

∫
n(r)ϵexc(n↑(r), n↓(r),∇n↑(r),∇n↓(r)) dr . (3-21)

Among the various GGA formulations, the Perdew, Burke, and Ernzerhof (PBE)

method stands out. GGA functionals usually outperform LSDA, enhancing total en-

ergies and structural energy differences.

As we discussed before, the DFT is a widely used computational approach for investigating

the electronic structure of many-body systems. The central challenge of DFT is to solve the

Kohn-Sham equations, which transform the complex many-body problem into a set of self-

consistent single-particle equations. In this thesis, two prominent methods for solving the

Kohn-Sham equations are used: the plane-wave pseudo-potential method Quantum Espresso

and the Korringa-Kohn-Rostoker (KKR) Green function method. To study the magnetic

properties of 2D materials, we primarily employed the KKR method, which is thus the

main method discussed in the subsequent sections. Quantum Espresso is mainly used for

geometrical relaxations and is briefly introduced in the next section.

3.3. Plane wave basis and pseudopotentials method

In DFT, one of the most common approaches to solving the Kohn-Sham equations involves

using plane waves as a basis set. The rationale for this choice lies in the periodicity of plane
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waves, which makes them naturally suitable for studying periodic systems, such as crystalline

materials. A plane wave, represented as eiG·r, where G is a reciprocal lattice vector and r

is a position vector in real space, can be thought of as a wave oscillating uniformly in all

directions. By combining multiple such waves, one can approximate more complex functions,

especially over periodic domains. The Bloch theorem postulates that the wave functions of

electrons in a periodic potential can be written as a product of a plane wave and a function

with the same periodicity as the crystal. Given this, the Kohn-Sham orbitals, which describe

the behavior of electrons in a system, can be expanded in terms of plane waves [60]:

ψi,k(r) =
∑

|G|<Gmax

cik,Ge
i(k+G)·r , (3-22)

where ψi,k(r) is the KS wave function for band index i and wavevector k, cik,G are the

expansion coefficients, G represents the reciprocal lattice vectors, and the sum is restricted

by a cutoff Gmax, which limits the plane waves included in the representation and defines an

energy cutoff, often denoted Ecut. The latter determines the maximum kinetic energy of the

plane waves included in the basis set. Mathematically, this restriction can be expressed as:

ℏ2

2me

|G+ k|2 ≤ Ecut . (3-23)

In atomic systems, the core electrons remain largely static during chemical reactions. Thus,

pseudopotentials emerge as a practical approach to sidestep the direct consideration of these

core electrons [61, 62]. By replacing them with an effective potential, pseudopotentials en-

capsulate the interaction between valence electrons and atomic nuclei. The focus on valence

electrons instead of considering all electrons at once reduces the computational overhead.

Within the plane wave framework, pseudopotentials are particularly beneficial as they permit

the application of a plane wave energy cutoff by omitting high kinetic energy states of core

electrons. There are various families of pseudopotentials, characterized by the position of the

core cut-off radius, the mathematical structure, the shape, and the conditions imposed on the

pseudo-wavefunction. Norm-conserving pseudopotentials (NCPPs) require that the pseudo-

wavefunction preserves the norm of the original full-potential wavefunction. However, this

norm-preservation condition can be computationally expensive for many systems, such as

transition metals, as it requires a large number of plane waves to expand the wave function.

To mitigate this computational cost, Projector-Augmented Waves (PAW) [100] relax this

condition, reducing the number of G-vectors needed to describe the pseudo-wavefunction’s

variation in the core region.

3.3.1. Structural Optimization

Structural optimization relies heavily on calculating forces and stresses. The forces on atoms

are obtained as derivatives of the total energy with respect to atomic positions. According

to the Hellmann-Feynman theorem [101], these forces are given by the expectation value of
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the derivative of the external potential:

Fµ = − ∂E

∂Rµ

= −
∑
i

fi⟨ψi

∣∣∣∣∂Vext∂Rµ

∣∣∣∣ψi⟩ = −
∫
n(r)

∂Vext
∂Rµ

dr , (3-24)

where Fµ is the force on atom µ, E is the total energy, Rµ is the position of atom µ, ψi are

the electronic wavefunctions, and n(r) is the electron density. In periodic systems, there are

two types of displacements to consider:

• Atomic Displacements: These are the movements of atoms within the unit cell and

are determined by the forces.

• Elastic Displacements: These change the shape of the unit cell and are determined

by the stresses. The stress tensor σαβ is given by:

σαβ = − 1

Ω

∂E

∂ϵαβ
, (3-25)

where Ω is the volume of the unit cell and ϵαβ is the strain tensor.

A common approach is to use quasi-Newton methods, such as the Broyden-Fletcher-Goldfarb-

Shanno (BFGS) algorithm.

3.3.2. Quantum ESPRESSO code

We utilize the Quantum ESPRESSO (QE) code for relaxing our structures using the BFGS

algorithm [63–65]. QE is a suite of computer programs for electronic structure calculations

and materials modeling at the nanoscale. It is based on DFT, plane waves as the basis set,

which is essential for solid-state electronic structure calculations because of their inherent

periodic nature, and pseudopotentials [61,62] from PSLibrary [102] to replace the core elec-

trons, simplifying calculations for valence electrons. For our 2D vdW materials, we used the

non-local vdW-DF to correct the standard exchange-correlation (exc) functionals [103]. The

vdW-DF functional is expressed as:

Exc = EGGA,x + ELDA,c + Enl,c , (3-26)

where Enl,c is the non-local correlation energy term calculated as:

Enl,c =
1

2

∫
d3r

∫
d3r′ n(r)κ(r, r′)n(r′) . (3-27)

κ(r, r′) is the kernel analogous to the Coulomb interaction, and n(r) is the electron density.

This inclusion provides a more accurate description of dispersion interactions by integrating

corrections directly within the DFT formalism. This approach addresses the critical need
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for incorporating dispersion interactions in DFT, especially for accurately predicting the

properties of materials involving weakly interacting systems.

In this thesis, we conduct our calculations using this code in several steps. First, define

the system structure by specifying the arrangement, positions, and types of atoms in the 2D

vdWmaterials. Then, perform PAW self-consistent calculations using the Quantum Espresso

pw.x code with the PAW option to conduct self-consistent DFT calculations, allowing the

relaxation of the atoms, and the unit cell to converge the system as explained in the previous

subsection. Finally, extract the relaxed positions of the magnetic atoms to use in KKR DFT

calculations. KKR will be discussed in the next section.

3.4. Korringa-Kohn-Rostoker (KKR) Green function

method

As we discussed before, the Korringa-Kohn-Rostoker (KKR) Green function method [66,67]

is another method used to solve the Kohn-Sham equation in unique approach. It leans on the

principles of multiple scattering theory, visualizing the electron wave’s journey within a solid

as a series of single scattering events occurring at distinct atoms. The initial step involves

calculating the singular scattering event caused by the wave encountering the potential

of individual atoms, represented by the single site scattering ”t-matrix”. Subsequent steps

consider the multiple scatterings based on the specific atomic arrangement in the crystal. The

resulting equations show a beautiful separation between potential and structural properties,

which are typical for the KKR method. This method is based on a Green function approach

which is the starting point of the following discussion. For additional details, we recommend

consulting the references [69,104–107].

3.4.1. General properties of the Green function

Consider a system characterized by the time-independent Hamiltonian H with a complete

set of eigenfunctions {|ψn⟩} and corresponding eigenvalues En, such that

H|ψn⟩ = En|ψn⟩ . (3-28)

The Green function G(z) is defined as the operator that satisfies the equation

(zI−H)G(z) = I , (3-29)

where z is a complex number with a finite imaginary part and I is the identity operator. Using
the eigenvalues and eigenfunctions, the Green function can be represented in its spectral

form, known as the Lehmann representation,

G(z) =
∑
n

|ψn⟩⟨ψn|
z − En

. (3-30)
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3.4.1.1. Dyson equation

Some of the most useful properties of Green functions become evident when examining a

perturbed system. Consider a HamiltonianH for a system of interest, which can be expressed

as

H = H0 + V, (3-31)

where H0 represents an unperturbed, solvable physical problem and V denotes the pertur-

bation introducing the difference to the complete system.

The Green functions for the full Hamiltonian and the reference Hamiltonian are then given

by

G(z) = (zI−H)−1, G0(z) = (zI−H0)
−1. (3-32)

One can relate the two Green functions via the well-known Dyson equation:

G(z) = G0(z) +G0(z)V G(z) = G0(z)(I− V G(z))−1 . (3-33)

By iteratively inserting this expression into itself, we obtain

G(z) = G0(z) +G0(z)V G(z)

= G0(z) +G0(z)V G0(z) +G0(z)V G0(z)V G(z)

= G0(z) +G0(z)V G0(z) +G0(z)V G0(z)V G0(z) + · · · (3-34)

Such a series allows us to express the desired Green function G exclusively in terms of the

two operators G0 and V . If the potential V is a small perturbation, the series in Eq. 3-34

converges. By applying Eq. 3-34 up to a certain order in V , one can achieve the desired

accuracy for G without computing the matrix inversion in Eq. 3-33. Eq. 3-34 can be rewritten

as

G(z) = G0(z) +G0(z)T (z)G0(z), (3-35)

where T (z) is the transition matrix or T-matrix. It can be verified that

T (z) = V + V G0(z)V + V G0(z)V G0(z)V + · · · (3-36)

or

T (z) = V + V G0(z)T (z). (3-37)

Thus, finding the full Green function G(z) is reduced to finding the T-matrix T (z).
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3.4.1.2. Lippmann-Schwinger equation

The aforementioned Hamiltonian operators H and H0 solve the equations

(zI−H0)|ψ0⟩ = 0 , (3-38)

(zI−H)|ψ⟩ = (zI−H0)|ψ⟩ − V |ψ⟩ , (3-39)

with their respective wave functions |ψ⟩ and |ψ0⟩. Using the ansatz

|ψ⟩ = |ψ0⟩+ δ|ψ⟩, (3-40)

leads to

0 = (zI−H0)(|ψ⟩ − |ψ0⟩) = (zI−H0)δ|ψ⟩ − V |ψ⟩ . (3-41)

Multiplying by G0(z) = (zI−H0)
−1 yields the Lippmann-Schwinger equation:

|ψ⟩ = |ψ0⟩+G0(z)V |ψ⟩ , (3-42)

which illustrates the connection between the wave function of the perturbed system and that

of the unperturbed one. By iteratively inserting the wave function expression into itself, we

obtain the series

|ψ⟩ = |ψ0⟩+G0V |ψ0⟩+G0V G0V |ψ0⟩+ · · · . (3-43)

This is the Born series. Using the T-matrix, one finds

|ψ⟩ = |ψ0⟩+G0(z)T (z)|ψ0⟩, (3-44)

which allows the association

δ|ψ⟩ = G(z)V |ψ⟩ = G0(z)T (z)|ψ0⟩. (3-45)

3.4.1.3. Physical observables through the Green function

For a system of fermionic particles, the statistical average of a physical observable A is given

by

⟨A⟩ =
∑
n

f(En)⟨n|A|n⟩, (3-46)

where A is the corresponding Hermitian operator and the Fermi-Dirac distribution f(E) is

f(E) =
1

eβ(E−µ) + 1
, (3-47)
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with β = 1/kBT , kB the Boltzmann constant, T the system’s temperature, and µ the

chemical potential. By forming the expression

f(z)Tr[AG(z)] =
∑
n

f(z)⟨n|A|n⟩
z − En

, (3-48)

where Tr[AG(z)] denotes the trace of an operator, and applying Cauchy’s theorem, one

obtains

⟨A⟩ = − 1

π
lim
η→0

∫
dE f(E)Im

[
AG−(E)

]
. (3-49)

The density of states can be obtained by taking the trace of the Green function:

n(E) = ∓ 1

π
ImTrG±(E) , (3-50)

where G± stands for the advanced/retarded Green function.

3.4.2. Voronoi construction in the full potential method

Before addressing how the Green functions are obtained in the KKR formalism, we discuss

space decomposition when simulating materials. In KKR, the space is decomposed into

atomic cells centered at the nuclei. They are found by a Voronoi construction, which assigns

each point of space to a given atomic cell. The aim of this space decomposition is to separate

the calculation of the Green function of the crystal into two parts. First, one considers a

set of local problems defined within each single atomic cell (see section. 3.4.4), which can be

solved independently. Second, one connects the solutions of all atomic problems to obtain

the full Green function of the crystal (see section. 3.4.5).

Within KKR, there are two distinct methods for handling the geometry. First, the Atomic

Sphere Approximation (ASA), assumes each cell as a sphere with a spherically symmetric

potential, thus overlooking any region between cells. Second, the full potential method does

not simplify the potential’s shape and accurately portrays the gaps between atoms. Due to

the cell construction, the spatial coordinates of the KKR Green function are centered around

the corresponding sites i and j at Ri and Rj, respectively as illustrated in Fig. 3-1.

G(x,x′, E) = G(r+Ri, r
′ +Rj;E) = Gij(r, r

′, E) . (3-51)

Using this separation, the Green function can be split into an on-site contribution and a

structural contribution accounting for the multiple scattering,

KKR Green function

Gij(r, r
′, E) = Gsingle

ij (r, r′, E)δij +Gstructure
ij (r, r′, E) . (3-52)

With the Voronoi construction, the potential of a site i is solely defined within the volume
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Origin

𝐱′

𝐫′

𝐑𝒋
𝐱

𝐫

𝐑𝒊

R#$

R%&

R'$

Voronoi cell

Figure 3-1.: Illustration of the Voronoi construction for a hexagonal unit cell. The
Voronoi cell of site i is centered at Ri defining a local frame x = r + Ri.
Each cell has an associated muffin tin radius RMT, which is defined by the
largest sphere fitting completely inside the Wigner-Seitz cell, a Wigner-Seitz
radius RWS, which defines a sphere having the same volume as the Wigner-
Seitz cell, and the radius of the bounding sphere RBS, which is the smallest
sphere enclosing the full Wigner-Seitz cell. .

νi of the respective cell:

Vi(r) =

{
Vi(r), if r ∈ νi
0, else

. (3-53)

This leads to the definition of the so-called shape function Θi(r):

Θi(r) =

{
1, if r ∈ νi
0, else

. (3-54)

The potential of each site i is considered in the local frames and expanded in real spherical

harmonics:

Vi(r)Θi(r) =
∑
L

VL(r)YL(r̂), (3-55)

where L = l,m is the combined angular index, r = |r| is the absolute distance, and r̂ = r
r
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represents the unit direction. In this notation, VL(r) is intertwined with the shape function,

VL(r) =
∑
L′L′′

CLL′L′′V 0
L (r)ΘL′′(r), (3-56)

with the Gaunt coefficient CLL′L′′ given by

CLL′L′′ =

∫
dr̂YL(r̂)YL′(r̂)YL′′(r̂), (3-57)

where V 0
L (r) is the expansion of the potential in spherical harmonics without considering

any spatial constraints and ΘL(r) denotes the expansion coefficient of the shape function.

In full potential, the radial argument r is defined up to the radius of the bounding sphere,

which is the smallest sphere enclosing the full Wigner-Seitz cell as illustrated in Fig. 3-1. In

the following, the Green function formalism is utilized to solve the Schrödinger equation for

the single site scattering starting from the free electron gas.

3.4.3. Free electron gas

As an introduction to the scattering problem, we address the scattering at a single spherical

atomic site embedded in free space. Here, the system of free space serves as a reference

system for which the Green function satisfies the equation:

[∇2 + E]g(r, r′;E) = δ(r− r′) . (3-58)

Its momentum representation is:

[−k2 + E]g(k;E) = 1 , (3-59)

which readily gives the solution:

g(r, r′;E) =

∫
d3k

(2π)3
eik.(r−r′)

E − k2
. (3-60)

If we integrate the right-hand side of this equation, we get the Green function of a free-

electron system:

g(r, r′) = g(r− r′) = − e
i
√
E(r−r′)

4π|r− r′|
. (3-61)

Partial wave expansion of the free space Green function is obtained from the similar expan-

sion of the plane waves:

ψk(r) = e−k.r = 4π
∑
L

iljl(kr)YL(r̂)YL(k̂) , (3-62)

which leads to:
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Free electron Green function

g(r, r′;E) =
∑
L

YL(r̂)gl(r, r
′;E)YL(r̂

′) , (3-63)

where

gl(r, r
′;E) = −i

√
E
∑
l

jl(r<;E)hl(r>;E), (3-64)

and hl = jl + nl are spherical Hankel functions, nl are spherical Neumann functions, and r<
and r> are the smaller and bigger of the radii r and r′ respectively.

3.4.4. Single site scattering

In this section, we consider the presence of a potential V that scatters the electronic waves.

The Schrödinger equation is solved in order to obtain the electronic wave function ψk. An

ansatz for the latter can be inspired from Eq. 3-62:

Ψk(r) =
∑
L

4πilYL(k̂)RL(r;E). (3-65)

Here, RL(r;E) represents the regular solution of the Schrödinger equation in the presence

of the potential, otherwise, it would be simply the Bessel function. In a spherical harmonics

basis, it is expressed as

RL(r;E) =
∑
L′

1

r
RL′L(r;E)YL′(r̂). (3-66)

It generally relies on the angular index L, representing the partial wave component of the

initial free-electron plane wave, and another index L′ that describes the spatial shape adopted

by the partial wave during scattering by a non-spherical potential. By substituting Eqs. 3-

62, and 3-65 in the Lippmann-Schwinger equation that provides a recursive solution for the

wave function of the full system, H = H0 + V , using the Green function of the unperturbed

system G0(r; r
′;E),

ψ(r;E) = ψ0(r;E) +

∫
dr′G0(r; r

′;E)V (r′)ψ(r′;E).

leads to:

RL′L(r;E) = rjl(
√
Er)δLL′ +

∫
dr′gl(r, r

′;E)
∑
L′′

VLL′′(r′)RL′L′′(r′;E). (3-67)

For the matrix elements of the non-spherical potential with two spherical harmonics, we have

V (r) =
∑
LL′

YL(r̂)VLL′(r)YL′(r̂) , (3-68)
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where

VLL′(r) =
∑
L′′

CLL′L′′VL′′(r).

Moreover, besides the regular solution, we need a few other basis functions to construct the

single Green function. The first such function is the irregular solution based on the Hankel

functions, labeled as SL′L(r;E). Given that the Schrödinger equation is a set of interlinked

second-order linear differential equations, right and left solutions are possible if the potential

is not diagonal in spin space. While, we previously discussed the right solutions, here we list

the left solutions, known as R∗
L′L and S∗

L′L for the regular and irregular solutions respectively:

SL′L(r;E) = rhl(
√
Er)βL′L +

∫
dr′gL(r, r

′;E)
∑
L′′

VLL′′(r′)SL′L′′(r′;E), (3-69)

R∗
L′L(r;E) = rjl(

√
Er)δLL′ +

∫
dr′

∑
L′′

R∗
L′L′′(r′;E)VL′′L(r

′)gl(r
′, r;E), (3-70)

S∗
L′L(r;E) = β∗

L′Lrhl(
√
Er) +

∫
dr′

∑
L′′

S∗
L′L′′(r′;E)VL′′L(r

′)gl(r
′, r;E), (3-71)

with

βL′L = δLL′ −
√
E

∫
dr′rjl(

√
Er′)

∑
L′′

VLL′′(r′)SL′L′′(r′;E), (3-72)

β∗
L′L = δLL′ −

√
E

∫
dr′

∑
L′′

S∗
L′L′′(r′;E)VL′′L(r

′)rjl(
√
Er′). (3-73)

Lastly, using the right and left solutions, the on-site Green function can be derived as,

Single site Green function

Gsingle
LL′ (r; r’;E) = −i

√
E
∑
L′′

{
RL′′L(r;E)S

∗
L′′L′(r′;E) if r′ > r

SL′′L(r;E)R
∗
L′′L′(r′;E) if r > r′

. (3-74)

3.4.5. Multiple scattering theory

Besides the single site term, the structural component is the second pivotal element of the

KKR Green function. This component not only accounts for all the multiple scattering

processes but also incorporates the geometric specifics. Revisiting the concept of the free

electron gas, we can elaborate the Green function between two distinct sites i and j as:

g(r+Ri; r
′ +Rj;E) =

∑
LL′

YL(r̂)jl(
√
Er)gijLL′(E)jl′(

√
Er′)YL′(r̂′) . (3-75)
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The coefficient gijLL′(E) finds its derivation from the transformation theorem of Hankel func-

tions:

gijLL′(E) = −(1− δij)4πi
√
E
∑
L′′

il−l′+l′′CL′′LL′hl′′(
√
E|Ri −Rj|)YL′′

(Ri −Rj)

|Ri −Rj|
. (3-76)

Considering the case of a material with finite potentials, the entire Green function reads

Gij(r; r′;E) = Gsingle
i (r; r′;E)δij +

∑
LL′

Ri
L(r;E)G

ij
LL′(E)R

∗j
L′(r

′;E) . (3-77)

Thanks to the multiple scattering approach, the Dyson equation Eq. 3-34 is not solved for

the full Green function but just for its structural component:

Structural Green function

Gij
LL′(E) = gijLL′(E) +

∑
m

gimLL′′(E)tmL′′L′′′(E)G
mj
L′′′L′(E), (3-78)

where:

tmLL′(E) =

∫
drrjl(

√
Er)V m(r)Rm

L′(r;E), (3-79)

which depicts the scattering aligned with site k’s potential. However, the structural Green

functions of free electrons tend to decay slowly with distance, thereby increasing the size of

the matrices required to solve Eq. 3-78. To address this, a new reference system with repulsive

potentials is introduced, which facilitates the exponential decay of the Green function. This

approach allows for quicker and smaller matrix inversions [108,109].

3.4.6. Finite-temperature complex contour integration

In the Green function KKR method, to minimize computational costs, we perform energy

integrations as in Eq. 3-48 by dividing the integration interval into two parts:∫ EF

−∞
dE =

∑
core states

+

∫ EF

EB

dE. (3-80)

Here, EB is an energy level chosen to be higher than the energies of the core states but

lower than those of the valence states. Additionally, we exploit the analytical continuity

properties of the Green function by performing the integration via a contour in the complex

plane, rather than restricting it to the real axis. This approach enhances the accuracy of the

calculation, as the Green function tends to be smoother away from the real axis, and thus

requires a moderate number of energy points to perform the integration.
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3.4.7. Relativistic corrections

The classical Hamiltonian, as referenced in Eq. 3-2, omits relativistic effects. Contrary to the

non-relativistic Schrödinger equation, the Dirac equation is employed to incorporate these ef-

fects. The significant distinction between these two equations is the four-dimensional nature

of the wavefunction in the Dirac equation, which encompasses a minor and major compo-

nent besides the two spin components. Through the application of perturbation theory to

the non-relativistic limit at the first order, the Dirac equation leads to a modified Hamilto-

nian. This adjusted Hamiltonian can be utilized for treating relativistic effects within the

conventional Schrödinger framework, as illustrated in standard textbooks (e.g., Ref. [110])

or Ref . [111]. Four novel terms emerge from this perturbation: a relativistic adjustment

to the kinetic energy and the Darwin term—often grouped under the scalar relativistic ap-

proximation, an interaction with a temporal magnetic field (irrelevant for static scenarios),

and the spin-orbit coupling (SOC). Notably, the SOC can be obtained from an expansion of

the Dirac equation and retaining terms up to v2

c2
, where v is the magnitude of the electron

velocity and c is the speed of light:

HSOI = −
α2

2
σ · (eE(r)× p). (3-81)

α ∼ 1
137

is the fine structure constant. Classically, the SOI can be viewed as an interaction

between the electron spin and the magnetic field emerging in its rest frame as a result of its

motion in an electric field E(r) = −1
e
∇V (r). For spherically symmetric potentials, Eq. 3-81

can be simplified even further to show explicitly the orbital momentum L coupled to the

spin:

HSOI =
α2

2
σ ·

(
1

r

dVi(r)

dr
r× p

)
, (3-82)

=
α2

2r

dVi(r)

dr
σ · (r× p), (3-83)

= λ(r)L · σ , (3-84)

where the prefactor λ(r) = α2

2r
dVi(r)
dr

. For more details on how this term is implemented in

kkr method see Ref. [69].

3.4.8. KKR self-consistent cycle

The flowchart in Figure. 3-2 outlines the steps involved in the KKR self-consistent cycle.

The process begins with setting up Voronoi cells and selecting an initial potential. The

single-site problem is then solved using Eq. 3-67 and Eq. 3-79, followed by establishing the

reference system through Eq. 3-76. The Dyson equation (Eq. 3-78) is solved to obtain the

Green function, which is then used to calculate the charge density. A new potential is

determined by solving Poisson’s equation and including the exchange-correlation potential.
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The cycle checks for convergence by comparing the new and old potentials. If convergence

is not achieved, the cycle iterates from solving the single-site problem.

Setup Voronoi cells

Select intial potential
𝑉!"

Single site scattring for each cell 
to get 𝑅#!#	

Solve Dyson equation

Self-consistent?

Output

No

Yes

𝑡#!#	and 
Eqs. 3-67 and 3-79

Establish reference system
Eq. 3-76

Eq. 3-78

Calculate charge density  

Determine new potential
(Poisson’s equation)

Figure 3-2.: Flowchart outlines the steps involved in the KKR self-consistent cy-
cle.

3.4.9. KKR for extraction of the magnetic interactions

In this section, we introduce a method to derive parameters for the extended Heisenberg

model from ab-initio calculations. These parameters reflect the variations in DFT total

energy caused by rotating the magnetic moments and can be represented using a spin-

dependent perturbative potential in a linear response framework. The KKR Green function

approach is particularly suitable for this purpose because it provides direct access to the

Green function. We will demonstrate how on-site perturbations quantified by a change δt
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in the t-matrix alter the single particle energy. The foundational concept was originally

proposed by Lichtenstein et al. [112], who developed a Green function-based formula to

directly compute the Heisenberg exchange coupling constant. This was further expanded

by Udvardi et al. [113] and Ebert et al. [114], to account for spin-orbit induced interactions

such as the DMI.

The method is based on Andersen’s magnetic force theorem [115, 116], which approximates

the change in total energy upon rotation of the magnetic moments and simplifies it into the

alteration of the one-particle energies:

δE =

∫ EF

−∞
(E − EF )δn(E)dE = −

∫ EF

−∞
δN (E)dE, (3-85)

where N (E) is the number of electronic states (integrated density of states) with energy less

than or equal to E, and n(E) = dN
dE

is the density of states. δn(E) and δN (E) represent

the changes due to the rotation of magnetic moments from the reference collinear magnetic

state.

Next, Lloyd’s formula [117] is used to relate the single-particle energy Es variation upon the

rotation of magnetic moments to the system’s T -matrix:

Es = −
1

π

∫ EF

−∞
ImTr lnT (E)dE, (3-86)

where the inverse of T is given by

(δT−1)ijασ,βσ′ = (δt−1)iασσ′δij −Gασβσ′

ij , (3-87)

highlighting the connection to the Green function G and single-site t-matrix.

For an infinitesimal rotation of two magnetic moments at sites i and j, the change in energy

with respect to an infinitesimal change in the t-matrix is expressed as:

δEij = −
1

π

∫
ImTr [δtiGijδtjGji] dE, i ̸= j, (3-88)

where

δti = (δtxi , δt
y
i , δt

z
i ) · δSi . (3-89)

Here, tαi (E) is the derivative of ti(E) with respect to Sα
i (tαi (E) =

∂ti(E)
∂Sα

i
) and α = (x, y, z).

Inserting Eq. 3-88 into Eq. 3-89 results in:

δEij = −(δSx
i , δS

y
i , δS

z
i )

J xx
ij J xy

ij J xz
ij

J yx
ij J yy

ij J yz
ij

J zx
ij J zy

ij J zz
ij

δSx
j

δSy
j

δSz
j

 , (3-90)



3.4 Korringa-Kohn-Rostoker (KKR) Green function method 45

where Si is the column unit vector, and the 3 × 3 matrix Jij is defined as:

(Jij)
αβ =

1

π

∫
ImTr

[
δtαi Gijδt

β
jGji

]
dE . (3-91)

A useful way to represent the Hamiltonian in Eq. 2-12 is through its matrix representation:

H = −1

2

∑
ij

St
iJijSj −

∑
i

B · Si , (3-92)

where the sums run over all atoms in the crystal. Note that the coupling matrix J is divided

into an isotropic, an anti-symmetric, and a traceless symmetric part:

Jij = JijI+ J A
ij + J S

ij , (3-93)

where Jij is a scalar determined by 1
3
Tr(Jij) and I the identity matrix and the traceless

symmetric part reads

J S
ij =

1

2
(Jij + J T

ij )− JijI , (3-94)

while the anti-symmetric part is given by

J A
ij =

1

2
(Jij − J T

ij ) . (3-95)

The anti-symmetric part is related to the Dzyaloshinskii-Moriya vector D

D =

Dx

Dy

Dz

 , (3-96)

with

J A
ij =

 0 Dz −Dy

−Dz 0 Dx

Dy −Dx 0

 . (3-97)

As discussed before, the method of infinitesimal rotations is used to explore how the system’s

total energy responds to directional changes in the magnetic moments. The components of

the J tensor that are effectively evaluated or ”accessible” through these rotations are those

that correlate with changes in direction orthogonal to the original alignment of the magnetic

moments. For example, if the magnetic moment points along x (m ∥ x), then we can only

access the yz-subblock

J =

? ? ?

? J yy
ij J yz

ij

? J zy
ij J zz

ij

 , (3-98)



46 3 Methods: Density Functional Theory

and if the magnetic moment is along y (m ∥ y), then we can only access the xz-subblock

J =

J xx
ij ? J xz

ij

? ? ?

J zx
ij ? J zz

ij

 . (3-99)

Finally, if the magnetic moment in along z (m ∥ z), then we can only access the xy-subblock

J =

J xx
ij J xy

ij ?

J yx
ij J yy

ij ?

? ? ?

 . (3-100)

As a final aspect, we address how the magnetic anisotropy energy is extracted from our

ab-initio simulations. We provided in Sec. 2.1.3 an introduction to the magnetic anisotropy.

Here, we give a general formulation of the magnetic anisotropy in second-order [105]:

HAnisotropy = STKS with K =

Kxx Kxy Kxz

Kxy Kyy Kyz

Kxz Kyz Kzz

 , (3-101)

where K is a symmetric traceless matrix that has five independent parameters (due to the

traceless property). To determine the tensor elements that define the Magnetic Anisotropy

Energy (MAE), one must calculate the energy for various orientations of magnetization and

analyze the energy differences. For example, the energy difference when the magnetization

is aligned along the x and z axes is expressed as:

Ex − Ez = Kzz −Kxx, (3-102)

Similarly, aligning the magnetization along the x and y axes yields:

Ex − Ey = Kyy −Kxx. (3-103)

If the anisotropy is isotropic in the xy-plane, the MAE matrix simplifies to a diagonal form

with a single parameter, Kzz. The type of anisotropy—termed easy-axis if Kzz > 0 and

easy-plane if Kzz < 0—depends on the sign of Kzz as highlighted in Sec. 2.1.3. Thus, the

MAE can be represented as:

EA = Kzz cos
2 θ, (3-104)

where it is evident that Kxx and Kyy need not be specified.

3.4.10. JuKKR code

The multiple scattering approach described so far is implemented in the JuKKR [68,69,71,

118, 119] code developed in Jülich, which we utilized in the current thesis. The software is
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capable of incorporating the spin-orbit interaction both within the atomic sphere approxima-

tion and the full potential method. The software accurately resolves the Lippmann-Schwinger

equation by executing an inversion using Chebyshev polynomials [69]. For solving the single

site problem, the code distributes tasks across energies and atoms (Eq. 3-74), which leads to

a natural task parallelization. Moreover, it parallelly addresses the multiple scattering prob-

lem across energies and k-points (Eq. 3-77). This code uses several parallelization strategies

including MPI, OpenMP, and hybrid schemes.



4.Atomistic spin model and machine

learning concepts

As discussed in the previous chapter, DFT is a widely used quantum mechanical method

for investigating the electronic and magnetic structures of many-body systems. It provides

a robust framework for calculating the ground state properties of materials with reasonable

accuracy. However, when dealing with large spin systems, such as those involving around a

thousand of atoms, the computational cost of DFT becomes very high, making it challenging

to determine the ground state properties. Given these limitations, it becomes essential to

explore alternative methods for relaxing spin systems that can offer a more computationally

feasible approach. One such alternative is the use of atomistic spin relaxation based on the

Landau-Lifshitz-Gilbert (LLG) equations. In the previous chapter, we introduced a method

to map from DFT the magnetic interactions of an extended Heisenberg model. This provides

the key link for a multi-scale modeling approach, where magnetic parameters are obtained

from ab-initio and injected into a Heisenberg model to solve the LLG equations. In this

thesis, we used this method for different aspects related to the magnetism of two-dimensional

vdW materials like spin relaxations to assess energy minima, visualization of the metastable

states (skyrmions, merons), and study of the thermal stability of these topological states.

Another fundamental concept related to the magnetism of two-dimensional vdW materials

is the spin excitations or magnons. Magnons are crucial in any writing process of magnetic

bits and are building blocks of magnonics aiming at coming up with concepts for the storage

and transport of information based on the dynamics of spin moments. These spin excitations

are typically derived by measuring the dynamical structure factor, S(q, ω), through inelastic

neutron or x-ray scattering techniques. These spectra are then analyzed by comparing the

experimental outcomes with theoretical models such as linear spin wave theory in order to

fit and identify the underlying magnetic interactions. The whole experimental and fitting

procedures are complex and costly. In this context, we used machine learning techniques

to approximate the real magnon spectrum and extract the magnetic interactions from noisy

experimental spectra enabling significantly lower computational and experimental resources.

Ultimately we compare the extracted parameters to those obtained from the KKR-Green

function method. In this chapter, we first explore the theoretical foundations of the atomistic

spin model. Next, we discuss the basics of the linear spin wave theory used to calculate the

magnon spectrum. Finally, we cover the fundamentals of machine learning based on the

Kalman Filter enhanced Adversarial Bayesian Optimization (KFABO) algorithm [120,121].
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4.1. Atomistic spin model

After deriving the magnetic interactions of the system from first principles and integrating

them into the extended Heisenberg Hamiltonian (Eq. 2-12), the next step is to investigate

the magnetic states that can be stabilized by these interactions. To achieve this, we employ

a spin relaxation method based on the Landau-Lifshitz-Gilbert (LLG) equation of motion.

This section introduces the LLG equation and the Geodesic Nudged Elastic Band (GNEB)

method. Specifically, we use the LLG equation to explore metastable magnetic states in

materials, while the GNEB method is employed to examine transition mechanisms and the

properties of the thermal ensemble of our magnetic states.

4.1.1. Landau-Lifshitz-Gilbert equation

Originally the atomistic spin model proposed by Landau and Lifshitz in 1935 [122] and

subsequently refined by Gilbert in 1955 [123], the equation introduces a precession term

and a damping term [124] that stems from the quantum mechanical precession of spins and

their alignment with an externally applied magnetic field. The atomistic LLG equation is

expressed as:

Landau-Lifshitz-Gilbert Equation

dSi

dt
= − γ

(1 + α2)mi

Si ×Beff
i −

γα

(1 + α2)mi

Si × (Si ×Beff
i ), (4-1)

where α represents the Gilbert damping constant, which controls the dissipation of angular

momentum and energy from the magnetic subsystem, γ is the gyromagnetic ratio, and Beff
i

is the effective field related to the energy gradient:

Beff
i = −∂H

∂Si

. (4-2)

The first term in Eq. 4-1, known as the precessional term, accounts for the moment’s preces-

sion, which is directed perpendicular to both the direction of the moment and the effective

field. This term causes the moment to process on a circular path, indicating that an effective

field perpendicular to the spins sets them into precession. The second term, parameterized

by α, is referred to as the damping term. It produces a vector that damps the precession of

Si, ultimately causing it to realign with the effective magnetic field.

Atomistic spin Dynamics (ASD) methods consist of a starting point from the initial spin

configuration, e.g., a random configuration, then use an energy minimization algorithm to

evolve the spin in time at for example zero temperature until an equilibrium configuration is

reached. Once identified, this equilibrium spin configuration is scrutinized. The underlying

properties can then be explored by identifying responses to external stimuli, such as the

presence of an external magnetic field or the reaction to spin-polarized currents.
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4.1.2. Geodesic Nudged Elastic Band (GNEB)

The Geodesic Nudged Elastic Band (GNEB) method [72, 125, 126] is an extension of the

traditional nudged elastic band approach, commonly utilized to determine the minimum

energy pathway (MEP) between two or more magnetic states (typically local energy minima

or metastable states). This is useful to quantify energy barriers between energy minima. In

this method, the initial and final states of the system are connected by a path represented

through a series of discrete system replicas, known as ”images.” These images provide a

discretized representation of the path, which is initially interpolated between the initial and

final states and subsequently refined to an MEP through an iterative optimization algorithm

as shown in Fig. 4-1. The arrangement of the images, or the discretization points, is governed

by a spring force that operates solely along the path and exclusively between neighboring

images [127]. The total force on the ith image, Fi, can be expressed as:

Force equation

Fi = F⊥
i,eff + k(τi+1 − 2τi + τi−1) , (4-3)

where:

• F⊥
i,eff is the component of the effective force on the ith image that is perpendicular to

the path.

• k is the spring constant.

• τi is the tangent to the path at the ith image.

4.1.3. Spirit code

The Spirit code [72] is a computational tool designed to study and simulate spin dynamics

based on the atomistic description of magnetic moments and their interactions. This software

evolves a spin system, using for example the LLG equation, over time and drives it towards

a minimum of the energy landscape, with various well-established numerical solvers. In our

energy minimization simulations, we used the limited-memory Broyden-Fletcher-Goldfarb-

Shanno (LBFGS) method, known for significantly accelerating convergence. Moreover, in

this code, the aforementioned GNEB framework is utilized for calculating the energy barrier

of the metastable state [125,126].

4.2. Linear Spin Wave Theory

As we discussed in the previous section and Chapter 2, the magnetic ground state can be

a collinear state such as FM, AFM, or a noncollinear state like a spiral structure. We also

discussed that these spin configurations minimize the energy for systems with competing
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Figure 4-1.: Minimum energy path of topological defect collapse. The initial state
is the topological state (skyrmion or meron), and the final state is the FM or
AFM collinear state. At the saddle point, one can identify the energy barrier
∆E.

interactions, such as the Heisenberg exchange interactions and DMI. However, when we

consider small deviations from this magnetic ground state, we introduce spin excitations or

magnons. These spin excitations correspond to slight tilts or oscillations of the spins from

their equilibrium positions in the ground state structure. Collective spin excitations in two-

dimensional (2D) materials are a significant area of research in condensed matter physics,

primarily due to their potential applications in quantum computing, spintronics, magnonics,

and other advanced technologies. These excitations, commonly known as magnons or spin

waves, consist of quantized spin oscillations that travel through a material [128, 129]. One

theoretical framework that analyzes these spin excitations is the Linear Spin Wave Theory

(LSWT) where the main concept of this theory starts with the Heisenberg Hamiltonian

(Eq. 2-12) which describes the ground state. Then, the deviations are quantized using a

transformation such as the Holstein-Primakoff transformation as will be discussed in the

next section.

4.2.1. Holstein-Primakoff Transformation

The Holstein-Primakoff transformation [130] simplifies the treatment of spin deviations as

quantized harmonic oscillators, which expresses spin operators in terms of bosonic creation
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and annihilation operators. These operators satisfy the following equations:

a|n⟩ =
√
n|n− 1⟩, (4-4)

a+|n⟩ =
√
n+ 1|n+ 1⟩, (4-5)

where a+ and a follow the bosonic commutation relations:

[a+i , a
+
i ] = [ai, ai] = 0, (4-6)

[ai, a
+
j ] = δij. (4-7)

Here, we can treat the occupation number ni as the spin-deviation operator given by the

equation:

n̂i = Si − Sz
i = a+i ai. (4-8)

The local spin deviation n increases when lowering the spin projection. Note that the

eigenvalues of ni are bounded: 0 ≤ ni ≤ 2S. Thus, the action of S− can be written as:

S−|n⟩ =
√
(2S − n)(1 + n)|n+ 1⟩ (4-9)

=
√
2S

√
1− n

2S

√
1 + n|n+ 1⟩. (4-10)

The last equation reminds us of how the harmonic-oscillator creation operator acts:

a†|n⟩ =
√
n+ 1|n+ 1⟩, (4-11)

where n is the number of energy quanta in the state |n⟩. Thus, we can relate the circu-

lar components of the spin operator to the harmonic-oscillator creation and annihilation

operators:

S−
i =
√
2Sa†i f̂i, S+

i =
√
2Sf̂iai, Sz

i = S − n̂i, (4-12)

where n̂i = a†iai. This is the so-called Holstein-Primakoff transformation. f̂i is a nonlinear

operator defined by:

f̂i =

√
1− n̂i

2S
, (4-13)

which is only well-defined if ni ≤ 2S implying that Eq. 4-12 is not truly compatible with the

harmonic oscillator that has a bounded spectrum of n̂i. Nevertheless, we expect that at low

temperatures very few spin deviations occur, such that the statistical average of n̂ is small

and
n̂

2S
≪ 1. (4-14)

In this case, we can assume f = 1, which linearizes Eq. 4-12.
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4.2.2. Bogoliubov Transformation

To diagonalize the Hamiltonian, we first transform the bosonic operators into momentum

space using a Fourier transformation:

ai =
1√
N

∑
q

aqe
−iq·ri ,

a+i =
1√
N

∑
q

a+q e
iq·ri .

(4-15)

Here, q is the wavevector, and N is the number of lattice sites. However, the Hamiltonian

in momentum space will generally contain terms like a†qaq, a−qaq, a
†
qa

†
−q, and aqaq. Then

we use the Bogoliubov transformation [131]:

aq = uqαq + vqα
†
−q,

a†q = uqα
†
q + vqα−q,

(4-16)

where αq and α†
q are new bosonic operators, and the coefficients uq and vq are chosen

to satisfy the commutation relations and to diagonalize the Hamiltonian. This yields the

diagonal form:

H = E0 +
∑
q

ωq(α
†
qαq +

1

2
), (4-17)

The spin wave spectrum ωq provides crucial insights into the magnetic properties of the

material. It determines the energy and momentum of the collective excitations (magnons)

in the system. The shape of the dispersion relation ωq depends on the nature of the exchange

interactions and the geometry of the lattice [132].

4.2.3. SpinW code

SpinW is a comprehensive computational package designed for studying spin waves in mag-

netic materials, it provides an extensive set of tools for modeling and simulating spin wave

spectra [133]. The package is implemented in MATLAB, making it accessible to a wide range

of users familiar with this platform. SpinW supports various magnetic structures, includ-

ing ferromagnets, antiferromagnets, and complex magnetic lattices, making it versatile for

numerous research applications. The software offers features for defining magnetic Hamil-

tonians, performing linear spin wave theory calculations, and visualizing results, including

dispersion relations and magnon interactions.

4.3. Machine learning techniques

In the previous section, we mentioned that the magnon spectra can be extracted experimen-

tally with Inelastic Neutron Scattering (INS) [134,135]. The experimental procedure, which
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also involves heavy data processing and analysis, is complex, tedious, time-consuming, and

expensive. In this thesis, we introduce a machine learning algorithm that integrates active

learning sampling with Linear spin wave theory leading to Kalman Filter enhanced Adversar-

ial Bayesian optimization algorithm for approximating the real magnon spectrum using the

minimum number of sampling points. In this section, we explain the fundamental concepts

of our algorithm starting from the Bayesian Optimization (BO) scheme.

4.3.1. Bayesian optimization

Bayesian Optimization (BO) [136] is a highly effective method for optimizing complex, high-

dimensional, and costly-to-evaluate functions. It uses probabilistic models to make smart

decisions about where to sample next, significantly reducing the number of function eval-

uations needed compared to traditional methods. Central to this approach are surrogate

models and acquisition functions, which work together to efficiently guide the optimization

process.

4.3.1.1. Surrogate models

At the core of Bayesian optimization are surrogate models [137, 138], which approximate

the true objective function that is often expensive or time-consuming to evaluate directly.

These models predict the function’s output and provide an estimate of uncertainty for these

predictions, incorporating both predictions and associated uncertainties. This dual capabil-

ity allows the model to balance exploration (sampling in areas with high uncertainty) and

exploitation (sampling in areas expected to have the best values). Gaussian Processes (GPs)

are the most widely used surrogate models due to their flexibility and ability to provide a

full probabilistic description of the function. The main equation of a Gaussian Process for

the predictive distribution of the function values f∗ at new points x∗ given observations x

and y is:

f∗ | x,y,x∗ ∼ N (µ∗,Σ∗), (4-18)

where the mean µ∗ and covariance Σ∗ are given by [139]:

µ∗ = KT
∗ (K+ σ2

nI)
−1y, (4-19)

Σ∗ = K∗∗ −KT
∗ (K+ σ2

nI)
−1K∗. (4-20)

Here:

• K is the covariance matrix of the training points,

• K∗ is the covariance matrix between the training points and new points,

• K∗∗ is the covariance matrix of the new points,

• σ2
n is the noise variance.
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4.3.1.2. Acquisition function

Another crucial part of Bayesian optimization is the acquisition function [140, 141], which

guides the optimization process by determining the next point to sample based on the sur-

rogate model’s predictions. Common acquisition functions include:

• Expected improvement: This acquisition function aims to measure the expected

improvement over the current best observation. It is defined as [142]:

αEI(x) = E[max(0, f(x)− f(x+))] , (4-21)

where f(x+) is the current best observation. This can be further broken down into:

αEI(x) = (µ(x)− f(x+))Φ(Z) + σ(x)ϕ(Z), (4-22)

with

Z =
µ(x)− f(x+)

σ(x)
, (4-23)

where:

– µ(x) is the mean prediction at point x,

– σ(x) is the standard deviation at point x,

– Φ(Z) is the cumulative distribution function of the standard normal distribution,

– ϕ(Z) is the probability density function of the standard normal distribution.

• Probability of improvement: This acquisition function focuses on the probability

that a given point x will improve upon the current best observation. It is defined as:

αPI(x) = Φ

(
µ(x)− f(x+)

σ(x)

)
, (4-24)

where:

– µ(x) is the mean prediction at point x,

– σ(x) is the standard deviation at point x,

– Φ is the cumulative distribution function of the standard normal distribution.

• Upper Confidence Bound: This acquisition function uses a balance between the

mean prediction and the uncertainty (exploration term). It is defined as:

αUCB(x) = µ(x) + κσ(x) , (4-25)

where κ is a parameter that controls the trade-off between exploration and exploitation.

A higher κ encourages more exploration, while a lower κ focuses on exploitation.
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The choice of a surrogate model impacts the efficiency and accuracy of the optimization

process, influencing how well the model approximates the true function and how it guides

the selection of new points to sample. By iteratively updating the surrogate model with

new data and optimizing the acquisition function, Bayesian Optimization efficiently finds

the global optimum of the target function with a minimal number of evaluations.

4.3.2. Trust region Bayesian optimization

Although Bayesian optimization is highly effective for optimizing expensive functions, it has

some notable drawbacks. One major limitation is its performance in high-dimensional spaces,

where the surrogate model’s predictions can become less accurate, leading to inefficient

exploration and exploitation. Additionally, BO can struggle with highly non-stationary

functions, where the function’s characteristics change significantly across different regions of

the input space. These challenges can result in slower convergence and suboptimal solutions.

To address these issues, Trust Region Bayesian Optimization (TuRBO) has been devel-

oped [143–145]. TuRBO enhances the robustness and efficiency of BO by using a local

probabilistic approach. It constrains the search space to local regions, known as trust re-

gions, and adaptively manages these regions based on the optimization progress. The core

idea of TuRBO is to maintain a collection of local models, each operating within its own

trust region. The optimization process is guided by a multi-armed bandit strategy, which

allocates samples to different local models based on their performance. Specifically, the trust

region for each local model i is adjusted using:

∆i = min

(
∆i,

Ii

Îi

)
, (4-26)

where ∆i is the trust region size, Ii is the observed improvement, and Îi is the predicted

improvement. TuRBO uses Thompson Sampling to select the next point to sample within

the trust regions. The strategy for updating the trust regions involves:

• Expanding the trust region if the improvement ratio is above a threshold:

∆i ← γincrease∆i if
Ii

Îi
> τincrease. (4-27)

• Shrinking the trust region if the improvement ratio is below a threshold:

∆i ← γdecrease∆i if
Ii

Îi
< τdecrease. (4-28)

This approach ensures more accurate surrogate model predictions and more reliable acquisi-

tion function optimization, ultimately leading to faster and more effective convergence to the

global optimum. By focusing the optimization process within these trust regions, TuRBO
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improves both the exploration and exploitation phases of BO, making it more effective in

high-dimensional and non-stationary settings.

4.3.3. Adversarial Bayesian optimization with Kalman filter (KFABO)

In this section, we combine active learning sampling, and adaptive noise reduction to form

the Kalman Filter enhanced Adversarial Bayesian Optimization Algorithm (KFABO). This

algorithm integrates two coupled Bayesian Optimization (BO) algorithms with a Kalman

filter. The first BO algorithm, termed fitting BO (fBO), employs trust region Bayesian opti-

mization on our linear response model to search for optimal parameters, aiming to minimize

the difference between theoretically predicted and real LSW function values of the measured

sample points. The second algorithm, termed sampling BO (sBO), is a standard BO that

selects sampling points with maximum information gain relative to the current state, specif-

ically, those points that can better characterize the real LSW function given the current

samples and the fitted LSW function. To enhance model fitting performance and mitigate

errors due to experimental noise, a Kalman filter is incorporated. This filter infers the noise

distribution across the sampling space based on the current state, which contains only partial

and potentially unreliable information and reduces sample noise based on this distribution

for the subsequent fBO fitting iteration. The mathematical form of KFABO is expressed as:

maxsBO (minfBO, (fLSW(x)− y′)) (4-29)

where fLSW(x) denotes the theoretically predicted spin wave intensity of all the measured

points x obtained using the LSW function SpinW, and y′ is the LSW intensity filtered from

the real LSW intensity y of measured points x, where y is obtained either from theoretical

simulations (with hidden parameters) or real experimental measurements. The fBO will

predict the possible spin wave intensity µLSW and the relative uncertainties σLSW using

Turbo and it can be expressed as:

µLSW,σLSW = Turbo(fLSW(x)− y′) . (4-30)

The sBO will select the next sampling points that are most likely to contain the most

important information about the ground-truth spin waves, based on the current predictions

from the fBO and the existing sampling conditions. The mathematical expression of sBO is:

xs = Peak(µLSW(x) + KIAL ∗ µAL)) , (4-31)

where KIAL = σLSW(σAL+σLSW)−1 is the Kalman improvement for AL process, µAL,σAL =

GAL(x, y
′−µLSW) are the mean and variance of the residual between y′ and µLSW predicted

by Gaussian GAL. The Peak function is a screening method that filters out the peaks with

the highest intensity within a specified cutoff range and sorts the peaks by considering the

sample densities within its range. The top 32 points are then selected as the final sample
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Figure 4-2.: The KFABO workflow.The fBO is used to search for optimal parameters
of the physical model aiming to minimize the difference between theoretically
predicted and measured sample points. The sBO is a standard BO that se-
lects sampling points to better characterize the ground truth given the current
samples and the fitted physical model. The Kalman filter infers the noise distri-
bution across the sampling space based on the current state and reduces sample
noise based on this distribution for the subsequent fBO fitting iteration.

points xs. The training set y′ = [yKF , ys] consists of the filtered intensity yKF related to

the sample points x from the previous iteration and the newly measured intensity ys of the

newly selected samples xs. The filtered yKF is defined as:

yKF = µLSW(x) + KIε ∗ res(x),
KIε = (σLSW(σε + σLSW)−1,

res(x) = µε(x) + rtrust ∗ (y − µε(x)),

(4-32)

where KIε and res(x) are the Kalman improvement of the noise reduction process and residual

used for the Kalman filtering process. Both variables are estimated using µε,σε = Gε(x, y−
µLSW), which are the predicted mean and variance of residual between the measurement y

and LSW model prediction µLSW. The rtrust = 1 − cos(µε(xs), ys − µLSW(x)) is a ratio to

evaluate the trustfulness of the Gaussian Gε. The KFABO workflow is shown in Fig. 4-2.
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free-standing 2D CrTe2 layer

In the realm of two-dimensional (2D) materials research, the identification and detailed ex-

amination of new monolayers with distinctive geometric and magnetic properties remain a

huge area of study in modern condensed matter science. CrTe2, particularly in its free-

standing monolayer form, presents a compelling case within this context. In this chapter,

based on a multiscale modelling approach that combines first-principles calculations and

a Heisenberg model supplied with ab-initio parameters, we report a strong magnetoelas-

tic coupling in a free-standing monolayer of CrTe2. We demonstrate that different crystal

structures of a single CrTe2 layer give rise to non-collinear magnetism through magnetic frus-

tration and the emergence of the Dzyaloshinskii-Moriya interaction. Also, utilizing atomistic

spin relaxations, we perform a detailed investigation of the complex magnetic properties per-

taining to this 2D material impacted by the presence of various types of charge density waves.

The results discussed in this chapter have been published in Ref. [146].

5.1. Computational details

5.1.1. First-principles calculations

Our simulations utilize first-principles calculations within the framework of density func-

tional theory (DFT). Detailed descriptions of the concepts and methodologies can be found

in Chapter 3. Initially, atomic relaxations as a function of various collinear magnetic states

of CrTe2 were obtained using the Quantum Espresso computational package [63–65] with

projector augmented plane wave (PAW) pseudopotentials [61, 62] (see Sec.3.3 for more de-

tails). In our calculations, the generalized gradient approximation (GGA) of Perdew-Burke-

Ernzerhof (PBE) [102] was used as the exchange and correlation functional. The plane-wave

energy cut-off is 80Ry, and the convergence criterion for the total energy is set to 0.1 µeV.
We included a vacuum region of 20 Å in the direction normal to the plane of the monolayer

to minimize the interaction between the periodic images. The residual forces on the relaxed

atomic positions were smaller than 0.01 eV Å
−1
, and the strain on the unit cell was smaller

than 0.5 kbar. The self-consistent calculations were performed with a k-mesh of 24× 24× 1

points for the unit cell of 1T-phase. The Brillouin zone summations used a Gaussian smear-

ing of 0.01Ry.

Once the geometries of the various collinear magnetic states were established, we explored

in detail magnetic properties and interactions with the all-electron full-potential relativistic
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Korringa-Kohn-Rostoker Green function (KKR-GF) method as implemented in the JuKKR

computational package [68–71] (see Sec. 3.4 for more details). The angular momentum

expansion of the Green function was truncated at ℓmax = 3 with a k-mesh of 48×48×1 points.
The energy integrations were performed including a Fermi-Dirac smearing of 502.78K. The

Heisenberg exchange interactions and Dzyaloshinskii–Moriya (DM) vectors were extracted

using the infinitesimal rotation method, as elaborated in Sec. 3.4.9, with a finer k-mesh of

200×200×1. We explored the impact of correcting for strong electronic correlations utilizing

the Hubbard parameter U in our DFT calculations. The details of this particular study can

be found in Appendix Sec. B.1.

5.1.2. Magnetic interactions and atomistic spin relaxations

Utilizing the mapping scheme described in Sec.3.4.9 we extract the magnetic interactions

that are fed into the the classical Heisenberg Hamiltonian introduced Eq. 2-12 in Sec. 2.2.

For convenience, we present once more the considered Hamiltonian:

H = −
∑
i

B · Si −
∑
i

Ki (S
α
i )

2 −
∑
i,j

Jij Si · Sj −
∑
i,j

Dij · (Si × Sj) . (5-1)

The magnetic properties pertaining to CrTe2 were evaluated by analyzing the Fourier-

transformed magnetic interactions, which in reciprocal space gives access to the magnetic

ground state and the related dispersion of potential spin spirals (see Eq. 2-42). Further-

more, atomistic spin relaxation simulations using the Landau-Lifshitz-equation (LLG) as

implemented in the Spirit code [125,126] (see detailed description in Sec. 4.1) are performed

to validate the predictions and to explore whether more complex magnetic states can arise.

In particular, we used the simulated annealing method: we started from a random spin state

at 1000K which we let equilibrate, then cool the system in steps by reducing the tempera-

ture to half of its previous value and equilibrating again, until we reach a temperature below

10K.

5.2. Geometric and magnetic properties

Fig. 5-1 (a-c) shows the three crystal structures (1T, 1T′, and CDW) found for the ferromag-

netic state of a CrTe2 monolayer, which differ in the shortest bond arrangements between

the Cr atoms. For the 1T phase, the primitive unit cell is a 120◦ rhombus, while the 1T′

phase can be regarded as a distorted structure from the 1T phase, arising from a Peierls-like

instability; this is a primary mechanism for the formation of the 1T′ phase in transition

metal dichalcogenides (TMDs) such as MoS2 [147] and WTe2 [148]. The primitive cell of 1T′

is a rectangular unit cell, corresponding to a 1 ×
√
3 supercell of the 1T phase. Compared

to the latter one, two adjacent rows of Cr atoms in the vertical direction move toward each

other. Similarly, the CDW structure can be regarded as an alternative distortion of the 1T

phase, which was identified and traced to a phonon instability in Ref. [43]. The primitive



5.3 Magnetic interactions 61

cell of CDW is a 30◦ rotated
√
3×
√
3 hexagonal cell with respect to the 1T phase.

The bonds connecting a Cr atom to its neighbors are useful to distinguish between the

unveiled structures, and so we define three distances, d1, d2 and d3 (see Fig. 5-1), which

are equal in the 1T phase, two of them are equal in the CDW case (d1 = d2 ̸= d3), and

all different for the 1T′ phase. The shortest bonds can be used to visually distinguish the

structures, and so are shown in blue in Fig. 5-1. The Cr magnetic moments are about 2.6

µB and are listed along with the bond lengths in Table. 5-1.

When imposing an initial AFM state to either 1T or 1T′ structures, the geometry changes

substantially and we end up with a new phase that we coin 1T′′, shown in Fig. 5-1 (d-f),

where d1 ̸= d2 = d3. We also considered more complex AFM arrangements by expanding

the 1T′′ unit cell to build up the AABB structure where two rows of Cr magnetic moments

align parallel (AA) followed by two rows which align anti-parallel to the first two rows

(BB), or a zig-zag structure where the parallel magnetic moments are arranged in a zig-zag

pattern which is followed by another zig-zag of anti-parallel magnetic moments. The AFM

magnetic moments as listed in Table. 5-1 tend to be smaller than the FM ones. Overall,

our findings highlight the strong magneto-elastic coupling characterizing the free-standing

CrTe2 monolayer. Imposing different magnetic states leads to large forces and stresses on

the unit cell, from which emerge new crystal structures by energy minimization.

Table 5-1.: Lattice parameters, bond lengths, and spin moments of the different CrTe2 mono-
layer structures hosting various FM and AFM phases.

Phase Lattice parameters (Å) m (µB)

a b d1 d2 d3

1T 3.71 6.42 3.71 3.71 3.71 2.67

1T′ 3.71 6.38 3.71 3.47 3.79 2.61

CDW 6.42 6.42 3.73 3.47 3.47 2.64

AABB 3.71 12.27 3.71 3.79 3.39 2.59

1T′′ 3.73 6.07 3.73 3.47 3.47 2.58

Zig-zag 7.20 6.24 3.60 3.51 3.69 2.56

5.3. Magnetic interactions

We now turn to the analysis of the magnetic properties using the all-electron KKR-GF

method. The calculated magnetic interactions are long-ranged and display an oscillatory

behavior as a function of distance, as expected on metals, which can lead to energetic com-

petition between different magnetic states and to the stabilization of magnetic spirals (See
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Figure 5-1.: Crystal structures of CrTe2 monolayer for different asssumed mag-
netic states. (a-c) Crystal structures of FM phases: 1T, 1T′, and CDW. 1T′

corresponds to a 1×
√
3 and CDW to a

√
3×
√
3 supercell of 1T, respectively.

(d-f) Crystal structures of AFM phases: 1T′′, AABB, and zig-zag. Cr and Te
atoms are in blue and gold colors, respectively. The computational unit cells
for the different structures are shown by the black rectangles or rhombi, while
the primitive cell for the 1T structure is indicated by the orange rhombus.The
different orientations of the magnetic moments are represented by red and black
arrows. Blue lines indicate the shortest bonds between the Cr atoms, providing
an easy way to visually differentiate the crystal structures.

Sec. 2.1.1). Numerically, we found that the identified ground state is robust once inter-

actions up to a distance of 6 times the nearest-neighbor distance are incorporated in the
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simulations. Taking the 1T-phase as an example, if we include only the interactions up to

the fourth nearest-neighbor distance we find that the ground state is the non-collinear Néel-

AFM state, while taking more interactions into account transforms the ground state into

a spin spiral state. The set of Heisenberg exchange and DM interactions up to the fourth

nearest neighbors and the magnetic anisotropy are collected in Table 5-2.

The magnetic anisotropy ranging from 1.2meV to 1.4meV favors an in-plane orientation of

the magnetic moments in agreement with both experimental [40] and theoretical [43] works

conducted on the 1T-phase. In all structures, the magnetic anisotropy is uniaxial, except for

the 1T phase which has in-plane magnetic anisotropy, and the zig-zag phase which also has

a small additional in-plane anisotropy around 0.3meV. One can see that except for the 1T′

and CDW phases, all structures have an AFM first nearest neighbors interaction (J1 < 0)

followed by an oscillatory behavior.

Table 5-2.: The Heisenberg exchange coupling (J), the magnitude of the Dzyaloshinskii-
Moriya vector (|D|), and magnetic anisotropy energy (K) for the different struc-
tures and magnetic phases of the CrTe2 monolayer. For the DM interaction, —
means that the interaction is zero due to inversion symmetry. The correspon-
dence to the bonds in each structure is given in Fig. 5-3.

Phase K (meV) J (meV) |D| (meV)

J1 J2 J3 J4 |D1| |D2| |D3| |D4|

1T 1.4 -5.4 4.0 2.0 -0.9 — — — —

1T′ 1.3 0.6 -2.8 4.4 2.9 — 0.7 0.0 0.2

CDW 1.3 5.7 2.7 -0.4 0.7 1.5 0.2 0.2 0.3

AABB 1.2 -13.6 -4.9 -2.4 5.1 — 0.1 — 0.5

1T′′ 1.2 -13.0 -0.6 1.2 1.7 — — — —

Zig-zag 1.2 -13.4 -14.9 -7.6 2.1 — 0.2 — 0.3

In Fig. 5-2 we plot the eigenvalues of the Fourier-transformed Heisenberg exchange interac-

tions as a function of reciprocal momentum vector q = 2π/λ using Eq. 2-19, which serve as

proxies for the energy of the magnetic state with the same periodicity. We see that the 1T

phase is characterized by energy minima located near the K-point in the first Brillouin zone,

which indicates that the ground state is a spiral state (See also Sec. 2.3.2) that can form

along the M-K or K-Γ directions with a wavelength λ ≈ 3d1, where d1 is the nearest-neighbor

distance. Note that the K-point corresponds to the Néel state. The characteristics of this

spin-spiraling state will be discussed in detail in the next chapter. The 1T′ is ferromagnetic

(energy minimum at Γ) while all the AFM structures (1T′′, AABB, and zig-zag) host spiral

states as ground states (with wavelengths of approximately 8d1, 5d1, and 8d1, respectively).
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Figure 5-2.: Energetics of magnetic states for the different crystal structures of a
CrTe2 monolayer based on the computed exchange interactions. (a-f)
Eigenvalues of the Fourier-transformed exchange interactions as a function of q.
(g) The hexagonal first Brillouin zone (left) for the 1T and CDW structures, and
the rectangular Brillouin zone (right) for the 1T′,1T′′, AABB, zig-zag structures.

We now turn to the discussion of the DMI, which is induced by the combination of the spin-

orbit interaction and lack of inversion symmetry (see Sec. 2.1.4 for a detailed introduction.).

From our structures, those that lack inversion symmetry are the 1T′, CDW, AABB, and zig-

zag, with the magnitude of the DM vector for different pairs listed in Table 5-2. As explained

in Sec. 2.1.4, the basic properties of the DM vectors follow from the Moriya symmetry

rules [21]. As shown in Fig. 5-3, the 1T′ structure has an inversion symmetry point between

the pairs 0-1, and 0-3, so that the corresponding DM vector vanishes. This does not apply

to the other two pairs, so |D2| and |D4| are finite. Following another of Moriya’s symmetry
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rules, since the mirror planes (m) are perpendicular to the middle of the bonds between

0-2 pairs, their respective DM vectors lie within the mirror planes. However, the same

mirror planes pass through the bonds between 0-4 pairs, so the DMI vector for these pairs is

perpendicular to the corresponding mirror plane. Regarding the CDW structure, the DMI is

finite for all nearest neighbors. According to the previously mentioned Moriya’s symmetry

rules, the DMI vector for the first nearest neighbors lies in the mirror plane perpendicular

to the middle of the 0-1 bond. The DMI emerging in the AABB structure follows the same

rules as in 1T′ with higher values for |D2| and |D4|. In the zig-zag structure, the mirror

planes are parallel to the middle of the bonds between 0-2 pairs, their respective DM vectors

perpendicular to the mirror planes. However, the same mirror planes are perpendicular to

the bonds between 0-4 pairs, so the DMI vector for these pairs passes through the mirror

planes.

5.4. Atomistic spin relaxation and magnetic ground states

In the previous section, we predicted a spiral state in all structures of the monolayer except

1T′ which has a collinear FM state as the ground state. This spiralization of the unveiled

magnetic states is governed by the frustration of the Heisenberg exchange interactions. Next

we perform atomistic spin relaxation to explicitly visualize the predicted magnetic states and

to explore the effect of the two other interactions, the DMI and the magnetic anisotropy.

The results of these simulations are depicted in Fig. 5-4, which reveals that the ground

states are qualitatively similar to what was anticipated based on the Heisenberg exchange

interactions alone, with the same periodicity as found in the previous section. The impact

of the DMI and magnetic anisotropy energy is as follows. As the magnetic anisotropy is of

easy-plane type, so its inclusion in the simulations favors the spins to rotate in the plane

of the monolayer. For the structures in which it is allowed, the DMI favors a specific sense

of rotation of the magnetic moments in a plane perpendicular to the DM vectors. As this

plane is typically different from the one favored by magnetic anisotropy, the two interactions

compete against each other. For the 1T′ structure, the DMI would stabilize a long-period

spin spiral state with wavelength λ ≈ 100d1; however this is energetically unfavorable when

the magnetic anisotropy is accounted for, and so the ferromagnetic state remains the ground

state, with an in-plane orientation of the spin moments. The competition between the

DMI and the magnetic anisotropy is exemplified for the case of the AABB structure. This

causes the spins to tilt away from the xy-plane favored by the anisotropy, while leaving the

periodicity of the spiral state derived from the isotropic exchange interactions essentially

unchanged.

Finally, we compare the total energies of each structure to that of the 1T phase (see Ta-

ble. 5-3). We consider two contributions: the total energy differences for collinear reference

magnetic states, as calculated with the KKR-GF method (Sec. 3.4), and the additional

energy lowering from each reference magnetic state to the lowest energy state found by



66 5 Magnetoelastic coupling in free-standing 2D CrTe2 layer

(𝐚) (𝐛) (𝐜)

(𝐝) (𝐞) (𝒇)

1T 1T′ CDW

1T′′ AABB Zig − zag

Figure 5-3.: Dzyaloshinskii-Moriya interactions in CrTe2. (a,d) Centrosymmet-
ric structures 1T and 1T′′ for which the DMI vanishes. (b-c,e-f) Non-
centrosymmetric structures 1T′, CDW, AABB, and zig-zag for which the DMI
is allowed. The DM vectors are represented by green arrows, and the mirror
planes that enforce the corresponding Moriya symmetry rules by dashed lines.
The numbers 1 to 4 represent the four nearest neighbors for the reference atom
0, according to increasing bond length.

atomistic spin dynamics using the Spirit code. Overall, the ground state is found to be the

non-collinear AFM zig-zag structure.

5.5. Conclusions

In summary, using a combination of density functional theory calculations and atomistic spin

dynamics we demonstrated that the monolayer of CrTe2 can host various structural phases

with a rich set of magnetic states. Interestingly, this 2D material hosts strong magneto-elastic

coupling phenomena. Imposing various magnetic states drives structural transitions, from
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Figure 5-4.: Spiral states in different structures of a CrTe2 monolayer. (a) AABB
(λ = 5d1); (d) Zig-zag (λ = 8d1). The 1T′′ case is similar to the AABB but
with λ = 8d1 and is not shown.

Table 5-3.: Combined magnetic energy lowering for each of the considered crystal struc-
tures. ∆EDFT represents the DFT total energy differences between the collinear
magnetic states, while ∆ESpirit represents the additional energy lowering found
for the non-collinear magnetic states as evaluated via Spirit (spin model). ∆Etotal

gives the combined energy difference (∆EDFT +∆Espirit).

Phase ∆EDFT (meV) ∆ESpirit (meV) ∆Etotal (meV)

1T 0 -45.7 0

1T′ -56.7 -1.3 -12.3

CDW -61.2 -91.9 -107.4

AABB -50.5 -58.3 -63.1

1T′′ -230.4 -4.6 -189.3

Zig-zag -241.7 -5.6 -201.3

which emerge new crystal structures with different atomic displacements and deformations

of the unit cell. For each of the obtained phases, non-trivial non-collinear magnetic states

are obtained, where the physics is driven by long-range competing exchange interactions.

The DMI is present in some of the structures, which can drive chiral magnetism, and so we

assessed its influence. When constraining our simulations to collinear magnetism, our results

are consistent with the DFT calculations reported in Refs. [42, 44], which indicate that a

CrTe2 monolayer has a zig-zag AFM ground state. The CDW structure identified in Ref. [43]

is also plausible when restricting the calculations to only ferromagnetic states, and could be

stabilized under some experimental conditions. Notably, a noncollinear antiferromagnetic

zig-zag order was experimentally detected in Ref. [42] using SP-STM. The external magnetic
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field was proposed to cause a spin-flop-like deviation of the collinear zig-zag antiferromagnetic

state, thus leading to the contrast change in the SP-STM measurements. However, the

corresponding DFT simulations support only a small amount of canting, of the order of 5◦

for the magnetic field employed in the experiment. A different scenario emerges from our

simulations: the noncollinearity is intrinsic and large, with canting angles of about 45◦, which

arises from the competition between different exchange interactions. We speculate that the

observed SP-STM contrast difference when the field is applied can also be explained by the

noncollinear zig-zag structure that we found, after accounting for expected differences due

to the graphene bilayer and capping, which are not considered in our calculations.

Although the overall ground state is the AFM spin spiral hosted by the zig-zag structure,

we found a signature of new topological magnetic objects discussed in the next chapter,

also we foresee the rich potential tunability of both the crystal structure and the magnetic

states depending on the substrate on which the single CrTe2 layer is deposited, whether

it is strained, or how it is integrated in van der Waals heterostructures or other types of

multilayers. This motivates us to pursue the exploration of this intriguing 2D material in

these different scenarios as will be discussed in the next chapter.



6.CrTe2 as a 2D material for topological

magnetism in complex heterobilayers

In the previous chapter, we found that the ground state of freestanding CrTe2 is the zig-zag

AFM spiral state. Meanwhile, the 1T phase displays structural instability, as indicated by

the phonon dispersion. However, we can stabilize this phase by constructing heterostructures

with Te-based layers incorporating other non-magnetic transition metal atoms. The phonon

dispersion curves for CrTe2/TiTe2 and CrTe2/NiTe2 heterobilayers as shown in the phonon

dispersion in Fig. 6-1 (c) provide valuable insight into their vibrational properties and sta-

bility. For both heterobilayers, the phonon dispersion plot exhibits well-defined acoustic

branches starting at zero frequency, indicating good lattice dynamics stability at the inter-

face of these two layers. The absence of negative frequencies along the high-symmetry paths

in the Brillouin zone suggests that this heterobilayer is dynamically stable, with no tendency

for spontaneous distortion under small perturbations.

In this chapter, we explore systematically heterostructures where we interface CrTe2 with

different Te-based layers incorporating various non-magnetic transition metal atoms. We

demonstrate that it is possible to engineer 2D topological magnetism in the 1T phase of CrTe2
2D layers as shown in Fig. 6-1 (a,b). We unveil new topological antiferromagnetic (AFM)

objects already arising as metastable states in the free-standing 1T phase of CrTe2. These

objects consist of multi-meronic particles emerging in a frustrated in-plane Néel magnetic en-

vironment. Such AFM topological states have long been sought in the context of skyrmions

as ideal information carriers since they are expected to be unaffected by the skyrmion Hall

effect [20, 46–50] responsible for the undesired deflection of conventional skyrmions from a

straight trajectory upon application of a current. Their AFM nature should also lead to a

weak sensitivity to external magnetic fields and potentially terahertz dynamics [51,52], fur-

ther motivating efforts towards their experimental realization. Once interfaced with various

Te-based layers containing either heavy or light transition metal atoms, we demonstrate the

ability to engineer the stability and nature of the underlying magnetic state. Surprisingly,

with the right vdW heterostructure, the AFM merons can be converted to FM skyrmions,

which opens unique opportunities for designing devices made of 2D materials to realize fun-

damental concepts for information technology based on topological magnetic bits.

The results discussed in this chapter, have been previously published in Ref. [149].
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< 3%). Blue:  non-magnetic XTe2 monolayers (lattice 
mismatching >4%). Green: magnetic XTe2 monolayers 
(lattice mismatching <3%, except Fe = 4.2 %) 
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Figure 6-1.: Overview of the heterostructures and magnetic states. (a) CrTe2/XTe2
heterobilayer, where X is the transition metal from the right table. (b) The
topological magnetic states are found in the CrTe2/XTe2 heterobilayer, with
X being the transition metal in red color. The spin-textures of a meron, an-
timeron, and skyrmion are illustrated together with the wrapping of the surface
of a unit sphere by the underlying magnetic moments, which gives rise to dif-
ferent topological charges. (c) Phonon dispersion curves for CrTe2/TiTe2 and
CrTe2/NiTe2 heterobilayers.

6.1. Computational details

We follow the computational scheme detailed in the previous chapter. Initially, structural

relaxations CrTe2/XTe2 heterobilayers were obtained using the Quantum Espresso compu-

tational package [63–65], with pseudopotentials (PAW), exchange and correlation functional

(GGA), and threshold parameters for convergence like the free-standing case with increasing

the vacuum to 30 Å. Then, we used the JuKKR computational package [68–71] to extract

the magnetic interactions that fit the classical Heisenberg Hamiltonian (see Eq. 2-12) with
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angular momentum expansion of the Green function, k-mesh, and Fermi-Dirac smearing

like the case of the free-standing case. Finally, atomistic spin relaxation simulations using

Spirit code [125, 126] are used to validate the predictions of complex magnetic states with

the simulated annealing method.

6.2. New topological AFM magnetic state in monolayer

CrTe2

In the previous chapter, we found that the 1T phase of free-standing CrTe2 monolayer is

characterized by a magnetic moment of 2.67µB. The magnetic intractions favor antiferro-

magtnetism, which on a triangular lattice usually leads to the Néel phase in which neighbor-

ing magnetic moments have an angle of 120◦. It can be partitioned into three FM sublattices

named α, β, and γ as shown in Fig. 6-2 (a). However, the Heisenberg exchange interactions

are long-ranged and introduce competing tendencies, resulting in a frustrated spin spiraling

state with an energy minimum close to the Néel state (Fig. 5-2 (a)). Also, we found that

the spin spiral is further modified by the magnetic anisotropy (1.4 meV), which favors an

in-plane orientation for the magnetic moment. In the in-plane background magnetization

merons discussed in Sec. 2.4.2 can form. What we found, however, is a new topological AFM

state made of six merons, which we name hexameron emerging in a frustrated in-plane Néel

state. In order to understand the origin of this magnetic phase, we show in Fig. 6-2 (b) that

the multi-meronic state arises from various combinations of meronic textures coexisting as

pairs (meron-meron, meron-antimeron, and antimeron-antimeron) in each of the three AFM

sublattices.

As elaborated in Sec. 2.4.2, the topological charge (t) for a meron is determined by the

product pw/2, where w is the winding number w, which describes the in-plane rotation of

the magnetic moments with w = +1 (–1) for vortex (antivortex). The polarity p describes

the out-of-plane core magnetization (p = +1 for up, and p = –1 for down). This leads to

a value of t = –1/2 (t = +1/2) for a meron (antimeron). Various combinations of meronic

states can emerge, leading to a rich set of the possible values of the total topological charge

T illustrated in Fig. 6-2 (c). The first scenario shown in Fig. 6-2 (c) corresponds to a

meronic hexamer with zero total topological charge (T = 0), which can arise either when

each sublattice accommodates a meron-antimeron pair (t = 0), or when hosting pairs of

meron-meron pair (t = 1), antimeron-antimeron (t = –1) and meron-antimeron (t = 0). The

second and third scenarios have an opposite total topological charge of +1 and −1. The state
with T = 1 (−1) occurs either when two sublattices have meron-antimeron pairs carrying

a charge t = 0 and the third sublattice contains an antimeron-antimeron pair of a charge

t = 1 (meron-meron pair with t = −1), or when two sublattices have antimeron-antimeron

pairs with t = 1 (meron-meron pairs with t = −1) while the remaining sublattice host a

meron-meron pair of charge t = −1 (antimeron-antimeron with t = 1).

Having established the existence of AFM meronic objects, we investigate their stability
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against thermal excitations utilizing a series of geodesic nudged elastic band (GNEB) sim-

ulations. Fig. 6-2 (d) displays the minimum energy path for the collapse of the topological

AFM state (more details on the saddle point are shown in Appendix Fig. C-2(a)), which

hosts an energy barrier of 7.9meV. This shows that these magnetic objects are metastable

and should exist over a broad range of temperatures.
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Figure 6-2.: Magnetic state in the free standing CrTe2. (a) Decomposition of the Néel
state into three ferromagnetic sublattices α, β, and γ carrying moments rotated
by 120◦. (b) Frustrated AFMmulti-meronic spin-textures. The total topological
charge T is decomposed into the three sublattices, each of which hosts a pair of
merons with sublattice-dependent topological charges ti (i = α, β, γ). Here the
magnetic background is the spin spiraling ground state, which is very close to the
Néel state. (c) Total topological charge T and how it arises from various possible
combinations of the topological charges from each sublattice. (d) Energy path
for the collapse of the single pair of the AFM meronic state hosted by the free
standing CrTe2 layer.
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6.3. Various stacking orders in CrTe2/XTe2 heterobilayers

Motivated by the intriguing magnetic behavior of the single CrTe2 layer discussed in the pre-

vious section, we explore proximity-induced magnetic phases upon interfacing with various

XTe2 monolayers, X being a transition metal atom. Our systematic structural investigation

of the different junctions enabled us to categorize them into three groups, as illustrated in

Fig. 6-1 (a): The first group hosts non-magnetic XTe2 layers with a small lattice mismatch

(less than 3%) with CrTe2 such as (Zr, Nb, Rh, Ni, Ti)Te2, and this is the group that we

focus on our work. The second and third groups were disregarded since they have either a

large lattice mismatch (more than 4%) or are magnetic, which would lead to more complex

proximity-induced effects to be explored in future studies.

AA,  AA′ AB,  AB′

AA AA′ AB AB′(b) 

(a) 

Figure 6-3.: The different AA, AA′, AB, and AB′ stacking arrangements for
CrTe2/XTe2 heterobilayers. (a) Top and (b) side views.

The heterobilayers made of CrTe2 and nonmagnetic XTe2 were built assuming four different

stacking (AA, AA′, AB, and AB′) as illustrated in Fig. 6-3. In the AA stacking, which is

the ground state (see Table 6-1), Cr is vertically aligned with the transition metal X, and

the Te layers forming the interface are shifted with respect to each other, while in the AA′

arrangement, they are stacked on top of each other. In the AB and AB′ structures, Cr and

X are no longer vertically aligned, and the two structures are distinguished by the stacking

arrangement of the Te layers at the interface. In the following, we focus our investigation

on the AA stacking.

Table 6-2 shows the lattice parameters, including lattice constant and interlayer distance,
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Table 6-1.: Total energy difference between various stacking orders and the ground state
AA structure for all CrTe2/XTe2 heterobilayers. Energies in meV.

CrTe2 on top of

Stacking TiTe2 NbTe2 TaTe2 NiTe2 ZrTe2 RhTe2

AA′ 105.3 126.9 125.9 149.1 130.1 185.5

AB 30.3 27.3 26.4 103.6 60.5 120.8

AB′ 9.9 4.6 8.2 4.8 23.7 61.6

for the AA stacking order. It is clear that these parameters vary significantly depending on

the transition metal in the Te-based layers (See Appendix Fig. C-1 for the other stacking

orders). The lattice constants can be grouped around two values: ∼ 3.7 Å for CrTe2/(Ti,

Nb, Ta)Te2 heterobilayer, which is close to the lattice constant of the free standing CrTe2

monolayer, and ∼ 3.8 Å in CrTe2/(Zr, Ni, Rh)Te2 heterobilayer, which is similar to the value

of the bulk CrTe2 lattice constant and results from the strain created at the interface.

Table 6-2.: Lattice constant a, interlayer distance h in the AA stacking. As a reference, the
free-standing CrTe2 has a lattice constant of 3.71 Å.

CrTe2 on top of

TiTe2 NbTe2 TaTe2 NiTe2 ZrTe2 RhTe2

a (Å) 3.73 3.70 3.70 3.81 3.82 3.79

h (Å) 3.76 3.65 3.74 3.46 3.75 3.50

6.4. Topological magnetic states in CrTe2/XTe2
heterobilayers

Now we turn to the analysis of the magnetic properties of all heterobilayers in the AA

stacking. In the first scenario, where the interfacing Te-based layer contains Ta, Nb, or Ti,

the Heisenberg exchange interactions induce a frustrated spin spiraling state with an energy

minimum close to the Néel state (Fig. 6-4 (a)). Once interactions induced by the spin-orbit

interaction included, AFM multimeronic spin-textures emerge similar to the free-standing

case (Fig. 6-4 (b)). Adding the substrate layer breaks the inversion symmetry of the CrTe2
monolayer and introduces the DMI, where the z-component of the of the DM-vector for the

first and second nearest neighbors favors in-plane rotations of the magnetic moments and so

is compatible with the underlying in-plane magnetic anisotropy (Table 6-3). This enhances

the stability of the AFM topological objects, as can be identified by the increased energy
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Table 6-3.: Magnetic anisotropy energies (K) and Dzyaloshinskii-Moriya interaction (D)
of the CrTe2/XTe2 heterobilayers in the AA stacking. As a reference, the free-
standing CrTe2 has a magnetic anisotropy of 1.40 meV and zero DMI.

CrTe2 on top of

TiTe2 NbTe2 TaTe2 NiTe2 ZrTe2 RhTe2

K (meV) 0.95 0.90 0.94 0.90 0.61 1.70

|D1| (meV) 0.21 0.23 0.27 0.30 0.30 0.45

Dz
1 (meV) 0.10 0.15 0.22 0.05 0.06 0.06

|D2| (meV) 0.48 0.37 0.48 0.60 0.61 0.71

Dz
2 (meV) 0.15 0.18 0.20 0.01 0.01 0.12

|D3| (meV) 0.38 0.27 0.30 0.31 0.32 0.35

Dz
3 (meV) 0.05 0.05 0.05 0.02 0.02 0.80

barrier illustrated in Fig. 6-4 (c). Therefore, the heterobilayer with the largest z-component

of the DMI has the highest energy barrier. The energy barrier for the bilayers with TiTe2,

NbTe2 and TaTe2 is 0.2meV, 0.4meV and 2.2meV higher than the one for free-standing

CrTe2, respectively, and the increased stability correlates with the increase in the magnitude

of the DM interaction going from Ti to Nb to Ta, as listed in Table 6-3. We note that

the MAE is roughly constant for all investigated interfaces (∼ 0.9meV). Interestingly, the

radius r of each of the merons and the distance d between them (illustrated in Fig. 6-4

(b)) show opposite trends. The radius increases for the heterobilayers, with values of 2.6 nm

(TiTe2), 2.7 nm (NbTe2) and 2.8 nm (TaTe2) larger than the one for the free-standing CrTe2
(2.4 nm), and follows the increase of the out-of-plane DMI. Conversely, the distance between

the two merons is progressively reduced: d = 34.8 nm for free-standing CrTe2 and 34.4, 34.3

and 34.0 nm once it is interfaced with TiTe2, NbTe2 and TaTe2, respectively.

In the second scenario, CrTe2 is interfaced with Te-based layers hosting either Zr, Ni or Rh.

As mentioned before, these layers impose a lattice strain on CrTe2 that switches the magnetic

ground state from AFM to FM based on the Heisenberg exchange interactions (see energy

minimum in Fig. 6-4 (f)). Once DMI and MAE are taken into account (see values in Table 6-

3), Néel-type skyrmionic domains form in zero magnetic fields as shown in Fig. 6-4 (d). For

the calculation of energy barriers, we select isolated skyrmions, resulting in the spin texture

shown in Fig. 6-5 (a), revealing that they are metastable. A magnetic field larger than 6T

transforms the skyrmionic domain state to a triangular lattice of skyrmions, Fig. 6-4 (e),

which is more stable than the FM state by 3.1, 2.8 and 2.2meV for the Rh, Ni and Zr-based

heterobilayers, respectively. Next, we explore the thermal stability of an isolated skyrmion in

a FM background, for which GNEB simulations led to the energy barriers plotted in Fig. 6-5
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(a) (more details on the saddle point are shown in Appendix Fig. C-2(b)). The barrier that

has to be overcome to allow the skyrmion to relax to the FM state increases going from Ni

(6meV) to Zr (7meV) to the Rh-based bilayer (8meV), which decreases with increasing the

magnetic field as shown in Fig 6-5(c). In this case the MAE depends more strongly on the

nature of the heterobilayer (e.g., it is almost twice as large for Rh than for Ni), and hence has

a stronger influence on the energy barrier and also on the skyrmion radius. A larger energy

difference between the skyrmion and the FM state corresponds to a larger skyrmion radius,

and as expected they all shrink in size when the magnitude of the applied magnetic field is

increased (Fig. 6-5 (b)), disappearing above about 30T. In contrast, applying an external

magnetic field to the AFM merons found for the Ti, Nb, and Ta-based heterobilayers has

no noticeable effect on their radius, but the underlying total topological charge changes at

approximately 12T from ±1 to 0 (see Table 6-4 for more details).

(a) (b) (c) 

(d) 

(d) 

(f) 

(e) (f)
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Figure 6-4.: Topological magnetic textures in heterobilayers. In (a,b,c) and (d,e,f)
results related respectively to CrTe2/(Ti,Nb,Ta)Te2 and CrTe2/(Zr, Ni, Rh )Te2
heterobilayers. (a,f) Eigenvalues of the Fourier-transformed exchange interac-
tions as a function of q. (b) An example of an AFM meronic texture indicating
the radius r of each meron and the distance d between the meronic partners.
(c) Energy path for the collapse of a single pair of AFM merons in the hetero-
bilayers. (d) Zero-field skyrmionic-like magnetic state in the heterobilayers. (e)
Skyrmionic lattice formed upon application of a magnetic field of 6T.



6.5 Conclusions 77

FM

(a) (b) (c) 

Figure 6-5.: Single skyrmion in CrTe2/(Zr, Ni, Rh )Te2 heterobilayers. (a) En-
ergy path for the collapse of the single skyrmion. (b,c) The radius of a single
skyrmion and energy barriers, obtained with GNEB simulations, as a function
of the magnetic field.

Table 6-4.: Effect of the magnetic field on the topological charge of the AFM multi-meronic
spin-texture. Shown are the total topological charge T and how it arises from
the contributions of the individual sublattices ti.

Topological charges T (tα, tβ, tγ)

B = 0T B = 12T

0 [(0, 0, 0), (0, -1, 1)] 0 [(0, 0, 0), (0, -1, 1)]

1 [(1, 0, 0), (1, -1, 1)] 0 [(0, 0, 0), (0, -1, 1)]

-1 [(-1, 0, 0), (-1, -1, 1)] 0 [(0, 0, 0), (0, -1, 1)]

6.5. Conclusions

In summary, we demonstrated that the monolayer of CrTe2 in the 1T phase can host various

topological magnetic states once interfaced with non-magnetic Te-based layers hosting tran-

sition metals by using a combination of density functional theory calculations and atomistic

spin dynamics. The scrutinized quantum materials were pre-selected to be within an accept-

able range of lattice mismatching, which makes the considered atomic structures realistic

and hence makes our predictions of the magnetic properties more reliable.

Our main finding is the emergence of a new type of antiferromagnetic topological state

consisting of hexamer-meronic spin-texture in a magnetically frustrated environment char-

acterizing the free-standing CrTe2 as well as the CrTe2/(Ta, Nb, Ti)Te2 heterobilayers. This

magnetic state forms in a rich set of pair combinations of merons and antimerons, with each

pair living in one of the three antiferromagnetic sublattices. By constructing the vdW bilay-

ers, inversion symmetry is broken, which gives rise to a z-component of the Dzyaloshinskii-
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Moriya interaction that enhances the stability of these novel meronic textures.

Intriguingly, when CrTe2 is instead proximitized with (Zr, Rh, Ni)Te2 layers it displays fer-

romagnetic behavior, which is imposed by the interface-induced strain, hosting spin-spirals

as well as ferromagnetic skyrmions which are both enabled by the DMI. These results pro-

vide a potential explanation for the anomalous Hall effect identified in the CrTe2/ZrTe2
heterostructures [150]. We note that a recent work predicts the formation of skyrmions in

CrTe2/WTe2 bilayer [151], which is an interface that we disregarded because of the large

lattice mismatch.

Overall, our work highlights CrTe2 as a promising 2D layer for further exploration of proximity-

induced topological magnetism enabled by its strong magneto-elastic coupling [146]. Our

findings suggest the possibility of engineering the size and stability of the underlying topo-

logical spin-textures by modifying the nature of the interfacing 2D material. In the next

chapter, we explore the potential for manipulating topological states using electric fields in

(Ti, Rh)Te2/CrTe2 heterobilayers. These materials were selected due to their minimal lattice

mismatches with CrTe2 and the distinctive topological magnetic states they induce.



7.Electrical engineering of topological

magnetism in 2D heterobilayers

In the previous chapter, our simulations suggest the potential presence of Néel-type frustrated

AFM merons in both isolated CrTe2 monolayers and CrTe2/(Ti, Nb, Ta)Te2 heterobilayers,

and FM skyrmions in CrTe2/(Ni, Zr, Rh)Te2 heterobilayers. In this chapter, we use atom-

istic spin models in combination with first-principles calculations to uncover the non-trivial

impact of an electric field on noncollinear magnetic structures in CrTe2/(Rh, Ti) Te2 hetero-

bilayers. TiTe2 and RhTe2 were chosen for their small lattice mismatches with CrTe2 and the

unique topological magnetic states they introduce as we discussed in the previous chapter.

From the experimental point of view, the building-blocks of the heterobilayers, TiTe2, RhTe2,

and CrTe2 have been experimentally investigated [40–42, 56, 152]. While the possibility of

manipulating such topological states through electric fields is recognized, the few experi-

mental studies exploring electric-field-induced switching of skyrmions and skyrmion bubbles

considered transition-metal multilayers [153–155] and multiferroic heterostructures [156]. On

the theoretical side, research has focused on the alterations to either the magnetic anisotropy

(MA) or the DMI [157, 158], whether influenced directly by the electric field or indirectly

due to the strain that it induces. More recently, simulations indicated the possibility of

stabilizing individual magnetic skyrmions in an ultrathin transition-metal film via external

electric fields through the combined effect on the exchange interaction, the DMI, and the MA

that dictates the characteristics of magnetic skyrmions [159]. A nonequilibrium approach

was also suggested, with the DMI being generated by a femtosecond electric field pulse in

an ultrathin metal film [160]. However, no predictions have so far been made on whether

skyrmions can be transformed into other topological magnetic states.

In our simulations, for the CrTe2/RhTe2 bilayer sketched in Fig. 7-1 (a), we discover all-

electrical switching between two topologically different magnetic structures, FM skyrmions

and FM meron pairs (Fig. 7-1 (b). The perpendicular electric field has a strong influence

on the interlayer spacing between the 2D materials, which modifies several key magnetic in-

teractions: the Heisenberg exchange interaction, the DMI and the MA. These electric-field-

induced alterations enable the transition of skyrmions into meron structures and vice-versa.

A very different scenario arises when interfacing CrTe2 with TiTe2, sketched in Fig. 7-1

(c), which leads to the emergence of frustrated AFM merons (Fig. 7-1 (d)) whose stability

and size can be tuned by the applied electric field. Our findings provide a foundation for

further exploration in electrically tunable magnetic systems, offering innovative avenues for

the design and control of novel spintronic functionalities.

The results discussed in this chapter have been previously published in Ref. [161].
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Figure 7-1.: Overview of the magnetic topological states with and without an
electric field in heterobilayers. (a) CrTe2/RhTe2 heterobilayer, with (b)
showing FM skyrmions and merons and their net topological charges (Q) which
arise in this bilayer. (c) CrTe2/TiTe2 heterobilayer, with (d) showing Néel AFM
merons which are composed of three FM merons and/or antimerons living in
different sublattices (α, β, and γ), with distinct sublattice topological charges
(q). For the shown example, the Néel AFM meron pair has Q = 0, while the
sublattice topological charges are all different (qα = 0, qβ = 1, qγ = −1).

7.1. Computational details

Initially, Atomic position relaxations with an electric field of CrTe2/(Rh, Ti)Te2 hetero-

bilayers were assessed using the Quantum Espresso computational package [63–65], with

pseudopotentials (PAW), exchange and correlation functional (GGA), and threshold param-

eters for convergence like the free-standing case with increasing the vacuum to 30 Å. To

study the influence of an electric field on the CrTe2 / (Rh, Ti)Te2 heterobilayers, a homo-

geneous external electric field with values changing from 0.1V/Å to 1.0V/Å was applied

perpendicular to the plane of the heterobilayers. Then, we used the JuKKR computational

package [68–71] to extract the magnetic interactions that fit the classical Heisenberg Hamil-

tonian (see Eq. 2-12) with angular momentum expansion of the Green function, k-mesh, and

Fermi-Dirac smearing like the case of the free-standing case. Finally, atomistic spin relax-
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ation simulations using Spirit code [125,126] are used to validate the predictions of complex

magnetic states with the simulated annealing method.

7.2. Electric field modulation of the electronic properties

in heterobilayers

+++++++++++++ +
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Figure 7-2.: Impact of the perpendicular electric field on the interlayer distances.
(a) CrTe2/(Rh, Ti)Te2 heterobilayers in a capacitive environment. E+

s (E−
s )

are the screened electric fields due to the positive (negative) applied fields. The
interlayer distances d as a function of the magnitude of the applied electric field
for (b) CrTe2/RhTe2 and (c) CrTe2/TiTe2 heterobilayers, respectively. ∆1 and
∆2 indicate the difference in the interlayer distance for applied fields of equal
magnitude in opposite directions for the respective bilayers.

We first performed calculations to obtain the structural and electronic properties and how

they respond to an applied electric field. Fig. 7-2 (a) illustrates the setup used to investigate

the effects of perpendicular electric fields of both polarities on CrTe2/(Rh, Ti)Te2 hetero-

bilayers. The application of an electric field does not alter the stacking configurations of

the materials; rather, it influences the energy differences between these configurations. As

shown in Appendix Table D-1, the application of an electric field, whether positive (E+)

or negative (E−), results in a decrease in the energy levels for the stacking configurations

of both TiTe2 and RhTe2. This implies that the electric field’s influence is primarily on the

stability of the stackings, reducing the energy thresholds without rearranging the stackings

themselves. However, in both cases, we found that the effect of the applied electric field is to

decrease the interlayer distance, as shown in as shown in Fig. 7-2 (b-c). For instance, when

applying a field of +1.0V/Å, the interlayer distance decreases from 5.72 Å to 5.18 Å in the

CrTe2/RhTe2 heterobilayer, and from 6.41 Å to 5.32 Å in the CrTe2/TiTe2 heterobilayer.

The most striking aspect is the asymmetrical behavior of the interlayer distance when sub-
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jected to positive versus negative electric fields. In the given example of E = +1.0V/Å,

this asymmetry manifests as a difference between the respective interlayer distances of

∆1 = 0.04 Å in the CrTe2/RhTe2 heterobilayer and ∆2 = 0.07 Å in the CrTe2/TiTe2 het-

erobilayer. We note that such an asymmetry with respect to the polarity of the applied

electric field was also found for the dielectric properties of a graphene/MoS2 van der Waals

heterostructure [162]. This suggests that the electric field polarity plays a significant role

in determining the behavior of these heterobilayers and warrants further investigation. The

broad effect of the applied electric field on the heterobilayer can be explained as follows.

The electric field polarizes each layer separately, and as the induced electric dipoles on each

layer are parallel to each other this leads to an attraction between the two layers and to a

reduction of the van der Waals gap between them. This explanation is supported by analyz-

ing and decomposing the charge density obtained from our DFT calculations. The results,

shown in Appendix Fig. D-1, are for field values of ±0.5V/Å and ±1.0V/Å. Firstly, we

found that the electric field does not transfer charge between the layers. Secondly, the charge

transfer within a layer follows the direction of the applied electric field, as expected. The

charge accumulating on one of the Te atoms comes both from the other Te atom and the

transition metal atom, which shows that the induced electric polarization is not symmetric

around the center of the layer (defined by the transition metal atom). We also determined

that the charge is transferred to/from the pz orbitals of the Te atoms and the dz2 orbital of

the transition metals as shown from the local density of state in Appendix Fig. D-2. Thirdly,

we also found that the applied electric field is strongly screened within the van der Waals

gap, which we indicate by Es in Fig. 7-2. The associated relative permittivity (εr = E/Es)

is in the 6 to 8 range for CrTe2/RhTe2 and in the 4 to 5 range for CrTe2/TiTe2, respectively.

Lastly, the magnitudes of the induced polarization of each layer and of the screened electric

field are found to be asymmetric with respect to a change in polarity of the applied electric

field. This arises naturally from the heterogeneous nature of the bilayer, with each bilayer

having a different electric polarizability, so that the voltage does not drop in the same way

across each layer and hence the order in which the layers are arranged with respect to the

polarity of the applied electric field matters. The ensuing differences in the induced dipoles

on each layer lead to a different attraction between the layers when the polarity is reversed,

which explains the previously-found variation in the interlayer distance. The change in the

interlayer distance driven by the applied electric field shows a strong electroelastic coupling,

which also has strong consequences for the magnetic properties.
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7.3. Electric field control of magnetism in CrTe2/XTe2
heterobilayers

(a) (b) (c)

(d) (e) (f)

Figure 7-3.: Magnetic interactions as a function of the distance for the heter-
obilayers. (a-c) CrTe2/RhTe2. (d-f) CrTe2/TiTe2. The symbols denote the
Heisenberg exchange (J), and the in-plane (Dxy =

√
D2

x +D2
y) and out-of-plane

(|Dz|) components of the Dzyaloshinskii-Moriya interaction. The distance be-
tween Cr atoms for a given pair is labelled R.

To investigate the impact of the electric field on the magnetic properties, we computed the

magnetic anisotropy energy and extracted the tensor of magnetic interactions as a func-

tion of interatomic distances. We found strong changes in the magnetic interactions of the

heterobilayers, evidencing a strong magneto-electric coupling.

We first recap the magnetic interactions without an applied electric field (data shown with

black dots in Fig. 7-3). These results were presented in details in our previous chapter, but

mainly the Heisenberg exchange interactions J for the CrTe2/RhTe2 heterobilayer are pre-

dominantly FM, while they have mixed AFM/FM character for CrTe2/TiTe2. The energetics
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of spiralling magnetic states can be readily obtained from their lattice Fourier transform,

and are shown in Appendix Fig. D-3. For CrTe2/RhTe2 the energy minimum is found at

Γ, indicating the expected FM ground state, while for CrTe2/TiTe2 the energy minimum

is shifted away from the K point, signifying a spiralling ground state that locally resembles

the triangular Néel AFM state. The non-magnetic layer breaks the inversion symmetry of

CrTe2 and enables the DMI, which is found to be stronger in proximity to RhTe2 than to

TiTe2. The final ingredient is the in-plane MAE, K = 1.70 meV for CrTe2/RhTe2 and

K = 0.95 meV for CrTe2/TiTe2. Performing atomistic spin dynamics using all the obtained

magnetic interactions in zero magnetic field with the Spirit code, we find the appearance of

Néel-type skyrmionic domains for CrTe2/RhTe2 and AFM meron pairs in a spiralling Néel

AFM background for CrTe2/TiTe2. We now turn to the effect of the applied electric field

on the magnetic interactions, discussing results for |E| = 0.5 V/Å for definiteness.

For CrTe2/RhTe2, we see from Fig. 7-3 (a) that the electric field doubles the magnitude of

the first-neighbor J while it strongly suppresses the third-neighbor J for negative polarity

while having little impact for positive polarity. The electric-field-induced modifications to

the DMI are more long-ranged, as seen in Fig. 7-3 (b-c). The first-neighbor DMI vector

is rotated from in-plane to out-of-plane, the magnitude of the second-neighbor DMI is sup-

pressed by about 40% without rotation, and the magnitude of some further-neighbor DMIs

is enhanced by the electric field. Lastly, the MAE is decreased to 1.08 meV for positive

polarity and increased to 1.82 meV for negative polarity, which correspond to changes of

−26% and by +7% with respect to zero applied field, respectively. Due to the combination

of weakened in-plane components of the DMI together with strengthened FM Heisenberg ex-

change, the ground state becomes a more conventional in-plane FM which supports meron

pairs. For CrTe2/TiTe2, Fig. 7-3 (d) shows that the electric field strongly weakens both first-

(AFM) and second-neighbor (FM) Heisenberg exchange and suppresses longer-ranged AFM

interactions, while it enhances and tilts out of the Cr plane the first- and second-neighbor

DMI and suppresses the third-neighbor DMI, Fig. 7-3 (e-f). Similar to what was found for

the RhTe2 case, the MAE is reduced to 0.78 meV for positive polarity and enhanced to 1.22

meV for negative polarity, which are variations by −18% and by +28% of the zero field

values, respectively. In both cases, we find that the MAE variation the most pronounced

asymmetry with respect to changing the polarity of the electric field.
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7.4. Electric field control properties of topological states in

CrTe2/XTe2 heterobilayers
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Figure 7-4.: Topological magnetic textures in heterobilayers. (a) Energy path for
the collapse of isolated FM skyrmions (E = 0) or meron pairs (|E| = 0.5). (b)
Isolated skyrmion selected to calculate energy barriers and explore its stability.
(c) Isolated meron pair selected to calculate energy barriers and explore its
stability. (d) Energy path for the collapse of isolated Néel AFM meron pairs.
(e-f) Isolated Néel AFM meron selected to calculate energy barriers and explore
its stability with and without electric field. (a-c) show results for CrTe2/RhTe2
and (d-f) for CrTe2/TiTe2, respectively.

As a final aspect, we explore whether the applied electric field can be considered for manip-

ulation of isolated skyrmions and meron pairs in their respective magnetic backgrounds. To

do so, we perform additional spin dynamics simulations for a series of geodesic nudged elastic

band (GNEB) simulations [72], which give access to the characteristic size of these magnetic

textures as well as the energy barrier that prevents their straightforward unwinding into the
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respective magnetic background. We first address CrTe2/RhTe2, with the computed energy

barriers reported in Fig. 7-4 (a) and the respective magnetic objects are illustrated in Fig. 7-

4 (b-c). Although the electric field drastically modifies the ground state from a skyrmionic

domain structure to a simpler in-plane FM, hence changing the nature of the topological

defects from skyrmions to meron pairs (or in-plane skyrmions), the energy needed to create

these objects from the ground state (origin of the reaction coordinate) and the respective

energy barriers are quite similar. The energy barriers show a substantial dependence on

the electric field polarity (±), varying around 8.6 ± 0.6meV, which is a combined effect of

the changes to the MAE and to the other magnetic interactions. The radius of the meron

pairs varies around 2.4 ± 0.1 nm with the polarity, and they are smaller than the zero-field

skyrmion which has a radius of about 3.7 nm. We next turn to CrTe2/RhTe2, which retains

its spiralling triangular Néel AFM ground state when the electric field is applied. Here the

topological defects are Néel AFM meron pairs, with the obtained energy barriers shown in

Fig. 7-4 (d) and the respective magnetic structures depicted in Fig. 7-4 (e-f). The barrier

heights are 9.3±0.5meV, which are significantly higher than the zero field value of 8.1meV.

This is accompanied by a field-induced miniaturization of the constituent merons, with their

sizes shrinking to 1.9± 0.1 nm in comparison to the zero-field value of 2.7 nm. We attribute

this shrinking to the combination of weakened Heisenberg exchange and enhanced DMI by

the electric field, which enables larger angles between neighboring spin moments and so a

full rotation over a smaller distance.

7.5. Conclusions

Our computational study on the electric field control of electronic and magnetic properties in

CrTe2/RhTe2 and CrTe2/TiTe2 heterobilayers provides several insights into the intertwined

nature of electronic, structural, and magnetic responses. These heterostructures are bonded

by weak van der Waals interactions, against which the electric field can compete, leading to

a strong dependence of the interlayer distances on the magnitude and polarity of the field.

This modulation of the interlayer distance impacts the electronic properties, specifically the

charge distribution, leading to pronounced variations in local densities of states and the

emergence of a screened electric field in the van der Waals gap. It then follows that the mag-

netic properties are also strongly modified, evidencing a robust magneto-electric coupling.

The Heisenberg exchange interactions, DMI values, and the magnetic ground states respond

to the electric field in very distinct ways for the two heterobilayer systems, highlighting the

uniqueness of each system’s response. The most striking findings are the electric-field-driven

transformation of the FM skyrmion into a FM meronic state for the CrTe2/RhTe2 heterobi-

layer, while CrTe2/TiTe2 retains its spiralling Néel AFM state but with the respective AFM

merons being significantly miniaturized by the electric field.

We note that the identification of the unveiled FM and AFM topological spin-textures can

be achieved by transport measurements, for example, via all-electrical means using spin-
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mixing magnetoresistance [163–165], with its different possible modes [166] or via various

Hall effects [167–169]. Other experimental schemes can be utilized such as those based on

scattering approaches with electrons [170,171], X-rays [172] and all-optical relaxometry mag-

netic miscroscopy [173].



8.Active learning for spin waves probed

by inelastic neutron scattering

As discussed in Sec. 4.2, collective spin excitations in 2D materials have become a promi-

nent research focus in condensed matter physics, largely due to their promising applications

in quantum computing, spintronics, magnonics, and other advanced technologies [174, 175].

These excitations, often referred to as magnons or spin waves, are quantized oscillations of

spins that propagate through the material [128, 129]. A primary goal in this field has been

to characterize wide classes of these excitations, facilitated by advances in spectroscopic

techniques such as neutron scattering. These methods assess the kinematics of scattered

neutrons to elucidate the dispersion relations, lifetimes, and amplitudes of spin excitations.

However, neutron scattering faces challenges due to limited neutron sources, lower neutron

flux relative to other sources, and minimal neutron scattering cross-sections. Additionally,

this experiment is expensive and time-consuming, demanding significant effort to extract the

magnon spectra and the underlying complex magnetic interactions. The analysis of inelastic

neutron scattering data typically requires sophisticated models that account for complex

interactions within the studied systems. Theoretical frameworks such as linear spin wave

theory [176, 177] (See Sec. 4.2), Ab-initio calculations [178, 179], and combined approaches

like lattice dynamics and quantum Monte Carlo simulations [180, 181] are commonly used.

However, these comprehensive modeling approaches require substantial computational re-

sources and face significant challenges. For example, capturing realistically all relevant in-

teractions is crucial for precise characterization, yet the complexity of these interactions

makes developing accurate predictive models difficult. This complexity leads to discrepan-

cies between model predictions and experimental data, necessitating iterative refinements

that are resource-intensive and time-consuming.

To address the previous challenges in neutron scattering experiments and their related theo-

retical models, a promising approach involves incorporating machine learning techniques into

the planning and prediction stages. Machine learning has already proven effective in other

types of experiments by automating data processing, enhancing the accuracy of parameter

predictions, and refining experiment design. For example, x-ray absorption spectroscopy

(XAS) can be fitted with different algorithms such as Adversarial Bayesian optimization

(ABO) [182], the Radial Basis Functions (RBF) [183] leading to significant improvements

in the experimental and computational analysis. Also, various featurization techniques were

explored to assess their impact on the performance of machine learning models for XAS

analysis in both classification and regression tasks [184]. Moreover, techniques such as non-

linear autoencoders streamline the handling of complex datasets, improving experimental

setups’ efficiency. For example, in studies involving complex systems like spin ice, machine

learning enables tuning of Hamiltonian models under varying experimental conditions such



89

as pressure and temperature, leading to improved predictions of material behaviors and

phase diagrams [185–187]. Recently, Convolutional Neural Networks (CNN), trained using

linear spin wave simulations, have been employed in inelastic neutron scattering experiments

to differentiate between two feasible magnetic exchange models [188]. The performance of

CNNs heavily depends on the quality and the size of the training data. However, the data

from neutron scattering experiments are noisy and costly to collect, which makes it very

difficult to meet the criteria for such a database.

In this chapter, we introduce a machine learning algorithm that integrates active learn-

ing sampling with linear spin wave theory leading to Kalman Filter enhanced Adversarial

Bayesian Optimization (KFABO) algorithm for approximating the magnon spectrum using

a minimal number of both sampling points and iterations. With a minimal number of itera-

tions, the algorithm is capable of addressing noisy neutron scattering data, providing reliable

magnetic interactions that recover the experimental spectra and even unlocking hidden or

weak interactions such as those induced by spin-orbit coupling.

To corroborate our findings, we explore the antiferromagnetic (AFM) two-dimensional CrSBr

material investigated by neutron scattering experiments in Ref. [74]. CrSBr is particularly

intriguing due to its unique magnetic properties such as a strong spin-orbit coupling im-

posing an in-plane magnetization and a large Néel temperature (TN) of 132 K [57–59, 189],

which promotes this material for advanced spintronic applications. In its bulk form, the

individual layers are ferromagnetic (FM), while they couple among each other in an AFM

fashion as shown in Fig. 8-1. The reported experimental spectra [74] are significantly noisy,

which provides an ideal test case for our algorithm. Moreover, the same work provides a

fit of the experimental spectra enabling the extraction of Heisenberg exchange interactions

and Dzyaloshinskii-Moriya interactions but without resolving the interlayer interaction re-

sponsible for the AFM behavior of CrSBr. Noting that previous ab-initio simulations did

not recover the associated large Néel temperature by predicting negligible interlayer cou-

pling [188], our algorithm, however, maps from the same and rather noisy experimental data

a significant AFM interlayer coupling, which incidentally is confirmed by our first-principles

calculations.

”This chapter is the result of a collaborative work involving Yixuan Zhang, a

PhD student from the Technical University Darmstadt working with Prof. Dr.

Hongbin Zhang. With Yixuan we built up an interface between the KFABO

algorithm and the physical model based on LSWT. We conducted the fitting

simulations. I performed the associated ab-initio simulations. Overall, I strongly

contributed to the assessments, analysis, and the writing-up of the results.”

The results discussed in this chapter have been submitted for publication Ref. [190].
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a b
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Figure 8-1.: Illustration of bulk CrSBr crystal structure. (a) The side view with
Cr3+ magnetic order, which is ferromagnetic within the plane but layered in
alternating directions to exhibit bulk antiferromagnetism. (b) The top view.

8.1. Computational details

In our simulation of fitting the magnon spectrum of CrSBr, we utilize the Kalman filter-

enhanced adversarial Bayesian optimization algorithm. As shown in Sec. 4.3.3, this algorithm

integrates linear spin wave theory, active learning sampling, and adaptive noise reduction

techniques. KFABO consists of two coupled Bayesian optimization (fBO, sBO) algorithms

and a Kalman filter. For more details see Sec. 4.3.3.

For our DFT simulations, we follow the computational scheme detailed in the previous

chapters for the CrTe2 (See Secs. 5.1, 6.1, 7.1). First, we relaxed the bulk crystal structure

(See Sec. 3.3.1), determining the lattice constants as a = 3.50 Å, b = 4.76 Å, and c = 7.96 Å

using the Quantum espresso computational package [63–65], with pseudopotentials (PAW),

exchange and correlation functional (GGA), and threshold parameters for convergence like

the case of CrTe2 with a k-mesh of 16 × 12 × 8 points, plane-wave energy cut-off is 70Ry,

and without vacuum. Then, we used the JuKKR computational package [68–71] to extract

the magnetic interactions that fit the classical Heisenberg Hamiltonian (see Eq. 2-12) with

angular momentum expansion of the Green function, and Fermi-Dirac smearing like the

case of the free-standing case of CrTe2, expet k-mesh of 32 × 24× 16 points. Moreover, we

have calculated the spin wave curves along with linear spin wave theory (see Sec. 4.2) as

implemented in the SpinW code [133], achieving a good agreement with those fitted by the

KFABO algorithm as shown in the Appendix Fig. E-4 (d-f). Finally, the Néel temperature

was calculated using the Monte Carlo simulation as implemented in Spirit code [72].
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8.2. Algorithm benchmarking

Figure 8-2.: Magnon spectrum for CrSBr with only J-values along three q-paths
( (1, k, 0), (h, 2, 0), and (h − 1, h + 1, 0). (a) The target magnon spectrum
(orange curve) along the three q-paths using the Ref. [74] fitted parameters. The
blue points are the active sampling points from previous iterations that were
suggested by the sBO. (b) The fBO fitted the magnon spectrum among the three
q-paths using only the information from blue sample points. (c) The absolute
intensity deviation between the standard function and fBO’s prediction, while
the red points denote the sample points to be measured for the next round
suggested by sBO. (d) The current state as perceived by the KFABO, which the
model samples based on that state. The magnitudes of intensity are described
by the color bar.

In this section, we combine the LSWT and active-learning sampling together, leading to a

KFABO algorithm (see Sec. 4.3.3). The objective of this algorithm is to approximate the

calculated magnon spectrum using the minimum number of sampling points necessary. We

use a physical model of LSWT with 8 independent nearest neighboring Heisenberg exchange

interactions J , feeding the Hamiltonian in Eq. 2-7. The interactions are injected as param-

eters in the fitting Bayesian optimization algorithm. A binning parameter (dE) [191] leads

to a Gaussian broadening of spin wave spectra. This effective broadening is induced by both
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experimental conditions, electronic and dissipation mechanisms, which limit the lifetime of

the magnonic modes. The simulation of the latter requires complex theoretical frameworks,

which incorporate time-dependent phenomena and many-body physics [192–199]. Both the

magnetic interactions and the spectral broadening are automatically fitted by our algorithm

during the active learning (AL) process.

As a starter, we use the Heisenberg magnetic exchange interactions (up to eight neighboring

interactions) that were extracted from the fit of the experimental data published in Ref. [74]

to obtain the target ground truth spin wave spectra along three wavevector paths - (1, k, 0),

(h, 2, 0), and (h − 1, h + 1, 0)- (see Appendix Fig. E-4 (c)). The necessity of fitting all

paths together arises from the incompleteness of information provided by individual paths.

The detailed analysis in Appendices Fig. E-2 and Table E-2 demonstrates the significant

differences and potential inaccuracies when fewer paths are used. As aforementioned, since

the AFM interlayer interaction was not resolved in the fit reported in Ref. [74], we consider

it to be zero in the first part of our study devoted to the benchmarking of our algorithm.

Regarding the broadening, we note that we assume a value of 3 meV for the energy binning

parameter.

The algorithm quickly recovers the shape of the spectra in 3 iterations, using only 261

sample data points in total. It precisely predicts the Heisenberg exchange parameters in

8 iterations using 621 data points (cf. Fig. 8-2 and Supplementary image file ”Theoreti-

cal SPINW woDMI.gif” in Supplementary-gifs [200] ). The location of these points is de-

picted in Fig. 8-2 (a), together with the target magnon spectrum (orange curves). Fig. 8-2

(b) shows the calculated magnon spectrum (orange curves) based on the fBO fitted magnetic

interaction parameters (cf. Table 8-1), with the pixel-by-pixel absolute deviation between

the fitted spin wave and the target one are shown in Fig. 8-2 (c). The fitting is quite good,

with an average deviation of 0.00013 and a maximum deviation smaller than 0.004 (compared

with the normalized maximum peak intensity with a value of 1). The maximum deviation

is primarily due to the energy-broadening parameter, which can be reduced by further sam-

pling and fitting. This parameter quickly converges to a rough range at the very beginning of

the algorithm, as it is crucial and important for determining the intensity dispersion during

this period. Subsequently, the algorithm shifts its focus to refining the magnetic parameters

rather than this parameter. However, perfectly fitting the broadening parameter requires

more points on the fringes of the intensity peaks, which are less informative for refining the

magnetic interaction parameters and the shape of the spin wave.

Fig. 8-2 (d) represents the current state as perceived by the algorithm. This state is identified

as the optimal state to obtain the most effective information through further sampling, using

the fBO fitting results and the latest sampling data. The sampling results indicate that most

points are close to the peaks, except for four less effective sampling points, located near the

top center of the q-path (1, k, 0). These points were sampled during the fourth iteration and

showed about a 10meV difference from the actual peaks. In fact, these points provide crucial

information that helps improve the state quality and reduce uncertainty (cf. Supplementary

https://doi.org/10.17185/duepublico/82148
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image file ”Theoretical SPINW woDMI.gif”, iteration 4, Fig. d in Supplementary-gifs [200]

). From this GIF file, it is evident that the AL process converges after eight iterations, and

then the information gain progressively diminishes. This convergence can be confirmed by

tracking the state changes across iterations. This indicates that state tracking can serve as

a powerful tool for determining the stopping criterion. For example, the refinement of the

broadening parameter requires more sampling on the fringes of the peaks, which occurs after

the state changes converged. Therefore, it would be more effective to stop after convergence.

What is particularly interesting is that, even though the importance of the parameters (refers

to how much each parameter contributes to a model’s prediction) is not explicitly coded into

our KFABO algorithm, it can still automatically make decisions as the AL iterations proceed,

this confirms the adaptive nature of the model.

Table 8-1 illustrates the effectiveness of the fitting procedure by comparing our fitted Heisen-

berg exchange parameters with their corresponding target values while quantifying the dis-

parities through absolute differences. In this case, all three paths are used in combination.

The fitting shows consistent accuracy, with absolute differences below 0.05 meV for all J

neighbors. For example, the interactions up to the third nearest neighbors J1, J2 and J3
show absolute differences of 0.0373 meV, 0.0306 meV and 0.0043 meV, respectively, indicat-

ing a strong correlation, and a good agreement with the ones reported in Ref. [74].

Besides the Heisenberg exchange interactions, a fit of the DMI (Eq. 2-11) was extracted

in Ref. [74]. Starting from spin waves spectra generated by both interactions, Heisenberg

and DMI, the KFABO algorithm recovers the shape of the associated magnon spectrum (cf.

Appendix Fig. E-3) in the third iteration using 261 data points, and it converges in the ninth

iteration using 693 data points (cf. Supplementary image file ”Theoretical SPINW wDMI.gif

in Supplementary-gifs [200]) where the parametric accuracy of the final fBO fitted model is

only slightly reduced (cf. Table E-1) compared to the case where DMI is excluded. Unlike the

test without DMI, the sampling Bayesian optimization sampling is less stable and efficient,

with more sampling points deviating from the actual peak positions. This slight reduction

in accuracy can be attributed to the addition of DMI, which increases the difficulty in the

magnon spectra predictions by fBO. By introducing an extra dimension of DMI into the

Hilbert surface of this fitting problem, the complexity and non-convexity of the surface is

increased. A detailed discussion on this matter can be found in Sec. E.1.

8.3. Experimental spin wave spectrum fitting

In this part, we applied the KFABO algorithm to directly fit the experimental spin wave

spectrum of CrSBr [74] along three q-paths ( (1, k, 0), (h, 2, 0), and (h − 1, h + 1, 0). As

shown in Fig. 8-3 (a), experimental spin wave spectra often include random noise due to

various sources such as instrumental limitations, environmental factors, or inherent variabil-

ity in the material properties. The Kalman filter processes all available measurements to

estimate the variables of interest with more accuracy than would be possible by using a

https://doi.org/10.17185/duepublico/82148
https://doi.org/10.17185/duepublico/82148
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Table 8-1.: Comparison between the KFABO fitted and target Heisenberg exchange inter-
actions up to eight nearest neighbors. The target interactions were reported in
Ref. [74] after a fit of the experimental data. The table lists the absolute differ-
ences.

J
neighbours

KFABO fitted
J (meV)

Target
J (meV)

Absolute
difference (meV)

1 -1.9407 -1.9034 0.0373

2 -3.3426 -3.3792 0.0366

3 -1.6741 -1.6698 0.0043

4 -0.1112 -0.0933 0.0179

5 -0.0805 -0.0896 0.0091

6 0.0001 0.0000 0.0001

7 0.3960 0.3665 0.0295

8 -0.2881 -0.2932 0.0051

single measurement alone and reducing noise in data. Fig. 8-3 (a) depicts the experimental

magnon spectra along three different q-paths. The intensity of the magnon excitations is

shown using a color scale, where darker regions indicate higher intensity. The blue points

superimposed on these spectra represent the sample points chosen by the KFABO algorithm

during the fitting process. These points are critical as they guide the optimization process.

Fig.8-3 (b) shows the calculated magnon spectrum using the fitted magnetic interactions by

our algorithm after the noise reduction. A high degree of agreement between the algorithm-

fitted spectrum and the original experimental spectrum can be observed. Additionally, by

examining the sampling distribution in Fig. 8-3 (a), it is evident that the algorithm samples

very efficiently despite the strong noise in the experimental data. Most sampling points

are concentrated near the peaks, and when sampling noisy regions, the algorithm requires

only a small number of sample points to determine the noise level and avoid the associated

regions in subsequent iterations (for example, the point around (2.2, 20) in q-path (h, 2, 0)).

The algorithm recovers the shape of the spin wave in 3 iterations using 281 data points (cf.

Supplementary file ”Experimental SPINW wDMI.gif” in Supplementary-gifs [200]) and it

converges after the seventh iteration with 481 data points, as evidenced by the algorithm-

perceived state shown in Fig. 8-3 (c). The parameters fitted by the KFABO algorithm are

in good agreement with the experimentally fitted parameters [74] with the exception of a

small but finite AFM interlayer coupling (6th neighboring magnetic interaction) value of

0.25 meV, see Table 8-2. Previously, the latter was not resolved with a conventional fitting

procedure [74] and was predicted to be negligible by first-principles simulations [201], which

would not explain the large Néel temperature characterizing CrSBr.

https://doi.org/10.17185/duepublico/82148
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Figure 8-3.: Experimental magnon spectrum for CrSBr along three q-paths (
(1, k, 0), (h, 2, 0), and (h − 1, h + 1, 0). (a) Fitting the experimental magnon
spectrum (orange curve) along the three q-paths, where the blue points are the
sampling points that obtained using the KFABO algorithm. (b) The calculated
spin wave curve along the three q-paths by considering the extracted magnetic
parameters. (c) The current state as perceived by the KFABO which the model
samples based on that state, and the red points denote the samples to be mea-
sured for the next round suggested by sBO.

Motivated by this finding, we proceeded to ab-initio simulations of the magnetic properties

of CrSBr (see Method section). We extracted the distance-dependent magnetic interactions,

presented in Table 8-2 and Appendix Fig. E-4 (a). We recover the intralayer FM coupling

(cf. Appendix Fig. E-4 (b)) and predict an in-plane orientation of the magnetic moments

due to a magnetic anisotropy energy of 0.15 meV. The algorithm fitted intralayer parameters
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agree with those obtained from our ab-initio simulation as shown in Table 8-2. The smallest

absolute differences between the ab-initio and the KFABO fitted Heseisnberg exchange inter-

actions are found for the fourth, fifth, seventh, and eighth nearest neighboring coupling. The

rest of the intralayer interactions exhibit a slightly larger absolute differences and remain

within an acceptable consistency range. It is worth mentioning that due to the complexity of

the experimental procedure and the non-uniform distribution of experimental noises in the

magnon spectra measurements, deviations from the independent first-principles results are

expected. Given this context and the fact that the algorithm can only access the measured

points, it is impressive that the algorithm achieves such comparable parameter estimates.

More importantly, the first-principles simulations recover the interlayer AFM coupling of

0.21 meV, which leads to a Néel temperature of 130 K as verified by our Monté Carlo sim-

ulations. Moreover, we calculated the DMI and found a finite value of 0.31 meV only for

the first nearest neighbors, which is in excellent agreement with the one extracted from the

experimental data (0.35 meV). This highlights the precision that KFABO can achieve in

assessing intricate spin-orbit coupling effects. Such precision is crucial for understanding

asymmetric energy landscapes in magnetic materials, which in turn can influence domain

wall dynamics and skyrmion stability [20,84,85,202–205].

The significant agreement between the fitted parameters and the ab-initio ones, as well as

between the excitation dispersion spectra demonstrate the effectiveness of the KFABO algo-

rithm in extracting accurate magnetic parameters and capturing the fundamental features of

the magnon spectrum from noisy experimental data. This capability is crucial for effectively

reducing the number of experimental measurements and accelerating the associated complex

processes.

8.4. Conclusion

In this chapter, we exposed our approach and results for fitting the spin wave spectra of

CrSBr through the KFABO algorithm. First, by combining linear spin wave theory with

active-learning sampling, we implemented the KFABO algorithm to approximate the target

magnon spectra using minimal sampling points. Our initial fitting uses eight independent

Heisenberg exchange parameters and the results, compared to LSWT-based fits reported

in Ref. [74], show that the KFABO algorithm accurately reproduces the magnon spectrum

across all q-paths. The sampling points that deviate from the peaks have proven to be the

informative points, helping the algorithm to converge more quickly and greatly improve the

sampling efficiency based on the algorithm’s perceived state change tracking. Also, the same

level of efficiency for sampling can be observed when including the DMI.

Additionally, the analysis of fitting accuracy using different path configurations reveals that

the information provided by some paths may be incomplete, necessitating careful selection of

multiple paths to avoid introducing non-convexity (cf. Appendix Fig. E-2). To address this

issue, we propose to determine the ground state of the material first, and then strategically
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Table 8-2.: Comparison between the KFABO fitted and ab-initio Heisenberg exchange in-
teractions up to eight nearest neighbors. The absolute differences are provided.
The DMI interaction is significant for the nearest neighboring one and reaches a
value of 0.35 meV, which agrees well with the one extracted from ab-initio (0.31
meV).

J
neighbors

KFABO fitted
J (meV)

Ab-initio
J (meV)

Absolute differences
(meV)

1 -2.29 -2.05 0.24

2 -3.23 -3.11 0.12

3 -1.47 -1.56 0.09

4 -0.16 -0.09 0.07

5 -0.14 -0.09 0.05

6 0.25 0.21 0.04

7 0.36 0.37 0.01

8 -0.24 -0.31 0.07

select q-paths close to this state for detailed analysis. This solution is predicated on the

assumption that paths near the ground state provide a more complete and representative

magnon spectrum. To validate the previous solution and demonstrate the wide reliability

of our algorithm, we applied the algorithm to the complete magnon spectrum of another

material with a well-understood ground state, La2CuO4 as shown in Fig. E-5. By focusing

sampling points around the known minimum ground state, it is possible to enhance both the

accuracy and comprehensiveness of the magnon spectrum analysis. This strategy not only

minimizes the discrepancies in key parameters but also ensures a richer dataset for validating

theoretical models.

Regarding the fit of the noisy experimental data, we apply the KFABO algorithm to au-

tomatically address and reduce noise in the data. This approach allows for more accurate

parameter estimation and very effective sample points, as presented in the experimental

magnon spectra along three q-paths. Crucially, the algorithm is capable of quantifying a

finite AFM interlayer coupling of 0.25 meV, which was unresolved in the fitting procedure

applied in Ref. [74]. Impressively, this value agrees with our ab-initio simulations, which to-

gether with the rest of distant-dependent magnetic interactions predict a Néel temperature

of 130K that matches the experimental value [189].

Overall, the good performance of the proposed scheme, which combines machine learning

with physical modeling, suggests a promising avenue for future research in material science,

especially in areas with significant experimental limitations. The methods developed here

have clear potential to efficiently reduce costs and time-consuming numerical and experimen-

tal processes, opening new vistas in addressing the physics of magnonics and spintronics.
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In this thesis, a multiscale modeling approach was utilized to investigate the complex mag-

netism in two-dimensional van der Waals materials, addressing in particular CrTe2-based

heterostructures and CrSBr. Central to this approach was the integration of first-principles

calculations based on density functional theory (DFT) with spin atomistic models (See

Chapters 3, 4). DFT, a quantum mechanical modeling method, provided a detailed un-

derstanding of the electronic structure and magnetic interactions at the atomic level. The

structural relaxation of the materials was performed using the plane wave method imple-

mented in the Quantum ESPRESSO (QE) code [206], ensuring accurate atomic positions

and lattice parameters for subsequent calculations. The relaxed structures were then used to

compute magnetic interactions employing the Korringa-Kohn-Rostoker (KKR) Green func-

tion method with the JuKKR code [207]. This approach allowed for precise calculation of

magnetic interactions (exchange interactions, magnetic anisotropy, and the Dzyaloshinskii-

Moriya interaction) in complex systems by using the infinitesimal rotation technique (See

Sec. 3.4.9). These parameters were then input into atomistic spin models using the Spirit

code [208], facilitating the simulation of magnetic relaxation on a larger scale. This integra-

tion enabled the exploration of complex magnetic states, including non-collinear and chiral

magnetic configurations (eg. skyrmions, merons). Additionally, the atomistic spin model

based on the Geodesic Nudged Elastic Band simulations were utilized to quantify energy

barriers between he initial (skyrmions, merons) and final states (FM, AFM).

First of all, this study revealed that the single layer of CrTe2 exhibits a rich variety of struc-

tural phases, each associated with distinct magnetic configurations, including non-trivial

non-collinear magnetic states driven by long-range competing exchange interactions. The

presence of the Dzyaloshinskii-Moriya interaction in some of these structures promotes chi-

ral magnetism, which we thoroughly evaluated. Our constrained simulations, focusing on

collinear magnetism, align with previous density functional theory calculations reported in

the literature [42,44], confirming that a CrTe2 monolayer favors a zig-zag antiferromagnetic

ground state.

Then, we investigated various structural phases to explore the potential of engineering two-

dimensional topological magnetism in CrTe2 monolayers by constructing heterostructures

with Te-based layers incorporating non-magnetic transition metals. Our findings unveiled the

presence of novel topological antiferromagnetic objects, such as multi-meronic particles, in

the free-standing 1T phase of CrTe2. These particles, emerging in a frustrated in-plane Néel

magnetic environment, hold significant promise for information technology applications due

to their expected immunity to the skyrmion Hall effect, which typically causes the undesired

deflection of conventional skyrmions upon application of a current. Furthermore, our research

demonstrates the ability to manipulate the stability and nature of the underlying magnetic

states by building various heterostructures. More importantly, we anticipate that besides
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the fundamental importance of identifying the frustrated antiferromagnetic multi-meronic

textures, patching the same 2D material such as CrTe2 with distinct 2D layers such as those

unveiled in this work, favoring either ferromagnetic skyrmions of antiferromagnetic merons,

can be useful constituents of information technology devices. We envisage, for instance,

their potential application for the ultimate control and transport of dissimilar topological

objects to carry information in well-designed regions of multiple 2D vdW heterojunctions,

as schematically depicted in Fig. 9-1.

Cr
Te 2

(Ta,Ti, Nb)Te2

(Zr, Ni, Rh)Te2

Figure 9-1.: Potential technological device concept combining 2D CrTe2 with
other 2D layers, such as (Ta, Nb, Ti)Te2. Which promote antiferro-
magnetic merons as topological magnetic defects, and (Zr, Rh, Ni)Te2 layers
that promote ferromagnetic skyrmions. The various types of topological spin
textures can then be injected from one device region to another, and driven
using applied spin currents or thermal gradients, for instance.

Additionally, we uncovered the non-trivial impact of electric fields on noncollinear magnetic

structures in CrTe2/RhTe2 and CrTe2/TiTe2 heterobilayers. For the CrTe2/RhTe2 bilayer,

we discovered all-electrical switching between two topologically distinct magnetic structures:

FM skyrmions and FM meron pairs. The perpendicular electric field strongly influences the

interlayer spacing between the 2D materials, thereby modifying several key magnetic interac-

tions, including the Heisenberg exchange interaction, the Dzyaloshinskii-Moriya interaction,

and the magnetic anisotropy. These electric-field-induced alterations enable transitions be-

tween skyrmions and meron structures. In contrast, interfacing CrTe2 with TiTe2 results

in the emergence of frustrated AFM merons, whose stability and size can be finely tuned

by the applied electric field. Our findings lay a robust foundation for further exploration in

electrically tunable magnetic systems, offering innovative avenues for the design and control

of novel spintronic functionalities. These advances pave the way for the practical realiza-

tion of new spintronic devices, where the manipulation of magnetic states by electric fields

could lead to more efficient and versatile applications in data storage and processing. Fig. 9-2

shows some potential applications and implications of our findings. Firstly and as illustrated

in Fig. 9-2 (a), we anticipate a 2D memory device using the CrTe2/RhTe2 heterobilayer,

where merons and skyrmions in CrTe2 define respectively the two magnetic bits ’1’ and ’0’.



100 9 Conclusions

The bits are written owing to an underlying grid of gates that set the voltage pattern and

induce locally a voltage that nucleates the skyrmions or merons. We note that the size of

the device is not limited to 5×4 bits, as shown in Fig. 9-2 (a), but can be larger. In Fig. 9-2

(b-c) we introduce a compact racetrack memory device. In contrast to the conventional one

based solely on skyrmions, bits are represented by having skyrmions (’1’) and no-skyrmions

(’0’). In such a case, it is non-trivial to control the size of the no-skyrmion region, which

affects the whole concept of encoding information in a binary fashion. In our proposal, space

is filled up with skyrmions and merons. Thus, the scheme does not hinge on controlling the

size of the ”empty” regions. Both topological objects (bits) can be moved along the track

without relying on an in-plane current but by switching the voltage pattern appropriately

as done in Fig. 9-2 (c), which enables for example to switch the positions of a meron and a

skyrmion.

Overall, combining the functionalities of both FM skyrmions and AFM merons in one device

could pave the way for multifunctional spintronic devices based on van der Waals hetero-

bilayers, where data storage, transmission, logic operations, and signal processing could be

integrated in a compact and efficient manner.
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Figure 9-2.: (a) A representation of a 2D memory device with the generation of various
bit sequences by an electric pulse (V ). (b,c) A racetrack memory device that
enables the movement of a magnetic bit (eg. meron) along the track.

Finally, we shifted our focus to using machine learning for another aspect of two-dimensional

materials, specifically magnons in CrSBr. Spin waves or magnons have potential applications

in quantum computing, spintronics, magnonics, and other advanced technologies. These

magnons are characterized using traditional methods such as inelastic neutron scattering,

which is typically time-consuming and requires extensive data processing due to limited neu-

tron sources, and noisy resulting data. To address these challenges, we introduce a novel

machine learning algorithm that combines linear spin wave theory, and adaptive noise reduc-
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tion with active learning sampling, termed the Kalman Filter enhanced Adversarial Bayesian

Optimization (KFABO). This algorithm significantly improves the process of restoring spin

wave information from minimal inelastic neutron scattering point data, thereby enhancing

the experiment efficiency and enabling accurate extraction of magnetic parameters. The ro-

bustness of our method is further demonstrated when applied to noisy CrSBr experimental

data, where the KFABO algorithm effectively addresses and reduces noise during the ac-

tive sampling process, leading to resolving magnetic interactions and accurately predicting

Heisenberg exchange parameters as well as hidden or weak interactions, such as those induced

by spin-orbit coupling. For example, we successfully identified a significant AFM interlayer

coupling in CrSBr, which was previously unresolved using conventional methods and ex-

plains the measured large Néel temperature. This finding, supported by our first-principles

calculations, highlights the capability of our algorithm to uncover critical interactions in

magnetic materials.

Overall, our research provides a substantial contribution to the understanding and manip-

ulation of magnetic properties in 2D materials. By uncovering the strong coupling between

magnetism and crystal structure in CrTe2 and demonstrating the potential for electric-field

manipulation of magnetic states, we have laid the groundwork for future explorations and

practical applications in spintronics. Additionally, our use of machine learning, particularly

the KFABO algorithm, to fit the spin wave spectrum of CrSBr, highlights the powerful

synergy between advanced computational techniques and material science. The KFABO

algorithm not only accurately reproduced magnon spectra with minimal sampling points

but also effectively addressed and reduced noise in the data, leading to precise parameter

estimation. More importantly, it detected interactions, that were hidden or not identified

with conventional fitting procedures. Looking forward, the integration of machine learning

with physical modeling can be further enhanced. For instance, the development of neural

networks that incorporate the symmetry properties of materials could significantly advance

the prediction and analysis of magnon spectra. Such neural networks could automate and

optimize the extraction of magnetic parameters from experimental data, streamlining the

research process and enabling more efficient design of spintronic devices.



A.Appendix (Chapter 2)

A.1. Spin models on a Bravis lattice

In this section we want to calculate the contributions from each magnetic interaction to the

total magnetic energy per site for any Bravais lattice, and to do this we rewrite Eq. 2-19 as:

Si = sin θ

(
eiq·Ri + e−iq·Ri

2
n1 +

eiq·Ri − e−iq·Ri

2i
n2

)
+ cos θ n3 . (A-1)

A.1.1. Exchange interactions

First, to calculate the contribution from the exchange interactions to total energy we calcu-

late Si · Sj:

Si · Sj = sin2 θ

(
eiq·Ri + e−iq·Ri

2

eiq·Rj + e−iq·Rj

2
+
eiq·Ri − e−iq·Ri

2i

eiq·Rj − e−iq·Rj

2i

)
+ cos2 θ

= sin2 θ

(
1

2
eiq·(Ri−Rj) +

1

2
e−iq·(Ri−Rj)

)
+ cos2 θ

= sin2 θ cosq · (Ri −Rj) + cos2 θ ,

then, we substitute the previous equation in Eq. 2-12:

EJ = −
∑
i,j

Jij(sin
2 θ cosq · (Ri −Rj) + cos2 θ). (A-2)

We can re-write the previous equation when Ri = 0 as:

EJ = − sin2 θ[J(q)− J(0)]− J(0), (A-3)

where:

J(q) =
∑
j

J0j cos(q ·Rj), (A-4)

and

J(0) =
∑
j

J0j. (A-5)

If we consider two or more atoms in the unit cell we can re-write the equation as:

J(q) =
∑
nij

J0i,nje
−iq·(R0n+Rij), (A-6)

where n is the unit cell hosting atom j.
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A.1.2. Dzyaloshinskii-Moriya interaction

Next, to calculate the contribution to the energy from the DM interaction, we calculate

Si × Sj

Si × Sj = sin θ cos θ[sinq ·Ri − sinq ·Rj]n1 − sin θ cos θ[cosq ·Ri − cosq ·Rj]n2

+ sin2 θ[cosq ·Ri sinq ·Rj − sinq ·Ri cosq ·Rj]n3, (A-7)

then, we substitute Eq.A-7 in Eq. 2-12:

ED = −
∑
ij

Dij · [sin θ cos θ(sinq ·Ri − sinq ·Rj)n1 − sin θ cos θ(cosq ·Ri − cosq ·Rj)n2

+ sin2 θ(cosq ·Ri sinq ·Rj − sinq ·Ri cosq ·Rj)n3]. (A-8)

If we re-write the cos(q ·Rj) and sin(q ·Rj) as an exponential, we see that the first two

terms in the dot product are vanishing because
∑

i,j Dij · eiq·Ri , and
∑

i,j Dij · eiq·Rj are

equal to zero because Dij = −Dji. Finally, using sin(a− b) = sin a cos b− cos a sin b we get:

ED = sin2 θ
∑
i,j

(n3 ·Dij) sinq · (Ri −Rj) (A-9)

If we put Ri = 0 then:

ED = − sin2 θ
∑
j

(n3 ·D0j) sinq ·Rj. (A-10)

If we consider two or more atoms in the unit cell we can re-write the equation as:

ED = − sin2 θ
∑
nij

(n3 ·D0i,nj) sinq · (R0n +Rij) . (A-11)

A.1.3. Magnetic anisotropy

Finally, for the magnetic anisotropy, we find:

EA = −
∑
i

Ki[sin
2 θ cos2 (q ·Ri + ϕ) (n1 · z)2 + sin2 θ sin2 (q ·Ri + ϕ) (n2 · z)2 + cos2 θ (n3 · z)2

+ 2 sin θ cos θ cos (q ·Ri + ϕ) (n1 · z) (n3 · z) + 2 sin θ cos θ sin (q ·Ri + ϕ) (n2 · z) (n3 · z)

+ 2 sin2 θ sin (q ·Ri + ϕ) cos (q ·Ri + ϕ)(n1 · z)(n2 · z)]

(A-12)

If we use cos2 a = 1+cos 2a
2

, cos a = eia+e−ia

2
, we got the sum for each term as (Consider

Ki = K):
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• −
∑

iKi sin
2 θ cos2 (q ·Ri + ϕ) (n1 · z)2 = − sin2 θ (n1 · z)2

∑
iKi(

1
2
+ 1

4
(e2i(q·Ri+ϕ) +

e−2i(q·Ri+ϕ)))

= −K (n1 · z)2 sin2 θ(1
2
+ 1

2
δq,G

2
cos 2ϕ)

• −
∑

iKi sin
2 θ sin2 (q ·Ri + ϕ) (n2 · z)2 = − sin2 θ (n2 · z)2

∑
iKi(

1
2
−1

4
(e2i(q·Ri+ϕ)+e−2i(q·Ri+ϕ)))

= −K sin2 θ (n2 · z)2 (12 −
1
2
δq,G

2
cos 2ϕ)

• −
∑

iKi cos
2 θ (n3 · z)2 = −K cos2 θ (n3 · z)2

• −
∑

i 2Ki sin θ cos θ cos (q ·Ri + ϕ) (n1 · z) (n3 · z) = −2Kδq,0 sin θ cos θ cosϕ (n1 · z) (n3 · z)

• −
∑

i 2Ki sin θ cos θ sin (q ·Ri + ϕ) (n2 · z) (n3 · z) = −2Kδq,0 sin θ cos θ sinϕ (n2 · z) (n3 · z)

• −
∑

i 2Ki sin
2 θ sin (q ·Ri + ϕ) cos (q ·Ri + ϕ) (n1 · z) (n2 · z) = − (n1 · z) (n2 · z) sin2 θ

∑
i 2Ki sin 2(q ·Ri + ϕ) = −2Kδq,G

2
sin2 θ sin 2ϕ (n1 · z) (n2 · z)
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B.1. Hubbard parameter U

We have calculated U via the linear response approach implemented in Quantum Espresso

code and obtained a value of about 4 eV. However, calculations that incorporate this U

value result in an incorrect prediction of an antiferromagnetic ground state for bulk CrTe2.

This contradicts the ferromagnetic behavior observed in experiments, as reported in [38].

Previous DFT simulations by other groups [44] agree with our findings. For a broader

picture of the impact of U on the magnetic interactions, we plot in Fig. B-1 the eigenvalues

of J(q) as a function of the reciprocal vector q for the two cases without and with U =

4 eV. Overall the two curves are quite similar, showing that the inclusion of U does not

lead to large quantitative changes in the magnetic exchange interactions, except where it

concerns the interlayer coupling (path Γ – A). The switching of the energy minimum from

Γ to A indicates that the ground state switches from ferromagnetic for U = 0 to a layered

antiferromagnetic ground state for U = 4 eV.

(a) (b)

(c)

Figure B-1.: Magnetic state in bulk CrTe2. (a) Eigenvalues of the Fourier-transformed
exchange interactions as a function of q at different values of the electric field in
bulk CrTe2. (b) Magnetic ground state without U. (c) Magnetic ground state
without U=4 eV.
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C.1. Electronic properties of the different stacking orders

The table presents values that correspond to lattice constants (a) and interlayer distances

(h) for the different stacking of the CrTe2, and XTe2, where X represents transition metals:

Titanium (Ti), Niobium (Nb), Nickel (Ni), Zirconium (Zr), and Rhodium (Rh). The lattice

constant values for different elements range from 3.67 to 3.82 Å. These are typical values for

metallic elements, indicating the size of the unit cell of the crystal structure. The smallest

lattice constant is for Nb (3.67 Å) and the largest for Zr (3.82 Å). There is a small variation in

lattice constants for each element with the different stacking orders. The interlayer distance

values range from 3.46 to 4.08 Å. These values are larger than the lattice constants, which is

common since interlayer distances are typically greater than distances within the same layer

due to weaker bonding between layers. The smallest interlayer distance is for Ni (3.46 Å) and

the largest is for Ti (4.08 Å). This significant range suggests different bonding characteristics

and possibly different crystal structures or phases.

Figure C-1.: Electronic properties of the different stacking orders. The lattice con-
stants (a) and interlayer distances (h) for the different stacking orders of the
CrTe2/XTe2 heterobilayers.

C.2. Saddle points of the AFM merons, and FM skyrmions
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α

β γ

(𝐚) (𝐛)

Figure C-2.: The spin-texture associated with the saddle point. (a) AFM merons
(b) FM skyrmions in the CrTe2/XTe2 heterobilayers.
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Figure D-1.: Charge accumulation with respect to the perpendicular (both posi-
tive and negative) electric field. |E|= 0.50V/Å: (a-b) CrTe2/RhTe2 heter-
obilayer. (c-d) CrTe2/TiTe2 heterobilayer. |E| = 1.0V/Å: (e-f) CrTe2/RhTe2
heterobilayer and (g-h) CrTe2/TiTe2 heterobilayer. E+

s (E−
s ) are the screened

electric fields due to the positive (negative) external fields. The colored spheres
represent the charge difference between the zero electric field case and the
±0.5V/Å and ±1.0V/Å.

Table D-1.: Energy differences in meV of various stacking with respect to AA for TiTe2 and
RhTe2 under positive/negative electric field.

Stacking E = 0 0.5V/Å −0.5V/Å

TiTe2 RhTe2 TiTe2 RhTe2 TiTe2 RhTe2

AA′ 105.3 185.5 96.9 170.7 96.7 170.3

AB 30.3 120.8 27.9 111.1 27.8 110.9

AB′ 9.9 61.6 9.1 56.7 9.1 56.5
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CrTe2/ RhTe2

CrTe2/ TiTe2

(a) (b) (c)

(d) (e) (f)

pz Te dz2  Cr dz2  Rh

pz Te dz2  Cr dz2  Ti

Figure D-2.: Selected orbital contributions to the local density of states. (a-c)
CrTe2/RhTe2 heterobilayer. (d-f) CrTe2/TiTe2 heterobilayer. We plot the
atom-projected contributions with pz-orbital symmetry for Te, and with dz2-
orbital symmetry for the transition metal atoms.
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CrTe2/ RhTe2 CrTe2/ TiTe2(a) (b) (c)

Γ M

K

Figure D-3.: Energetics of magnetic states for the heterobilayers based on the
computed exchange interactions. (a,b) Eigenvalues of the Fourier-
transformed exchange interactions as a function of q at different values of the
electric field in CrTe2/RhTe2 and CrTe2/TiTe2 heterobilayers, respectively. (c)
The hexagonal first Brillouin zone.
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Figure E-1.: The pixel-by-pixel absolute differences plot of of bulk CrSBr between
the spin wave with and without the interlayer AFM coupling (0.21
meV) for three different wavevector paths: (1, k, 0), (h, 2, 0), and (h−
1, h + 1, 0). The intensity of two spin waves was normalized into the same
scale. The darker the color indicates the larger the differences. The curve with
a larger peak for the case of including interlayer AFM coupling.

E.1. Algorithm benchmarking with choosing specific

q-path, and inclusion DMI

In this section, we depict first our fitting using the Heisenberg exchange parameters from

Ref. [74] by choosing only a single path (1, k, 0) as shown in the Fig. E-2. The KFABO

spin wave function aligns reasonably well with the LSWT function, with the maximum and

average losses of 0.001278 and 0.000027, respectively. While Fig. E-2 (b) compares the

fitting accuracy when a second path (h, 2, 0) is added with the maximum and average losses

are 0.001407 and 0.000014. Comparatively, the magnetic interactions fitted as shown in

Appendix Table. 1, where one path —(1, k, 0)- and then two paths —(1, k, 0), (h, 2, 0)- are

used, the differences of both cases are much higher than the 3-path case, such as J1 showing

a significant difference of 0.2593 and 1.7789 in each case. This indicates that the information

obtained from these two paths is only part of the information for this fitting problem. If we

try to solve the parameter fitting problem by relying only on this incomplete information,

there may be many local optimal solutions that are very close to the global optimal solution,

which greatly increases the non-convexity of the problem and decreases the probability that

we will find the true optimal solution.

Then we included the DMI to our fitting as shown in Fig. E-3 and Supplementary image
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file ”Theoretical SPINW wDMI.gif” in Supplementary-gifs [200]. The KFABO algorithm

recovers the shape of the magnon spectrum in the third iteration using 261 data points, and

it converges in the ninth iteration using 693 data points where the parametric accuracy of the

final fBO fitted model is only slightly reduced (cf. Table E-2) compared to the case where

DMI is excluded. One can see that from Table E-2, the inclusion of the DMI in parameter

fitting slightly diminishes the modeling precision of the KFABO algorithm. Notably, the

first, fourth, sixth, and eighth nearest neighboring interactions -J1, J4, J6, and J8- (Fig. E-4

(a)) maintain the same level of accuracy compared to the case where DMI is excluded. While

the other interactions still maintain reasonable accuracy but show slightly higher deviations.

And unlike the test without DMI, the sampling Bayesian Optimization (sBO) sampling is

less stable and efficient, with more sampling points deviating from the actual peak positions.

This slight reduction in accuracy can be attributed to the addition of DMI, which increases

the difficulty in the magnon spectra predictions by fBO. By introducing an extra dimension

of DMI into the Hilbert surface of this fitting problem, the complexity and non-convexity of

the surface are increased.

Table E-1.: Comparison between the KFABO fitted and target Heisenberg exchange inter-
actions up to eight nearest neighbors. The absolute differences are provided.
The DMI interaction is significant for the nearest neighboring one and reaches
a value of 0.2850 meV, which agrees well with the target one (0.3100 meV).

J
neighbors

KFABO fitted
J (meV)

Target J (meV) Absolute difference (meV)

1 -1.9155 -1.9034 0.0121

2 -3.3500 -3.3792 0.0292

3 -1.6677 -1.6698 0.0021

4 -0.0690 -0.0933 0.0243

5 -0.1515 -0.0896 0.0619

7 0.4216 0.3665 0.0551

8 -0.3041 -0.2932 0.0109

https://doi.org/10.17185/duepublico/82148
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a

b

(1, 𝑘, 0)

(ℎ, 2,0)

(1, 𝑘, 0)

Figure E-2.: Magnon spectrum for CrSBr with only J-values for specific q-paths.
(a)(1, k, 0). (b) (1, k, 0), and (h, 2, 0). The left panel represents the target
magnon spectrum (orange curve) using the Ref. [74] fitted parameters, where
the blue points are the active sampling points from previous iterations that
were suggested by the sBO. The middle panel represents the fBO fitted magnon
spectrum using only the information from blue sample points. The last panel
represents the absolute intensity deviation between the standard function and
fBO’s prediction, while the red points denote the samples to be measured for
the next round suggested by sBO. The magnitudes of intensity are described
by the color bar.
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Figure E-3.: Magnon spectrum for CrSBr with including the DMI along three q-
paths ( (1, k, 0), (h, 2, 0), and (h−1, h+1, 0). (a) The target magnon spectrum
(orange curve) along the three q-paths using the Ref. [74] fitted parameters.
The blue points are the active sampling points from previous iterations that
were suggested by the sBO. (b) The fBO fitted the magnon spectrum among
the three q-paths using only the information from blue sample points. (c) The
absolute intensity deviation between the standard function and fBO’s predic-
tion, and the red points denote the samples to be measured for the next round
suggested by sBO. (d) The current state as perceived by the KFABO, which the
model samples based on that state. The magnitudes of intensity are described
by the color bar.
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Table E-2.: Comparison of KFABO fitted parameters versus target parameters using only
one (1, k, 0) path and two paths (1, k, 0) with (h, 2, 0). The target interactions
were reported in Ref. [74] after a fit of the experimental data.

q-path J neighbours
KFABO fitted

J (meV)
Target
J (meV)

Absolute diff-
erence (meV)

(1, k, 0)

1 -1.6441 -1.9034 0.259

2 -3.3820 -3.3792 0.0028

3 -1.4160 -1.6698 0.2538

4 -0.2207 -0.0933 0.1274

5 -0.0895 -0.0896 0.0001

7 0.3627 0.3665 0.0038

8 -0.2898 -0.2932 0.0034

(1, k, 0) and (h, 2, 0)

1 -0.1245 -1.9034 1.7789

2 -3.0738 -3.3792 0.3054

3 -1.5114 -1.6698 0.1584

4 -0.1752 -0.0933 0.0819

5 -0.3913 -0.0896 0.3017

7 0.1541 0.3665 0.2124

8 -0.2920 -0.2932 0.0012
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Figure E-4.: Illustration of magnetic properties of bulk CrSBr. (a) The top view of
bulk CrSBr up to 11th neighbors (6,9,10,12 are between planes). (b) The values
of Heisenberg exchange interaction up to the 12th nearest neighbors where
red points are associated to neighbors 6, 9, 10, and 12, which are situated
in the adjacent plane to atom 0. (c) Top view of the first Brillouin zone of
bulk CrSBr. (d-f) Spin-wave dispersion curves along three different wavevector
paths: (1, k, 0), (h, 2, 0), and (h− 1, h+ 1, 0).



E.1 Algorithm benchmarking with choosing specific q-path, and inclusion DMI 117

ℏ𝜔
	(m
eV
)

a b c

M

Figure E-5.: Magnon spectrum fitting in La2CuO4 if we have portion information
around the high symmetry point M. (a) The target magnon spectrum
(orange curve) among the three q-paths using the DFT calculated parameters.
The blue points are the active sampling points from previous iterations that
were suggested by the sBO. (b) The fBO fitted the magnon spectrum among
the three q-paths using only the information from blue sample points. (c) The
absolute intensity deviation between the standard function and fBO’s predic-
tion, and the red points denote the samples to be measured for the next round
suggested by sBO. The magnitudes of intensity are described in the color bar.
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[57] O. Göser, W. Paul, and H. Kahle, “Magnetic properties of crsbr,” J. Magn. Magn.

Mater., vol. 92, p. 129, 1990.
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