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ABSTRACT

IZA DP No. 17691 FEBRUARY 2025

A Protocol for Structured Robustness 
Reproductions and Replicability 
Assessments*

Robustness reproductions and replicability discussions are on the rise in response to 

concerns about a potential credibility crisis in economics. This paper proposes a protocol 

to structure reproducibility and replicability assessments, with a focus on robustness. 

Starting with a computational reproduction upon data availability, the protocol encourages 

replicators to prespecify robustness tests, prior to implementing them. The protocol 

contains three different reporting tools to streamline the presentation of results. Beyond 

reproductions, our protocol assesses adherence to the pre-analysis plans in the replicated 

papers as well as external and construct validity. Our ambition is to put often controversial 

debates between replicators and replicated authors on a solid basis and contribute to an 

improved replication culture in economics.
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1. Introduction 

The replication crisis has become a significant concern in various scientific fields, including 

economics. Several studies highlight the gravity of the issue. For economics, Askarov et al. 

(2023), Brodeur et al. (2020, 2023), Ferraro & Shukla (2020, 2022), and Ioannidis et al. (2017) 

have provided compelling evidence for the prevalence of biases in publication processes, 

underpowered study designs and, more generally, questionable research practices. Low rates 

of replicability in direct replications (Camerer et al. 2018) resonate with concerns about limited 

generalizability of empirical findings (Holzmeister et al. 2024; Masselus et al. 2024; Peters et al. 

2018; Vivalt 2020). Replications as a potential remedy remain rare in economics (Ankel-Peters 

et al. 2023; Finger et al. 2023).  

Since replications do not seem to occur naturally, systematic and coordinated replication and 

reproduction programs have emerged (Brodeur, Esterling, et al. 2024). Following several large-

scale replicability and computational reproducibility projects conducted over the past decade 

(Camerer et al. 2016, 2018; Chang & Li 2015; Open Science Collaboration 2015), the boundary 

has recently been pushed to meta-robustness reproductions (Brodeur, Mikola, et al. 2024; 

Campbell et al. 2024). Such projects have a higher explanatory power and visibility than stand-

alone replications, and reduce adverse effects on the careers of replicators (Brodeur, Esterling, 

et al. 2024).  

Terminologically, we follow Dreber & Johannesson (2024) and distinguish between 

reproductions that redo the original analysis using the same data (computational 

reproduction) and those that conduct additional analyses (robustness reproduction) as well as 

replications that collect new data to implement the same study design (direct replication) and 

a similar study design (conceptual replication). This paper proposes a protocol to structure the 

post-publication assessment in empirical economics, focusing on computational and 

robustness reproductions.1  

A significant challenge in the reproducibility discourse is determining the failure or success of 

robustness reproductions where results are often subject to intense debates between replicated 

authors and replicators (Ankel-Peters et al. 2024; Ozier 2021). While our protocol cannot 

resolve these debates – for example because perspectives on different analytical choices and 

 
1 An application example can be found in Rose et al. (2024).  



robustness results are often subjective (Simonsohn et al. 2020) – it can help structure the 

exchange of arguments. Most notably, we draw on three tools to present the results of the 

robustness checks: Reproducibility indicators following Dreber & Johannesson (2024), a visual 

dashboard that assesses the alignment of original and robustness results in terms of statistical 

significance, sign of the effect, and effect size (Bensch 2024), and specification curves 

(Simonsohn et al. 2020). 

The protocol encourages replicators to pre-register all robustness checks before 

implementation, thereby countering concerns about so-called null hacking by selective 

reporting in reproductions (Bryan et al. 2019). Beyond reproduction, the protocol also 

considers external validity, construct validity, and pre-specification diligence, which are also 

critical for assessing generalizability and replicability and are often insufficiently discussed in 

the economics literature. All these dimensions require subjective judgements in which we 

recommend replicators to be conservative in their assessment and follow an ‘in dubio pro reo’ 

principle.  

If the protocol is applied in a meta-reproduction project, we advise including a review process 

with referees from within the project team to ensure high-quality of and consistency across 

reproductions. The remainder of the paper is written from the perspective of replicators who 

adopt the protocol, and it follows the sequential workflow of our protocol with six key 

elements: Computational reproduction, code inspection, robustness reproduction, testing the 

paper’s supportive analyses, pre-specification, as well as construct and external validity. While 

we strongly recommend starting with the first three elements and conducting them in order, 

the latter three can be implemented in any order.  

 

2. The Replicability Assessment Protocol 

 

2.1. Data Availability and Computational Reproduction 

Computational reproducibility refers to the ability to reproduce the results of a study using 

the original data and code, following the exact analytical procedures. Therefore, replicators 

begin by assessing whether the necessary material to reproduce the original paper is available 

and the ease of use. The precondition to conduct reproductions is the availability of data. The 

original code is also helpful and may in some very complex cases even be indispensable. Some 



journals have data editors and a priori provide the data (which still is often hampered by 

restrictions of proprietary data, see Vilhuber (2023)), but for many journals obtaining the data 

implies contacting the authors (Askarov et al. 2022; Brodeur, Cook, & Neisser 2024; 

Christensen & Miguel 2018; Pérignon et al. 2019). Most leading journals have data policies that 

oblige the authors to share the replication package, but still replicators are dependent on the 

authors’ willingness to cooperate. In their assessment of the replication package, replicators 

distinguish between the availability of raw data and analysis data.  

Any issues with the replication package encountered during the computational reproduction, 

such as missing data or code, or the need to manually install specific packages, should be 

documented. When reporting the results, replicators categorize findings based on whether 

they are fully, partially, or non-reproducible, from both raw data and from analysis data. The 

distinction between raw and analysis data is crucial because, unlike analysis data, the 

availability of raw data allows for a comprehensive vetting of the analysis, including decisions 

that otherwise remain hidden. The decisive criterion for a study to be computationally 

reproducible is whether the results obtained via re-running the original code match those 

presented in the paper. If they do not, we consider the paper to be not computationally 

reproducible. Replicators should explicitly state whether deviations are considered minor or 

consequential. Similarly, we consider a paper not computationally reproducible if code is 

missing, making computational reproducibility not feasible using the provided package. 

    

2.2. Code Inspection 

When doing the computational reproduction, the replicators carefully inspect the code to 

identify objective (i.e. unambiguous) coding errors. Such errors may include mis-specifying a 

variable, accidentally coding a variable differently than claimed in the paper, handling missing 

data erroneously, or making mistakes in sensitive commands such as merging, appending, 

reshaping, or dropping data, and others. These objective errors contrast with subjective 

analytical decisions affecting the robustness of results that are informed by methodological or 

economic appraisals of the respective researcher – and that may be controversial (see Section 

2.3). In case errors are found, the replicator corrects them, and the corrected specification is 

then used as the basis for the robustness reproduction.  



2.3. Robustness Reproduction 

A crucial step at the beginning of the robustness reproduction is to identify the main outcomes 

of the original paper and tracking the corresponding coefficients within the paper. For this, 

the logic of the paper’s argument needs to be recapitulated, guided by the title and abstract, 

sometimes also the introduction and the conclusion. A useful question to consider is: Which 

results are essential for the paper’s main argument to hold? For example, if a paper finds an 

unsurprising effect for the full sample analysis (e.g. a null finding) and the pitch of the paper 

entirely circles around a significant heterogeneity, this heterogeneity should also be the center 

of the robustness reproduction. Conversely, if a paper’s claim is based on the full sample 

analysis, a heterogeneity analysis with no prominent role in the paper should not be included 

in the robustness reproduction.  

The robustness reproduction then involves testing the stability of these main outcomes to 

different assumptions, model specifications, estimation techniques, samples, and alterations 

in the data cleaning and processing. The goal is to assess the sensitivity of the main outcomes 

to various analytical choices.  

To avoid null hacking and selective reporting, the replicators may register robustness checks 

after inspecting the data and code but before implementing them. That is, robustness checks 

should be specified after coding errors and other flaws have been removed. Robustness checks 

can also address crucial coding decisions to process the raw data towards the analysis data 

that are not discussed in the article. 

The protocol suggests several dimensions for robustness checks: Definition of the sample, 

outcome and treatment variables, inclusion and definition of control variables, outlier 

management, handling of missing observations, and model selection. Replicators are free to 

choose additional robustness checks (e.g., adding or using other data), but the protocol 

emphasizes that each robustness check and its purpose should be clearly described, including 

a justification in terms of their economic and methodological legitimacy vis-à-vis the 

specification choices in the replicated paper.  

Replicators are encouraged to conduct all theoretically and statistically reasonable robustness 

checks. This decision about reasonable robustness checks is often pivotal and, in case of a 



negative robustness reproduction, regularly leads to controversies between replicators and 

original authors (Ankel-Peters et al. 2024; Simonsohn et al. 2020; Steegen et al. 2016). 

Based on these robustness specifications, replicators assess the reproducibility of a study by 

combining three approaches: First, reproducibility indicators proposed by Dreber & 

Johannesson (2024). The reproducibility indicators check the degree of reproducibility for 

single outcomes in a study, or a group of studies, and they are directly comparable across 

studies. They measure the share of robustness tests supporting the original finding, changes 

in the average estimated effect, and the variation across robustness tests. The second approach 

is a reproducibility dashboard that visualizes for each outcome variable whether original and 

robustness results align in terms of statistical significance, sign of the effect, and effect size. In 

addition, it provides information on relative effect sizes and variation indicators. The 

reproducibility indicators and the reproducibility dashboard can be created using the Stata 

command repframe (Bensch 2024). Third, specification curves show the results of all 

implemented robustness checks in a multiverse. While the indicators and the dashboard 

summarize the overall reproduction results, specification curves are more detailed and also 

reveal the consequences of individual robustness checks on effect size and significance 

(Simonsohn et al. 2020). 

 

2.4. Testing the Paper’s Supportive Analyses  

The previous section of the protocol focused on the robustness of the main outcomes of the 

replicated paper and how they are estimated. Most papers offer additional statistical analyses 

to support the findings or address caveats. Such supportive analyses can be tested in this 

section of the protocol. Prevalent examples are identification strategy checks, weak first stage 

tests, statistical power analysis as well as attrition or multiple hypotheses testing corrections.  

Our protocol recommends replicators to identify those statistical analyses in the paper that are 

important for the established argument – and test them. For example, they should critically 

reflect on the identification strategies by applying placebo tests or checking the parallel trends 

assumption for difference-in-differences studies, and other relevant checks.  

 

 



2.5. Pre-Analysis Plan 

Although pre-registration and pre-analysis plans (PAPs) have increased significantly in recent 

years, they are most prevalent in experimental studies and hardly existent for work based on 

secondary data (Ferguson et al. 2023; Ofosu & Posner 2021). Even among experimental studies, 

many are registered, but not pre-specified, that is, they lack a distinct pre-analysis plan 

(Brodeur, Cook, Hartley, et al. 2024). A PAP outlines the analytical steps that researchers plan 

to take before examining the data and, thereby, helps reducing the risk of data mining and p-

hacking. By adhering to a pre-specified analysis plan, researchers can ensure that their 

findings are not driven by post-hoc adjustments or selective reporting. Other critical elements 

are how vigorously the PAP determines the analysis and whether the paper adheres to it 

(Ofosu & Posner 2021).  

Our protocol prescribes to check whether the original study includes a PAP and if so, whether 

the authors’ analyses follow it. This step is critical for understanding whether authors have 

used the PAP to tie their hands and reduce researcher degrees of freedom on the results. 

 

2.6. External and Construct Validity 

External validity refers to the extent to which the results of a study can be generalized to other 

settings, populations, or time periods (Peters et al. 2018). Construct validity is concerned with 

whether results of a study are generalizable to policy-relevant scaled versions of the treatment 

or theoretically relevant replicated versions of it (Esterling et al. 2023; Masselus et al. 2024). 

Our protocol checks whether sufficient information is provided about the treatment under 

evaluation for the reader to assess a paper’s construct and external validity. Specific 

information about the operationalized treatment is also relevant if other researchers want to 

implement a sufficiently similar treatment design in a direct or conceptual replication. Both 

external and construct validity are crucial for assessing the broader applicability and relevance 

of a study's findings (Esterling et al. 2023). Our protocol includes a structured checklist-like 

assessment of external and construct validity, guiding replicators through a series of questions 

to evaluate these aspects. This step examines whether the assessed paper is not only internally 

consistent but whether it also provides the necessary information for the reader to evaluate to 

which broader contexts it is generalizable. 



3. Conclusion 

The reproducibility assessment protocol presented in this paper provides a structured and 

standardized approach to reproducing and evaluating the robustness of published economics 

studies and offers a comprehensive framework for assessing the reproducibility of research 

findings. This methodological focus can be complemented on a case-by-case basis, for example 

if replicators sense that issues so far underrepresented in our protocol are critical to a 

replicated paper. Our protocol can be extended into these directions, so that a modular 

approach can be applied: replicators pick the protocolled dimensions that are most suitable 

for a replicated paper.    
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Appendix 

 
A Protocol for Structured Robustness Reproductions and Replicability Assessments 

Jörg Ankel-Peters, Abel Brodeur, Anna Dreber, Magnus Johannesson, Florian 

Neubauer, and Julian Rose 

 

 

This protocol serves as a comprehensive guide to conduct structured reproducibility 

assessments of empirical papers in economics. The focus of the protocol is on computational 

and robustness reproducibility, complemented by a checklist on pre-specification as well as 

construct and external validity.  

 

1. Data Availability and Computational Reproduction 

The replicator should assess whether all necessary material is available to reproduce the 

results of the original paper. To find reproduction packages, check the journal’s website, the 

authors’ websites and as a last resort reach out to the original authors. 

Use the provided data and scripts of the original paper and run the code without any 

corrections/changes. This is to check whether the results match the ones in the paper. Besides 

the change of working directory, only install missing packages and record them but do not do 

more to try and run the code. For all other errors due to missing data or incorrect code, 

document these problems if you were able to identify them, but do not yet attempt to solve 

them. Note: In case you are not able to computationally reproduce the results of the original 

paper, but you are able to locate and solve the errors, then you should do so in Section 2 “Code 

Inspection”. Similarly, any coding errors that do not prevent computational reproduction, but 

you think need to be corrected should be part of the code inspection (see Section 2).  

If essential code or data is missing, or if you encounter challenges in computationally 

reproducing the paper for other reasons, consider reaching out to the original authors for 

clarification. 

Use the exemplifying Table 1 to present the results of the computational reproduction: 



 

Table 1: Results of the computational reproduction 

 Fully Partially No 

Raw data provided  x  

Cleaning code provided x   

Analysis data provided x   

Analysis code provided x   

Reproducible from raw data  x  

Reproducible from analysis data x   

 

Reproducible from Analysis Data: 

• Mark as "Fully" if the analysis data and analysis code are provided, and the reproduced 

results are identical to the paper's results. 

• Mark as "Partially" if the analysis data and analysis code are provided, but there is slight 

deviation in the reproduced results from the paper. 

Reproducible from Raw Data: 

• Mark as "Fully" if both raw data and cleaning code are provided, and utilizing these 

inputs leads to identical results as in the paper. 

• Mark as "Partially" if raw data and cleaning code are provided, but utilizing these inputs 

leads to slight deviations in the results. 

• Mark as "No" if no raw data is provided, if raw data is provided without cleaning code, 

or the code fails to run. 

 

2. Code Inspection 

In this section, carefully check the code to identify any objective coding errors. Objective errors 

refer to errors such as mis-specifying a variable or including missing observations in the 

generation of variables. This contrasts with analytical decisions, which can be challenged in 

Section 4. Correct any coding errors and check whether the key results are affected. Document 

the changes. Considering the volume of code involved, the process can be efficiently guided 

by focusing on critical parts, such as: 



1. Main Outcome(s): Carefully review all code sections that are directly related to 

generating the main outcomes of the original study. This includes any calculations, 

transformations, or statistical procedures used to produce the primary results. 

Additionally, check whether the description in the paper matches the code. 

2. Treatment Variable(s): Carefully review all code that handles the treatment variable, 

including any data manipulations, assignments, or computations related to the 

treatment group or conditions. Additionally, check whether the description in the 

paper matches the code. 

3. Control Variables: Carefully review all code relevant to the control variables used in 

the pertinent estimations. This involves scrutinizing how these variables are handled 

and integrated into the analysis. Additionally, check whether the description in the 

paper matches the code. 

4. Estimation Process: Carefully review all code sections that implement the statistical 

models or methods in the estimation process itself. This encompasses code used to 

derive the main outcomes. Additionally, check whether the description of the 

estimation in the paper matches the code. 

Throughout the process of checking these four items, be vigilant in searching for coding errors 

such as: 

• variable misspecification 

• coding switcheroo (e.g., variable accidentally differently coded as claimed) 

• outlier management 

• missing data handling 

• sensitive commands such as merging, appending, reshaping, and dropping data. 

In case errors are detected, report the corrected results for all main outcomes. If the original 

analysis path (combination of analytical decisions) is considered a reasonable analysis path, 

this analysis path with the corrected results will also be included as one analysis path in the 

multiverse robustness tests as well as in the dashboard and specification curve (see Section 5). 

 

3. Scoping 



Replicators should carefully read the original paper. The focus should be on identifying the 

main research question, one or several main outcomes, their presentation (Tables, Figures), 

and the methodology. The main outcomes are those that are mentioned most prominently in 

the abstract (note: both statistically significant and null results qualify)2 and will be subjected 

to robustness tests to assess the robustness reproducibility of these results. For selection of 

the main outcomes, the replicator may dissect the abstract into claims and subsequently track 

the corresponding coefficient(s) in the paper. In case several coefficients correspond to one 

claim, the replicator may choose the one most prominently discussed in the paper (e.g., effect 

size discussed in the introduction). If no distinction can be made, the replicator can pick one 

of the qualifying coefficients randomly in a reproducible way.  

To provide an overview of the main results, Table 2 can be used. It should contain essential 

information about the main outcomes, such as where the outcomes can be found in the 

original paper, the coefficients with accompanying standard errors, t/z-values, and p-values, 

information on outcome pre-specification, as well as information on the estimation strategy 

like the level of analysis, number of observations, estimations method, use of fixed effects, 

control variables, etc. Replicators can also compile a brief summary of the original paper and 

include it in the introduction of the reproduction. 

Table 2: Example for recording details on main outcomes 

  (1) (2) 

  Consumption Food Security 

Name of display item Original Paper, Table 1 Original Paper, Table 1 

Column Column 2 - Panel D Column 3 - Panel D 

Estimate 0.579 0.431 

Standard Error 0.175 0.062 

t/z-value 3.309 6.952 

p-value 0.001 0.04 

Level of analysis Household Household 

Type of variable Standardized index Standardized index 

Units Deviation from baseline value Deviation from baseline value 

Number of observations 880 885 

Sample Full sample Full sample 

Estimation method OLS OLS 

Fixed Effects Hamlet fixed effect Hamlet fixed effect 

Standard Error type Clustered at household level Clustered at household level 

 
2 Note that for a null result the calculation of the reproducibility indicators is slightly different, see Section 5 for details. 



Control variables Baseline value of outcome Baseline value of outcome 

Outcome pre-specified No No 

Outcome construction pre-specified No No 

Minimum detectable effect size (MDE) 0.49 0.17 

Source: https://bitss.github.io/ACRE/scoping.html#read-sum 

 

4. Robustness reproduction 

In the following, the protocol provides a concise guide outlining possible robustness checks 

along several dimensions (see Subsection 4.3). The specific implementation of these checks 

may vary depending on the paper. Replicators should carefully assess each dimension and 

incorporate all relevant ones in their robustness checks. Robustness checks are not limited to 

those listed here. The robustness tests should be carried out in a multiverse fashion (see 

Simonsohn et al. 2020 and Steegen et al. 2016), so that all reasonable combinations of the 

analytical decisions that replicators decide to vary in the robustness tests are estimated. Each 

such reasonable combination of analytical decisions in the multiverse is henceforth referred 

to as an “analysis path”. Before proceeding with the implementation of these checks, the 

protocol recommends to first compile a comprehensive list of the specific checks the 

replicators intend to conduct for each of the selected main outcomes and formally register 

them, as described in step 4.1. 

 

4.1. Registering robustness checks 

At this stage, replicators have engaged intensively with the original paper, data, and code. They 

should compile a list of all robustness checks that they came up with during the first steps of 

the reproduction protocol alongside a short explanation for each robustness check. Replicators 

should, in a pre-analysis plan, preregister all analytical decisions they want to vary (e.g., 

outcomes, covariates, outlier management, etc.) alongside all choices within each analytical 

decision (e.g., which specific covariates to include in which specification). The original choice 

within each analytical decision should also be included if that is defined as a reasonable choice 

(note that if the replicators think that the original choice within one analytical decision is not 

a reasonable choice and they only defined one reasonable choice for this decision, they should 

include this choice as one analytical decision with only one option in the multiverse robustness 



checks). An option is to upload the pre-specification document to OSF folder before 

implementing any robustness checks. 

When implementing the pre-registered robustness checks, replicators should include the full 

multiverse of all reasonable combinations of analytical decisions and choices they have made. 

Reasonable refers to all choices and combinations that are sensible and can be backed by 

logical argumentation (and that are non-redundant). Note that one of the reasonable 

combinations of analytical decisions (one analysis path) will be the original analysis if 

replicators interpret this as one of the reasonable analysis paths.3  

Should replicators realize during the implementation of the pre-registered robustness checks 

that they would like to apply more robustness tests than preregistered, they have the flexibility 

to introduce additional robustness checks if they find them to be pertinent during the 

reproduction process. However, it is crucial that any such additional checks are clearly labelled 

as “non-pre-registered” for transparency. Also, these additional robustness checks should be 

conducted in a multiverse fashion so that replicators add analytical decisions or added choices 

within each analytical decision and thereafter implement the multiverse analysis of all the 

reasonable combinations of analytical decisions (all the analysis paths).  

 

4.2. Role of control variables 

The protocol recommends discussing the inclusion of each control variable in the context of 

omitted variables and bad controls. Replicators compile a list of all control variables and assess 

for each variable whether they are a collider (opening a path to a collider) or a necessary 

control to avoid omitted variable bias. This exercise is repeated to justify the 

omission/inclusion of control variables in all robustness checks. Some stylized “Directed 

Acyclic Graphs” (DAGs) are shown below. 

A. Bad controls  

The following examples are from Cinelli et al. (2022): 

 
3 In case the result for this analysis path was not computationally reproduced in step 2, it should still be included as an anlysis 

path if it is interpreted as a reasonable analysis path but it would give different results from the original analysis. Similarly, if 
the replicators discover coding errors in step 4, the original anlysis path after correcting for these coding errors should still be 
included as an analysis path if it is interpreted as a reasonable analysis path. 



Model 1:      Model 2: 

                                      

Model 1: Collider bias, controlling for Z opens the path X → Z  Y, but also the colliding path 

due to the latent parents of Y. (Example: Assume one wants to estimate the effect of attending 

lectures (X) on good grades (Y). One might then want to control for a poll about attending 

lectures and good grades (Z), but those who attend and have good grades are more likely to 

fill out the poll. This therefore introduces a collider bias.  

Model 2: Controlling for Z induces “selection bias” since it opens the colliding path X → Z  U 

→ Y. (Example: Assume that job satisfaction has no relationship with income, but education 

has. At the same time, there is an unobserved variable “work-life balance” that influences 

income and job satisfaction but has no relationship with education. Controlling in this scenario 

for income opens a pathway between education and job satisfaction.) 

B. Good controls (leading to omitted variable bias if not controlled for) 

          Model 3:                    Model 4: 

                             

Model 1: Z is a common cause of both X and Y (confounder) → controlling closes the back-

door path from X to Y.  

Model 2: Z is not a common cause of both X and Y, but controlling for Z blocks the back-door 

path from X to Y due to unobserved confounder U.   



 

4.3. Dimensions and Robustness Checks 

This section provides a list of dimensions that are relevant to the data processing and analytic 

decision of researchers (think of each dimension as one analytic decision that can be 

potentially varied in the robustness tests; but it is also fine to define and include more than 

one analytic decision within a dimension that is varied in the robustness tests). Researchers 

take hundreds of decisions when preparing data for analysis. While many of these decisions 

are taken subconsciously, they can have a large impact on the results. In this part of the 

reproduction, the protocol aims to show to what extent the results of the original paper 

depend on these decisions. Along several dimensions, replicators assess the reasonable 

analytical decisions and choices in each decision for each of the main outcomes. In doing so, 

they consider the following dimensions (and any other dimensions and analytical decisions 

that might be relevant for the specific paper): 

• Definition of the analysis sample 

• Definition of the outcome variable(s) 

• Definition of treatment variable(s) 

• Inclusion and definition of control variables 

• Outlier management 

• Missing observations 

• Model selection 

 

 

Table 3 provides an example to present the robustness checks by showing for each main 

outcome the change to the original data manipulation alongside an explanation. It includes 

each analytical decision that is varied or deviates from the original analysis as one row in the 

table. Note that if the original analysis is considered as one of the reasonable choices for an 

analytical decision that is varied in the robustness checks, then this original analysis choice 

should be included among the alternative options in Table 3. Note further that if replicators 

do not think that the original choice is a reasonable choice and only define one reasonable 

choice for this analytical decision, they should include this analytical decision as one row in 

the Table with only one choice in the column “Choice(s) in robustness checks”. When 



presenting their analyses, replicators should sufficiently describe and motivate their 

implemented robustness checks. 

Table 3: Example of robustness checks 

Nr. Main 

outcome in 

Table 2 

Analytical 

decision 

Rationale & Challenge Choice(s) in Robustness Checks 

(include also the original 

analysis choice if that is 

considered one of the 

reasonable analytical choices)       

1. (1) Outcome 

Variable  

The authors use indices for 

all outcomes. This reduces 

the problem of MHT and 

allows to include several 

dimensions into one 

measure.  

Yet, indices can be created in 

many different ways.  

1. Original choice  

2. Alter definition of 

outcome index by 

including a more 

comprehensive set of 

input variables 

2.  (1) Control 

Variables 

Timing of EL4. The endline 

took place over 5 months. In 

particular for income, food 

security, and consumption, 

the timing of the survey 

could matter. 

1. Original choice  

2. Add controls for the 

month in which the 

interview took place 

3. (1) Control 

Variables 

The authors do not use any 

baseline controls. 

At baseline, slight imbalance 

for income. 

1. Original choice  

2. Add baseline controls 

for all outcome 

variables.  

Note: Column “Main outcome in Table 2” should include a reference to the main claims (main outcomes) from Table 2 in 

Section 3 that the numbered item refers to. Column “Analytical decision” captures the part of the analysis the robustness 

check refers to. Column “Rational & Challenge” captures the reason for the robustness check and which problems of the 

original paper it tries to address. Column “Choice(s) in Robustness Checks” includes the analytical choices included in the 

multiverse robustness checks (note that this can be one choice if the original analysis choice is not considered reasonable and 

only one alternative reasonable choice is included in the robustness checks).  

 

As mentioned above, the robustness tests of each main outcome are estimated as a multiverse 

analysis for all the reasonable combinations of the analytical decisions (the combinations of 

the rows in Table 3). 

 



5. Reporting of reproducibility indicator results 

Replicators should report a table including all the results for each of the main outcomes for 

the reproducibility indicators described in this section alongside a short interpretation of the 

results. Different indicators need to be calculated for those original main outcomes reported 

as statistically significant results and those reported as null results. 

The indicators are calculated based on the data extracted from the original study and all 

robustness checks. In extracting that data adhere to the following general principles: 

A. The correct sign of the effect size and the t/z-value of each analysis path in the 

multiverse robustness tests need to be recorded, as this is important for the calculation 

of the indicators.  

B. Some “main outcomes” may involve more than one regression coefficient, such as, for 

example, the coefficient of a variable and the coefficient of the squared variable for 

studies testing non-linear relationships. In such cases where the test of a hypothesis of 

a “main result” depends on the statistical significance of two coefficients both 

coefficients should be recorded.  

C. For studies using instrumental variables only the 2nd stage results should be included 

to calculate the reproducibility indicators (i.e., the p-value, effect size and t/z-value of 

the 2nd stage regression coefficient is used for estimating the reproducibility indicators).  

D. In case the original paper already includes one or more (plausible) robustness tests, 

replicators should include these analysis paths (robustness tests) in the calculation of 

the reproducibility indicators in the same way as the analyses paths were added. 

To calculate the indicators, the Stata program “repframe” can be used, which is explained in 

more detail and can be downloaded here: https://github.com/guntherbensch/repframe 

(Bensch 2024). See also Dreber & Johannesson (2024) on the calculation of these 

reproducibility indicators.  

Important: If the command “repframe” is used, note that the following procedures (except 

the specification curve) are all performed by the command so that no further data 

manipulations are required. Only note that in the two cases where (i) different effect size units 

are used (e.g. log and non-log) or (ii) the original analysis is included as one analysis path in 

the multiverse robustness, the help file of the command with instructions on the options 

“sameunits()” and “orig_in_multiverse()” needs to be consulted. 



Reproducibility Indicators for original results reported as statistically significant:  

 Important: Replicators should estimate the following five indicators only if an 

original main result is reported as statistically significant in the original paper. An 

original main result reported as statistically significant in the original paper is defined 

as: a two-sided p-value<0.05 or an original result with a two-sided p-value>0.05 

reported as significant by, for instance, using a star for p<0.10 in reporting results or 

referring to this result as significant at the 10% level, marginally significant or some 

similar term. If a main result is not defined as an “original main result reported as 

statistically significant” according to the above definition, it is defined as a “null result”; 

for main outcomes reported as null results, the three indicators further down are 

calculated. 

1. Statistical significance indicator: Share of robustness tests analysis paths in the same 

direction as the original effect and a two-sided p-value <0.05. 

Note:  

• The original analysis path should not be included among the analysis paths in 

the estimation of the statistical significance indicator.  

• For “main outcomes” involving two coefficients, both these coefficients need 

to have an effect in the same direction as the original result and have a two-

sided p-value<0.05 to count as a statistically significant robustness test analysis 

path for the statistical significance indicator. 

2. Relative effect size indicator: Mean effect size of all the robustness tests analysis paths 

divided by the original effect size. 

Notes:  

• The original analysis path should not be included among the analysis paths in 

the estimation of the mean effect size of all the robustness tests analysis paths.  

• Only the robustness tests analysis paths that use the same effect size units as 

the original result should be included. This excludes, for example, robustness 

tests analysis paths with effect sizes in logs, while the original results are in 

levels. 

• The “relative effect size indicator” should not be estimated for “main 

outcomes” involving two coefficients. 



3. Relative t/z-value indicator: Mean t/z-value of all the robustness tests analysis paths 

divided by the t/z-value of the original effect.4 

Notes:  

• The original analysis path should not be included among the analysis paths in 

the estimation of the mean t/z-value of all the robustness tests analysis paths.  

• For “main outcomes” involving two coefficients, the “relative t/z-value 

indicator” should be based on the average t/z-value of these two original 

coefficients and the t/z-value of a robustness test analysis path should be based 

on the average t/z-value of these two coefficients in the robustness test analysis 

path.5 

4. Variation indicator: effect sizes: The standard deviation in effect sizes of all the 

robustness tests analysis paths divided by the standard error of the original effect size.  

Notes: 

• This indicator should not be estimated for “main outcomes” involving two 

coefficients. 

• If the original analysis is included as one analysis path in the multiverse 

robustness test that analysis path should be included in the estimation of the 

standard deviation.  

• Only the robustness tests analysis paths that use the same effect size units as 

the original result should be included in the estimation of the standard 

deviation. This excludes, for example, robustness tests analysis paths with 

effect sizes in logs, while the original results are in levels. 

5. Variation indicator: t/z-values: Standard deviation of t/z-value of all the robustness 

tests analysis paths.6  

Notes:  

 
4 If replicators encounter a different test statistic, please convert the p-value of the test to the equivalent z-value. This can 
apply both to the original t/z-value if the original test is based on some other test statistic, and/or the robustness checks if 
some or all robustness checks use some other test statistic. 
5 In case the command “repframe” is not used: if the main result involves two coefficients and one has a positive and one a 
negative coefficient, the two original t/z-values must both be assigned positive signs in estimating the average t/z-value of the 
original result; and for the average t/z-value of a robustness test analysis path the t/z-value of a coefficient must be assigned 
a positive sign if the coefficient is in the same direction as the original coefficient and a negative sign if the coefficient is in the 

opposite direction of the original coefficient. 
6 If a different test statistic is encountered, the p-value of the test needs to be converted to the equivalent z-value. This can 

apply both to the original t/z-value if the original test is based on some other test statistic, and/or the robustness checks if 
some or all robustness checks use some other test statistic. 



• If the original analysis is included as one analysis path in the multiverse 

robustness test, that analysis path should be included in the estimation of the 

standard deviation.  

• For “main outcomes” involving two coefficients, the “variation indicator: t/z-

values” should be based on the average t/z-value of these two coefficients in 

the robustness test analysis path.7 

Reproducibility Indicators for original results reported as null results: 

 Important: The following three indicators are only estimated if an original main 

result is reported as a null result. For main outcomes reported as statistically significant 

in the original paper, the five indicators above apply. 

1. Statistical significance indicator: Share of robustness tests analysis paths with a two-

sided p-value >0.05  

Notes:  

• The original analysis path should not be included among the analysis paths in 

the estimation of the statistical significance indicator.  

• For “main outcomes” involving two coefficients, such a “main result” will count 

as a null result (P>0.05) in the statistical significance indicator if at least one of 

these two coefficients have a p-value>0.05. 

2. Variation indicator: effect sizes: The standard deviation in effect sizes of all the 

robustness tests analysis paths divided by the standard error of the original effect size. 

Notes:  

• This indicator should not be estimated for “main outcomes” involving two 

coefficients. 

• If the original analysis is included as one analysis path in the multiverse 

robustness test, that analysis path should be included in the estimation of the 

standard deviation.  

 
7 In case replicators are not using the command “repframe” if the main result involves two coefficients and one has a positive 
and one a negative coefficient, the two original t/z-values must both be assigned positive signs in estimating the average t/z-
value of the original result; and for the average t/z-value of a robustness test analysis path the t/z-value of a coefficient must 
be assigned a positive sign if the coefficient is in the same direction as the original coefficient and a negative sign if the 

coefficient is in the opposite direction of the original coefficient. 



• Only the robustness tests analysis paths that use the same effect size units as 

the original result should be included in the estimation of the standard 

deviation. This excludes, for example, robustness tests analysis paths with 

effect sizes in logs, while the original results are in levels. 

3. Variation indicator: t/z-values: Standard deviation of t/z-value of all the robustness 

tests analysis paths.8  

Notes: 

• If the original analysis is included as one analysis path in the multiverse 

robustness test, that analysis path should be included in the estimation of the 

standard deviation.  

• For “main outcomes” involving two coefficients, the “variation indicator: t/z-

values” should be based on the average t/z-value of these two coefficients in 

the robustness test analysis path.9 

Aggregated reproducibility indicators on the paper level: 

For papers with more than one main outcome included in the robustness tests, the Stata 

command “repframe” will automatically calculate the robustness indicators on the paper level 

as the average of the indicators across the main outcomes (e.g., if there are three main 

outcomes reported as statistically significant in the original paper, the paper level of the 

“statistical significance indicator” is estimated as the average of the “statistical significance 

indicator” for these three main outcomes). This estimation is done separately for main 

outcomes reported as statistically significant in the original paper and main outcomes reported 

as null results in the original paper (i.e, if an original paper includes at least one main outcome 

reported as statistically significant and at least one main outcome reported as a null result, 

there will be two aggregated values of the “statistical significance indicator” for this paper).  

Reproducibility Dashboard 

 
8 If repliactors encounter a different test statistic, they need to convert the p-value of the test to the equivalent z-value. This 

can apply both to the original t/z-value if the original test is based on some other test statistic, and/or the robustness checks 

if some or all robustness checks use some other test statistic. 
9 In case replicators are not using the command “repframe”: if the main result involves two coefficients and one has a positive 

and one a negative coefficient, the two original t/z-values must both be assigned positive signs in estimating the average t/z-
value of the original result; and for the average t/z-value of a robustness test analysis path the t/z-value of a coefficient must 
be assigned a positive sign if the coefficient is in the same direction as the original coefficient and a negative sign if the 

coefficient is in the opposite direction of the original coefficient. 



The Stata command “repframe” also visualizes a so-called Reproduciblity Dashboard (see 

Figure 1). The dashboard highlights confirmatory and non-confirmatory robustness check 

results and provides indicators tailored to subsets of the analysis paths for which the indicators 

are most informative. As can be taken from the figure, they are tailored to whether original 

and robustness results are statistically significant or not. The Reproducibility Dashboard 

thereby provides a complementary set of statistical significance indicators, relative effective 

size indicators and variation indicators. Details on the indicators can be found at 

https://github.com/guntherbensch/repframe. 

 

Figure 1: Sample Reproducibility Dashboard 

 

Notes: α = significance level; β = estimate; CI = confidence interval; Δ = mean absolute deviation; o = original 

estimate; bars over certain values refer to mean values, tildes to median values. A version of the dashboard is 

applied in Ankel-Peters et al. (2023). 

Specification Curve 

To complement the previous two reporting tools, specification curve for each main outcome 

can be used. This curve is based on the multiverse robustness tests that were already 

implemented above (i.e. the same analytical decisions and analysis paths as above). In case 

the original paper already includes one or more (plausible) robustness tests, they should be 

included among the analysis paths in the multiverse robustness tests if they are considered 
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plausible analysis paths. In contrast to the previous reporting tools, the specification curves 

allow to assess the influence of individual robustness checks on the sensitivity of the results.  

A specification curve as suggested by Simonsohn et al. (2020) and presented in Figure 2 should 

be generated. In case the replicators use Stata (version 16 or newer), the command 

“speccurve” produces a specification curve. In R, the packages "r2especcurve"10, which is 

geared to the data structure necessary for the repframe command, and “specr” can be used. 

In case an analysis only includes few analysis paths, a specification curve may not be useful, 

but the results can be shown in a table instead. 

Figure 2: Specification Curve 

 

Source: Simonsohn, U., Simmons, J. P., & Nelson, L. D. (2020). Specification curve analysis. Nature Human Behaviour, 4(11), 

1208-1214. 

 

6. Testing the Paper’s Supportive Analyses 

In this section, replicators are encouraged to assess additional statistical analyses provided by 

the original paper to support its findings. Prevalent examples are identification strategy checks, 

weak first stage tests, statistical power analysis as well as attrition or multiple hypotheses 

testing corrections. For example, replicators should critically reflect on the identification 

 
10 See Huntington-Klein (2024). 



strategies by applying placebo tests or checking the parallel trends assumption for difference-

in-differences studies, and other relevant checks.  

Note that these checks are not included in the reproducibility indicator or dashboard. 

 

7. Pre-Analysis Plan 

Replicators should check whether the authors registered the study and published a pre-

analysis plan (PAP). If the PAP is not publicly available, consider reaching out to the original 

authors. Please note, which of the following cases applies: 

a. No preregistration 

b. Preregistration without a PAP 

c. Preregistration with a PAP 

If the PAP is available, it should be compared to the original paper and deviations highlighted.  

- Does the PAP specify the exact design of the study, the exact data collection and exactly 

how all analyses and tests will be conducted? 

- Does the paper follow the pre-registered design and data collection? 

- Does the paper carry out all analyses and tests reported in the paper exactly as 

specified in the PAP? 

- Does the paper report all analyses and tests as specified in the PAP? 

- Does the paper report additional analyses and tests not specified in the PAP? 

 

8. External and construct validity 

Replicators should assess the extent to which the paper provides information regarding 

external validity and construct validity. Following Esterling et al. (2023), Masselus et al. (2024), 

and Peters et al. (2018) this checklist can be used: 

Construct validity:  



- Does the paper provide comprehensive information about the details of the 

intervention, that would allow other researchers/implementers to implement an 

intervention that is sufficiently similar to the intervention under evaluation?  

- Does the paper describe whether the intervention is an existing intervention 

implemented by a real-world policy agency (as opposed to an intervention designed by 

researchers for academic purposes)? If not, does the paper describe how the 

intervention deviates from what is implemented in the real world and whether these 

deviations are costly? 

Researcher involvement and special care:  

- Does the paper describe to what extent the authors (or other researchers) were 

involved in designing the intervention (as opposed to, for example, an NGO or a 

governmental agency designing the intervention)? 

- Does the paper describe who implemented the intervention, and to what extent the 

researchers were involved in the implementation? 

Hawthorne & John Henry effects: 

- Does the paper describe whether participants were aware of the randomization/being 

part of a study? 

General Equilibrium Effects: 

- Does the paper discuss general equilibrium effects (GEE)? 

Generalizability:  

- Does the paper determine the scope of generalization regarding the intervention under 

study? 

- Does the paper determine the scope of generalization regarding the population and 

sample?  

 

9. Documentation of reproduction 



To ensure reproducibility of your reproduction, provide all code, data, and a read-me file in a 

reproduction package. Upload the reproduction package to our server before publishing the 

reproduction report and/or a working paper.  

 

10. For guidelines on ensuring reproducibility, see: 

- https://blogs.worldbank.org/impactevaluations/how-make-sure-your-research-paper-

reproducible-evidence-55-papers-guest-blog-post 

- Reproducible Research - Dimewiki (worldbank.org) 
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