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Subjective Assessment Versus 
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How do perceptions of AI versus human authorship affect engagement with creative work? 

In an incentivized experiment, participants (N=654) assessed the content of a short story 

labeled as either human or AI-generated and reported their willingness to pay and work to 

finish reading it. Consistent with prior research, the AI-labeled story received significantly 

lower content assessments. However, the time people invest in reading the story and 

their willingness to pay and work did not differ between the labels, even for the 36% of 

participants who profess to value human over AI writing. These findings raise questions 

about whether subjective assessments and aspirations to favor human authorship translate 

into actions.
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1 Introduction

We are experiencing an explosion of AI-generated content.
From professional and social media platforms [1, 2] to
journalism [3, 4, 5] and poetry [6, 7, 8], Large Language
Models (LLMs) are producing text that is increasingly
indistinguishable from human writing. Recent evidence
suggests that AI may even be perceived as “more human
than human” [9, 1, 8].

The AI revolution has the potential to reshape the mar-
ket for creative works and creative labor. Similar to the
introduction of automation in industries that previously
relied on skilled human labor, the adoption of AI promises
to dramatically reduce production costs and thus expand
access to creative products to broader audiences. While
economists have long argued that such transformations
increase overall welfare, it would come at the cost of sub-
stantial employment losses among creative workers and
wider concerns about the erosion of meaning and human
creativity.

Consumer behavior will ultimately determine the im-
pact of emerging AI systems capable of generating vast
quantities of text at near-zero cost [10]. One key ques-
tion is whether consumers’ preferences and willingness to
pay (WTP) depend on the process of how a product was
created.

For visual art, recent studies have found that humans
have difficulty distinguishing between AI and human-
created work and, moreover, that when they are unla-
beled, humans actually tend to prefer AI-generated works
[11, 12, 13]. By contrast, findings indicate holding the
artwork constant while changing the labeling as AI- or
human-generated causes assessments biased against AI
along various qualitative measures such as authenticity,
novelty, and meaningfulness [14, 15, 16, 17, 18]. Similar
patterns emerge from studies on creative writing, which
have focused more on poetry. One recent study finds that
“ratings are significantly lower when told the poem is AI-
generated but are significantly higher when the poem is

actually AI-generated” [8].

These studies consistently document an AI bias in peo-
ple’s assessments and stated valuation of creative content,
even when engaging with the same work. However, to
our knowledge, previous studies have not yet measured
people’s actual willingness to invest time or money in
consuming AI-generated creative works. Addressing this
knowledge gap is important given the well-documented
divergence between hypothetical and revealed valuations
[19, 20].

2 Methods

We recruited a sample of 654 participants based in the
US through Prolific in December 2024.1 We informed
people at the beginning that the purpose of the study was
to “better understand how people engage with and value
creative writing.” The expected time was twelve minutes
for which they received a base pay of 2.50 USD.

Table 1: Summary Statistics and Balance

Full Sample AI Human P-value
Variable N Mean/SE Mean/SE Mean/SE AI-Hum

Age 630 45.61
(0.632)

45.01
(0.892)

46.218
(0.896)

0.340

Female 654 0.488
(0.020)

0.517
(0.028)

0.459
(0.028)

0.138

College Degree 654 0.509
(0.020)

0.502
(0.028)

0.517
(0.028)

0.696

Liberal 654 0.401
(0.019)

0.401
(0.027)

0.401
(0.027)

1.000

Conservative 654 0.332
(0.018)

0.312
(0.026)

0.352
(0.026)

0.281

Follow AI (0-6) 653 3.597
(0.063)

3.581
(0.088)

3.613
(0.089)

0.796

Nr Books 649 9.236
(0.504)

8.926
(0.687)

9.545
(0.739)

0.540

F-test of joint significance (p-value) 0.730

Notes: The table presents summary statics for characteristics specified
in our analysis plan. The last column presents p-values from a test of
whether characteristics are balanced in the AI and human writing group.

The sample is nationally representative in terms of key
demographic characteristics such as age, race, and gender.
The average age is 45.6 years, 48.8% identify as female,
and 50.9% completed a college degree (Table 1). 40.1%
identify as liberal and 33.2% as conservative. People

1About 6% of the targeted sample size of 700 did not pass the atten-
tion or bot detection check.

2



report 3.6 (on a 0-6 scale) in terms of how much they
follow news about AI, and the average (median) number
of books read per year is 9.2 (4).

Figure 1 summarizes our experimental research design.
All participants first read a short biographic summary of
the acclaimed author Jason Brown (see Figure C1 for de-
tails) and are informed that they will “read a short story
that is representative of Jason Brown’s writing.” We addi-
tionally note that the story is unpublished.

Figure 1: Experimental Design

The short story was, in fact, written by OpenAI’s GPT-4.
We first prompted GPT-4 to summarize Brown’s writing
style and published work. After documenting its famil-
iarity with his writing, we asked GPT-4 to create a short
story of less than a thousand words that is representative
of Jason Brown’s work. We specified that the story should
be about a professor struggling with the rise of AI.

While all participants read the identical story, partici-
pants were randomly assigned in equal shares into one of
two groups. One group does not receive any additional
information and is thus made to believe that the story was
composed by the author. The other group is informed
that it “was written by Artificial Intelligence (ChatGPT)”
(see Figure C2).2 Table 1 suggests randomization was
successful and that the two groups are balanced.

The story begins with a professor reading an email from
a student who has used AI to generate ideas for her fiction-
writing assignment, which makes him reflect on his own
struggles with completing his novel. At the point where
the professor starts to reply to the student, we interrupt
the story and administer a set of questions. First, we ask

2To further emphasize the treatment variation, we included an image
of a person writing on a typewriter in the control group, and an image of
a robot writing on a laptop under each message.

participants how they thought the story would continue:
what the professor will advise the student to do, whether
he himself will use AI for his writing, and if so, how
satisfied he will be with his decision.

Next, we elicit participants’ maximum WTP to read the
end of the story along two dimensions: i) what part of their
fifty-cent bonus they are willing to have deducted, and ii)
how much time (0-6 minutes) they are willing to work
transcribing text. Measuring both WTP dimensions pro-
vides a more comprehensive understanding as people may
value money and time differently due to socioeconomic
circumstances.3 To make the WTP elicitation incentive-
compatible, we inform participants that we will randomly
choose either the money or time category and then ran-
domly select the price level within this category (Figure
C5). If their WTP is at least as large as this price, they will
read the end of the story and will be “charged” the price
at the end of the study.4

Participants next assess the story content by choosing
how much they agree (on a 0 to 10 scale) with the fol-
lowing seven statements presented in random order: “I
was interested in the struggles of these characters,” “The
writing was predictable,” “The writing was atmospheric;
I felt like I was on the scene,” “The characters are nu-
anced and complex,” “The idea of the story was creative
and original,” “The narrator sounds authentic,” and “This
story deserves to be published in a top literary journal.”
These present common evaluative dimensions of fiction
writing—from characterization to narratorial voice and
atmosphere/transportation—found in both creative writ-
ing pedagogy [23] and research on narrative engagement
[24, 25]. And indeed, these measures are highly predictive

3Time-based WTP reveals the opportunity cost people associate with
reading the story. Monetary WTP may disproportionately reflect the
valuation of participants who can afford to spend money. The correla-
tion coefficient of 0.5 suggests that these two metrics measure distinct
dimensions of WTP. Research also suggests that time-based WTP is
more reliable predictor of behavior than monetary-based WTP [21]. We
randomized the order of price categories and asked participants to move
a slider that is initially set at the mean value.

4This Becker, DeGroot and Marshak (BDM) method is a commonly
used incentive compatible way to elicit willingness to pay [22]. To
facilitate participants’ understanding of the process, we provide them
with two examples.
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of participants’ WTP (p-v.<0.001).5

Participants with a WTP equal to or larger than the
randomly selected price of one minute transcription work
next read the end of the story before answering survey
questions related to their familiarity with and attitudes
toward AI.They then transcribed a provided text for one
minute. Participants whose WTP was below one minute
proceeded to the survey questions without reading the
story. Last, we provide all participants with information
about the experimental design and research questions.

3 Results

The experimental design allows us to test the effect of
changing perceptions of the author of the story, while
holding the content constant. As specified in our pre-
registration, we divide results into incentivized and non-
incentivized outcomes.6

3.1 Willingness to Pay and Time Investment

We test the effect on three primary incentivized outcomes:
monetary WTP, work WTP, and the amount of time par-
ticipants invest in reading the story. Figure 2 shows the
cumulative distribution and mean values of monetary WTP
for the human and AI group. The difference in means of
0.2 cents (1.1%) is not significant (p-v.=0.86) and we can
reject that the two distributions are different (p-v.=0.96)
The same pattern holds for the time people are willing to
work: the difference in means of 0.04 minutes (1.7%) is
small and not significant (p-v.=0.74). Results are robust to
controlling for demographic characteristics (Table A1).

We collect data on the exact time participants spend
reading the story, which serves as our primary measure
of attention.7 We find a small and insignificant drop in

5A one sd increase in the assessment index is associated with a 4.8
cent (27%) increase in WTP (Figure B2)

6The analysis plan, registered before data collection started, can be
found at www.socialscienceregistry.org/trials/14949.

7Participants are not informed we collect this data. We impose a
minimum reading time of 30 seconds. This is unlikely to affect many
readers as the median reading time is close to 2.5 minutes and less than
6% spent less than 1 minute. For the analyze we winsorize the time

Figure 2: Willingness to Pay - Money: CDF

Notes: The figure shows the cumulative density function of monetary
WTP for human and AI writing. The dashed lines present mean values.

reading time of around 2% in the AI group (Table A4).8

To compare effect sizes, we standardize outcomes and
present differences between the AI and human writing
group in standard deviations (sd). The top of Figure 3
shows that differences for all incentivized outcomes are
less than 0.05 sd. The WTP estimates are relatively precise:
we can rule out that effects of AI are larger than 0.18 sd
with 95% confidence.

3.2 Story Assessment

Figure 3 shows that there are large differences in the qual-
ity assessments of writing: AI is perceived as more pre-
dictable and scores lower on measures of emotional en-
gagement, creativity/originality, authenticity, atmosphere
and literary merit. Effects are sizable and largest for au-
thenticity, literary merit and atmosphere. The effect on
a standardized quality index, our pre-specified primary
outcome, is 0.28 sd (p-v.<0.001).

We hypothesized that one of the reasons why people
may value the story differently is that they think that AI

measure at the 5% level to account for outliers.
8Measuring effects on time in addition to monetary investment is

important, given that fiction competes as a form of entertainment in a
crowded attentional space. In contrast to our findings about time spent
reading, we find that the share of participants who remember a detail of
the story (related to who said a certain quote) is 6.6 pp (7.7%) lower in
the AI group, suggesting that they read the AI-labeled story differently
— a question that is outside the scope of the present study.
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Figure 3: Effects of AI Writing (standardized)

Notes: The figure presents treatment coefficients of AI writing
with 95% confidence intervals for standardized outcome measures.
Effects are measured in standard deviations.

changes the content. We indeed find that participants in
the AI group are 8.5 pp (25%) more likely to believe that
the professor will use AI for his writing and that he will
be happier with the result (Table A3). We also find a
small increase in the share believing that the professor will
advise the student to use AI, although this difference is
not significant. We interpret this as suggestive evidence
that while participants think AI will change the content
of writing (in a self-serving way), it does not lead to a
difference in WTP.

4 Discussion

4.1 Awareness of Preferences

To assess whether people are aware of their preferences,
following questions about WTP and story assessment,
we asked participants in the AI (human) writing group
whether they thought their WTP would have been differ-
ent had the story been written by a human (AI). If they
answered in the affirmative, we asked for the reason. Par-
ticipants could select from a pre-specified list of reasons
or enter their own response (Figure C6).

61.9% of respondents say their WTP would not have
changed. Another 36.6% state they would be willing to
pay more for human writing, while only 1.5% say they
would have paid more for AI writing. Among those who

value human writing more, the most common reasons were
that it is more meaningful (81.1%), that they care about
the livelihood of human writers (63.9%) and that they have
ethical or environmental concerns about AI (32.5%).

Figure 4 presents how results vary with people’s pro-
fessed preferences. Consistent with their stated beliefs,
participants who claim to value human writing more (top
panel) give a 0.5 sd lower content assessment in the AI
group.9 While they spend slightly less time (0.2 sd) read-
ing the story, their difference in WTP is close to zero and
not significant for both money and time. By contrast, re-
sults for those professing to value AI and human writing
equally (bottom panel) are more consistent: differences
for all incentivized outcomes and the assessment index are
close to zero and not significant. Comparing assessment
dimensions between these two groups provides insights
into why people state they value human writing more. We
find the largest differences for predictability and authentic-
ity, while effects for creativity/originality and emotional
engagement are small and not significant.

4.2 Study Limitations

While our sample is nationally representative in terms of
gender, age, and race, online samples tend to be more
educated, technologically proficient, and may be distinct
in their reading habits, which could affect the generaliz-
ability of our findings. However, our analysis reveals no
significant differences in the effect of AI writing across
participants’ gender, age, education levels, readership, and
familiarity with AI (Table A6). The latter result also mit-
igates concerns that our results are driven by short-lived
“novelty effects” among people unfamiliar with AI.10

A second study limitation is that we elicit outcomes
at the midpoint of the story, after participants have en-
gaged with the writing. Our results may thus not extend
to decisions whether to begin reading a story labeled as

9The correlation between ”anthropocentric views of creativity” and
anti-AI bias is similarly documented in visual art [15].

10The fact that less than 1% of participants reported they would be
willing to pay more for an AI-generated story because they “are curious
about AI” provides further evidence against this explanation.
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Figure 4: Results by Stated Preferences

Notes: The figure presents treatment coefficients of AI writing
with 95% confidence intervals for standardized outcome measures.
The top panel includes people who say they value human more
than AI writing. The sample in the bottom panel are people who
say they value human and AI writing equally.

AI-generated, especially for those who hold an AI bias.
We attempt to address this limitation by measuring reading
time, as participants make this decision starting from the
outset. Another feature of our study design that may limit
the generalizability is that people’s WTP decisions were
made privately. In real-world contexts, people may decide
to pay a premium for human-generated stories as a means
to publicly signal certain values or virtues.

A final potential concern is that our incentivized out-
comes may not fully capture the satisfaction people derive
from reading the story and that those in the AI group were,
in fact, less satisfied. To address this, we analyze partic-
ipants’ effort levels during the transcription task. Since
we specified only the work time (Figure C7), the num-
ber of words transcribed serves as a measure of effort not

contractually specified, which is often linked to intrinsic
motivation [26]. We find that the number of words in
the AI group is 19.4% (p-v.=0.019) higher, suggesting
that participants did not express dissatisfaction with the
reading experience by exerting less effort.

5 Implications

Consistent with previous studies, we find that many peo-
ple hold a bias against AI when assessing creative writing.
However, our findings reveal that this bias may not trans-
late into differences in WTP or the time they invest in
reading.

Before considering the far-reaching implications this
could have for creative work markets, a note of caution. By
keeping the story constant, we isolate the effects of label-
ing. However, this paradigm precludes any head-to-head
comparisons between actual human- and AI-generated
stories. While non-experts struggle to distinguish AI-
and human-generated creative work in a variety of me-
dia—such as visual art [27] and poetry [6]—similar com-
prehensive studies have yet to be done for fiction writing.
AI’s current capacity to generate longer-format texts is
still limited, including its ability to craft complex plots,
develop nuanced characters and maintain thematic consis-
tency and authorial voice [28].11 At the same time, LLMs
are evolving rapidly and AI-generated works are already
flooding the market [30].12

One possible scenario is that AI-generated content will
come to dominate markets. As AI models continue to im-
prove, they can offer products perceived as equivalent (or
even superior) at a fraction of the price, displacing human
writers. Alternatively, we may witness a segmentation
of markets, where some consumers focus solely on the

11AI stories in the aggregate also do not show the same creative range
as human works, which may limit the ability of LLMs to create work in
genres that place high value on originality [29].

12The influence of gatekeepers such as retailers and editors who can
control market access may further limit the adoption of AI-generated
creative writing. For example, online retailers have started to require
labeling for AI-generated books, though the effects of labeling on sales
has not yet been studied.
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price while others also take into account the process of
how a product is created. A similar dynamic has occurred
in the demand for hand-made goods, which command a
premium over machine-made products even when their
functionality is the same. This focus on the process of
creation may be understood as a cultural response to the
widespread adoption of machine manufacturing, similar
to the Arts and Crafts movement around the turn of the
19th century [31].13

In short, the shape of our future literary marketplace
will likely be shaped by the collective decisions of con-
sumers. While attitudes toward AI are still evolving, our
study provides timely evidence that widely documented
professed AI biases may not be reliable indicators of will-
ingness to pay for human creative labor.
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[6] Nils Köbis and Luca D Mossink. Artificial intelligence versus maya
angelou: Experimental evidence that people cannot differentiate
ai-generated from human-written poetry. Computers in human
behavior, 114:106553, 2021.

[7] Jimpei Hitsuwari, Yoshiyuki Ueda, Woojin Yun, and Michio No-
mura. Does human–ai collaboration lead to more creative art?
aesthetic evaluation of human-made and ai-generated haiku poetry.
Computers in Human Behavior, 139:107502, 2023.

[8] Brian Porter and Edouard Machery. Ai-generated poetry is indistin-
guishable from human-written poetry and is rated more favorably.

13Under this market segmentation scenario, different fiction genres
and book categories (“commercial”, “upmarket”, “literary”) may adopt
AI at different rates in accordance with their varying genre conventions
and readers’ imperatives, likely with commercial fiction most vulnerable
to near-term automation.

Scientific Reports, 14(1):26133, 2024.
[9] Daphne Ippolito, Daniel Duckworth, Chris Callison-Burch, and

Douglas Eck. Automatic detection of generated text is easiest when
humans are fooled. arXiv preprint, 2019.

[10] Xiang Hui, Oren Reshef, and Luofeng Zhou. The short-term effects
of generative artificial intelligence on employment: Evidence from
an online labor market. Organization Science, 35(6):1977–1989,
2024.

[11] Harsha Gangadharbatla. The role of ai attribution knowledge in
the evaluation of artwork. Empirical Studies of the Arts, 40(2):125–
142, 2022.

[12] Simone Grassini and Mika Koivisto. Understanding how person-
ality traits, experiences, and attitudes shape negative bias toward
ai-generated artworks. Scientific Reports, 14(1):4113, 2024.

[13] Jeongeun Park, Hyunmin Kang, and Ha Young Kim. Human,
do you think this painting is the work of a real artist? Inter-
national Journal of Human–Computer Interaction, 40(18):5174–
5191, 2024.

[14] Lucas Bellaiche, Rohin Shahi, Martin Harry Turpin, Anya Ragn-
hildstveit, Shawn Sprockett, Nathaniel Barr, Alexander Chris-
tensen, and Paul Seli. Humans versus ai: whether and why we
prefer human-created compared to ai-created artwork. Cognitive
Research: Principles and Implications, 8(1):42, 2023.

[15] Kobe Millet, Florian Buehler, Guanzhong Du, and Michail D
Kokkoris. Defending humankind: Anthropocentric bias in the
appreciation of ai art. Computers in Human Behavior, 143:107707,
2023.

[16] C Blaine Horton Jr, Michael W White, and Sheena S Iyengar.
Bias against ai art can enhance perceptions of human creativity.
Scientific reports, 13(1):19001, 2023.

[17] Alwin de Rooija. Bias against artificial intelligence in visual art:
A meta-analysis. 2024.

[18] Martin Ragot, Nicolas Martin, and Salomé Cojean. Ai-generated vs.
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A Online Appendix

A.1 Tables

Table A1: Willingness to Pay: Money and Time

Willingness to Pay Willingness to Work

(1) (2) (3) (4)

1=AI Writing -0.226 -0.226 -0.043 -0.043
(1.300) (1.300) (0.127) (0.127)

Observations 654 654 654 654
Control Mean 17.98 17.98 2.34 2.34
SD 16.5 16.5 1.64 1.64
R-Square 0.00 0.00 0.00 0.00
Control Var N Y N Y

Notes: Outcomes are willingness to pay in cents (Col. 1-2) and minutes work
(Col. 3-4). Control variables include age, education, political leaning and
gender. Robust standard errors are in parentheses. → p < 0.10, →→ p < 0.05,
→→→ p < 0.01

Table A2: Writing Assessment

Index Interest Predict Complex Creative Authen Publish Atmosp
(1) (2) (3) (4) (5) (6) (7) (8)

1=AI Writing -0.280→→→ -0.366→ 0.298→ -0.240 -0.458→→ -0.791→→→ -0.778→→→ -0.645→→→

(0.077) (0.201) (0.174) (0.188) (0.181) (0.179) (0.195) (0.182)

Observations 654 650 652 650 651 652 651 654
Control Mean 0.14 6.18 4.51 4.85 6.21 6.88 4.58 6.76
SD .964 2.5 2.33 2.4 2.28 2.19 2.51 2.19
R-Square 0.02 0.01 0.00 0.00 0.01 0.03 0.02 0.02
Control Var N N N N N N N N

Notes: Outcomes are a standardized index (Col. 1) of the individual outcomes and separate measures for content assessment (Col. 2-8)
measured on a 0 to 10 scale. Robust standard errors are in parentheses. → p < 0.10, →→ p < 0.05, →→→ p < 0.01
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Table A3: AI Effect on Story Content

Advice: Use AI Prof: Use AI Happy Use AI

(1) (2) (3) (4) (5) (6)

1=AI Writing 0.061 0.068 0.076→→ 0.075→→ 0.141→→ 0.145→→

(0.066) (0.067) (0.038) (0.038) (0.064) (0.065)

Observations 654 654 654 654 654 654
Control Mean -0.29 -0.29 0.35 0.35 -0.70 -0.70
SD .845 .845 .476 .476 .789 .789
R-Square 0.00 0.02 0.01 0.02 0.01 0.02
Control Var N Y N Y N Y

Notes: The dependent variable in Col. 1-2 measures whether the professor advises the student to use
AI (-1=No, 0=Unsure, 1=Yes). Col 3-4 measures whether the professor will use AI himself (1=Yes,
0=No) and whether he will be happy with the outcome (-1=No, 0=No Use, 1=Unsure, 2=Yes). Robust
standard errors are in parentheses. → p < 0.10, →→ p < 0.05, →→→ p < 0.01

Table A4: Attention

Time Read (Part 1) Time Read (Part 2) Remember Details

(1) (2) (3) (4) (5) (6)

1=AI Writing -4.125 -4.125 -1.368 -1.368 -0.061→→ -0.061→→
(6.594) (6.594) (2.548) (2.548) (0.030) (0.030)

Observations 654 654 542 542 654 654
Control Mean 162.19 162.19 54.94 54.94 0.86 0.86
SD 84.9 84.9 29.9 29.9 .351 .351
R-Square 0.00 0.00 0.00 0.00 0.01 0.01
Control Var N Y N Y N Y

Notes: Outcomes are the seconds people spend reading part 1 (Col. 1-2) and part 2 (Col 3-4) of the story,
winsorized at the 5 percent level and a binary variable measuring if the reader remembers a detail of the
story (Col. 5-6). Control variables include age, education, political leaning and gender. Robust standard
errors are in parentheses. → p < 0.10, →→ p < 0.05, →→→ p < 0.01
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Table A5: Transcription Performance

Nr. Words Nr. Words (winsor) Nr. Words = 0 Share Mistakes

(1) (2) (3) (4) (5) (6) (7) (8)

1=AI Writing 3.326→→ 2.911→ 1.675 1.248 -0.035 -0.022 -0.002 -0.002
(1.545) (1.521) (1.254) (1.215) (0.033) (0.032) (0.006) (0.006)

Observations 542 542 542 542 542 542 440 440
Control Mean 19.17 19.17 18.94 18.94 0.19 0.19 0.06 0.06
SD 14.8 14.8 14.2 14.2 .397 .397 .0567 .0567
R-Square 0.01 0.07 0.00 0.09 0.00 0.06 0.00 0.01
Control Var N Y N Y N Y N Y

Notes: The sample is limited to participants with a WTP at least as high as the time transcription price. Column 1 to 4 uses
the number of words transcribed as the dependent variable. Column 3 and 4 winsorized the outcome at the 5 percent level. The
outcome in Column 5 and 6 us a binary variable measuring if participants transcribed zero words. The outcome in Column 7
and 8 is the share of incorrectly transcribed words. Robust standard errors are in parentheses. → p < 0.10, →→ p < 0.05, →→→
p < 0.01
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Table A6: Subgroup Analaysis: WTP Money

(1) (2) (3) (4) (5) (6)

1=AI Writing -1.266 0.506 0.220 0.985 -0.696 -0.573
(1.870) (1.902) (1.830) (1.940) (2.219) (1.827)

College Degree 1.011
(1.826)

AI x College 2.103
(2.599)

Female 1.346
(1.818)

AI x Female -1.569
(2.604)

Age < 45 -2.890
(1.830)

AI x Age < 45 -0.153
(2.602)

Conservative 3.885→
(2.111)

AI x Conservative -4.412
(3.029)

Moderate 1.295
(2.291)

AI x Moderate 0.933
(3.250)

Follow AI 0.096
(1.921)

AI x Follow AI 0.740
(2.740)

Read > 5 Books 1.445
(1.829)

AI x Read > 5 Books 1.126
(2.609)

Observations 654 654 630 654 654 649
Control Mean 17.98 17.98 17.98 17.98 17.98 17.98
SD 16.5 16.5 16.5 16.5 16.5 16.5
R-Square 0.00 0.00 0.01 0.01 0.00 0.00
P-value 0.64 0.55 0.97 0.14 0.98 0.77

Notes: Subgroup indicators interacted with the AI dummy include dummies for female, under 45, politically
conservative and moderate, following AI (above median), and reading more than 4 books (median) annually.
Robust standard errors are in parentheses. → p < 0.10, →→ p < 0.05, →→→ p < 0.01
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A.2 Figures

Figure B1: Histogram: WTP - Money

Figure B2: Correlation: Assessment and WTP (Money)
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A.3 Research Design

Figure C1: Author Introduction

Figure C2: Experimental Variation

(a) Human Writing Information

(b) Artificial Intelligence Information
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Figure C3: Short Story (Part 1)
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Figure C4: Short Story (Part 2)
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Figure C5: Instructions: WTP

17



Figure C6: Instructions: Hypothetical WTP
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Figure C7: Instructions: Transcription
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