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1 Summary 

The study examines the influence of implicit beliefs on cybersecurity behaviour among employees in 
German organizations. We address a significant gap in the existing literature related to companies‘ 
struggle to implement effective cybersecurity defence strategies. Despite recognizing cybercrime as a 
significant threat, many organizations, particularly small and medium-sized enterprises (SMEs), fail to 
implement adequate protective measures. Additionally, we also address a significant gap in understand-
ing how unconscious attitudes may influence the attitude of employees towards cybersecurity. 

As analytical method to gain insights in the response behaviour of employees, we use the Single 
Category Implicit Association Test (SC-IAT) and a questionnaire. On the basis of the Fogg Behavior 
Model (FBM), we investigate the behaviour of the employees and the effects of their unconscious atti-
tudes. 

Our key findings reveal that employees' implicit attitudes significantly diverge from their explicit 
statements about cybersecurity. With our results we demonstrate that implicit beliefs may cause a critical 
vulnerability in cybersecurity when it is not detected or neglected. Our research contributes to under-
standing the psychological mechanisms underlying cybersecurity behaviour.  
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2 Introduction 

The German Federal Office for Information Security (BSI) stated in its annual report in 2023, that the 
threat in cyberspace reached an all-time high. The number of attacks is constantly increasing. Criminals 
no longer necessarily need to develop their own tools and attacking strategies. They can purchase 
cybercrime tools on the shadow market or become stakeholders in a 'cybercrime value chain'.1 Studies 
estimate significant financial losses for the German economy due to cybercrime. In 2024 a potential loss 
of over 266 billion euros from direct and indirect cybercrime damages is to be deplored.2 

However, the actual number of attacks remains unclear. This is likely due to a high number of 
unreported cases and also due to the fact that companies are often reluctant to report an attack. Ac-
cording to surveys, between 11% and 80% of the German companies report that they have been (likely) 
affected by at least one cybersecurity incident within the last twelve months.3 In addition, companies 
also indicated that they anticipate a further rise in cyber-attacks over the next twelve months.4 

In this context, the role of the ‘human factor’, which has been often neglected in the past, is receiv-
ing greater attention in scientific discourse.5 This is due to the fact that numerous studies claim people 
to be the soft spot in the cybersecurity defence line.6 Recent surveys appear to corroborate this. Alt-
hough the surveys report different orders, the most frequently reported forms of attacks by companies 
are human-centric attacks, such as social engineering, (spear) phishing, and attacks on (weak) pass-
words.7 

The growing danger is prompting more and more companies to take action. Consequently, there 
has been a notable increase in investment in cybersecurity by German companies.8 Many companies 
invest in so called ‘Security Education, Training, and Awareness’ (SETA) programs for their employees 
– although, this remains often contingent upon the employee's position and seniority within the com-
pany.9 Nevertheless, there is considerable debate regarding the extent to which activities such as 
awareness campaigns, security training, and security warnings are effective in addressing the challenge 
of reducing incidents of cybercrime, at all.10 For example, studies show that users still ignore security 
policies when they do not understand them or are not motivated to follow them.11 Also, the SETA pro-
grams might be not effective, because these programs are too generic and often don’t change the em-
ployees’ behaviour.12 Additionally, ‘security fatigue’, a term which describes a situation in which people 
can tire of dealing with security measures, might emerge.13 Other authors argue, that users are lazy, 
some argue that security tasks need to be made more usable, and some argue that the users are being 

–––––––––––––––––––––––––––––––––––– 

 1 Bundesamt für Sicherheit in der Informationstechnik [BSI] (2023) 
 2 Bitkom (2024) 
 3 TÜV Verband (2023); Bitkom (2023a); Hiscox (2023) 
 4 Bitkom (2024) 
 5 Jeong et al. (2019); Rahman et al (2021) 
 6 European Network and Information Security Agency [ENISA] (2018); Alsharida et al (2023); Scholl and Schuk-

tomow (2021) 
 7 TÜV Verband (2023); Bitkom (2023a) 
 8 TÜV Verband (2023); Statista (2024) 
 9 TÜV Verband (2023); Bitkom (2023b) 
 10 Bada et al. (2015); Herley (2009) 
 11 Adams and Sasse (1999) 
 12 Hu et al. (2021); Alshaikh et al. (2019); Kirova and Baumöl (2018) 
 13 Furnell and Thomson (2009) 
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economically rational by ignoring security advice.14 In addition, other factors, such as time pressure for 
the individual, which can hardly be coped with SETA programs, play a crucial role in cybersecurity.15 

Nevertheless, despite the advancements in cybersecurity that have occurred in recent years, the 
BSI states that many companies still lack necessary knowledge, even at the basic level. In particular, 
small and medium-sized enterprises (SMEs)16, which constitute 99% of German companies, are una-
ware of the extent of cyber threats and the vulnerabilities of their own systems. Despite many companies 
are well aware of the necessity to allocate more resources towards cybersecurity, they still fail to do so. 
Furthermore, many do not even use the most basic, cost-effective preventive measures.17 

In conclusion, it can be stated that the issue of cybersecurity represents a significant challenge for 
companies. Despite the recognition of cybercrime as one of the most important threats now and in the 
future, many companies still fail in the implementation of appropriate measures or the measures taken 
are not proving to be effective enough. In a consequence, employees are still a vulnerability in the 
cybersecurity defence system. 

One objective of the present paper is to explore a potential cause for the missing success of cyber-
security activities. In particular, the gap between knowledge of the threat but lack of action suggests 
unconscious factors that prevent adequate behaviour. We assume a negative attitude towards cyberse-
curity – which is not expressed by people in recent surveys. According to scientific findings, behaviour 
is determined by explicit (conscious and controlled) and implicit (spontaneous and automatic) compo-
nents.18 Personal attitudes and beliefs are crucial in this regard: the objective is to determine whether 
an (unconscious) attitude affects the behaviour of employees. We use the Implicit Association Test (IAT) 
to uncover these unconscious attitudes. 

A second research question of this study addresses possible approaches that can be used to create 
incentives for improved cybersecurity in SMEs. For this purpose, existing nudging literature is reviewed 
and transferred to the context of cybersecurity. Research question three examines the role of users' 
level of knowledge in the utilization of programs and activities. 

The present paper is structured as follows: Firstly, the theoretical basis is explained. This will focus 
particularly on the Fogg model for behavioural change. This is followed by the empirical study, including 
a description of the method, sample and results. The topic of nudging in the field of cybersecurity is 
subsequently analysed using a literature review. The paper ends with a discussion summarizing the 
implications for research, companies and governments as well as a presentation of limitations and future 
research approaches. 

  

–––––––––––––––––––––––––––––––––––– 

 14 Cormac (2009), Herley (2009) 
 15 Chowdhury et al. (2019) 
 16 In this study, we use the definition of IfM Bonn for SMEs, with regard to the number of employees. This defi-

nition is widely used in Germany and defines SME as a company with up to 499 employees. 
 17 BSI (2024)  
 18 Mai and Dickel (2021) 
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3 Theoretical Basis 

Why people act the way they do is a frequently discussed topic, and understanding individual behaviour 
is a challenging task. Therefore, a number of behavioural models have been developed. These models 
have been adapted to cybersecurity behaviour and are widely used.19 They offer valuable insights why 
individuals might adopt or avoid certain cybersecurity behaviours. Many of these models are derived 
from the Theory of Reasoned Action20 or the Theory of Planned Behavior.21 They share the common-
ality that several factors can influence an individual’s attitude towards a threat. And, in turn, affect the 
individuals’ behavioural intentions.22 In this context, the Fogg Behavior Model (FBM), also called 
B=MAP model (Behaviour = Motivation, Ability, Prompt),23 can be used to explain the causes of (non-
)behaviour in cybersecurity and to determine behavioural change.24 

The FBM (see Figure 1) is derived from the idea that motivation and ability play a major role in the 
behaviour of humans. Motivation can be defined as the willingness to perform a given behaviour.25 
Ability, in this context, refers to the ease or difficulty of performing a specific behaviour. The model posits 
that for a targeted behaviour to occur, an individual must possess a sufficient level of motivation and a 
sufficient level of ability which is symbolized by the threshold called ‘action line’. Both, motivation and 
ability can be increased to stimulate a target behaviour, when people do not have a sufficient level to 
exceed the action line. Elements to increase motivation (called motivators) are pleasure and pain, hope 
and fear as well as social acceptance and rejection. Elements to increase ability are time, money, phys-
ical effort, brain cycles, social deviance as well as non-routine.  

In our study we focus on motivation and the element of brain cycles which can also be described 
as knowledge. When people have reached a sufficient level of motivation-ability above the threshold, it 
requires additionally trigger(s), which stimulate(s) the individual simultaneously, for the behaviour to 
occur. If, for instance, an individual exhibits a lack of motivation to perform a specific action, it needs a 
trigger called ‘spark’ to stimulate motivation. If an individual has a high motivation but lacks ability, it 
needs a another form of trigger (‘facilitator’) to ease the performance. Finally, if an individual possesses 
both the ability and the motivation to engage in the target behaviour, it needs a trigger called ‘signal’ to 
remind him, that a specific behaviour should be done. Only when motivation and ability are sufficiently 
high and when an appropriate trigger occurs, individuals may engage to perform a target behaviour 
(change).26 

  

–––––––––––––––––––––––––––––––––––– 

 19 Alsharida et al. (2023); ENISA (2018); Briggs et al. (2017) 
 20 Fishbein and Ajzen (1975) 
 21 Ajzen (1991) 
 22 Briggs et al. (2017) 
 23 Fogg (2009) 
 24 ENISA (2018) 
 25 Fogg (2009) 
 26 Fogg (2009) 
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Figure 1: Fogg Behavior Model (FBM) 

 

 

 
Source: Adapted from Fogg (2009) 

Despite several ways to measure actual behaviour, the difficulty is, however, to measure planned 
behaviour (change) and reasons for behaviour (change) such as motivation and some forms of ability. 
Assessing intentions to perform a behaviour is a common procedure – also in the field of cybersecu-
rity.27 Reviews of literature in the field of cybersecurity reveal that most studies use self-report 
measures.28 This results in a number of considerable issues, given that there are numerous attitudes 
that are probably unknown to the individual. Although there might be a strong correlation, people tend 
to give socially desirable answers in surveys and create a bias.29 Also, security decisions that have a 
visible impact are more likely to be reported correctly.30 These ‘unconscious attitudes’ are evaluations 
that occur outside of conscious awareness and are not the result of conscious intent. They have the 
potential to influence behaviour and decision-making – as well as response behaviour.31 Research has 
shown that people may possess unconscious biases, despite their explicit espousal of egalitarian val-
ues.32 Unconscious attitudes, also known as implicit biases, have already been a significant area of 
research in psychology and related fields for several decades.33 The application of behavioural aspects, 
like unconscious attitudes, in research to cybersecurity on the other hand is a relatively new and emerg-
ing field. However, it is growing in importance as the human factor is increasingly recognised as critical 
to cybersecurity.34 

–––––––––––––––––––––––––––––––––––– 

 27 Crossler et al. (2012); ENISA (2018) 
 28 ENISA (2018); Mayer et al. (2017) 
 29 Wash et al. (2017) 
 30 Wash et al. (2017) 
 31 Greenwald et al. (1998) 
 32 Barnes (2006); Norberg et al. (2007) 
 33 Gawronski et al. (2006) 
 34 ENISA (2018) 
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By understanding and addressing these biases, researchers may understand and enhance deci-
sion-making processes. Therefore, a valid option to observe and measure actual behaviour might be 
laboratory experiment methodologies.35 A reason, underpinning the utilization of experiments and indi-
rect measures is that they facilitate the exploration of unconscious mental associations that are chal-
lenging to discern through conventional self-report instruments.36 To overcome the problem of self-
reporting, we therefore use a questionary as well as the method of the IAT. The IAT is based on the 
premise that individuals tend to respond in a more consistent manner to associated concepts when they 
have to answer very quickly. This is closely related to the work of behavioural biases and the Dual-
Process Theory.37   

–––––––––––––––––––––––––––––––––––– 

 35 Crossler et al. (2012) 
 36 Gawronski et al. (2006) 
 37 Tversky and Kahneman (1974) 
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4 Empirical Study 

a. Experimental Design 

To answer the research questions on implicit beliefs towards cybersecurity, an online experiment was 
conducted.38 An IAT is used to assess the respondents’ implicit attitudes towards cybersecurity. This 
computer-based method measures the strength of automatic associations between concepts in the 
memory of the test subjects and can therefore uncover unconscious associations. Test subjects cate-
gorise words or images that are assigned to different concepts and attributes as quickly as possible. As 
a result, differences in reaction time can reveal implicit prejudices or preferences. Faster categorizations 
for congruent pairings (e.g. ‘flower’ and ‘positive’) compared to incongruent ones (e.g. ‘distress’ and 
‘positive’) indicate stronger associations.39  

Figure 2: Arrangement of the levels in the IAT in stage 2 (left) and stage 4 (right) 

 

 
Source: WIK, own illustration 

The standard procedure has a category level and a property level in seven stages. Both levels 
consist of opposing terms. In the present study, we opted for a slightly modified version and used a 
single category implicit association test (SC-IAT). In this modification, only one term is selected at the 
category level (in Figure 2, this is the word ‘Cybersicherheit’ (cybersecurity)), without a corresponding 
opposite term. The reason is that our selected category (cybersecurity) has no direct counterpart. The 
SC-IAT enables a simplified classification with a similarly high level of internal consistency.40 In addition, 
various studies have found that the SC-IAT also leads to equivalent results to the IAT.41  

Using the SC-IAT results in the following structure: The upper level contains the term cybersecurity 
(see Figure 2; category level is here in white). At the level below is the evaluative dimension in blue. In 
the example in Figure 2 the terms ‘angenehm’ and ‘lästig’ are used.42 In the example in Figure 2, the 
term ‘ermüdend’ (tiring) should be assigned to the right-hand side (category annoying). In the right-hand 
part of the figure, the term ‘Biometrie’ (biometrics) in level four should also be assigned to the right-hand 
side. Figure 8 in the appendix shows the stimuli used for the three terms.  

–––––––––––––––––––––––––––––––––––– 

 38 The experiment, including the questionnaire, was conducted in German. 
 39 Mai and Dickel (2021), Greenwald et al. (1998) 
 40 Fu and Liu (2017) 
 41 Fu and Liu (2017); Karpinski and Steinmann (2006), Stieger et al. (2010) 
 42 ‚angenehm‘ is the German word for ‘pleasant’ and ‘lästig’ means ‘annoying’ 



 

9 

The experiment is structured in four stages, as described by Karpinski and Steinmann.43 Before 
starting the experiment, the procedure is explained to the subjects. Within the first two stages, the term 
‘cybersecurity’ is shown on the left-hand side on the category dimension, the term ‘pleasant’ on the 
evaluative dimension below. On the right-hand side the term ‘annoying’ is on the evaluative dimension 
and nothing is displayed on the category dimension. Words that can be clearly assigned to one of the 
sides are displayed in the middle. For example ‘firewall’ can be assigned to ‘cybersecurity’ and ‘unpleas-
ant’ can be assigned to ‘annoying’ (see Figure 8 in the appendix). For the third and fourth stage the only 
change is that the category level is on the right-hand side. Everything else remains. Table 1 shows the 
order of the other three levels. The first and third stage serve to familiarise participants with the catego-
ries and the general assignment method in the IAT. Stages two and four are actual experimental stages. 
All subjects complete the stages in the same order.44 

Table 2: Arrangement at the category dimension and evaluative dimension the various stages 

 dimensions left (key ‘e’) right (key ‘i’) 

stage 1 

(training, 24 trials) 

category dimension cybersecurity  

evaluative dimension pleasant annoying 

stage 2 

(experimental 
phase, 72 trials) 

category dimension cybersecurity  

evaluative dimension pleasant annoying 

stage 3 

(training, 24 trials) 

category dimension  cybersecurity 

evaluative dimension pleasant annoying 

stage 4  

(experimental 
phase, 72 trials) 

category dimension  cybersecurity 

evaluative dimension pleasant annoying 

 

Source: WIK, own illustration 

Subsequent to the SC-IAT, participants were asked to complete a questionnaire. This included 
information about their work, their employer, experience with cybersecurity activities and general interest 
in the topic of cybersecurity.45 

Participants were recruited via the platform Prolific.46 Subjects who completed the procedure and 
the questionnaire received a payment (2,54€) for taking part in the experiment. For participation, the 

–––––––––––––––––––––––––––––––––––– 

 43 Karpinski and Steinmann (2006) | In difference, we use 24 trials in stages 1 and 3 and 72 trials in stages 2 
and 4. 

 44 Karpinski and Steinmann (2006) 
 45 The complete questionnaire can be provided upon request. 
 46 Prolific is an online research platform that provides recruitment and management of participants for online 

research projects. 
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following filter criteria were used: Fluent in German, living in a German-speaking country, i.e. Germany, 
Austria, Liechtenstein, Luxembourg, Switzerland, age between 18 and 65 and using a computer at least 
25% of the working time. 

Prior to the main study, a pre-test was conducted. To ensure that all survey questions could be 
answered by the target group and to make sure that the SC-IAT test procedure was technically reliable. 
The pretest was carried out in two stages: 10 participants in the first stage were informed about their 
role in the pretest and explicitly asked to pay attention to possible errors, ambiguities or problems. Par-
ticipants were also asked to indicate their browser and device when completing the test.47 Subse-
quently, some changes were made in the explanation of the SC-IAT procedure in order to clarify the test 
for the respondents in the main study. No changes were necessary with regard to the SC-IAT itself or 
the wording. In the second stage, 40 respondents were questioned via Prolific; these respondents were 
not informed about the pre-test. Afterwards, no changes in content were necessary. However, the an-
nounced test length was reduced from 15 to 12 minutes, as most pretest subjects required only 9-11 
minutes to complete the test. 

b. Sample 

Of the original 579 datasets, a number of respondents were removed from the sample, particularly due 
to incomplete responses and incorrect answers to the attention check in the questionnaire.48 In addition, 
individuals were also removed if their work status was not obvious. This applied to students, pensioners 
and jobseekers, in all cases without secondary current employment. This resulted in a total of 411 par-
ticipants. Subsequently, to calculate the D-score according to the IAT-method, subjects who violated 
the specified limits of time and error rate were also removed.49 

The final sample included 367 participants (63% male) with a mean age of 31.4 (range: 18 - 64 
years). All participants were fluent in German, most (86%) were German native speakers. The majority 
of respondents have no IAT experience (60%), while some have already completed an IAT once (20%) 
or several times (19%).  

Seventy-nine percent were employees or workers, team leader or head of department (11.7%), 
managing directors or CEOs (4.4%) or others (5.4%, mostly freelancers). Most respondents recently 
joined their company (since 2022 or shorter: 51%). However, there were also long-term employees 
among the respondents (10 years or more: 13.1%). Approximately one quarter (26%) of respondents 
work in their company's IT department. 

An analysis of the sectors shows a focus on services (25%) and information and communication 
(18%). Also other sectors are represented, including manufacturing and industry (7%), education (8%) 
and health and social services (9%). Around two-thirds of participants work in SMEs (59.4%), the others 
either work in companies with more than 500 employees (35.7%) or did not specify (4.9%) (see Figure 
3 below). 

  

–––––––––––––––––––––––––––––––––––– 

 47 All common browsers and operating systems were used in the tests, thus ensuring technical functionality. 
 48  In question 12 of 23 of the questionnaire, participants were asked to choose the highest number (possible 

answers: 4, 9, 28, 42) to ensure that they are focused and do not choose answers at random. 
 49 Greenwald et al. (2021) 
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Figure 3: Distribution of sectors within the sample 

 

 
Source: WIK, own illustration 

c. Results 

i. Results on Implicit Beliefs 

The mean error rate for the final sample amounts to 4.23% and can be considered suitable for further 
analysis. The D-score shows the unconscious attitude towards cybersecurity, and is calculated analo-
gously to the procedure of Greenwald et al.50 One adjustment involves the change resulting from the 
SC-IAT compared to the standard procedure described by Greenwald. This includes a reduced number 
of stages in the assessment, as described above. The calculation of the mean D-score shows a slightly 
negative trend: MDsore = -0.0123 (SD = 0.2382, ranges from -0.6336 to 0.8579, see Figure 4). Accord-
ingly, a negative attitude towards cybersecurity is present. Based on the evaluative dimension (pleasant 
and annoying), it can be concluded that cybersecurity is perceived as rather annoying. 

–––––––––––––––––––––––––––––––––––– 

 50 Greenwald et al (2021) 
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Figure 4: Distribution of the D-score 

 

 

Source: WIK, own illustration 

There is a significant difference in the D-score when distinguishing between employees from the IT 
department and other employees (MIT = -0.0576; MnotIT = -0.0033; t(366) = -2.361 p = .019). This is a 
rather negative attitude among employees in the IT department. A possible, but yet to prove assumption 
could be that an cybersecurity incident requires a considerable amount of work for the IT department's 
employees. For example, if a company's employees receive an increased number of phishing emails, 
these are often forwarded to the IT department for investigation. The IT department therefore has addi-
tional tasks of reviewing and answering questions from staff besides its ‘normal’ activities and may per-
ceive this as an additional effort. 

The analysis also shows that the D-score negatively impacts the assessment of personal 
knowledge about cybersecurity (b = -0.544, t(366) = -2.147, p = 0.032). Further significant differences 
and relationships with the variables surveyed, such as company size or attendance of cybersecurity 
training, were not identified. 

ii. Results on Motivation 

The Fogg model (see Chapter 3) considers motivation to be particularly decisive for behavioural change. 
Accordingly, the analysis in this study also focused on factors that in turn influence employee motivation.  

The age of the respondents is a personal factor that positively affects motivation.51 Accordingly, a 
higher age is associated with slightly higher motivation (b = 0.023, t(366) = 2.988, p = 0.003). The same 
applies to the time that the respondent has been employed by the current company (b = 0.023, t(366) = 
2.143, p = 0.033). However, it should be noted that the two variables, age and length of employment, 
are correlated. 

–––––––––––––––––––––––––––––––––––– 

 51 The specific statement in the survey was: ‘I generally feel motivated to engage with the topic of cybersecurity’. 
(7-point scale) 
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Furthermore, the concern of becoming a victim of a cybersecurity attack52 also shows a significant 
influence on motivation (b = 0.143, t(366) = 2.984, p = 0.003), suggesting that risk awareness is an 
important factor for motivation, but does not fully explain it. However, based on the available data it 
remains unclear which other factors promote motivation. The further analysis shows that the occurrence 
of cybersecurity incidents in one's own employer and being personally affected by a cybersecurity inci-
dent have no effect on motivation. 

iii. Results on Knowledge 

In addition to motivation, the second component in the Fogg model is analysed in detail. We see 
knowledge (‘brain cycles’) as one prominent component of ability. Here, the occurrence of a cybersecu-
rity incident in the company and one's own involvement in an incident also do not matter. Similar to 
motivation, it can be observed that the concern of becoming a victim of a cybersecurity incident affects 
the assessment of one's own knowledge about cybersecurity53 (b = -0.202, t(366) = -5.075, p < 0.001). 
However, the results show an inverse effect. The assessment of one's own knowledge decreases with 
increasing threat expectation. One possible explanation involves the Dunning-Kruger effect.54 Their key 
finding is that individuals with low competences tend to rate their own competence higher than it actually 
is, while individuals with high competence tend to rate their own competence lower than it actually is. In 
the present case, the interpretation is that a high level of awareness and reflection on the topic of cy-
bersecurity strengthens the awareness that the knowledge on the topic of cybersecurity is (still) limited. 
Hence, perceived threat makes the individual more vigilant and rates its own competence lower than if 
they do not perceive a threat. 

Examining motivation as an impact factor on the assessment of personal knowledge reveals a 
positive effect (b = 0.211, t(366) = 4.879, p < 0.001), i.e. the higher the motivation, the higher one's own 
knowledge is assessed. The number of trainings shows a similar result: The more trainings the respond-
ents attended, the higher they rated their own knowledge (b = 0.070, t(197) = 3.335, p < 0.001).55 

iv. Results on Behaviour 

In addition to the parameters used in the Fogg model, the present study also focuses on behaviour with 
regard to cybersecurity activities. Therefore, the respondents were asked about how strictly they follow 
the cybersecurity policies and guidelines of their employer.56 Similar to most other questions in the 
questionnaire, respondents were asked to make an self-assessment (in this case about their own be-
haviour), which needs to be considered when interpreting the results.  

–––––––––––––––––––––––––––––––––––– 

 52 The specific question in the survey was: ‘How would you rate your personal risk of becoming a victim of 
cybercrime?’ (7-point scale) 

 53 The specific question in the survey was: ‘How would you rate your knowledge of cyber security?’ (7-point 
scale) 

 54 Kruger and Dunning (1999) 
 55 It should be noted that this is a reduced sample; only subjects who had previously stated that they had ever 

attended a training course were asked about the number of trainings. 
 56 It should be noted that the respondents were first asked whether their company had guidelines on the topic of 

cybersecurity. In the next step, the individuals for whom this was the case were then asked how strictly they 
adhere to them; the exact question was: ‘How strictly do you comply with these policies and guidelines? (7-
point scale) 
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A number of factors were found to impact behaviour in relation to guidelines. Motivation (b = 0.184, 
t(213) = 3.657, p < 0.001), knowledge (b = 0.299, t(213) = 4.714, p < 0.001), as well as the assessment 
of the relevance of cybersecurity (b = 0.279, t(213) = 3.175, p = 0.002)57 have a significantly positive 
effect on acting in accordance with the guidelines.  

The examination of cybersecurity training activities reveals a higher level of conformity to guidelines 
when training is perceived as helpful (b = 0.176, t(146) = 3.122, p = 0.002). A difference also emerges 
between the extent to which the guidelines are followed between companies that offer training vs. com-
panies that don’t (Mtraining = 4.90; Mnotraining = 4.40; t(213) = 2.883 p = 0.002). However, it should be noted 
that there is a relationship between the binary variable of presence of guidelines and the presence of 
trainings (χ2=52.218; p<0.001). Accordingly, a part of the difference may be attributed to the company's 
fundamental attitude of considering cybersecurity issues seriously. 

Figure 5: Compliance with cybersecurity guidelines in different sectors 

 

 
Source: WIK, own illustration 

Differences in compliance with the guidelines can be seen between sectors (t(213) = 2.168 p =.021, 
see Figure 5).58 Branches with strict compliance or a mean value exceeding the overall means are 
manufacturing and industry (Mmanufac = 5.00); transport and storage (Mtransport = 5.13) and trade and hos-
pitality (Mtrade = 4.89). Respondents in the construction (Mconst = 3.57), education and teaching (Mteach = 
4.13) and health and social work (M=4.45) sectors adhere to the guidelines to a below-average extent. 

–––––––––––––––––––––––––––––––––––– 

 57 The statement was: ‘In general, the topic of cybersecurity is relevant.’ (7-point scale) 
 58 When interpreting the differences between sectors, it should be noted that some sectors are only represented 

by a very small number of respondents. 
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Interestingly, neither an incident in the company the person works, nor personal involvement, nor 
the concern of becoming a victim of a cybersecurity incident affect compliance to guidelines. It also does 
not matter whether the respondents hold a management role or not. 

v. Further Results 

The analysis of further results shows variables that affect the concern of becoming a victim of a cyber-
security incident. An incident in the company does not lead to any differences in the expectation of 
becoming a victim. However, if the respondent has personally been the victim of an incident, it increases 
the concern that this could happen again. This is particularly the case when the respondent has been 
affected several times (Mmult = 3.80; Monce = 3.12; Mnever = 2.42; t(367) = 16.717 p < 0.001; see Figure 6 
below). 

Figure 6: Mean values of concern of becoming a victim of a cybersecurity attack in relation of being an 
actual victim of an attack 

 

 
Source: WIK, own illustration 

The distinction between SMEs and large companies reveals only one difference between the com-
pany types. SMEs are significantly less likely to offer any training on cybersecurity for employees (χ2 = 
20.380; p < 0.001). In SMEs, 52.75% of respondents stated that their organization does not offer any 
training on cybersecurity, compared to only 31.30% in large companies. 

Furthermore, respondents were asked in an open question about topics covered in recent trainings. 
These were clustered by topic (see Figure 7). The most frequently mentioned topics were phishing 
emails (43 mentions), cybersecurity in general (34 mentions) and data protection (18 mentions). The 
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‘other’ cluster (13 mentions) included topics like external storage media, the risk of hacking and dealing 
with social media. 

Figure 7: Most frequent topics of trainings 

 

 

Source: WIK, own illustration. Number of mentions: Phishing = 43, Cybersecurity = 34, Data protection = 18, Pass-
words = 8, Social Engineering (without Phishing) = 7, Patient data/files = 4, Policies = 3, Best Practice = 3, Other = 
13. Font size in relation to number of mentions.  
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5 Nudging 

The literature research and our empirical research shows that the employees are aware of the cyberse-
curity threats, but have negative associations with the subject and do not always act to sufficiently en-
sure cybersecurity. To enhance the activity level of the employees with regard to cybersecurity, nudging 
might be an effectful way to improve the level of cybersecurity. 

Thaler and Sunstein59 define nudges as ‘any aspects of the choice architecture that alters people’s 
behaviour in a predictable way without forbidding any options or significantly changing their economic 
incentives’. Applied to the present paper, the idea is primarily that unconscious rejection or low motiva-
tion towards cybersecurity topics or low ability/knowledge can be altered. That is supposed to be 
achieved without making users feel manipulated and without using explicit (such as financial) incentives. 

There are numerous publications on nudging in general. The analysis by Beshears and 
Kosowsky,60 for example, examines the effectiveness of different nudging methods as part of a meta-
study. According to their findings, multiple types of nudging are effective, particularly if they also auto-
mate parts of the decision-making process. Nudging can generally be carried out in different ways; 
Weinmann et al.61 provide six examples of principals of digital nudging, including incentives (make 
incentives clearer to enhance their effectiveness), defaults (preselection of options by defining standard 
options), giving feedback (feedback to users on whether they are performing well or make mistakes). 

The paper by Schmauder et al.62 focuses on the use of AI for customized nudge creation. Accord-
ingly, algorithmically personalized nudges have the potential to improve human decision-making by tai-
loring interventions to individual needs. However, relying on ‘black box’ AI systems can obscure the 
underlying cognitive processes that make these nudges effective. In their conceptional paper, the au-
thors recommend an interdisciplinary regulation to ensure that the ethical and cognitive implications of 
AI-driven nudges are properly addressed. 

Some studies emphasize specific use cases within the field of cybersecurity. One paper focuses 
the issue of inadequate support for users in managing cybersecurity behaviours, using password au-
thentication as a specific example.63 Through two experimental studies, the paper explores how active 
user support, including guidance, feedback, and gamification, can positively influence password 
choices. The findings suggest that such interventions can lead to improved user behaviour, and similar 
approaches could be applied to other areas of user-facing security. 

The study by Hartwig and Reuter64 also addresses the application of passwords. In contrast to 
most analyses, a whitebox procedure is considered. This method enables users to understand the steps 
between input and output. In contrast to black box methods, this ensures greater transparency, but can 
also lead to information overload and thus overwhelm users. The paper also addresses the topic of 
personalization of nudges. The users were categorized according to their decision-making and infor-
mation processing styles. Results show that dynamic radar charts provide a reasonably effective nudge 
for stronger passwords. Contrary to expectations, the personalization approach did not show any signif-
icant advantage. 
–––––––––––––––––––––––––––––––––––– 

 59 Thaler and Sunstein (2008, p. 6) 
 60 Beshears and Kosowsky (2020) 
 61 Weinmann et al. (2016) 
 62 Schmauder et al. (2023) 
 63 Furnell et al. (2019) 
 64 Hartwig and Reuter (2021) 
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An experimental study investigates behavioral change through priming and framing in the context 
of phishing emails.65 The findings indicate that framing, positive or negative, does not affect users' 
behavior. In line with the authors assumptions, priming users with information about security risks effec-
tively reduces risk-taking behavior. Additionally, the results reveal a number of further relationships be-
tween the components of risk orientation: risk-averse behavior is associated with greater confidence in 
the action, greater perceived severity of cybersecurity risks, lower perceived susceptibility to cyberse-
curity risks and lower trust in the provided download link. 
 

For the purposes of the present study, literature shows some approaches for using nudges in the 
field of cybersecurity. In particular, a combination of nudging types seems to offer a suitable approach 
if there is a reasonable level of motivation and knowledge (see chapter 3, Fogg-Modell). For example, 
in case of passwords, a combination of ‘feedback’ and ‘default’ appears useful. In cases of rather low 
knowledge or low motivation, the use of ‘ease and convenience’ with the objective of automating the 
decision-making process seems suitable. 
  

–––––––––––––––––––––––––––––––––––– 

 65 Sharma et al. (2021) 



 

19 

6 Conclusions, Implications, Limitations and Outlook 

a. Conclusions and Implications for Research, Companies and Gov-
ernment 

The role of implicit beliefs in cybersecurity contexts is an understudied topic. To our knowledge, there 
are hardly any existing studies that use the IAT method in the context of cybersecurity.66 The key finding 
of the present study, i.e. the existing negative attitude towards cybersecurity, emphasizes the role of 
implicit beliefs in research and practice. 

The findings provide support for the assumption that employees who use computers tend to have a 
negative implicit attitude towards cybersecurity. Engaging with the topic is perceived as annoying rather 
than pleasant.  

However, the implicit attitude towards cybersecurity does not appear to affect a lot of the variables 
assessed in this study. The only variable in our study that is impacted by the implicit attitude is self-
assessed knowledge, with a negative connection. Accordingly, a negative implicit attitude towards cy-
bersecurity leads to a lower assessment of one's own knowledge. Additionally, there might be further 
implicit attitudes influencing cybersecurity behaviour, than those assessed.67 Accordingly, the IAT 
method offers promising potential for future applications in the field of cybersecurity. 

As illustrated with the FBM (see chapter 3), more cybersecurity might occur, when individuals are 
motivated to engage with the topics. They should also get easier access to knowledge and receive 
support to improve their abilities (e.g. through knowledge transfer) to foster the desired behaviour. The 
theoretical model is corroborated by the findings of our empirical investigation. Our findings allow us to 
propose recommendations for businesses and governments. One possible solution would be to imple-
ment SETA measures.  

1. Companies need to provide their employees with training. The objective of the training should 
thereby not only be to qualify employees but also enhance employees’ motivation to engage 
with cybersecurity. 

Our results show that employees who take part in training on cybersecurity tend to strictly follow the 
cybersecurity guidelines and specifications of their employer. Moreover, the implementation of such 
trainings positively influences the employees’ self-assessed knowledge. By identifying and offering train-
ing on cybersecurity to their employees, companies can enhance the ability of their workforce, and con-
sequently impact their behaviour to address cybersecurity. As SMEs offer less training for their employ-
ees than large companies, this recommendation is particularly important for them. 

Trainings, which also increase the motivation of people to deal with cybersecurity seem particularly 
suitable. Since our results show that the self-assessed knowledge increases with higher motivation, it 
seems suitable to focus on motivation in cybersecurity trainings as well. 

Additionally, our findings indicate that managing directors are more likely than employees to assess 
their level of expertise as high. This discrepancy may indicate a knowledge gap, because management 

–––––––––––––––––––––––––––––––––––– 

 66 Di Gioia et al (2019); Moceriono (2024) 
 67 Ajzen and Dasgupta (2015) 
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is unaware of the gaps in employees' knowledge. It is crucial for management to recognize this gap and 
address the needs of employees, rather than assume their own self-assessed knowledge as standard. 

2. Awareness and training programs is advised to teach participants that they are prone to become 
victims in the future.  

This is derived from our results that individuals who perceive the risk of becoming victims of a cyberat-
tack to be high are more motivated to engage with this topic. Our results also indicate that this perception 
is associated with a more reflected (and hence lower) self-assessment of knowledge. 

In contrast, the occurrence of cybersecurity incidents at one's own employer and being personally 
affected by a cybersecurity incident have no effect on motivation and self-assessed knowledge. We 
assume that the mere awareness of incidents, even when they occur at one's own employer, is too 
abstract for employees to draw conclusions by themselves. Consequently, they are not more motivated 
to engage with the topic and they do also not increase their knowledge. One possible explanation can 
be a lack of feedback provided to the individual. The same applies to personal security incidents, which 
are probably too abstract to be able to draw lessons for motivation and knowledge. This could explain 
why the concern of becoming a victim increases with the number of personal incidents without having 
an effect on motivation and self-assessed knowledge. 

We conclude that employees must learn from existing incidents in order to be able to realistically 
assess the dangers of cyberattacks. When specific security incidents are used as bad-practice the em-
ployees must learn how they might (or might not) behave in a particular situation. For employees who 
have previously become victim to an attack, it is crucial to undertake additional measures to enhance 
their motivation, such as providing reassurance and offering feedback on their past security incident. 

Our findings also indicate that individuals who perceive the risk of becoming a victim of a cyberattack 
as high tend to rate their knowledge of cybersecurity as low while individuals who perceive this risk as 
low do the other way round (Dunning-Kruger Effect).68 The negative, but presumably more realistic 
assessment demonstrates the necessity for training measures to be targeted and individualized. Train-
ing measures should not necessarily be based on self-assessed knowledge, as this can result in mis-
judgments of needs. Rather, the actual needs are to be assessed individually in test procedures in order 
to identify those who overestimate it and require training and to prevent 'security fatigue' among those 
who already possess a high level of knowledge but underestimate it. This result demonstrates again 
that awareness and training measures is better aimed at increasing employees' awareness of their risk 
of falling victim to a cyberattack so that their actual knowledge – and not their self-assessed knowledge 
– is enhanced. 

3. In the implementation and realization process of policies and guidelines, such as an information 
security management system (ISMS), it is important that companies involve their employees to 
ensure compliance. 

Our results show that a high level of motivation and highly valued knowledge increases the likelihood of 
employee adherence to policies and guidelines. Also providing high-quality training that employees per-
ceive as useful increases the likelihood of employee adherence to company policies and guidelines. In 

–––––––––––––––––––––––––––––––––––– 

 68 Kruger and Dunning (1999) 
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contrast, it is insufficient to merely raise awareness of security incidents. This does not necessarily result 
in employees adhering to policies and guidelines. 

We assume that the introduction of guidelines without accompanying measures is unlikely to result 
in a desired level of adherence by the employees because they do not understand the importance. 
Consequently, companies should implement supporting measures for their employees when they intro-
duce policies and guidelines. This recommendation is particularly relevant for companies in the con-
struction and education sectors, where our survey results show that policies and guidelines are even 
less strictly adhered to. 

4. People should to be made aware of the potential unconscious attitudes. 

Based on our results, it can be concluded that cybersecurity is perceived as rather annoying. We also 
assume that there are more implicit beliefs and unconscious attitudes towards cybersecurity which we 
did not investigate. Since it is one of the characteristics for this phenomena, people will not be aware of 
these attitudes. It would be beneficial to raise awareness for this topic. Government and authorities can 
play a crucial role as impartial mediators, facilitating the implementation of effective measures to raise 
awareness about unconscious attitudes among companies and their employees. Relevant findings 
could be adopted in publicly funded measurements, such as awareness campaigns.  

Furthermore, it is essential to develop strategies to address and counteract these negative atti-
tudes. We propose to use elements of nudging to ease behaviour change towards a more cybersecure 
behaviour in cases, where unconscious attitudes constitute obstacles. 

b. Limitations and Outlook 

The present study provides valuable insights into unconscious beliefs about cybersecurity, as well as 
other aspects of cybersecurity. Nevertheless, there are some limitations that need to be considered 
when interpreting the results. These limitations also offer potential for future research.  

One important limitation of the present study relates to the survey method within the questionnaire. 
Most of the items are recorded via direct questions. Thus, results for the items (e.g. on knowledge, 
relevance and implementation of the cybersecurity guidelines) are solely based on self-assessment and 
therefore highly subjective. Self-assessment is based on the principle that people reflect on their own 
mental processes and actions, bearing the risk that the answers may be influenced by social desirability 
or unconscious bias. Future research could address this: Questions to identify the subject’s knowledge 
on cybersecurity, for example, could be answered directly using knowledge questions in order to obtain 
objective data. Another option might be using latent constructs.69 This involves a set of questions that 
at least provide a better approximation of an objective response compared to direct questions. 

The present study demonstrates that influential factors still remain unknown. Moreover, it is not 
entirely clear what possible interaction effects influence actual behaviour in the cybersecurity context. 
For example, the consideration of individual risk behaviour70 or regulatory focus is conceivable in this 
context. Research on regulatory focus theory suggests that different foci lead to different approaches to 
problem solving.71 The promotion focus emphasizes positive outcomes and opportunities, whereas the 

–––––––––––––––––––––––––––––––––––– 
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‘prevention’ focus concentrates on possible negative outcomes and risks. Accordingly, it can be as-
sumed that individuals in the prevention focus are more likely to be motivated to follow guidelines if the 
risks of non-compliance are highlighted. In contrast, people in the promotion focus are more likely to be 
motivated by the benefits of complying with guidelines.  

Further future research with IAT for specific aspects of cybersecurity might be helpful. In the present 
working paper, the topic of cybersecurity was considered as a whole; focusing on a specific sub-topic 
could provide deeper insights into selected characteristics. For the selection of the specific field, areas 
that focus on spontaneous human behaviour are particularly suitable, e.g. various types of social engi-
neering. The recent study by Moceriono72 focuses on a similar topic; Cognitive processes in the context 
of phishing emails and their characteristics are analysed. For future research, other communication 
channels that require a quick response, e.g. chats or phone calls, would also be a suitable field of in-
vestigation. 

  

–––––––––––––––––––––––––––––––––––– 
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Appendix 

Figure 8: Overview on used stimuli for each term. 

 

 

 

 

 

 

 

 

 

 

Source: WIK, own illustration 
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