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Chapter 1

Introduction

Group III-nitride semiconductors and their alloys have gained significant attention

due to their remarkable electronic properties, making them materials of choice in

present technological applications, including opto-electronic and high power appli-

cations. They exhibit a direct bandgap, with an energy of ∼0.7 eV,[1] ∼3.4 eV,[2]

and ∼6.1 eV[3] for wurtzite InN, GaN, and AlN, respectively. The wide range of

bandgaps provides an opportunity to engineer the emitted light wavelength from

infrared to ultraviolet (UV) by utilizing alloys with different compositions.[4]

GaN stands out as the most widely used material among them, offering advantages

such as reduced switching losses, higher breakdown voltage, increased stability

in high-temperature operations, and improved irradiation hardness, as compared

to the standard Si technology.[5] GaN is, for instance, utilized in the fabrication

of devices withstanding high voltages such as insulated gate bipolar transistors

(IGBTs).[6, 7, 8] These advantages also make GaN and (Al,Ga)N ideal for effi-

cient power conversion applications.[8, 9, 5] Furthermore, the possibility of grow-

ing heterostructures consisting of binary and ternary nitrides further expands the

range of applications. For instance, in high-electron-mobility transistor (HEMT)

based on (Al,Ga)N/GaN heterostructures, the resulting two-dimensional electron

gas (2DEG) at the hetero-interface leads to superior high frequency electron trans-

port in the conductive channel.[10, 11]

The operation of these III-nitrides-based devices relies on whether the alloy com-

position, abruptness of the interfaces, the polarization, as well as the doping profile

and consequently, the electrostatic potential distribution, is achieved as intended.

Therefore, there is a substantial need for high spatial resolution characterization

and mapping of carrier concentrations and related electrostatic potentials. How-

ever, accomplishing this is non-trivial and highly challenging:

For instance, doping profiles along the growth direction are commonly measured

by the secondary ion mass spectroscopy (SIMS). However, SIMS lacks the lateral
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Chapter 1 Introduction

resolution and does not provide information about the active dopant, thus leading

to a loss of knowledge regarding the electric properties.

Conventional electrical characterization such as capacitance–voltage (C–V) spec-

troscopy and Hall measurement can assess the carrier density in semiconductors

directly. Nevertheless, these techniques posses restrictions on the size and shape of

samples and lack of high spatial resolution.

Scanning probe microscopy (SPM) is a powerful tool in the field of semiconduc-

tor physics, allowing for investigation of various properties, including visualizing

individual dopants,[12, 13] electrostatic potential mapping,[14, 15, 16] and car-

rier density measurement.[17] The most widely used techniques include the scan-

ning capacitance microscopy (SCM),[18, 19] the scanning spreading resistance mi-

croscopy (SSRM),[20, 21] scattering-type scanning near-field optical microscopy

(s-SNOM),[22, 23] and scanning tunneling microscopy (STM).[24, 12, 25, 13, 14,

26, 16] However, all SPM-based techniques are highly surface-sensitive. Therefore,

achieving a flat and clean surface is critical, and any artifacts or contamination

can affect the accuracy of the measurements. In addition, it may not provide a

comprehensive understanding of the bulk properties of a material.

Electron holography, in contrast, can be used to probe the carrier concentration

and electrostatic potentials of bulk-like sample (projected in the electron beam

direction) with high spatial and energy resolution. Distinct to most conventional

transmission electron microscope (TEM) techniques that solely record spatial dis-

tributions of image intensity, electron holography enables the direct measurement of

the phase change of the electron wavefunction that has passed through the sample.

This phase change can then be utilized to retrieve information about local variations

in electrostatic potential in the semiconductor at high spatial resolution.[27, 28] In-

deed, large amount of efforts has been dedicated to map the electrostatic potential

in III-nitrides with electron holography.[29, 30, 31, 32, 33, 34] However, previous

studies are mostly qualitative as the influence of amorphized surface layers and

defects implanted in the near-surface region during focused ion beam (FIB) prepa-

ration process are neglected. As I will demonstrate in this thesis, the defect-induced

surface potential on FIB-prepared lamellas greatly influence the phase change of

transmitted electron wave, and thus the obtained electrostatic potential. There-

fore, a quantitative extraction of electrostatic potential from measured phase maps

relies on the precise description of these surface damages.

In a precedent work, it has been successfully demonstrated that by modelling the

FIB-induced surface damages as surface Fermi-level pinning effect, the electrostatic

potential as well as other electronic features, e.g., polarization changes at III-nitride

interfaces, can be quantitatively extracted.[35] In this thesis, utilizing the same
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theoretical modelling framework, I push forward the investigation, placing specific

emphasis on identifying the type of FIB-induced point defects in GaN as well as

their dynamics and reactions upon annealing. This will be applied in a final step

to characterize (Al,In)N/GaN interfaces quantitatively.

This thesis is structured as follows: In Chap. 2, the theoretical background of

the TEM-related techniques is first introduced, with emphasis on off-axis elec-

tron holography. The chapter further describes the details of the experiments and

samples used.

In Chap. 3, the formation, implantation, and diffusion process of native point defects

as well as extrinsic impurities in GaN are recalled briefly. In addition, it provides a

comparison between previous and present approaches in handling the FIB-induced

damages. Finally, I present the theoretical methodology of the self-consistent elec-

trostatic potential calculation of III-nitrides, taking the surface Fermi-level pinning

into account. Special emphasis is laid on the effects of strain, chemical composition,

band alignment, and polarization.

Chapter 4 investigates the conditions for acquiring holograms with negligible dy-

namic diffraction contrast using off-axis electron holography.

In Chap. 5, the physical origin of the giant enhancement of phase contrast measured

across the n+-n GaN doping structure is unraveled. The predominant contribution

to the phase contrast is shown to arise from the doping dependent screening length

of the FIB-induced surface Fermi-level pinning occurring in the defect-rich crys-

talline inner shell of the TEM lamella. The contribution of the built-in potential is

negligible for modulation doping and only relevant for large built-in potentials at

e.g. p-n junctions.

In Chap. 6, the thermal healing of FIB-implanted defects in GaN is investigated.

The data reveal that healing starts at temperatures as low as about 250 ◦C. The

healing processes result in an irreversible transition from defect-induced Fermi-level

pinning near the valence band toward a midgap pinning induced by the crystalline-

amorphous transition interface of the TEM lamella. Based on the measured pinning

levels and the defect charge states, the dominant defect type is identified to be

substitutional carbon on nitrogen sites.

In Chap. 7, off-axis electron holography is utilized to identify point defect dynamics

by probing the time and temperature dependence of the surface Fermi-level pinning

upon annealing. The methodology is illustrated using FIB-implanted carbon in

GaN, where a site switching process of C, from substitutional to interstitial, is

found to be responsible for lifting the Fermi-level pinning in the lower part of the

9



Chapter 1 Introduction

bandgap. The carbon site switching process has an activation barrier energy of

2.27±0.26 eV.

In Chap. 8, the findings from previous chapters are included to probe the polar-

ization changes at the (Al,In)N/GaN interface. This involves a systematic char-

acterization of complete set of relevant parameters, including surface Fermi-level

pinning, strain, chemical composition, and lamella thickness etc. A composition

gradient along the growth direction is observed within the (Al,In)N layer. This is

attributed to the rebuilding of a group III adlayer after growth interruption. On

the basis of these measured parameters, a self-consistent electrostatic potential cal-

culation is conducted, using polarization change as a fitting parameter. Through

the quantitative comparison between the measurements and the calculated results,

a polarization change of -2.2±0.7 mC/m2 at the Al0.81In0.19N and GaN interface is

unraveled, demonstrating an excellent agreement with the theoretical value.

10



Chapter 2

Theoretical background and

experimental details

2.1 Transmission electron microscope:

Theoretical background

The spatial resolution of a microscope is constrained by the Abbe diffraction limit.

This limitation indicates that the minimum resolvable distance between two points

is approximately half the wavelength of the probing radiation used for imaging,

divided by the numerical aperture of the objective lens. Visible light has a wave-

length, i.e., typically around 400 to 700 nm, which restricts the minimum resolvable

point distance down to about 200 nm. In contrast, inside a Transmission Electron

Microscope (TEM), electron exhibits a much shorter wavelength, commonly in the

order of picometers, depending on the accelerating voltage. The short wavelength

of electron beams allows for much higher resolution, enabling the resolution of

finer structures, as the Abbe limit for electron beams is significantly smaller. The

abbe limit, however, is not the only factor limiting the resolution for electron mi-

croscopy.

As a first-order approximation, electrons with a wavelength of approximately ∼2 pm

(under 300 kV acceleration voltage) would yield an ideal spatial resolution corre-

sponding to a few picometer. However, such a spatial resolution cannot be readily

achieved. For a further understanding, I recall the experimental setup of a TEM:

The highly-focused electron beam is first generated from a field-emission electron

gun (FEG) source. After being emitted from the source, a set of electro-magnetic

lens (named as the condenser lens) are employed to shape the electron beam and

improve its focus (see Fig. 2.2(a)). Any imperfection or asymmetry in these electro-

magnetic lenses can contribute to the distortion of the electron beam, a phenomenon
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Chapter 2 Theoretical background and experimental details

known as the aberration effect. For instance, spherical aberration (Cs, as shown in

Fig. 2.1(a)) occurs when parallel rays of electrons passing through the lens system

converge at different points along the optical axis, instead of coming to a single

focus. This type of aberration arises because electrons passing through the outer

regions of the lens experience a different field compared to those passing through

the center, resulting in different focal points. Another type of aberration is the

chromatic aberration (Cc, as shown in Fig. 2.1(b)) where the electron beams with

different wavelength (or energy) exhibit different focal points.

(a) (b)spherical aberration Cs chromatic aberration Cc

Figure 2.1: Two types of low-order aberration induced by asymmetry of the
electron-magnetic lens in TEM: Spherical aberration (a) and chromatic aber-
ration (b).

2.1.1 Parallel illumination vs. scanning mode

A TEM can also work in the scanning transmission electron microscopy (STEM)

mode. The key difference between these two techniques lies in the convergence angle

of the electron probe at the sample plane. Fig.2.2 depicts a simplified illumination

principle of TEM and STEM: In Fig. 2.2(a), the ray diagram of a TEM is shown

where a broad and parallel electron beam is utilized to illuminate the sample. The

broad beam illumination has an advantage of allowing access to a relatively large

field of view (FOV) and providing highly coherent electron illumination.

Figure 2.2(b) depicts the illumination applied in STEM, where a highly focused

electron probe that scans over the sample plane is used. As compared to the

illumination in a TEM, the electron beam in STEM has much smaller convergence

angle, typically in the range of a few micro to milli-rad. The scanning function is

carried out with deflection coils pairs, which enable the deflection of the electron

beam in both horizontal and vertical directions on the sample plane. STEM can

be performed in conjunction with a various analytical techniques, such as energy-

dispersive X-ray spectroscopy (EDX) or electron energy loss spectroscopy (EELS),

to unravel the chemical composition and electronic properties of the sample at

sub-nanometer scales.[36]

12



2.1 Transmission electron microscope: Theoretical background

FEG

c1 lens

c2 aperture 

c3 lens

sample

c2 lens

(a) (b)

deflection
coil

Figure 2.2: A simplified sketch highlighting the different illumination mechanisms
of TEM and STEM. (a) Depicts the broad beam illumination applied in TEM,
which can be achieved by coupling the strength of c2 and c3 lenses. (b) Illus-
trates the formation of a highly focused beam applied in STEM. The inserted c2
aperture governs the convergence semi-angle of electron beam. The scan function
of STEM is enabled with the deflection coils.

Note that conventional TEM and STEM techniques enable the extraction of in-

tensity of the transmitted electron wavefunction I (i.e., the square of amplitude),

whereas the phase information is lost.

2.1.2 Electron holography

Methodology

Electron holography, as an advanced technique based on TEM, offers a distinctive

advantage over conventional TEM techniques. It allows direct access to both the

amplitude and the phase of the wavefunction of transmitted electrons.[28] In this

thesis, off-axis electron holography is used.

Fig. 2.3 depicts the ray diagram of a conventional TEM and an off-axis electron

holography after the sample plane. The intermediate and projector lens after the

selected-area aperture are neglected for the sake of simplicity. For the conventional

TEM (Fig. 2.3(a)), the transmitted electron beam is first focused with the objective

lens. The objective aperture is inserted at the back focal plane as a spatial filter,

allowing electrons with the appropriate scattering angle to pass and contribute to

the image.

As for the off-axis electron holography (Fig. 2.3(b)), the experimental setup is de-

signed in a manner such that a portion of the incoming electron beam is allowed

13



Chapter 2 Theoretical background and experimental details

sample

objective lens

objective aperture
(back focal plane)

select-area aperture

image hologram

s1 s2

(a) (b)

reference
wave

object
wave

Figure 2.3: Schematic illustration of ray paths in the conventional TEM and off-
axis electron holography. The subsequent intermediate and projector lens are
omitted in the figure for simplification. (a) Ray diagram of a conventional TEM.
The objective aperture is used as a spatial filter for the image-forming electrons.
(b) Ray diagram of an off-axis electron holographic setup. A portion of the
incoming electron beam, transmits through the sample (the object wave, depicted
as the blue ray), while the remaining electrons pass through the nearby vacuum
(the reference wave, depicted as the pink ray). With a biased biprism placed at
select-area aperture position, the object and reference waves are overlapped and
giving rise to a hologram. The virtual sources s1 and s2 for overlapped objective
and reference wave are also displayed at the back focal plane, respectively.

to pass through the electron transparent sample (denoted as object wave, repre-

sented by the blue ray), while another portion passes the vacuum nearby (denoted

as reference wave, depicted as the pink ray). A biased biprism is inserted at the

position of the select-area aperture, enabling the overlap of the reference and ob-

ject wave. Interfering the object and reference wave gives rise to the formation of a

hologram containing interference pattern where the recorded intensity distribution

I(r) is given as:

I(r) = 1 + A2(r) + 2A(r)cos(2πqcr + ϕ(r)) (2.1)

where qc is the carrier frequency of interference fringes. A(r) and ϕ(r) represents

the amplitude and phase of the wavefunction, respectively.[37]

An important parameter characterizing the quality of a hologram is the contrast of

fringes (FC):

FC =
Imax − Imin

Imax + Imin

(2.2)

where Imax and Imin are the maximum and minimum intensities of the interference

14



2.1 Transmission electron microscope: Theoretical background

fringes, respectively.[38] As a rule of thumb, the higher is the numerical value of

FC, the better is the coherence of transmitted electron beam.

Following the acquisition of an object hologram, a reference hologram without

sample is obtained under the same optical settings. This step is carried out in

order to compensate artifacts that arise due to, e.g., distortions from the projector

lens system[39] as well as charging effects induced by the lens and biprism sys-

tems. Examples of an object and corresponding reference hologram are displayed

in Fig. 2.4(a) and (b), respectively. To retrieve the phase and amplitude informa-

tion from the hologram, a reconstruction process is required. This process involves

two main steps: First, the object and reference holograms undergo a Fourier trans-

formation F to obtain their corresponding spectra in the reciprocal space, as shown

in Fig. 2.4(c). The Fourier transformation of a hologram has three components:

F(I(r)) = F(1+A2(r))+δ(q+qc)⊗F(A(r)eiϕ(r))+δ(q−qc)⊗F(A(r)e−iϕ(r)) (2.3)

where the first term is derived from the Fourier transform of a bright-field TEM

image and corresponds to the center peak in the reciprocal space. The two side

bands located at q = −qc and q = qc are derived by the Fourier transform of

wavefunction (i.e., A(r)eiϕ(r)) and its conjugate (i.e., A(r)e−iϕ(r)), respectively. In

the second step, a circular mask is applied to the side band correlated to the carrier

frequency qc, as depicted by the green circle in Fig. 2.4(c). This process deletes

all information further away from the masked side band in the reciprocal space.

Following the mask process, the side band is displaced to the center of the reciprocal

space, followed by an inverse Fourier transformation F−1. This inverse Fourier

transformation step yields a complex image containing both phase and amplitude

information. Finally, the distortions arising from the lens and biprism are corrected

by performing the complex division of the object and reference complex images.

The phase image (Fig. 2.4(d)) of the transmitted electrons is generated by calculat-

ing the arctangent ratio of the imaginary and real parts of the complex image, while

the amplitude image is obtained from the square root of the sum of the squares

of the imaginary and real parts. It is worth mentioning that the evaluation of the

complex wave image utilizing an arc-tan function inevitably limits the phase into

a 2π range. Hence, an unwrap algorithm is required to unfold the phase in full

range. Note that the phase of the transmitted electrons is determined with respect

to that of the (unperturbed) electrons passing through the vacuum. Therefore, the

measured phase does not represent the absolute phase of the transmitted electron

wavefunction, but rather the phase change/shift ∆ϕ.

In the absence of dynamical diffraction and in-plane magnetic fields, the phase
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Chapter 2 Theoretical background and experimental details

(a) object hologram

(b) reference hologram

(c) Fourier transformation

100 nm

100 nm

F

F-1

(d) phase image

complex image

arctan(Img/Re)

Figure 2.4: (a) Exemplary object hologram obtained in nitride sample. (b) Ref-
erence hologram acquired without sample under the identical optical setups. (c)
Fourier transformation of the holograms. The side band highlighted by the green
circle is chosen and masked for the inverse Fourier transform, which generate a
complex image containing both phase and amplitude information of transmitted
electrons. (d) Phase image is retrieved by using the arctangent ratio of the imag-
inary and real parts of the complex image.

change of transmitted electrons ∆ϕ(x, y, z) is given as the integral of electrostatic

potential along incoming electron beam direction z within the sample: [40]

∆ϕ(x, y, z) = CE

∫
(VEP(x, y, z) + VMIP(x, y, z))dz (2.4)

where CE is a constant depending on the energy of the incoming electron beam

(hence the acceleration voltage). The electrostatic potential can be separated into
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2.1 Transmission electron microscope: Theoretical background

two contributions, one is correlated to the Coulomb interaction between core elec-

trons and nucleus (denoted as mean inner potential VMIP), which can be considered

as a material constant. Another contribution accounts for the built-in potential

as well as externally applied potential (together denoted as VEP). Under the as-

sumptions of (i) uniform sample thickness t, (ii) a constant electrostatic potential

distribution along z direction, and (iii) no stray field in the vacuum, Eq. (2.4) is

simplified to:

∆ϕ(x, y) = CE(VEP(x, y) + VMIP(x, y))t. (2.5)

This equation directly relates the electrostatic potential to the phase change mea-

sured from electron holography.

Electron holography artefacts

However, retrieving the phase change of transmitted electrons is not straightfor-

ward due to the potential presence of artefacts. The following discussion addresses

several notable types of artifacts in electron holography and introduces methods to

effectively suppress their influences.

(i) Fresnel fringe: While the contrast originated from the Fresnel effect is beneficial

in various TEM applications, as it provides valuable insights into, for instance,

the study of grain boundaries,[41] lattice defects,[42, 43] and magnetic domain

walls.[44, 45] In the context of electron holography, however, the Fresnel fringes

are often viewed as a source of measurement artefacts. For the electron holography

using a single biprism, as employed in this thesis, Fresnel fringes are evident. At the

edges of the biprism, Fresnel fringes manifest with alternating bright-dark contrast

and can be readily observed. A hologram acquired in the vacuum is displayed in

Fig. 2.5(a), the enlarged view of the Fresnel fringes occurring at the biprism edges

are depicted in Fig. 2.5(b) and (c).

The Fresnel fringes can be reduced by masking their corresponding streaks in the

Fourier space. In actual practise, such an operation can be accomplished using line-

filters. Examples of the hologram with strong Fresnel fringes (in regions denoted

with dotted lines) and the corresponding Fourier transformation are displayed in

Fig. 2.6(a1) and (a2), respectively. It can be noticed that these fringes are reflected

as a few streaks extending from the center band to the side bands. In contrast, a

hologram with reduced intensity of Fresnel fringes is depicted in Fig. 2.6(b1). This

is achieved after masking the streaks with a Gaussian-line filter in the Fourier space

(Fig. 2.6(b2)).
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200 nm

(a) (b)

(c)

Figure 2.5: (a) Hologram obtained in the vacuum. (b,c) Enlarged views of the
Fresnel fringe occurring at the biprism edges

(ii) Electron beam induced charging: When the semiconductor sample is under

investigation in TEM, the charging effect arising from the incoming electron beam

needs to be considered. Electrons accelerated at high voltages can give rise to the

generation of electron-hole pairs and emission of secondary electrons. As a result,

the sample can be anticipated to, at least locally, no longer charge neutral. This is

known as the electron beam induced charging effect.[37]

Houben et al. investigated the charging of Si p-n junction in TEM. Their results sug-

gest that, under moderate electron dose illumination (e.g., below 100 e·nm−2s−1),

only the junction with low doping level (i.e., less than 1×1017 cm−3) is signifi-

cantly influenced from the beam-induced charging.[46] Another work focusing on

the charging of a highly doped GaN p-n junction during electron holography ex-

periment is carried out by Park et al.[47] They found that the built-in potential

decreases from 0.51 to 0.32 V after exposing the sample under a high electron dose of

332 e·nm−2s−1 for an hour. On the basis of these findings, the artifacts arising from

the charging effect can be anticipated to be evident in structures with low doping

levels or when the sample is subjected to high electron beam dose illumination.

(iii) Dynamic diffraction: Contrast arising from dynamic diffraction severely ham-

pers the interpretability of the electron holographic results. The dynamic diffraction

describes a process in which incoming electrons undergo multiple Bragg scatterings

within the crystal. This occurs, if the direction of the incoming electron beam

is parallel to the low-order crystal zone axis of the semiconductor. The contrast

arising from dynamic diffraction can overlap with the contrast originating from the

actual electrostatic potential of the sample. This overlap leads to artificial errors

during the reconstruction, which, in turn, distorts the phase and amplitude infor-

mation of transmitted electrons. As a result, the interpretation of the experimental
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Figure 2.6: (a1) Hologram with strong Fresnel fringes, induced by the biprism,
and (a2) the corresponding Fourier transformation of the hologram. (b1) Holo-
gram with reduced Fresnel fringes. This reduction is accomplished by filtering
the streaks in the Fourier space, as depicted in (b2).

data becomes challenging. To avoid strong dynamic diffraction, one can adjust the

relative orientation between the incoming electron beam and the sample so that the

beam is no longer parallel to any major crystallographic axis. A systematic method

to suppress the dynamic diffraction across III-nitride heterostructure interface will

be discussed in Chap. 4.

2.1.3 High angle annular dark field imaging

Before the discussion on different detectors of TEM/STEM, one needs to recall the

fundamental scattering process of electrons by solid: From the energy perspective,

the scattering process can be categorized into elastic and inelastic scattering. Elas-

tic scattering involves no loss of energy, while inelastic scattering results in some

measurable energy loss, although this loss is typically very small in comparison

to the total energy of the incoming electron beam. On the other hand, from the
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point of view of coherence of electron wavefunctions, the scattering process can

be divided into coherent and incoherent scattering. After scattering with sample,

coherently scattered electrons maintain a phase relationship, whereas such in-phase

correlation no longer exists for incoherently scattered electrons. In addition, the

scattering process can lead to different angular distributions of scattered electrons.

On this basis, the scattering process can be classified into forward scattering and

back scattering, depending on the angle of scattering with respect to the direct

transmitted beam. If an electron is scattered at an angle larger than 90° (an angle

less than 90°), it is considered as forward scattered (backward scattered).

Fig. 2.7 depicts a sketch of different types of electrons scattered by thin TEM sam-

ple. As a rule of thumb, elastically scattered electrons exhibit a scattering angle

in the range of 1-10°, at higher angles (>10°) elastic scattering becomes more in-

coherent. Inelastic scattering, on the other hand, is almost always incoherent and

typically occurs at very low angles, usually less than 1°. As for the application in

TEM/STEM, most of electrons collected is within an scattering angle of less than

5°.[48]

thin TEM sample

incoherent
elastic

backward
scattered
electrons

coherent
elastic

scattered
electrons

incoherent
elastic
forward

scattered
electrons

incoherent
inelastic
scattered
electrons

incident
electrons

secondary
electrons

direct
electrons

Figure 2.7: A sketch of different types of electrons scattered from a thin TEM
sample.

Next, I turn to the detectors utilized in a conventional STEM. Detectors with

various collection angles (denoted as θ) are used to collect electrons scattered at

different angles. Depending on the collection angles, detectors are categorized as

bright field (BF), dark field (DF), and high-angle annular dark field (HAADF)

detector.

Fig. 2.8 illustrates different detectors used in STEM. The outer collection angle of

BF, and inner collection angle of DF and HAADF detector are denoted as θ1, θ2, and

θ3, respectively. The BF detector is applied for collecting the unscattered or weakly

scattered electrons with a collection angle less than 10 mrad.[36] The DF detector is
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2.1 Transmission electron microscope: Theoretical background

used to collect electrons that are scattered at higher angles, typically ranging from

10 to 50 mrad. Furthermore, the HAADF detector allows the collection of nearly-

elastically scattered electrons at an even higher angle of scattering, typically ranging

from 50 to 200 mrad.[36] It’s worth mentioning that, in contrast to BF images,

the electrons forming contrast in HAADF images are primarily incoherent due to

Rutherford and thermal diffusion scattering (TDS).[49] The resulting image exhibits

a contrast that is directly proportional to the atomic number of the atoms in the

sample ( known as the Z-contrast). This provides a direct method to distinguish

atom species based on their atomic numbers.[50, 51]

θ1

θ2

θ3

BF 
detector

DF 
detector

HAADF
detector

sample

incident
electron beam

Figure 2.8: Different detectors used in STEM. The outer collection angle θ1 of BF
detector is lower than 10 mrad. As for the DF and HAADF detector, the inner
collection angles θ2 and θ3 are larger than 10 and 50 mrad, respectively.

At this stage, the formation mechanism of Z-contrast needs to be addressed. The

Rutherford cross-section, denoted by σ, quantifies the probability of a charged

particle to be scattered by a target nucleus. If the electrons are accelerated at a

high voltage, the Rutherford cross-section is reasonably accurate to describe the

scattering events between incoming electrons and nuclei within the sample.

To derive the total scattering intensity (Iscatt.) between the electrons and nuclei,

it is necessary to consider the scattering contributions from both the differential

cross-sections of elastic scattering and thermal diffuse scattering, they are given

as:[52] (
dσ

dΩ

)
tot

=

(
dσ

dΩ

)
elastic

+

(
dσ

dΩ

)
TDS

(2.6)

with (
dσ

dΩ

)
elastic

=
4γZ1.7

a20k
2
0

exp(−2Mθ2/λ2)

(θ2 + θ20)2
(2.7)
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and (
dσ

dΩ

)
TDS

=
4γZ1.7

a20k
2
0

(1 − exp(−2Mθ2/λ2))

(θ2 + θ20)2
, (2.8)

respectively. γ is the relativistic factor which has a value of 1.59 at 300 keV and

a0=0.0529 nm is the Bohr radius. θ0 is the characteristic angle of elastic scattering,

k0 is the wavevector, and M is the Debye–Waller factor. λ is the wavelength of the

incoming electron, with a value of λ=1.97 pm at 300 kV. The scattering intensity

of electrons can then be obtained by integration of differential cross-section over a

range extending from the inner HAADF detector angle (θinner) to the outer detector

angle (θouter):

Iscatt.(θ) =

∫ θouter

θinner

(
dσ

dΩ

)
tot

dΩ =

∫ θouter

θinner

4γZ1.7

a20k
2
0(θ2 + θ20)

.dΩ (2.9)

Hence, to the first order of approximation, scattering intensity of electrons collected

by a HAADF detector is considered to be proportional to the power of ∼1.7 of the

atomic number Z, i.e., I(θ) ∝ Z∼1.7.[51] For this reason, these electrons carry

information about variations in material’s chemical homogeneity.[51, 53, 54, 55]

2.1.4 Energy dispersive X-ray spectroscopy

Energy Dispersive X-ray Spectroscopy (EDX) is an analytical technique to deter-

mine the chemical composition of the sample. In this thesis, EDX is carried out in

conjunction with the STEM in order to provide chemical composition mapping at

high spatial resolution.

After the collision between the accelerated electrons and solid, the inner shell elec-

trons in the solid can be displaced from their orbits, leaving vacancies. Following,

electrons from outer shells will transit to inner shells and fill these vacancies, re-

leasing excess energy in the form of characteristic X-rays. These X-rays are then

collected by an EDX detector and analyzed. The analysis results are given as a

spectrum of X-ray intensity counts versus their corresponding energies. In this

spectrum, each peak corresponds to the characteristic X-rays generated by the spe-

cific elements within the sample.[56] An example of EDX spectrum acquired on

GaN is displayed in Fig. 2.9. The Ga-L, Ga-K, and N peaks are high-lightened.

The accuracy of EDX analysis depends on a variety of factors, including the in-

coming electron beam size and intensity, detector conditions, as well as sample’s

characteristics.[57, 58, 59] For instance, if the electron dose is too high, it can

damage the sample and alter its composition, leading to inaccurate results. Such a
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Figure 2.9: EDX spectrum acquired on the GaN layer.

perturbation of sample’s characteristics by electrons can be found in various materi-

als, for example, in LaCoO3 epitaxial layers, oxygen atoms are displaced from their

original lattice sites by long and high dose electron exposure.[58] Furthermore, the

energy resolution of the detector is of great importance in terms of quantification of

the EDX results. With an optimized resolution, the overlap of characteristic peaks

in the EDX spectrum can be avoided, thus enabling the identification of correct

element species.[59] In addition, X-rays can be absorbed by the materials them-

selves, particularly in the case of thick TEM samples. This process is referred to

as re-absorption. As a result of re-absorption effect, the measured X-ray intensities

are influenced not only by the chemical composition but also by factors such as

escape depth and the sample’s absorption characteristics.

In this thesis, analysis of the EDX results is performed with the Velox software. This

software adopts the standard Cliff-Lorimer method (K-factor method) to quantify

EDX spectrum. The K-factor method is a semi-empirical method that relates

the intensity of an X-ray peak in the spectrum to the weight fraction of elements

in the sample.[60] In addition, a correction factor (CF ) is introduced into the

quantification process to account for the re-absorption process of X-ray by the

sample.

Here, a brief description of the workflow involved in the EDX spectrum quantifi-

cation process is provided: The first step involves the elimination of background

radiation and noise. This step is necessary to distinguish the intensity counts that

are relevant for peak fitting. The background correction is carried out by fitting

a curve to the counts in the selected energy ranges. Once the background is re-

moved, the characteristic peaks are fitted using the ionization cross-section model.

Overlapped X-ray peaks are then deconvoluted using a maximum likelihood fit

with constraints to ensure non-negativity. Finally, quantitative chemical informa-
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tion is obtained using the Cliff-Lorimer method, taking absorption corrections into

account. Therefore, the weight fraction of A-B compound CA/CB is derived as:

CA

CB

= CF
KA

KB

IA
IB

(2.10)

with IA and IB being the X-ray intensity accounting for element A and B, respec-

tively.

2.1.5 Convergent electron beam diffraction

In this thesis, the thickness of TEM lamellas is determined through two methods, a

direct measurement in scanning electron microscope (SEM) images, and indirectly

with convergent beam electron diffraction (CBED). The first method only yields a

rough estimation of the thickness of the overall sample due to a rather limited spatial

resolution, whereas the latter provides measurement of the crystalline thickness but

at a cost of poor sampling due to small probe size.

Although SEM measurements may appear to be straightforward, the accuracy of the

measured thickness is questionable due to the presence of common artefacts arising

during the sample preparation process. For instance, in lamella prepared by focused

ion beam (FIB) milling, the curtaining effect and the amorphization of crystalline

material can give rise to misleading measurements and make it challenging to obtain

precise thickness data.[61]

In contrast, CBED provides a localized measurement of crystalline thickness with an

improved precision down to only a few nanometers.[62, 63] This technique relies on

the analysis of spacings between fringes (known as Kossel-Mollenstedt fringes[64])

in the reflection disks.[63] Under two-beam condition, only the (000) and another

hkl reflection disk is strongly excited. These two reflection disks contain parallel

fringes with alternating bright and dark contrast. The central bright (dark) fringe

in (000) (higher order hkl disk) is at the exact Bragg condition (i.e., the excitation

error s=0). The number of fringes inside reflection disks depends on the thickness of

the crystal and increases by one if the thickness increases by one extinction length.

The spacing between central and the other ith fringes corresponds to the deviation

from the Bragg diffraction angle (∆θi). Hence, the excitation error si for the ith

fringe is derived as:

si = λ
∆θi

2θBd2plane
(2.11)
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where θB is the Bragg angle of the hkl-plane. dplane is the interplanar spacing

between hkl planes in real space.

The direct interpretation of thickness from Eq. (2.11) requires the knowledge of ex-

tinction distance of the material εg, which is not always explicitly defined. There-

fore, the so-called graphic method is used to retrieve the crystalline thickness

information.[63] This method is based on the extrapolation of the equation of thick-

ness t and εg which is given as:

s2i
n2

+
1

ε2gn
2

=
1

t2
(2.12)

where n is a fitting integer starting from 1. When data points can be reason-

ably fitted in a linear manner, the intercept and slope of the fitting line are then

proportional to the thickness t and extinction distance εg, respectively.

2.2 Experimental details

2.2.1 Lamella preparation

In this thesis, a dual-beam focused ion beam FIB milling system (model FEI Helios

NanoLab 400S FIB-SEM) is employed to prepare TEM lamellas. An example illus-

trating a workflow for TEM lamella preparation by FIB is displayed in Fig. 2.10.

Before milling, a protective layer is first deposited onto the surface of bulk semicon-

ductor by 5 kV electron beam and with a dose of 6.4 nA (Fig. 2.10(a)). Note that

the protective layer deposited with electron beam is rather thin. Thus, another

2µm protective layer is deposited with Ga+ ion beam at 30 kV and with a dose

rate of 0.77 nA (Fig. 2.10(b)). In general, a variety of chemical species, such as

carbon, tungsten, and platinum, etc., can be used as the protective layer. For all

the lamellas investigated in this thesis, only the carbon protective layer is utilized.

Following the deposition of protective layer, the lamella is trenched along its cross-

sectional surfaces, undercut, and lifted out of the bulk semiconductor, as shown in

Fig. 2.10(c), (d), and (e), respectively.

The parameters and procedures used during the thinning and polishing process

depend on the specific experimental demands, whether it be a thick lamella for

electron holography measurements or a thinner lamella for high-resolution STEM

measurements.
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(a) (b) (c)
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Figure 2.10: The workflow of lamella preparation by FIB. (a) The C protective
layer is first deposited with electron beam, and then with ion beam (b). (c)-
(e) Illustrate the trench, undercut, and lift-out processes. (f)-(h) Display the
different thinning steps that progressively reduce the lamella thickness. In (i),
the final TEM lamella geometry is shown, intentionally exhibiting two different
thicknesses.

(i) Regarding the electron holographic investigation, the incoming 30 kV Ga+ ion

beam, with a dose of 0.77 nA, is applied for the first thinning step (Fig. 2.10(f)).

At this step, the lamella is thinned down to approximately 1700 nm with a grazing

angle of ±2° with respect to the Ga+ ion beam (Fig. 2.10(g)). Further thinning

is carried out using the Ga+ ion beam, maintaining the same accelerating voltage

but with lower currents of 0.40 nA and 0.24 nA, respectively, at a tilt of ±1.5°.
This thinning process continues until the lamella thickness reaches approximately

700 nm (Fig. 2.10(h)). The last thinning step involves a lower ion dose of 83 pA

at 30 kV with a tilt of ±1.2°. After the thinning process, the lamella thickness is

typically within the range of 200-400 nm.

The final polishing process is carried out utilizing a 5 kV Ga+ ion beam with a dose

rate of 16 pA. The choice of a low current during the final polishing process is based

on the trade-off between improved time-efficiency and reduced surface damage. A

TEM lamella prepared with two different thickness is displayed in Fig. 2.10(i). It

should be addressed that, unlike other lamellas prepared for conventional TEM

measurements, no further thinning or cleaning (e.g., cleaning with Ar plasma or

nano-millling with 0.9 kV Ga+ ion beam) is carried out to the lamella to avoid

alteration of the surface condition.
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(ii) As for the STEM measurements, the lamella is initially thinned down to 170 nm

using 30 kV Ga+ ion beam, with a progressively decreasing current ranging from

0.40 nA to 83 pA. Following this step, an additional thinning stage is carried out at

16 kV with an ion dose of 50 pA to further reduce the thickness to the lower 100 nm

range while minimizing damage to the lamellas. At the final polishing stage, a 5 kV

accelerating voltage with an ion dose of 15 pA is used, with the lamellas oriented

±5° relative to the incoming Ga+ ion beam.

Following the FIB-milling process, further thinning and cleaning of lamella surface

is accomplished with the NanoMill TEM sample preparation system (model 1040,

Fischione Instruments). The milling voltage is set at 0.9 kV, the lamella is tilted

at +10° and -8° with respect to the incoming Ga+ ion beam. The total milling

duration at each angle is approximately 20 minutes. Before each session of STEM

measurement, the lamella is cleaned with for 5-7 minutes utilizing Ar gas inside a

plasma cleaner (model 1020, Fischione Instruments).

2.2.2 Lamella crystalline thickness determination

Convergent electron beam diffraction CBED measurement is carried out to de-

termine the thickness of crystalline core of FIB-prepared lamellas.[63] The CBED

experiments are accomplished with the TEM (model FEI Tecnai G2 F20).[65] Prac-

tical experimental considerations involve the control of electron dose as well as en-

suring precise two-beam conditions. Due to the fact that the electron beam is highly

focused to provide a proper convergent angle in CBED measurement, controlling

beam intensity is critical to prevent damage to the lamella as well as the camera.

In the actual experimental setup, intensity weakening is accomplished by utilizing

a condenser aperture (c2) with a smaller radius (e.g., 70 um) in conjunction with a

larger spot size of the incoming electron beam.

Furthermore, the precise two-beam condition is established as follows: Using GaN

lamella as an example, first, the lamella is tilted along the [0002] Kikuchi band

until only (0000) and (0002) reflections are strongly excited. Next, to enhance the

number of Kossel-Moellenstedt fringes, the lamella is further tilted along the [1210]

direction so that another reflection (e.g., (0004) or (0006)) is excited and at the

two-beam condition. The resulting CBED disks are recorded with a camera (model

UltraScan 1000P, a 2K×2K charge-coupled digital camera). The exposure time is

set at 1 s as a compromise between enhanced fringe contrast and a safe dose to the

camera. The crystalline thickness of lamella is derived using the graphic method

(see Eq. (2.12)).
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The simulation of CBED patterns is accomplished with the software Dr.Probe

based on multislice calculation.[66] The parameters of microscope are set to be

close to those used during actual experiment: The electron source exhibits a size

of 0.04 nm and the electron beam undergoes an acceleration voltage of 300 kV. The

semi-convergence angle of the probe is configured as 5 mrad due to the parallel

illumination. The maximum collection angle of the detector is 100 mrad.

2.2.3 Electron holography

Conventional electron holography

Off-axis electron holography experiments are carried out with an image-corrected

electron holography TEM (FEI Titan G2 60-300 HOLO, FEI instrument) operated

at 300 kV.[67] During the experiment, the upper biprism is biased at 100-120 V

as a trade-off between a relative large field-of-view (FOV) and a high contrast of

the interference patterns. To enhance the coherence of the incoming electrons, the

beam is adjusted to an elliptical shape.[68] This elliptical illumination is achieved

by adjusting the stigmator on the condenser lens such that the minor axis of the

ellipse is parallel to the biprism. As a rule of thumb, an ideal experimental condition

is manifested when the interference patterns exhibit a contrast in the vacuum of at

least 40%. To minimize the contrast from the dynamical diffraction, the lamella is

tilted away from the [1010] zone axis. A vacuum region is always present adjacent

to the lamella in the FOV to generate the unperturbed reference wave.

Holograms are acquired using a 4K×4K direct electron detector (model K2 summit,

Gatan). The single-frame image acquisition is achieved with a total exposure time

of 8-12 s. The stack image is acquired with 20-25 frames of single-frame images,

each undergoing an exposure time of 1-2 s. After the acquisition of each object

hologram, a reference hologram is obtained in the nearby vacuum by the same

lens settings with the lamella moving away. The reconstruction of holograms is

accomplished with the plugin Holowerks in the Digital Micrograph software.

Tilt series

In this thesis, the purpose of performing the tilt series experiment is to establish

an orientation with suppressed influence of dynamic diffraction. The precision of

tilt series results relies on the establishment of accurate control of the tilt angles.

To achieve this, the crystallographic axis of the lamella has to be oriented exactly

parallel to the corresponding tilt axis of the holder. A picture of the front part of
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the conventional double-tilt holder (model FEI instrument) along with the installed

grid is shown in Fig. 2.11. The tilt of the holder is enabled about the alpha (a)

and beta (b) axis, illustrated as the horizontal and vertical black dotted lines in the

figure, respectively. An enlarged sketch of the TEM grid with the attached lamella

(blue rectangle) is displayed on the right. Therefore, to establish the precise tilt

control for the lamella, the two major crystallographic axes [0001] and [1210] need

to be in parallel with the holder tilt axis a and b, respectively.

alpha tilt (a)

beta tilt (b)

[0001] [1
21

0]

C
B

A

lamella

Figure 2.11: The front part of the double-tilt holder with a sketch of the installed
TEM grid. The holder can tilt around axis alpha (a) and beta (b) (black dotted
lines). On the right the attachment of the lamella (blue rectangle) to the grid is
sketched. The precise tilt of the lamella can only be achieved when the crystal
axes [0001] and [1201] are parallel to the holders’ tilt axes a and b, respectively.

During the experiment, the tilt angles are calibrated to 0◦ when the lamella’s [1010]

zone axis is oriented parallel to the electron beam. The a tilt angles vary from 3.8°
to 9.8°, in steps of 1°. The orientation of the lamella is further corroborated with

the comparison between experimental CBED patterns and simulated ones.

In-situ annealing experiment

For the in-situ annealing experiment, a double-tilt heating holder (model 652,

Gatan) is used. A picture of the holder mounted on the support stage is displayed

in Fig. 2.12. The resistive heating of the TEM grid is achieved through a furnace.

The power supply and temperature control is accomplished with a hot stage power

supply unit (model 628, Gatan). This control unit provides an advantage of fast

temperature ramping.

The enlarged high-temperature part of the heating holder is shown in Fig. 2.13.

The TEM grid is positioned in direct contact with the furnace for a better heat-
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Figure 2.12: Double-tilt heating holder (Gatan Model 652) used for in-situ an-
nealing electron holographic experiment. Some important components are high-
lighted.

ing efficiency. The resistive heating of the furnace is enabled via two electrodes.

The furnace is made of the made of refractory metal tantalum, providing high-

temperature strength and resistance to welding to most solid-state materials.

furnace

heating 
electrode

heating 
electrode

Figure 2.13: The high-temperature part of the Gatan Model 652 double-tilt heat-
ing holder. The resistive heating is achieved via two electrodes.

In the course of in-situ annealing experiment, some practical considerations need

to be taken into account: First, the temperature of the lamella is measured using

a platinum thermocouple, which is welded in direct contact with the furnace body.

Therefore, the indicated temperature is that of the furnace rather than the lamella.

In practice, the actual temperature of the lamella can be anticipated to be lower

than that of the furnace due to the heat drain to crossheads and the reduced thermal

conductivity between the lamella and the TEM grid, as well as between the TEM

grid and the furnace.

Second, it has been consistently observed that the biprism biased at a high voltage

(Vbip) is more susceptible to the instability arising from elevated temperatures.

30



2.2 Experimental details

Therefore, as a trade-off between a desired FOV, a high fringe contrast, and the

stability of the instrument, a Vbip of 70 V is applied. Nevertheless, even under an

optimized Vbip, the thermal-induced instability can still be clearly observed as the

reduced fringe contrast. Figure 2.14(a) and (b) compares the holograms acquired in

vacuum at room temperature and elevated temperature (i.e.,490 °C), respectively.

In Fig. 2.14(a), a fringe contrast of 44.04% is found. In contrast, the fringes in

Fig. 2.14(b) are visibly more nosier, and a reduced fringe contrast of 22.61% is

derived.

(b) 490 °C (a)   27 °C FC=44.04% FC=22.61%

Figure 2.14: Holograms acquired in vacuum at 490 °C (a) and 27 °C (b) under an
optimized Vbip of 70 V. The fringe contrast for holograms acquired at 27 °C and
490 °C is found to be 44.04% and 22.61%, respectively.

Third, the thermal-induced lattice expansion needs to be addressed. Due to this

reason, the diffraction condition may vary at different temperatures, which, in turn,

gives rise to different dynamic diffraction contrast. In order to suppress the contrast

arising from dynamic diffraction, the lamella is tilted within a range of ±1° about

the a tilt axis at different temperatures.

Next, I turn to the temperature profiles applied in the in-situ annealing experiment.

A plot of the annealing temperatures against time is illustrated in Fig.2.15. Two

annealing cycles with an identical temperature profile are carried out. The only

difference between them is that the second annealing cycle (red lines) is conducted

11 hours later after the completion of first cycle (black lines). It should be addressed

that during this discontinuation between two annealing cycles, the lamella is kept

inside the microscope chamber under room temperature and the TEM gun valve

is closed. In both cycles, the temperature rises gradually from room temperature

(27 °C) to the maximum 490 °C at a step of 50 °C and then abruptly go back to

room temperature. Each temperature is held constant for 30 minutes to ensure that

the lamella is sufficiently heated and the microscope recovers to a stable condition.

After the stabilization of the microscope, a hologram free from dynamic diffraction

contrast is acquired under the identical optic settings among all temperatures.
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Figure 2.15: Annealing temperature versus time profile for the in-situ annealing
experiment. The single-cycle annealing experiment ends after the first cycle
(black lines), whereas the two-cycle annealing experiment continues until the
end of the second cycle (red lines). The time discontinuation between the first
and second annealing cycle is about 11 hours. In both cycles, the temperature
gradually rises from 27 °C to 490 °C at a step of 50 °C. 30 minutes of holding
time has been applied on each temperature point in order to reach the sufficient
annealing of lamella and stable microscope conditions.

2.2.4 STEM and EDX: Strain and chemical composition

measurement

The STEM measurements are carried out with a (spherical) aberration-corrected

microscope FEI Titan G2 80-200 CREWLEY operated at 200 kV.[69] A HAADF

detector is used to collect electrons scattered at an angular range of 70-250 mrad. A

70 µm diameter condenser aperture (c2) is selected to form a probe with a conver-

gence angle of 24.7 mrad on the sample plane. The lamella is oriented in a manner

such that the incoming electron beam is exactly parallel with the [1010] axis. Image

stacks are recorded with a size of 20 frames, each with a size of 2048×2048 pixels.

A dwell time of 200 ns is applied on each pixel. The auto drift correction is enabled

to reduce the influence of sample drift and scan distortions. The crystal axis of

the investigated lattice constant is kept in parallel with the raster-scan direction to

minimize the scan distortion and the fly-back error.[70] After the acquisition, each

stack is drift-corrected frame integration (DFCI), averaged, and aligned using the

Velox software.

Utilizing the EDX detector installed on the same microscope, the chemical element

maps are acquired on 2048×2048 pixels HAADF image. For a medium FOV of

1×1µm, the collection of X-ray lasts 20 minutes. The analysis of the EDX results
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is accomplished with the Velox software.

The strain is determined with two methods: The first method relies on analyzing

lattice constants in real space.[71, 72] The central positions of intensity peaks in

HAADF images, representing the atomic columns, are determined from atomic-

resolved HAADF images with a field of view of less than 12×12 nm using the peak

pair analysis (PPA) algorithm.[73] The distance between each position corresponds

to half of the lattice constant. For the calibration, the lattice constant measured

at the substrate are considered as the unstrained reference.

The second method is based on analyzing the spacing between diffraction reflections

in reciprocal space. This is achieved with HAADF images acquired at a larger field

of view of 46×46 nm. The distances between lattice fringes in real space are reflected

as spacings between diffraction reflections in reciprocal space. This method uses

the geometric phase analysis (GPA) algorithm,[74] implemented with the FRWtool

plugin in Digital Micrograph software.[75] As recommended in literature,[76] a mask

with size of 0.5 nm−1 is applied on the diffraction reflection (0002) and (1210) in

the reciprocal space for the strain analysis.

2.3 Sample description

2.3.1 A3162

The investigated A3162 GaN/(Al,In)N/GaN heterostructure was grown by met-

alorganic vapor phase epitaxy (MOVPE) at 740 ◦C on a c-plane freestanding GaN

Sumitomo substrate. The sample is composed of five pairs of 31 nm (Al,In)N and

105 nm GaN (Si doped 8×1017 cm−3) layers, which are deposited on a 560 nm GaN

buffer layer (Si: 3×1018 cm−3). Starting from the one close to the substrate, the five

pairs of (Al,In)N/GaN are labelled as (Al,In)N/GaN #1-#5, respectively. The het-

erostructure is capped by a 1µm GaN layer (Si: 3.5×1018 cm−3). Note that the GaN

cap and adjacent GaN interlayer is called ”doping step” structure throughout this

thesis. Within the ternary (Al,In)N layers, an indium composition of 19.15±0.5%

was determined by high resolution x-ray diffraction (HRXRD) measurements.[77]

A sketch of the sample structure is illustrated in Fig.2.16(a), the growth direction

[0001] points from right to left.

In Fig.2.16(b), the silicon concentration profiles throughout sample measured by

secondary ion mass spectrometry (SIMS) is displayed. The nominal donor concen-

tration (Nd) 3×1018 cm−3 of buffer layer is applied for the calibration of the Si pro-

file. The calibrated donor concentration of GaN cap and interlayers are determined
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as 3.5×1018 cm−3 and 7.7×1017 cm−3, respectively. It’s not possible to precisely

determine the donor concentrations for unintentional doped (Al,In)N layers with

SIMS.[78] Hence, it is assumed they are at the same doping level as adjacent GaN

layers.
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Figure 2.16: (a) Sketch of sample A3162 which composes of five pairs of 31 nm
(Al,In)N and 105 nm GaN (Si doped 8×1017 cm−3) layers that are deposited on
a 560 nm GaN buffer layer (Si: 3×1018 cm−3). The heterostructure is capped
by a 1 µm GaN (Si: 3.5×1018 cm−3). Within the (Al,In)N layers an indium
composition of 19.15±0.5% was determined by high resolution x-ray diffraction
measurements. (b) Si concentration profile through out sample measured by
SIMS. Doping concentrations are calibrated by the Si intensity measured on
buffer layer.

2.3.2 A3777

Sample A3777 comprises a 700 nm thick GaN layer grown by metal organic vapor

phase epitaxy (MOVPE) on top of a c-plane free-standing hydride vapor phase epi-

taxy (HVPE)-grown GaN substrate (Fig. 2.17). The MOVPE-grown GaN epilayer

exhibits a Si doping of 5 × 1019 cm−3 in the first 20 nm (δ-doped like layer) fol-

lowed by 3×1018 cm−3 in the remaining layer.[35] No dislocations or stacking faults

were detected and scanning tunneling spectroscopy is in agreement with thermally

activated Si dopants without compensating defects.[79, 80]

Tab. 2.1 and Tab. 2.2 summarize the thickness of TEM lamellas extracted from

sample A3162 and A3777 along with their corresponding labellings, respectively.

The values denoted with a ∗ symbol indicate that the thicknesses are measured

solely using SEM, hence represent the overall lamella thickness. The values without

∗ symbol indicate the crystalline thickness, as measured from CBED.
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Figure 2.17: A sketch of 700 nm thick GaN layer grown by metal organic vapor
phase epitaxy (MOVPE) on top of a c-plane free-standing GaN substrate. The
epitaxial layer exhibits a Si doping of 5 × 1019 cm−3 in the first 20 nm (δ-doped
like layer), followed by 3 × 1018 cm−3 in the remaining layer.

chapter lamella thickness (nm)
4 350∗

5 188±6(L1),220±7(L2),243±8(L3),257±6(L4),262±10(L5),280∗(L6),
292±8(L7),320±7(L8),325±7(L9),331±6(L10),343±8(L11),348±4(L12),
353±8(L13),380∗(L14)

6 339±8(B1),353±12(B2),300∗(C1),330∗(C2)
7 362±5(360 ◦C),344±6(390 ◦C),341±5(420 ◦C),361±8(450 ◦C)
8 188±6(electron holography), 70-120∗(STEM and EDX)

Table 2.1: Thickness information of lamellas extracted from sample A3162. The
value denoted with (without) ∗ symbol indicates the overall thickness measured
from SEM (crystalline thickness measured from CBED).

chapter lamella thickness (nm)
6 278±2(A1),363±6(A2)

Table 2.2: Thickness information of lamellas extracted from sample A3777.
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Chapter 3

FIB damage and its implication

for quantification of electron

holographic results

3.1 FIB damage types and sub-layers

It has been approximately three decades since off-axis electron holography tech-

nique was applied to map the electrostatic potential within semiconductor.[81, 82]

In the early stage, the lamella preparation was typically accomplished through

mechanical polishing.[81] However, this preparation method leaded to limited pre-

cision in achieving uniform lamella thickness, which further posed challenges in

the quantitative interpretation of electron holographic results. Later, FIB was in-

troduced as the primary TEM lamella preparation technique due its advantages

of time-efficiency and providing precise control over the thickness and flatness of

the semiconductor lamella.[83] Despite the improved control over lamella thickness,

however, sputtering of semiconductor by highly energetic particles inevitably brings

damages to the near surface region of lamella.[84, 85, 61, 86, 87, 88]

FIB damage can manifest in primarily two forms on lamellas: First, a structurally

damaged amorphous outer shell can develop on the surface of the lamella. The

thickness of this layer is influenced by a few factors, including the type of milling

ions, the accelerating voltage as well as the dose rate.[86, 87] Second, below the

amorphous outer shell, a structure-intact but defect-rich crystalline inner shell

arises due to high concentration of implanted point defects.[88, 35, 89, 90] Fig-

ure 3.1 illustrates the structure of the FIB-prepared lamella and the corresponding

terminology of damaged sub-layers.
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Figure 3.1: The FIB-induced pristine crystalline core, defect-rich crystalline inner
shell, and amorphous outer shell structure. The FIB-implanted point defects are
represented with red spheres.

Note that in previous studies, there has been a lack of consistent languages for the

terminology of these FIB-induced sub-layers. The defect-rich crystalline inner shell

along with the resulting screening region are treated as one single layer and named

as ”dead layer” or ”inactive layer” etc.[91, 92, 89, 93, 90, 34] In this thesis, the

FIB-induced sub-layers are unambiguously defined as the pristine crystalline core,

the defect-rich crystalline inner shell, and the amorphous outer shell.

3.1.1 Amorphous outer shell

To begin with, the properties of amorphous outer shell will be examined. The elec-

tronic influence arising from the amorphous outer shell has been comprehensively

studied from both theoretical perspectives and experimental findings.[84, 94, 92, 93]

For semiconductors, this outer shell is anticipated to exhibit metal-like properties,

establishing a charge flow circuit on the lamella surface, hence effectively screening

the surface potential into the vacuum. This is supported by the absence of fringing

fields in the vacuum near the lamella during experiments.

The metal-like properties stem from the fact that a multitude of diverse bonding

structures concerning length, angle, involved species is formed in the amorphous

outer shell. This variety of bonding states gives rise to a broad distribution of

density of states, gradually closing the bandgap (known as Urbach tails).[95] At

the interface between the amorphous outer shell and crystalline semiconductor, in

conjunction with a high diversity of point defects, this results in a wide density of

states distribution throughout the bandgap, with the charge neutrality level located

in the center. This fact is known to induce a Fermi-level pinning at the midgap
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3.1 FIB damage types and sub-layers

position.[96] The existence of midgap pinning in the vicinity of amorphous adatom

clusters is further substantiated by the scanning tunneling microscopy (STM) mea-

surements on III-nitride surfaces.[97] It is important to note that for the as FIB-

prepared lamella, the pinning arising from the amorphous outer shell cannot directly

affect the pristine crystalline core due to the presence of the crystalline inner shell

in between (see Fig. 3.1). However, if the pinning from the inner shell is removed,

the amorphous shell is expected to provide the subsequent pinning. This can take

place, for instance, when the point defects within the defect-rich crystalline inner

shell are electrically passivized or fully healed.

The thickness of the amorphous outer shell can be accurately determined by sub-

tracting the overall lamella thickness measured from the SEM by the crystalline

thickness determined from the convergent beam electron diffraction (CBED) tech-

nique. The thickness of the amorphous outer shell is commonly found to be in the

range of a few to a dozen nanometers for III-nitride semiconductor systems,[35, 34,

90, 33] depending on the milling voltage and the hardness of the semiconductor.

3.1.2 Defect-rich crystalline inner shell

The characteristics of the defect-rich crystalline inner shell exhibit a significant

correlation with the type and concentration of the implanted point defects. To the

first order approximation, the implantation profile of point defect can be considered

to directly associate to the stopping power (s) and the stopping cross-section (εs).

The former is a fundamental parameter defined as the rate of energy loss of the

incident ion per unit length while it travels within the host material.[98, 99] The

stopping cross-section (εs) evaluates the average energy loss of the incident ion

per recoiling event in each atomic monolayer (ML).[98, 100] Utilizing these two

parameters, one could estimate after travelling how many monolayers an ion would

fully dissipated its kinetic energy to the surrounding host atoms.

Implantation of point defects and impurities

The stopping and range of ions in matter/transport of ions in matter (SRIM/TRIM)

software can be used to compute numerically the stopping power and cross-section

of a specific ion’s implantation in semiconductor materials. This software allows

for an invaluable understanding of the two critical parameters characterizing FIB-

induced point defects: The type of created point defect and the ion’s implantation

profile.[101]
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Here, as a demonstration, the SRIM/TRIM calculation is carried out for GaN. Due

to the fact that the thickness of lamella is slightly reduced only in the final polishing

step during FIB process, it can be assumed that the implantation of point defects

primarily takes place during this specific step. In addition to the type of host

material, the most critical simulation parameters include the acceleration voltage

of the incoming ion and its incidence angle. During the final polishing, the Ga+

ion, exhibiting a dose of 16 pA, is accelerated at 5 kV and enters the host material

at an incidence angle of 5◦ (i.e., 85◦ relative to the surface normal).
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Figure 3.2: Simulated implantation profile for Ga and N vacancy in GaN. The
simulation parameters are taken as the final polishing step during FIB: The Ga+

(with a dose of 16 pA) is accelerated at 5 kV and enters the host material at 5◦.
This simulation is performed with the SRIM/TRIM software.[101]

Figure 3.2 illustrates the exemplary FIB-induced implantation profiles of N (black

sphere) and Ga vacancies (red sphere) in GaN, as calculated from SRIM/TRIM

software: The amorphous outer shell (depicted in red background) is anticipated

to form if the concentration of vacancies is higher to that of Ga/N atoms (specif-

ically, 1×1022 cm−3). In this case, the amorphous outer shell exhibits a thickness

of ∼13 nm. In the pristine crystalline core (depicted in green background), on the

other hand, the concentration of the vacancies is expected to be about two orders

of magnitude lower than that of Ga/N atoms. Within this framework, the defect-

rich crystalline inner shell (region depicted in color gradient) is a transition region

between the amorphous outer shell and the pristine core, exhibiting a thickness of

∼7 nm.
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3.1 FIB damage types and sub-layers

Types of point defects in GaN

At this stage, various types of point defects and impurities potentially present in

GaN will be introduced. Native point defects in GaN includes, i.e. Ga vacancy

(VGa), N vacancy (VN), N interstitial (Ni), Ga interstitial (Gai), N antisite (NGa),

and Ga antisite (GaN).[102] Extrinsic impurities, for instance carbon, which serves

as the chemical source for the protective layer, can be unintentionally implanted in

GaN during the FIB process.

VN

Gai

GaN

VGa

NGa

CN Ci

Figure 3.3: A schematic illustration of vacancies, interstitials and antisites native
defects along with carbon impurities in wurtzite GaN. The green, grey, and black
spheres stand for gallium, nitrogen, and carbon atom, respectively.

Fig. 3.3 depicts the different types of point defects in GaN. The GaN crystal is

oriented slightly away from the [1210] zone axis for a better visibility. The big

green spheres, small grey, and small black spheres represent gallium, nitrogen, and

carbon atoms, respectively.

Diffusion of point defects

Diffusion of point defects is considered as a thermally activated process in which

the concentration gradient within the crystal tends to decrease.[103] The diffusion

of point defect can be achieved via several paths in GaN.[104, 105] For example,

in case of a N vacancy, two types of atomic migration paths are expected due to

crystallographic symmetry considerations (see Fig. 3.4). The nitrogen and gallium

atoms are represented with small grey and large green spheres, respectively. The

vacancy on nitrogen lattice site is circled in black dotted line. Energy favorable

paths for the vacancy to diffuse are denoted as A and B. Path A describes the

migration of the vacancy, specifically, the movement of one of the first nearest

neighboring (NN) nitrogen atoms that are located in the same plane perpendicular
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to the [0001] axis, jumping into the vacancy position. In contrast, for migration

path B, the migration occurs through a lattice site exchange between the vacancy

and an out-of-plane nitrogen atom. A third potential path C (not shown here)

involves the migration with a second nearest neighbor out-of-plane nitrogen atom

by utilizing the hexagonal channel. However, such a path is commonly energetic

unfavorable.[105]

path A
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 B

[0
0
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Figure 3.4: Possible migration paths of a nitrogen vacancy in the wurtzite struc-
ture GaN. Nitrogen and gallium atoms are depicted as small grey and large green
spheres, respectively. The vacancy in the nitrogen lattice site is marked by black
dotted line. Migration path A describes the migration process between vacancy
and a first nearest neighboring in-plane nitrogen atom. Another migration path B
involves the vacancy and a first nearest neighboring out-of-plane nitrogen atom.

Next, I turn to derive the some important parameters characterizing the diffusion

of point defects. By adopting the harmonic transition state theory, the jump rate

Γ of a single atom is described as:[105]

Γi = Γ0,ie
−∆Gi

kBT (3.1)

where i denotes a migration path. The prefactor Γ0,i is the attempt frequency, ∆Gi

is the Gibbs free energy of migration, kB is the Boltzmann constant, and T is the

temperature. Γ0,i is calculated within harmonic transition state theory .[106] For

the sake of simplicity, this prefactor is approximated by a characteristic frequency,

such as Einstein and Debye frequency.[107] A reasonable approximation of Γ0,i can

then be taken as a typical phonon frequency, i.e., 1013 s−1. The free Gibbs free

energy of migration ∆Gi is expressed by:

∆Gi = ∆Hi + p∆Vi − T∆Si (3.2)

where ∆Hi denotes the enthalpy of migration, ∆Vi is the migration volume, and
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∆Si is the migration entropy. For the system studied in this thesis (i.e., TEM

under high vacuum), term p∆Vi is estimated to be zero. The migration entropy is

usually in the range of 1 to 2kB, hence the term T∆Si has a minor contribution to

the Gibbs free energy and can be disregarded.[107] Only the enthalpy term ∆Hi

is required for the calculations of jump rate of point defects. In most of cases,

the term ∆Hi is approximated as migration barrier energy Eb which is defined as

the minimum energy an atom has to overcome on its reaction path to an adjacent

site.[104]

Figure 7.4 illustrates the migration of nitrogen vacancy to an out-of-plan nitrogen

lattice site. The nitrogen vacancy is represented by a red sphere. For such a process,

the migration barrier is 4.3 eV.[104] It’s worth mentioning that Eq. (3.1) has often

been applied for the estimation of annealing temperatures at which a certain type

of point defect becomes mobile. At such a temperature, the jump rate of defect is

approximated as Γ= 1 s−1.
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Figure 3.5: The migration barrier of a VN (marked with the red sphere) to ex-
change position with an out-of-plane nitrogen atom. The diffusion barrier is
4.3 eV.[104]

With the knowledge of migration barrier energy Eb (hence the jump rate Γ) and

migration paths, the diffusion coefficient D is derived as:

D = 0.5
∑
i

ξiΓi

∣∣λi

∣∣2 (3.3)

where ξi is the factor accounting for the multiplicity of equivalent migration paths,

λi is the displacement length of jump. Note that the diffusion coefficient D is

dependent on a few parameters, including temperature, attempt frequency, and

crystallographic structure etc.

Theoretical computations of migration barrier energy for various types of native

point defects in wurtzite GaN have been performed by Limpijumnong et al. and

Kyrtsos et al.[104, 105] The work of Limpijumnong is based on first-principle DFT

calculations, whereas Kyrtsos employs DFT in conjunction with the climbing image
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nudged elastic band method as well as the dimer method. Their results are summa-

rized in Tab. 3.1. In general, defect type with low barrier, e.g., gallium interstitials

and gallium vacancies, could easily diffuse at room temperature.[104] In contrast,

defects with higher barrier are more likely to remain unless a high annealing tem-

perature is reached. Note that the results from two authors are comparable, except

for the values of Ga1+
i and V1+

N .

Defect Charge state Barrier (eV)[104] Barrier (eV)[105]

Gai +3 0.9 0.7
+2 ≤ 0.9 1.1
+1 ≤ 0.9 1.6

Ni +3 1.4 1.7
+2 2.5 2.1
+1 2.1 2.1
0 2.4 2.4

+1 1.6 1.9
VN +3 2.6 2.7

+1 4.3 2.9
VGa -3 1.9 2.1

Table 3.1: Migration barriers for native point defects in wurtzite GaN.[104, 105]

At this stage, it is necessary to examine the migration barrier energy of extrinsic

impurities in wurtzite GaN. The particular focus is on carbon, given its role as the

protective layer during the FIB process. Utilizing DFT with the climbing image

nudged elastic band method, Kyrtsos et al. investigates diffusion paths of carbon

interstitials (Ci) with different charge states in n-type GaN.[105]

Depending on the relative positions between the nitrogen and carbon atoms, three

types of Ci are distinguished, labelled as s1, s2, and s3, as displayed in Fig. 3.6. The

carbon and nitrogen atoms are depicted as black and grey spheres, respectively.

Ga atoms are illustrated as green spheres. The diffusion of Ci is accomplished

either through switch between different types of split interstitial within a unit cell,

or through jumping of one type of split interstitial to an equivalent position in

another unit cell. Table 3.2 summarizes the migration barrier energies of carbon

interstitials. The findings indicate that Eb of Ci falls into a range from 1.6 eV

to 4.4 eV, depending on the charge states, initial/final configuration of Ci split

interstitial, and migration path. In particular, the highest migration barrier energy

is found in the +1 charge state associated with s1/s1 migration within hexagonal

channel, whereas the lowest value is observed in the +2 charge state associated to

the in-plane migration.
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(a) (b) (c)

Figure 3.6: Three types of split interstitials between carbon atom (black sphere)
and nitrogen atom (grey sphere). Ga atoms are illustrated as spheres in green
color. Type (a), (b), and (c) are named as split s1, s2, and s3, respectively.
Adapted from literature.[105]

migration initial barrier (eV) barrier (eV) barrier (eV) barrier (eV)
path /final q=-1 q=0 q=+1 q=+2

A: First NN si/si 2.5 2.6 2.0
out-of-plane sj/sj 2.9 2.6 2.6 2.0

si/sj 2.9 2.3 2.6 2.0
B: First NN si/si 2.8 2.5 2.4 1.8

in [0001] plane sj/sj 3 3 2.6 1.6
si/sj 3 3 2.6 1.6

C: Second NN si/si 4.0 4.4
out-of-plane sj/sj

si/sj 4.0 4.3

Table 3.2: Migration barrier energies for carbon interstitials with different charge
states in wurtzite GaN.[105] A, B, and C represents the migration between out-
of-plane first nearest-neighbor, in-plane first nearest-neighbor, and out-of-plane
second nearest-neighbor atom jumps through hexagonal channels, respectively.
In all cases except for the +2 charge state, si/sj refers to s1/s2. In the case of
+2 charge state, si represents to s3.

Electronic properties of point defects

The possibility of the occurrence of a specific type of point defect can be assessed

through its formation energy Ef ,[108] which represents the amount of energy re-

quired to create the defect from a perfect crystal lattice. The detailed description

of the calculation for the formation energy is beyond the scope of this thesis, here,

only an introductory discussion is given following the formalism mentioned in the
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literature: [109, 110, 111]

Ef (Xq) = Etot(X
q) − Etot(bulk) −

∑
i

niµi + qEF + Ecorr (3.4)

where Etot(X
q) is the total energy derived from a super-cell calculation containing

the defect type X with charge state q. Etot(bulk) is the total energy of the same

and perfect crystal without any defect. The integer ni indicates the number of

atoms of type i (host atoms or impurity atoms) that have been added to (ni > 0)

or removed from (ni < 0) the super-cell to form the defect, and the µi are the cor-

responding chemical potentials of these species. Hence, niµi is the energy addition

or subtraction for the system. The chemical potential for charges is represented by

that of the electrons, which translates to the Fermi-level energy denoted as EF.[111]

Ecorr is a correction term that accounts for finite sampling effect on shallow point

defects.

In conjunction with Eq. (3.4), a few studies have utilized DFT to investigate the

formation of point defects in wurtzite III-nitride binaries.[108, 112, 105, 113, 114,

115] The formation energies of native point defect and some impurities under Ga-

rich condition from the literature have been summarized in the Fig. 3.7(a) and (b),

respectively. The valence band edge corresponds to EF=0 eV. The slope represents

different charge states, i.e., for negative slope negatively charged and vice versa (see

Eq. (3.4)). Within the bandgap, the colored symbols denote the charge transfer

levels (CTL) where the charge state of a point defect changes.

It should be noted that in semiconductors, when the concentration of point defects

is equal to or higher than that of dopants, the Fermi-level becomes pinned at the

corresponding charge transfer level of the point defect. Assuming the concentra-

tion of point defects follows an exponential decay, the pinning is anticipated to be

confined within a thin layer on the surface of the lamella.

3.2 Previous handling of FIB damaged (dead)

layers

From literature,[94, 116, 91, 117, 92, 89, 93, 118, 119, 120, 90] a wide spread of

handlings of FIB damaged layers can be found. In earlier studies, researchers

observed that the measured phase contrast across the Si p-n junctions is always

lower than the theoretical prediction. In addition, the measured value is revealed

to approach theory more closely as the thickness of the lamella increases. Rau et al.
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Figure 3.7: (a) Formation energies of native point defect in GaN given as a func-
tion of Fermi energy EF under Ga-rich condition. The slope reflects the charge
state, according to Eq. (3.4). The changes in the slope indicate the energy of
charge transfer levels that are also marked with symbols. (b) Formation energies
of extrinsic impurities in GaN. Summarized from literature.[108, 112, 105, 113,
114, 115]

were the first to propose that the formation of electrically dead layer on the lamella

surface, a consequence of the FIB milling process, is at the origin of the observed

discrepancy.[94] They also proposed a methodology to estimate the thickness of

the dead layer: By plotting the measured phase contrast across the p-n junction

on lamellas with different thickness against their respective thickness, the intercept

of the linear extrapolation at the point where the phase contrast diminishes to

null indicates the thickness of the dead layer tdead. Based on this approximation,

the electron optical phase change measured from TEM lamella (see Eq. (2.5)) is

straightforwardly transformed to:

∆ϕ(x, y) = CE(VEP(x, y) + VMIP(x, y))(tcrystal − tdead). (3.5)

More recently, it was observed that for some semiconductor systems, e.g., p+-p[90]

and n+-n GaN doping step,[29] the measured phase contrast is larger than expected.

The enhancement in phase contrast cannot be explained by employing Eq. (3.5), as

it always yields a reduced value. Therefore, attempts have been made to develop

a comprehensive model that enables the elucidation of underlying physics behind

the ”apparent” contradictory observations concerning p-n junctions and doping

structures.[120, 90, 119] Among these modellings, the one centered on surface Fermi-

level pinning is recognized as a promising solution for resolving this matter.[120, 90]
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Somodi et al. utilized a finite-element calculation to assess the effect of surface states

of TEM lamella on phase contrast measured across the Si p–n junction.[120] Using

an arbitrary surface Fermi-level pinning, located at 0.7 eV above the Fermi-level

in the bulk, the trend of change in the measured phase contrast, as a function

of lamella thickness, was reproduced. Nevertheless, due to the lack of knowledge

of the surface state of actual TEM lamella, these results are rather qualitative.

A similar attempt to quantify the phase map measured from FIB-prepared GaN

lamella was carried out by Amichi et al.[90] The authors made the assumption of

an arbitrary surface Fermi-level pinning at the midgap position, specifically 1.7 eV

above the valence band. However, using such arbitrary surface pinning, the phase

contrast across the p+-p GaN doping step cannot be reproduced using the dopant

concentration determined from SIMS.

With the development of advanced TEM techniques and improvements in numeri-

cal computation methods, the nature of the dead layer has been experimentally

investigated in greater detail:[116] Utilizing electron holography in conjunction

with three-dimensional (3D) tomography technique, Wolf et al. probed the sur-

face Fermi-level pinning in FIB-prepared Si and Ge p-n junctions. For the Si p-n

junction (Fig. 3.8(a)), they measured an upward (downward) band bending in the

n-type (p-type) layer, suggesting the pinning within the bandgap. For the Ge p-n

junction (Fig. 3.8(b)), a pronounced downward bending was revealed on both p-type

and n-type layers. This implies the surface Fermi-level pins at a position in close

vicinity to the conduction band edge. Nevertheless, such a tomographic electron

holographic measurement requires not only advanced experimental techniques, but

also complicated data analysis. Furthermore, the tomographic technique can only

be applied to materials with isotropic electronic properties, hence cannot be used

to study semiconductors such as wurtzite III-nitrides.

The first quantitative calibration of FIB-induced surface damage on semiconductor

was carried out by Wang et al.[35] A surface Fermi-level pinning of 0.69±0.2 eV

above the valence band was revealed on III-nitride lamella. This is accomplished

by comparing the measured phase change profile across a doping structure with

that derived from the self-consistent electrostatic potential calculation, taking the

surface effects into consideration. In specific, the FIB-induced surface Fermi-level

pinning is modelled by a surface state, which exhibits a Gaussian distribution of

states, located at the interface between the amorphous outer shell and the crys-

talline semiconductor. The charge neutrality level of surface states is set to the cen-

ter of the Gaussian distribution.[121] A schematic illustration of the cross-sectional

view of modelled lamella is displayed in Fig. 3.9.

Some details of this approach need to be addressed: First, the physical presence

48



3.2 Previous handling of FIB damaged (dead) layers

(a)

S
i 
p

-n
 j
u
n
ct

io
n

(b)

G
e
 p

-n
 j
u
n
ct

io
n

po
te

nt
ia

l (
V

)

14.6 

14.4 

14.2 

14.0 

13.8 

13.6 

13.4 

0 10 20 30 40 50 60 70 80 90100

13.8 

13.6 

13.4 

13.2 

13.0 

12.8 

12.6 

0 20 40 60 80 100120140160

po
te

nt
ia

l (
V

)

position (nm)

position (nm)

amorphous outer shell
and crystalline inner shell

screening 
region

pristine
crystalline core

amorphous outer shell
and crystalline inner shell

screening 
region

pristine
crystalline core

Figure 3.8: (a,b) Reconstructed 2D potentials profiles of two FIB-prepared nee-
dles, a Si needle with p–n–p junction and a Ge needle with p–n junction, re-
spectively. The line profile acquired in the p and n layers are marked with red
and black lines, respectively. The corresponding FIB-induced damaged layers, as
well as the pristine crystalline core, are denoted. In the screening region of the
Si junction, an upward and downward band bending is revealed in the p and n
layers, respectively. In the Ge junction, both layers exhibit a downward banding
bending. Adapted from literature.[116]

of both the amorphous outer shell and defect-rich crystalline inner shell is not

included, only their electronic influence is characterized by different values of surface

Fermi-level pinning. Specifically, the pinning level from the defect-rich inner shell is

used as a fitting parameter, whereas the amorphous outer shell is assumed to provide

a midgap pinning, if the pinning from inner shell is absent. Furthermore, due to

the experimental inability of distinguishing between defect-rich crystalline inner

shell and the pristine crystalline core through CBED measurements, the modelled

lamella is expected to be slightly thicker compared to the actual one.

Even though the numerical value of the surface Fermi-level pinning was successfully

determined by Wang et al. There still exist some open questions: The first one

is related to the reproducibility of the revealed surface pinning position. Would
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Figure 3.9: Approach to model the FIB-induced lamella structure, as adapted in
this thesis. The physical presence of he amorphous outer shell and defect-rich
inner shell is neglected. Their electronic influence is characterized by the Fermi-
level pinning at the interface between the lamella and vacuum.

the III-nitride lamellas prepared using a same set of FIB parameters demonstrate

a comparable surface condition, thereby resulting in a similar surface Fermi-level

pinning? The second question is linked to the physical origin responsible for surface

pinning. In particular, the inquiry focuses on identifying the type of point defect

that causes the surface to be pinned at this particular position. Third, given that

Wang’s experiment took place at room temperature, there is an interest in exploring

the dynamics of surface Fermi-level pinning during annealing. The ultimate goal

is to examine whether the damages induced by FIB can be healed through the

annealing process. In this thesis, I am dedicated to answering these open questions,

following Wang’s approach.

3.3 Simulation of the electron holography

results

At this stage, I turn to the physical details and mathematics of the approach in-

troduced by Wang et al.[35] The content of this section is structured as following:

First, I examine the band bending induced by surface Fermi-level pinning. Then,

the methodology for the self-consistent electrostatic potential calculation, as well

as the treatment of surface Fermi-level pinning, is provided. In addition, the elec-

tronic properties of III-nitrides relevant for the calculation, along with their strain

dependence, are introduced. Finally, a method for deriving the phase change map

from the electrostatic potential is presented, along with a discussion on the mean

inner potential.
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3.3.1 Modelling of surface Fermi-level pinning: Case of

III-nitride

Depending on the relative position between the surface states’ charge neutrality

level and the Fermi-level in the bulk semiconductor, the surface energy bands bend

either upward or downward. In absence of external electric fields, this surface

band bending can be qualitatively defined by the condition that the charge in the

space-charge region (SCR) just compensates the net charge of the surface states so

that the overall charge neutrality condition is met.[122] Note that in the context

of this thesis, terms ”space-charge region” and ”screening region” are used in an

interchangeable manner.

In the following, I discuss the different types of band bending arising from both

donor- and acceptor-type surface states exemplarily for a n-type semiconductor, as

shown in Fig. 3.10. Note that the same framework is applied for p-type semicon-

ductors in analogy. The semiconductor surface is at spatial position x=0 nm.

In case of charged acceptor-type surface states with a charge transfer level posi-

tioned below the Fermi-level, the surface charge neutrality condition is fulfilled only

if the bands bend upward and hence the majority carriers (electrons for the n-type

material) are depleted in the SCR. Only ionized donors are left to compensate neg-

atively charged surface states. Depending on the magnitude of the upward band

bending (and thus depending on the energy position and density of states of the

surface states), the surface of semiconductor is either depleted (Fig. 3.10(a1) and

(a2)), or if the energy bands are bent upward enough that the top of the valence

band lies near or above the Fermi-level,[123] the semiconductor is in an inverted

state (Fig. 3.10(b1) and (b2)). An inversion layer is present if the minority carrier

concentration exceeds the majority carrier concentration in SCR. Vice versa, if the

donor-type surface states are charged, the surface band bends downward and ma-

jority carriers are accumulated in a SCR to compensate the positive surface states

(accumulation layer in Fig. 3.10(c1) and (c2)).

Next, I turn to the quantitative description of band bending as a function of dis-

tance to the surface (i.e., x direction) and as a function of the surface potential

ϕsurf , following the formalism introduced by Seiwatz and Green.[124] This formal-

ism adopts an analytical one-dimensional solution to the Poisson equation, taking

into account standard parabolic band approximations for electrons and holes as well

as thermal ionization of dopants. At any given point x inside the semiconductor

material, the potential ϕx is defined as:

ϕx =
EF − Ei(x)

e
(3.6)
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Figure 3.10: A schematic presentation of possible space-charge region types at
the surface of a n-type semiconductor material. The surface is positioned at
x=0 nm. EC, EF, Ei and EV denote the conduction band minimum, Fermi-
level, intrinsic level and valence band maximum, respectively. In (a1), the space-
charge region width is denoted as DSCR. The magnitude of band bending is
derived as the difference between potential energy in bulk material and that
at the surface, i.e., e · ϕsurf=e · (ϕb − ϕs). Figure (a2) illustrates the depletion
space-charge region where the band bends upward with small magnitude due to
low surface states concentration, or due to the energy position of the surface
states being close to the Fermi-level. Thus, majority carriers (i.e., electrons) are
depleted from space charge region. Figure (b1) and (b2) represents the band
diagram of a space-charge region where the bands bend upward so that the
valence band edge is higher than Fermi-level at near surface region due to higher
surface states concentration, or due to the energy position of the surface states
being away from Fermi-level. In this case, not only electrons are expelled from
the near surface region, leaving behind ionized (positively charged) donors, but
also minority carriers start to accumulate in the SCR. The spatial distribution of
carriers is schematically shown in (b2) where a high concentration of negatively
charged acceptor-type surface states is found at the surface while positive charges
accumulates at near surface region to preserve charge neutrality (i.e., inversion).
(c1) depicts the condition of an electron layer at the surface due to downward
band bending to compensate for the positively charged donor-type surface states,
as shown in (c2).

where EF is the Fermi energy. Ei(x) is defined in such a way that the difference

between EC and Ei remains constant throughout the semiconductor, and Ei is

equivalent to the intrinsic Fermi energy of the semiconductor in the deep interior

of the neutral bulk. e is the elementary charge with a positive sign. Utilizing this

definition of ϕx, the potential difference between the surface and the neutral bulk

52



3.3 Simulation of the electron holography results

can be defined as:

ϕsurf = ϕb − ϕs (3.7)

where ϕsurf is also known as the surface potential. Seiwatz and Green introduced a

dimensionless quantity u to derive ϕx:[124]

u = ux = e · ϕx

kBT
(3.8)

where T is the temperature and kB is the Boltzmann constant. Utilizing the di-

mensionless quantity u, the Poisson equation is written as:

d2u

dx2
= −e · ρ(u)

ϵϵ0kBT
(3.9)

where ρ(u) is the total charge concentration given by:

ρ(u) = e · (N+
D −N−

A + p0 − n0) (3.10)

with N+
D and N−

A being the concentration of ionized donor and acceptor, respec-

tively. n0 is the concentration of free electrons and p0 is the concentration of free

holes. The explicit formulation of carriers concentrations and their dependence on

the parameter u will be described in the following. ϵ and ϵ0 is the semiconduc-

tor’s relative permittivity and the vacuum permittivity, respectively. Note that the

subscript x of parameter u is neglected for the sake of simplicity in the following.

The differential equation Eq. (3.9) can be solved by multiplying the factor du/dx

on both sides of the equation, followed by an integration over x. Furthermore,

according to the derivation law, the second order differential term is written as:

du

dx

d2u

dx2
=

1

2

d(du
dx

)2

dx
. (3.11)

Hence, the equation 3.9 is expressed as:

d(du
dx

)2

dx
= −2e · ρ(u)

ϵϵ0kBT

du

dx
. (3.12)

The differential equation can be integrated from a point xb deep in the bulk material

to a point x close to the surface:

(
du

dx
)2|xb

− (
du

dx
)2|x = − 2e

ϵϵ0kBT
·
∫ ub

ux

ρ(u)du. (3.13)

Since the electrostatic potential is regarded as constant deep inside bulk material,
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the term (du
dx

)2|xb
is null. Therefore, the Eq. (3.13) can be solved as:

du

dx
= ±

√
2e

ϵϵ0kBT
·
∫ ub

ux

ρ(u)du. (3.14)

Now, the electric field εx is transformed as a function with the u parameter:

εx = −dϕ

dx
= −kBT

e

du

dx
= ±kBT

e

√
2e

ϵϵ0kBT
·
∫ ub

ux

ρ(u)du. (3.15)

The general expression of charge concentration ρ(u) has been provided in Eq. (3.10).

Here, I give the explicit definition of charge constituents in a semiconductor mate-

rial. First, the concentration of free electrons (n0) and holes (p0) is given by:[125]

n0 = NC
2√
π
F 1

2
(
EF − EC

kBT
) (3.16)

and

p0 = NV
2√
π
F 1

2
(
EV − EF

kBT
), (3.17)

respectively. NC and NV are the effective density of states of the conduction band

and valence band, respectively, which are in parabolic band approximation give

by:

NC = 2(2πmeff,C
kBT

h
3
2

)
3
2 (3.18)

and

NV = 2(2πmeff,V
kBT

h
3
2

)
3
2 . (3.19)

The Fermi-Dirac integral Fj is given by:

Fj(η) =

∫ ∞

0

xj

1 + exp(x− η)
dx. (3.20)

Other contributions to the total charge concentration are the ionized donors (N+
D )

and acceptors (N−
A ):

N+
D = ND(1 + 2exp[

EF − ED

kBT
])−1 (3.21)

and

N−
A = NA(1 + 2exp[

EA − EF

kBT
])−1, (3.22)
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respectively, where ED (EA) is the donor (acceptor) ionization energy level and ND

(NA) is the respective dopant concentration. These four charge concentrations can

each be expressed as a function of parameter u:

n0(u) =
2√
π
NCF 1

2
(u− EC,bulk − Ei,bulk

kBT
), (3.23)

p0(u) =
2√
π
NVF 1

2
(
EV,bulk − Ei,bulk

kBT
− u), (3.24)

N+
D (u) = ND(1 + 2exp[u− ED,bulk − Ei,bulk

kBT
])−1, (3.25)

and

N−
A (u) = NA(1 + 2exp[

EA,bulk − Ei,bulk

kBT
− u])−1, (3.26)

respectively. In these equations, ED,bulk (EA,bulk) stands for the donor (acceptor)

ionization energy deep inside the neutral bulk material. Ei,bulk is the energy of bulk

intrinsic Fermi-level. Inserting the Eq. (3.23)-Eq. (3.26) into Eq. (3.15), yields:

εx(ux) = ±kBT

e

1

λd

·
{
ND

ni

ln

[
1 + 1

2
exp((ED,bulk − Ei,bulk)/(kBT ) − ux)

1 + 1
2
exp((ED,bulk − Ei,bulk)/(kBT ) − ub)

]
+
NA

ni

ln

[
1 + 1

2
exp(ux − (EA,bulk − Ei,bulk)/(kBT ))

1 + 1
2
exp(ub − (EA,bulk − Ei,bulk)/(kBT ))

]
− 1

F 1
2
((EV,bulk − Ei,bulk)/(kBT ))

·
[

2

3
F 3

2
((EV,bulk − Ei,bulk)/(kBT ) − ub)−

2

3
F 3

2
((EV,bulk − Ei,bulk)/(kBT ) − ux)

]
+

1

F 1
2
((Ei,bulk − EC,bulk)/(kBT ))

·
[

2

3
F 3

2
(ux − (EC,bulk − Ei,bulk)/(kBT ))−

2

3
F 3

2
(ub − (EC,bulk − Ei,bulk)/(kBT ))

]} 1
2

(3.27)

where the Debye length λd and the intrinsic carrier concentration ni are given

as:[124]

λd =

√
εε0kBT

2e2ni

(3.28)

and

ni = NC
2√
π
· F 1

2
(
Ei − EC

kBT
), (3.29)
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respectively. It should be noted that, with an assumption of 2D surface charge

(sheet charge), the Debye length λd can be approximated as the width of SCR DSCR,

as illustrated above in Fig. 3.10. After obtaining the electric field as a function of

parameter ux, it’s possible to derive the potential ϕx near the surface as a function

distance from the semiconductor’s surface x with a known surface potential:

ϕx = −
∫ x

s

εx′ (ux′ )dx
′
. (3.30)

The difficulty in solving this integral is that value of ux (and hence the electric field

εx) is only known at the surface of the semiconductor, i.e., for x
′
=s. Therefore, the

integral cannot be solved analytically. However, a numerical solution is obtained

by applying an iterative formula give by:[126]

uxi+1
= uxi

− e

kBT
εxi(uxi

) · x− s

imax

. (3.31)

Starting at the surface where us = ux0 is known, one can iteratively determine ux

(and thus the band bending ϕ(x) = ϕb − ϕx = kT/e(ub − ux)) at an arbitrary

position x within the semiconductor.

It should be addressed that the above-mentioned one-dimensional solution is uti-

lized as an educational estimation of the initial potential values for the three-

dimensional problem. In practical applications, the surface potential is often unde-

fined. In addition, the large divergence of the three-dimensional potential can give

rise to a higher surface potential compared to the one-dimensional case.[127] There-

fore, the next section will introduce a numerical method for solving the Poisson

equation and continuity equations for electrons and holes within the semiconductor

in three dimensions.

3.3.2 Self-consistent electrostatic potential calculation

Methodology

A self-consistent electrostatic calculation is utilized to compare electron holographic

experimental results and to obtain a quantitative electrostatic potential mapping.[121]

This approach ensures a rigorous and consistent analysis, enabling a reliable com-

parison between the experimental data and the calculated electrostatic potentials.

According to the Poisson equation, the curvature of electrostatic potential at a

56



3.3 Simulation of the electron holography results

given position ϕ(x, y, z) is expressed as:

∆ϕ(x, y, z) =
−e

ϵϵ0
× [(p0(x, y, z) −N−

A ) + (N+
D − n0(x, y, z)) − div(

−→
P )] (3.32)

where p0(x, y, z) and n0(x, y, z) describe the total hole and electron concentration

as defined by Eq. (3.17) and (3.16), respectively. Note that the polarization
−→
P

contains the spontaneous and piezoelectric component arising from the wurtzite

crystal structure of group III-nitride but does not include contributions from the

permittivity epsilon. Hence, the electrostatic potential change is dependent on

the charge distribution and change in polarization, built-in potentials, as well as

surfaces states.

Next, I turn to the continuity equations for electrons and holes. Assuming a time-

invariant charge distribution, the continuity equations for electrons and holes are

given by:

∇ ·
−→
Jn − eR = 0 (3.33)

and

∇ ·
−→
Jp + eR = 0, (3.34)

respectively. eR is the generation or recombination rate.
−→
Jn and

−→
Jp are the current

density for electrons and holes, respectively. Note that
−→
Jn and

−→
Jp is separated into

drift and diffusion terms:[128]

−→
Jn = e · (µnn(x, y, z)

−→
E + Dn∇n(x, y, z)) (3.35)

and −→
Jp = e · (µpp(x, y, z)

−→
E −Dp∇p(x, y, z)), (3.36)

respectively. µn (µp) is the mobility and Dn (Dp) is the diffusion coefficient of

electrons (holes) in the material. Inserting Eq. (3.35) and Eq. (3.36) into Eq. (3.33)

and Eq. (3.34), respectively, and utilizing the relation
−→
E = −∇ϕ , the continuity

equations become

∇ · (Dn · ∇n(x, y, z) − µn · n(x, y, z) · ∇ϕ) −R = 0 (3.37)

and

∇ · (Dp · ∇p(x, y, z) + µp · p(x, y, z) · ∇ϕ) −R = 0. (3.38)

Equations (3.32), (3.37), and (3.38) comprise a system of three coupled partial

differential equations that are generally unsolvable through analytical methods.[128]

To perform numerical computations, it is pivot to employ appropriate discrete
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equations to approximate these differential equations. In this thesis, Selberherr’s

discretization method, which directly substitutes the differential operators with

their corresponding discrete operators, is adapted.[121]

At this stage, the modelling of surface effect needs to be addressed. The charged

surface defects are treated as a two-dimensional (2D) sheet charge, i.e., it is as-

sumed that on the material surface, the charges (originating from surface defects)

distribute homogeneously on the surface and with a negligible thickness dependence.

Here, a surface charge distribution σ is modelled as a Gaussian distribution with a

unit of ( e
cm2eV

) which is integrated from the surface charge neutrality level ECNL to

EF, in analogy to Feenstra’s treatment.[129] Furthermore, the boundary condition

at the vacuum/semiconductor interface is described as the change of electric dis-

placement vector at the interface between vacuum
−→
Dvacuum and material

−→
Dmaterial

surface according to:

−→n · (
−→
Dvacuum −

−→
Dmaterial) = −→n · (ϵ0

−→
E |vacuum − (ϵϵ0

−→
E |material +

−→
P )) = σ (3.39)

where the −→n is the surface normal vector. Along the normal vector in x-direction,

applying the relationship for isotropic media (hence isotropic polarization), which

is represented as
−→
D = −ϵϵ0 · ∇ϕ, this boundary condition for the electrostatic

potential ϕ can be derived as:[121]

−→n · (
−→
P material −

−→
P vacuum) + ϵ0ϵ

∂ϕ

∂x
|material − ϵ0

∂ϕ

∂x
|vacuum − σ = 0. (3.40)

Notably, this equation can be further discretized by employing difference operators.[121]

This boundary condition also applies at the interface between two different semi-

conductor layers. In this case, the terms associated with the vacuum in Eq. (3.40)

are substituted with those of another semiconductor layer. In this manner, the

polarization difference at the interface between two semiconductors is treated as

fixed sheet charge.

Moreover, a built-in potential Vbi can develop at the interface between two semicon-

ductor layers due to the Fermi-level alignment under thermal equilibrium condition.

This Vbi can be determined by the workfunction (ΦWF) difference between both lay-

ers, with ΦWF being defined as following:

ΦWF =
EC − EF + χ

e
(3.41)

with χ being electron affinity.

Finally, the successive over-Relaxation newton method is implemented as the nu-
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3.3 Simulation of the electron holography results

merical iterative method.

Relevant parameters

At this stage, I turn to several parameters relevant to the self-consistent electrostatic

potential calculation.

(i) Polarization: It is well-known that binary wurtzite III-nitrides exhibit a low-

symmetry crystal structure.[130, 131] This unique crystal structure allows wurtzite

nitrides to exhibit a spontaneous polarization component even without strain.

Furthermore, the lattice constants of binary nitrides and their compounds differ

significantly.[131] Therefore, when nitride heterostructures are grown along the

[0001] polar axis, a piezoelectric polarization component can appear given the con-

siderable lattice mismatch between layers. As a result, it can be anticipated that

the functionality of nitride device will be strongly influenced by the strain (and

therefore polarization) at the interface. For example, the polarization-induced high

concentration of fixed charge carriers (i.e., dipoles) in high electron mobility tran-

sistor (HEMT) facilitates the high current transportation. [132, 133, 134, 135]

On the other hand, in electro-optical devices, the polarization is often consid-

ered as detrimental, for instance, the efficiency of recombination process is reduced

due to spatial separation of electron and holes wavefunctions (known as the Stark

effect).[136, 137]

To derive the polarization in wurtzite III-nitride semiconductors, the knowledge of

the polarization constants is required. These constants play a critical role in deter-

mining the magnitude and direction of the polarization in the material.[138, 139,

140, 141] Here, I examine the polarization effect following the procedure outlined

by Dreyer et al.[140] In general, the total polarization of a wurtzite nitride layer

along [0001] axis is expressed as:

−→
P tot =

−→
P sp +

−→
P pz =

−→
P sp + (εxx + εyy)e31 + εzze33 (3.42)

where the term
−→
P sp represents the spontaneous polarization. ε with different sub-

script stands for the strain along respective direction, e31 and e33 are the corre-

sponding piezoelectric polarization constants. Due to mix of reference structures,

the direct derivation of
−→
P sp of different materials may be problematic.[141] Thus,

a better approach is to use the effective spontaneous polarization
−→
P eff where the

polarization from a unstrained reference structure is subtracted from the value of

investigated structure.[142] It has been suggested by Dreyer et al. that, by choosing
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a hexagonal structure as reference, the correction is circumvented and the difference

of
−→
P sp of layers is straightforwardly derived from the difference of

−→
P

(H,ref)
eff .[140]

Next, I turn to the piezoelectric polarization component
−→
P pz in the Eq. (3.42).

The accurate calculation of the piezoelectric component relies on the precise de-

termination of the piezoelectric constant e33 and e31. In some studies, a so-called

improper piezoelectric constant eimp
31 is utilized.[137, 143, 144] However, the calcu-

lation of eimp
31 neglects the influence of the in-plane lattice mismatch. The in-plane

lattice mismatch can significantly influence the piezoelectric behavior and must be

carefully considered.[145] Dreyer et al. implements a proper piezoelectric constant

eprop31 taking into account the strain effect.[140] Note that such a strain-dependent

complication does not exist on e33.

Finally, by taking these arguments into consideration, the total polarization of a

wurtzite layer is derived as:[140]

−→
P tot =

−→
P

(H,ref)
eff + (εxx + εyy)(eprop31 −

−→
P

(H,ref)
eff ) + εzze33. (3.43)

(ii) Bandgap energy: Another relevant parameter for the self-consistent electro-

static potential calculation is the bandgap energy Eg. It’s well-known that Eg

does not only depend on the chemical composition but also on the strain states

and values.[146] Furthermore, for III-nitride semiconductors, the bandgap of a

ternary compound AxB1−x cannot be simply interpolated from the values of its

binary constituent (i.e., through Vegard’s law). The non-linear effect needs to be

accounted by inserting an extra bowing parameter b into the conventional linear

interpolation:[147]

EAxB1−x
g = xEA

g + (1 − x)EB
g − bx(1 − x) (3.44)

with EA
g and EB

g being the bandgap of binary constituent A and B, respectively.

The bowing parameter b for III-nitride semiconductors varies depending on the

composition.[131] For instance, (Al,Ga)N compounds exhibit a nearly constant

bowing parameter with a value falling into a relatively small range between 0.8 eV

to 1 eV, for a various compositions.[148, 149, 150] In contrast, for the ternary

compound containing indium, a widespread of values in bowing factor is found

in the literature. For example, (In,Ga)N has a large scatter of values in the

range from b=1.2 eV to 3 eV even with only a few percentage change in indium

concentration.[151, 150, 152] As for the (Al,In)N compounds, the values spread

even wider: From the experimental data and theoretical calculations, the bandgap
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bowing parameter changes from a low value of 2.4 eV for compound with high in-

dium content to more than 10 eV for compound with low indium content.[131, 153,

154, 155]

For the nominal Al0.81In0.19N layer studied in this thesis, the bowing parameter is

derived based on the theoretical work by Pela et al.[150] They apply first-principles

calculations within the density functional theory (DFT) with the LDA-1/2 approach

to accurately determine the bandgap of ternary nitride alloys. Their findings sug-

gest that for Al1−xInxN layer with x=0.15-0.19, the bowing parameter b exhibits a

composition-dependent relationship expressed as b = 3.4 · (1 − x) + 1.2.

Next, I focus the influence of strain on Eg. Deformation or change in shape of

semiconductors, can significantly impact their electronic band structure.[131] Thus,

the lattice mismatch in a III-nitride heterostructure induce changes in its bandgap

energy, thus affecting its optical and electronic properties.[146, 156, 131, 157, 158]

To the first order approximation, strain shifts the absolute positions (i.e., relative

to the vacuum energy) of the valence-band maximum (VBM) and the conduction-

band minimum (CBM), resulting in a change in the bandgap energy.

The effects of strain on the band structures of III-nitrides has been computed

utilizing deformation potentials.[158] These deformation potentials are a set of co-

efficients that describes how the band structure responds to a strain perturbation.

For a quantitative study of the strain effects across the III-nitrides interface, e.g.,

(Al,In)N/GaN, the deformation potential of constituent binary nitride are required.

However, experimentally determined deformation potentials for nitride materials

can exhibit significant variation, making it challenging to rely solely on experi-

mental values for accurate predictions. As a result, theoretical values based on

bandgap-corrected first-principles approaches, which often involve hybrid function-

als, are commonly adapted.[146] The values of deformation potentials of binary

nitrides used in this thesis are listed below in Tab. 3.3.

Binary acz −D1 (eV) act −D2 (eV) D3 (eV) D4 (eV)
AlN -1.36 -12.35 9.17 -3.72
GaN -6.07 -8.88 5.38 -2.69
InN -3.64 -4.58 2.68 -1.78

Table 3.3: Deformation potentials of wurtzite AlN, GaN, and InN obtained from
DFT with HSE functionals.[146]

In case of wurtzite materials, the derivation of Eg replies on three top-most valence

band edges, which correspond to the heavy hole (HH), light hole (LH), and crystal-

field split-off band (CH).[159] The corresponding transition energies from the CBM
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to these bands are denoted EA, EB, and EC, respectively. Assuming the biaxial

strain condition, the transition energies under strain is expressed as:[146]

EA/B = EA/B(0) + εzz(acz −D1) + 2εxx(act −D2) − (εzzD3 + 2εxxD4) (3.45)

and

EC = EC(0) + εzz(acz −D1) + 2εxx(act −D2), (3.46)

where the EA/B(0) and EC(0) are the transition energies between CBM to LH/HH

and to CH valence band under unstrained condition, respectively. The lowest value

of these three transition energies represents the bandgap energy relevant for free

charge carriers at room temperature.

The influence of hydrostatic strain on Eg has been investigated by Rinke et al.

through DFT calculations.[157] Their results indicate that, in the strain range of

±0.02, the bandgap energy is considered to vary linearly with the logarithm of

change in volume and a coefficient aV, i.e., aV·ln(V/V0). For binary nitride AlN,

GaN, and InN, aV takes value of -9.8 eV, -7.6 eV, and -4.2 eV, respectively.[157]

(iii) Electron affinity χ also plays a role in the self-consistent electrostatic potential

calculation. In a simplified physical picture, χ is described as the energy required

to move an electron from the CBM to the vacuum near the surface of the material.

Therefore, χ is defined as the energy difference between the CBM and the vacuum

energy at the surface, i.e., χ=Evac − EC.[160]

Electron affinity of group III-nitrides has been experimentally measured by several

techniques such as UV-photoemission spectroscopy (UPS), scanning photoelectron

spectroscopy (PES), and conductive AFM I-V characteristics.[161, 162, 163, 164]

Nonetheless, the experimental measured values scatters over a large range, for in-

stance, χ measured on GaN ranges from 2.1 to 4.26 eV[161, 165] as compared to

a value of 3.86 eV calculated with DFT.[166] The inconsistency in electron affinity

measurements is attributed to the fact that these experiments are highly sensitive

to surface conditions, surface orientation and the type and concentration of surface

states. Therewith, surface contamination, adsorbates, and surface reconstruction

can affect the electron affinity measurement, leading to variations in the results.

As for the (Al,In)N investigated in thesis, a few studies about its electron affinity

has been performed: Schulz et al. conducted combined photoluminescence excita-

tion (PLE) spectroscopy and tight-binding (TB) theoretical model to study the

band edge of Al1−xInxN with x ranging from 0.082 to 0.170 grown by metal or-

ganic chemical vapor deposition (MOCVD).[154] Their results revealed that at the

GaN/Al1−xInxN interface, the band offset is highly dependent on the composition

of ternary layer. At the lattice-match condition (i.e., x=0.17-0.19), the conduction
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band offset is determined as 0.2 eV which implies an electron affinity of 3.9 eV for

the Al0.82In0.18N layer. Another similar system Al0.83In0.17N grown by MOCVD

has been investigated by Akazawa et al.[167] The authors applied X-ray photoelec-

tron spectroscopy (XPS) on the 2.5 nm thin layer and identified a 0.9 to 1.0 eV

conduction band offset at the (Al,In)N/GaN interface (i.e., an electron affinity

of about 3.2 eV for the ternary (Al,In)N layer). Using the same XPS technique,

Jiao et al. carried out investigations on the molecular beam epitaxy (MBE)-grown

Al1−xInxN/GaN heterostructures with varying composition.[168] Their results sug-

gest a valence band offset of 0.15 and 0.12 eV, hence an electron affinity of 3.45

and 3.48 eV for x=0.17 and 0.18, respectively. Wang et al. performed XPS and

PL to study the band offset at MOCVD-grown Al1−xInxN/GaN quantum wells

structure and compare the results with the First-principle calculation.[169] They

concluded a conduction band offset at the interface of 0.6 eV which translates to

3.5 eV as the electron affinity of (Al,In)N layer. By utilizing the unified hybrid

density functional theory, Tsai et al. conducted calculations on the electron affin-

ity of zincblende (110) and wurtzite (1010) nitride surfaces.[170] After taking the

strong non-linearity dependence of band edge on compositions into consideration,

they proposed that for the lattice-match (Al,In)N, the electron affinity stays in the

range of 3 eV to 3.2 eV.

The above-mentioned values of x of (Al,In)N with close to lattice-match compo-

sition have been summarized and plotted in Fig. 3.11. In this thesis, I use the

intermediate electro affinity values of 3.5 eV and 4.1 eV for the ternary (Al,In)N

and GaN layers, respectively.
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Figure 3.11: Summary of the electron affinity values of Al1−xInxN (with x=0.17-
0.19) found in literature.[154, 167, 168, 169, 170]
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3.3.3 From electrostatic potential to electron optical

phase

For a lamella with uniform thickness and constant electrostatic potential along

thickness direction, the relationship between electron optical phase and electrostatic

potential is given by Eq. (2.5). In this equation, the total electrostatic potential is

separated as two contributions, i.e., VEP and VMIP. The former term represents

the electrostatic potential which acts on free charge carriers and which arises from

effects such as doping and polarization. The term VMIP is a material-dependent

property and it describes the electrostatic potential energy experienced by an elec-

tron as it travels through crystal lattice. It is defined as the average Coulomb

potential within the crystal with the zero point of potential chosen in the vacuum

at infinite distance from the crystal.[171]

From theoretical side, VMIP can be computed utilizing various approaches such as

DFT and tight-binding models.[172, 173, 174, 175, 176] In an intuitive physical

picture, VMIP is expressed as the superposition of the forward scattering factors of

atoms i in the unit cell of volume VC neglecting bonding effect:[173]

VMIP =
ℏ

2πmeVC

∑
i

f i
el(0) (3.47)

where ℏ is the Plank constant, m is the electron mass, and f i
el(0) is the elastic

atomic scatter factor.

Theoretical studies have been carried out to investigate the VMIP values of bi-

nary III-nitride compounds: Utilizing DFT calculations, Kruse et al. estimate

VMIP of 16.82 V, 14.23 V, and 17.35 V for the zincblende structure GaN, AlN, and

InN, respectively.[177] Another calculation provides values of 16.89 V, 15.88 V, and

18.9 V for the corresponding wurtzite binaries[176] (which are the values used for

the self-consistent electrostatic potential calculation throughout this thesis since all

semiconductor crystallized in the wurtzite structure).

From experimental side, techniques such as electron holography have been employed

to measure VMIP of semiconductor materials.[177, 178, 179] However, concerning

binary group III-nitride semiconductors, existing studies focus only on measuring

VMIP of GaN. For instance, using electron holography, Wong et al. measured a VMIP

of 16.67±0.3 V for wurtzite GaN.[180]

Moreover, to date, neither a theoretical nor an experimental study has been con-

ducted on VMIP values for ternary III-nitride alloys. Therefore, interpolating VMIP

from values of constituent binaries to determine VMIP for III-nitride alloys has to
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be treated with caution. This is due to the fact that the electronic properties of

ternary nitride compound, e.g., bandgap energy as well as spontaneous polariza-

tion, often exhibit a non-linear dependence on its alloy composition.[147, 143, 144]

Hence, a bowing factor needs to be incorporated into the linear interpolation to

accurately predict the electronic properties of a ternary nitride alloy.[144] However,

due to the lack of relevant studies, the potential bowing effect of VMIP is neglected

in this thesis.

Determination of VMIP for strained structures, such as epitaxial layers, appears to

be more challenging due to the fact that VMIP is anticipated to be strongly influ-

enced by the unit cell volume. At present stage, there is neither a theoretical nor

an experimental study that directly investigates the influence of strain on VMIP.

Therefore, as a simplified approximation, the change of VMIP due to strain is as-

sumed to be straightforwardly proportional to the change in volume of unit cell VC,

i.e., the density of atoms. In case of wurtzite nitride semiconductors, VMIP under

strained condition is expressed as:

V strained
MIP = V unstrained

MIP · a
2
0c0
a2c

(3.48)

with a0 (a) and c0 (c) being unstrained (strained) lattice constant along [1210] and

[0001] direction, respectively.
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Chapter 4

Electrostatic versus diffraction

contribution to electron

holography: An experimental

approach

4.1 Overview

The contrast arising from the dynamic diffraction significantly distorts the phase

maps measured by electron holographic experiments. Therefore, the reliable and

quantitative extraction of the electrostatic potential can only be accomplished when

the dynamic diffraction is effectively suppressed. In this chapter, an experimental

methodology for optimizing the lamellas’ orientation with respect to negligible dy-

namic diffraction is discussed.

4.2 Results

The GaN/(Al,In)N/GaN heterostructure #2 from bulk sample A3162 (see Chap. 2

for details) is investigated in a tilt series experiment. In the actual TEM measure-

ment, the tilt angles (as the read-out from the piezo-stage of the TEM holder) are

given with respect to the lamella orientation relative to the TEM holder. Therefore,

these tilt angles are not necessarily corresponding to the actual orientation of the

lamella (called absolute orientation in the following, i.e., absolute with respect to

the incoming electron beam). The read-out tilt angles can be calibrated to abso-

lute values by a quantitative comparison between simulated CBED patterns and
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the experimental ones. In this chapter, the simulation of CBED patterns is carried

out with the multislice software Dr. Probe.[66]

Figure 4.1 illustrates the comparison between the calculated CBED patterns (dis-

played in false color) and experimental ones obtained on GaN layers (displayed in

grey scale). The major Kikuchi bands [0002] and [0002] as well as some low-order

reflections are highlighted. The CBED patterns move parallel and transverse to

these major Kikuchi bands with the TEM holder’s a and b tilt angle (see Fig. 2.11),

respectively. For the CBED patterns illustrated in Fig. 4.1(a), only the (0000) re-

flection (i.e., corresponding to the direct electron beam) is strongly excited. In

contrast, in Fig. 4.1(b), the (0000), (0002), and (0004) reflections are all excited.

The matching between simulated and measured CBED patterns is accomplished

by the systematical alignment between the [0002] and [0002] Kikuchi bands, and

superimposition of the low-order reflections. The absolute orientations of lamella in

(a) and (b) are calibrated as a=6.80°, b=1.45° and a=6.80°, b=0.60°, respectively.

The tilt angles present in the following content are all calibrated to the absolute

values following the same method.

(a) a= 6.80°
b

(0000)

[0002]

[0002]

(b) a= 6.80°
b = 0.60°

(0002)

(0000)

(0002)

(0004)

[0002]

[0002]

= 1.45°

Figure 4.1: Measured CBED patterns (displayed in grey scale) and their best fit
simulation (displayed in false color). In (a), the best agreement is found for
a=6.8° and b=1.45°, whereas a=6.8° and b=0.60° corresponds to the lamella
orientation shown in (b). The matching is accomplished by the systematical
alignment between the [0002] and [0002] Kikuchi band and the superimposition
of the low-order reflections.

Figure 4.2 illustrates the tilt series results: The phase change profiles and am-

plitude profiles across the GaN/(Al,In)N/GaN heterostructure are plotted against

corresponding a tilt angles. Figure 4.2(a1) and (a2) report the phase change pro-

files and amplitude profiles acquired with the nearly edge-on lamella orientation

(i.e., b=0.60°), respectively. The ternary (Al,In)N layer exhibit lower values in

phase compared to the adjacent GaN layers, primarily due to a lower mean inner

potential VMIP. Notably, the relative phase difference between the adjacent GaN
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and (Al,In)N layers fluctuates significantly. This fluctuation can also be observed

in the corresponding amplitude profiles displayed in Fig. 4.2(a2). In addition, two

prominent peaks at the interfaces of the heterostructure can be noticed in the am-

plitude profiles. On the basis of these observations, it is concluded that all the

phase change maps acquired with b=0.60° are strongly influenced by the dynamic

diffraction. Hence, it is not possible to accurately retrieve the electrostatic potential

information from the data acquired under such conditions.
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Figure 4.2: Phase change profiles and amplitude profiles extracted from
GaN/(Al,In)N/GaN heterostructure. (a1,a2) Represent the phase and ampli-
tude profiles acquired with a tilt angle ranging from 3.8° to 9.8° at nearly edge-
on orientation (i.e., b = 0.60°), respectively. The fluctuation of both phase and
amplitude profiles are evident. The phase change profiles and amplitude profiles
obtained with b = 1.45° and a ranging from 3.8° to 9.8° are shown in (b1) and
(b2), respectively. In this case, the amplitude and phase profiles are nearly inde-
pendent of the tilt.

In contrast, the phase change profiles and amplitude profiles obtained with a same

set of a tilt angles, but with b=1.45°, i.e., slightly off the edge-on orientation, are

displayed in Fig. 4.2(b1) and (b2), respectively. The most prominent feature is that
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the difference in phase between GaN and (Al,In)N layers is nearly constant, inde-

pendent of the a tilts, as shown in Fig. 4.2(b1). Moreover, the amplitude profiles do

not show strong peaks at the interface of heterostructure. Therefore, it is concluded

that the data acquired with b=1.45° exhibit negligible dynamic diffraction.

In order to quantify the influence of the dynamic diffraction, the magnitudes from

the positive to negative peak occurring at the hetero-interface, labelled as the

peak-to-peak height in phase/amplitude (see Fig. 4.2(a1,a2)), are extracted. Figure

4.3(a) and (b) depict comparisons of the peak-to-peak height in phase (black spheres

and dashed line) and in amplitude (red spheres and dashed line) for different a tilt

angles with b=0.60° and b=1.45°, respectively.

For data acquired at b=0.60°, i.e., with strong dynamic diffraction (Fig. 4.3(a)),

the peak-to-peak height in phase fluctuates strongly between 2.46 to 1.18 rad as a

increases from 3.8° to 9.8°. An average value of 1.71±0.55 rad is determined. The

rather large error is attributed to the contrast arising from dynamic diffraction. A

correlated trend is observed in the corresponding peak-to-peak height in amplitude,

which exhibits a strong fluctuation between 17.87 to 27.93 a.u. for a between 3.8°
to 9.8°.

Figure 4.3(b) displays the data acquired at b=1.45° (i.e., with suppressed dynamic

diffraction): The peak-to-peak height in phase remains in a range between 1.63 to

2.20 rad with different a tilt angles. The average peak-to-peak height in phase is

calculated as 1.95±0.22 rad, exhibiting significantly less fluctuation in comparison

to the data shown in Fig. 4.3(a). In addition, the corresponding peak-to-peak height

in amplitude only slightly varies from a minimum value of 6.61 a.u. to a maximum

value of 11.92 a.u. Note that the fluctuation in peak-to-peak heights in phase and

amplitude are no longer correlated.

On the basis of these observations, important conclusions are drawn: In case of

b=0.60°, the strong dynamic diffraction manifests as the widespread distribution of

values in peak-to-peak height in phase. This is correlated with the same fluctuation

in peak-to-peak height in amplitude. In contrast, with b=1.45°, the fluctuation of

peak-to-peak height in phase and amplitude is greatly suppressed and no correlation

is observed. Furthermore, by relating these findings with the CBED patterns shown

in Fig. 4.1, it can be summarized that strong dynamic diffraction across the III-

nitride interface occurs if low-order reflections are strongly excited. Conversely,

dynamic diffraction is significantly reduced if only the (0000) reflection is excited.
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Figure 4.3: (a,b) The peak-to-peak height extracted from the phase change pro-
files and amplitude profiles for b=0.60° and 1.45° with various a tilt angles, re-
spectively.

4.3 Discussion

Earlier studies reported that a tilt angle of a=(1.5°-2°) about the [1210] axis, cou-

pled with an edge-on orientation (i.e., b=0°), leads to a minimal dynamic diffraction

condition across the (In,Ga)N/GaN interface.[181, 182] In another study, Denaix et

al. applied an even smaller a tilt angle (e.g., 0.3°) about the [1210] axis (while main-

taining an edge-on orientation) to avoid dynamic diffraction across the GaN/AlN

interface.[183]

Based on the angles provided in literature, I simulated the corresponding CBED

patterns. Figure 4.4(a), (b), and (c) are simulated under edge-on lamella orientation

and with a=0.3°, 1.5°, and 2°, respectively. The most prominent observation is that

many low-order reflections are strongly excited.

(a) a=0.3°, b=0° (b) a=1.5°, b=0° (c) a=2°, b=0°

[1010]

Figure 4.4: Simulated CBED patterns with tilt angles exhibiting suppressed dy-
namic diffraction contrast, as derived from literature.[181, 182, 183]

These results appear to be in contradiction to the tilt angles presented in this the-

sis. In particular, in these previous studies, there was no tilt about the [0001] axis
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Chapter 4 Electrostatic versus diffraction contribution to electron holography

needed, unlike in the case presented in this chapter where a tilt angle b=1.45° is

necessary to effectively minimize the dynamic diffraction. This apparent discrep-

ancy can be anticipated to be related with the lack of a precise determination of

the absolute lamella orientation in literature.

Ideally, for the wurtzite III-nitride semiconductor lamella, the [0001] and [1210]

axes should be parallel to the holder’s a and b tilt axes (see Fig. 2.11), respectively.

Such an alignment ensures that the read-out from the TEM holder’s piezo-stage

accurately corresponds to the actual tilt angle of the lamella. However, in practical

applications, achieving this ideal alignment condition is particularly challenging:

The first issue arises during lamella preparation, the side surface of the lamella is

rather rough as it is lifted straightforwardly from the bulk sample. As a result,

during welding of the lamella to the TEM grid, this rough surface may cause the

lamella to misalign from the desired lamella orientation. This is a rather common

misalignment effect occurring during FIB process.

During installation of the grid on the TEM holder, a fine alignment between the

grid with the holder’s tilt axis can be challenging. The difficulty arises from the

application of washers on top of the grid, which can be anticipated to cause slight

movement of the gird below.

The piezo-stage exhibits finite precision in tilt angle. The backlash of the stage

caused by piezo drift can also lead to inaccurate read-out, especially when tilting

with fine steps.

On the basis of aforementioned misalignments between the lamella and the grid

as well as between the grid and the TEM holder, which results in unknown offsets

in the angle read-outs in the first place, tilting the lamella in one direction can be

expected to be accompanied by a tilt in another direction, leading to the discrepancy

between actual lamella orientation and the read-outs from piezo-stage.

4.4 Summary

Dynamic diffraction distorts the phase map measured by electron holographic ex-

periments, thus hampering quantitative extraction of electrostatic potential infor-

mation. In this chapter, the peak-to-peak heights at the (Al,In)N/GaN hetero-

interface in obtained tilt series results are extracted to quantify the influence of

dynamic diffraction. It is found that when the lamella is close to the edge-on ori-

entation, i.e., b=0.60°, strong dynamic diffraction occurs. This lead to a strong
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4.4 Summary

and correlated fluctuation in peak-to-peak height in phase and amplitude. An av-

erage peak-to-peak height 1.71±0.55 rad is found. In contrast, when the lamella is

oriented off the edge-on orientation, i.e., b=1.45°, the dynamic diffraction is negli-

gible and an average peak-to-peak height with less fluctuation, i.e., 1.95±0.22 rad,

is revealed. By relating these findings with CBED patterns, it is concluded that

the occurrence of strong dynamic diffraction across the III-nitride hetero-interface

is more likely when low-order diffraction reflections are strongly excited.

By examining the tilt angles achieving the suppressed dynamic diffraction in III-

nitride heterostructure from literature and comparing them with simulation, it

is found that the data in literature should be greatly influenced by the dynamic

diffraction. The fact that the dynamic diffraction is absent in these studies can be

related to the potential misalignments of lamella.

The approach introduced in this chapter is applied to all other electron holographic

experiments present in this thesis to avoid dynamic diffraction.

73



Chapter 4 Electrostatic versus diffraction contribution to electron holography

74



Chapter 5

Origin of phase contrast of

modulation-doped GaN

5.1 Overview

In this chapter, some unique, surprising, and intriguing properties of the phase

change maps acquired on the n-n+ doping step will be elucidated:

First, it will demonstrate that the phase contrast across the doping step is (a) larger

than the expected value (without the assumption of the surface pinning) and (b)

that it is independent of the lamella thickness.[35, 29, 30, 31, 32] Both observations

are in contrast to earlier studies on p-n junction, where the phase contrast is always

smaller than theoretical values, and increases with lamella crystalline thickness.[94,

116, 91, 117, 92, 89, 93, 184, 185, 186, 187, 188, 119] This apparent contradiction can

be resolved and perfectly understood in the framework of the surface pinning model

described in Chap. 3 and the interplay of the screening of the built-in potential and

surface potential.

A part of the content of this chapter has been published in Ultramicroscopy with

DOI:10.1016/j.ultramic.2024.114006.[189]

5.2 Results

14 lamellas with different thicknesses (labelled as L1-L14) are prepared and inves-

tigated (bulk sample A3162, for details see Chap. 2). An example of a phase map

derived from a hologram acquired across GaN doping step is displayed in Fig. 5.1(a).

The investigated lamella L4 exhibits a crystalline thickness of 257±6 nm as mea-

sured by CBED. The [0001] growth direction points to the right. The GaN layer
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Chapter 5 Origin of phase contrast of modulation-doped GaN

with lower donor concentration exhibits a darker contrast. The corresponding phase

change profile, averaged over 500 nm width, is plotted in Fig. 5.1(b). The difference

in phase across the doping step, denoted as ∆ϕjunction, is found to be 0.40±0.02 rad.

Figure 5.1(c) reports the ∆ϕjunction values measured from various lamellas with

crystalline thicknesses ranging from 188 to 380 nm (black spheres). Additional

data points (marked with blue triangles) are attached for comparison and will be

examined in Chap. 7.

A linear fit (blue line) reveals a weak slope of (2.0±1.3)×10−4 rad/nm with an

intercept of 0.33 ± 0.04 rad. The large intercept as well as the weak slope indicate

an almost thickness independent phase contrast across the doping junction.

For quantitative interpretation of the measured phase change profiles, self-consistent

electrostatic potential calculations are carried out, taking the presence of a surface

Fermi-level pinning Epin of the TEM lamellas into consideration. It is recalled that

the FIB preparation results in a lamella consisting of a pristine core, covered by

a defect-rich crystalline inner shell and an amorphous outer shell, as described in

Chap. 3 and in Ref.[190] The Fermi-level pinning has been shown to arise from

a FIB-induced near surface implantation of carbon on nitrogen sites in the inner

shell.[190] The quantitative analysis of the measured phase change profiles is based

on a two-step process, as described in Chap. 3.[35]

In Fig. 5.1(b), the measured phase change profile across GaN doping step is com-

pared with calculated results, using Epin as a fitting parameter. The red and blue

lines represent calculated phase change profiles with a surface Fermi-level pinning

of 0.69 and 0.59 eV above the valence band edge (EV), respectively, while the green

dashed line is derived assuming no pinning states at the surface, i.e., only bulk

conditions.

With the presence of pinning states at the surfaces of the lamella, the phase contrast

and ∆ϕjunction increase with Epin shifting toward EV. The best agreement between

the experimental phase change profile shown in Fig. 5.1(b) and the calculated result

is found for Epin=0.69±0.10 eV above the valence band. In order to provide a feeling

for the accuracy of Epin a second simulation with a pinning level 0.1 eV closer to

EV is illustrated.

The same analysis was performed for all lamellas. Figure 5.2 illustrates the derived

pinning levels Epin vs. crystalline thickness (ranging from 188 to 380 nm) for all

investigated 14 lamellas (red spheres). The values derived from the additional

data points are also shown (blue triangles). A linear fit to the data reveals a

constant average Fermi-level pinning energy independent of the lamella thickness
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Figure 5.1: (a) Phase map across an n-n+ GaN doping step. The n-GaN layer
exhibits a darker contrast. (b) Phase change profile extracted from the phase map
averaged over a width of 500 nm. The n-n+ interface is positioned at 0 nm. The
phase contrast across the doping step ∆ϕjunction is 0.4 rad. (c) ∆ϕjunction versus
crystalline thickness of the measured lamellas. The blue line represents a linear
fit, whereas the red line is obtained from self-consistent electrostatic simulations.
Additional data points represented by blue triangles will be examined in Chap. 7.
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Figure 5.2: Energy position of the Fermi-level pinning Epin vs. crystalline thick-
ness derived from all investigated FIB-prepared lamellas. An average Epin of
0.70±0.13 eV above the valence band is revealed with no detectable thickness
dependence. Additional data points denoted by blue triangles from Chap. 7 are
added for comparison.

with negligible slope [(−1.2 ± 5.5) × 10−4 eV/nm]. The average value of Epin of

0.70±0.13 eV.

5.3 Discussion

5.3.1 Origin of the phase contrast across the GaN doping

step

In order to gain more insight into the origin of the phase contrast as well as interplay

between lamella thickness and phase contrast across GaN doping step, I turn to the

calculated cross-sectional electrostatic potential maps of lamellas with thickness of

330 nm (Fig. 5.3(a1)) and 260 nm (Fig. 5.3(b1)). The surface Fermi-level is set to be

pinned at the averaged value of 0.70 eV above the valence band edge (see Chap. 3 for

details about the modelling of the surface states). The modelled Fermi-level pinning

takes place at the interface between vacuum and the lamella. The potential profiles

extracted along the [1010] electron beam direction at the positions of the blue (red)

dashed and solid lines are shown in Fig. 5.3(a2) (Fig. 5.3(b2)) below. Note that,

here, the incident electron beam direction points here from left to right.

78



5.3 Discussion

100 nm
[0001]

lamella A: 330 nm lamella B: 260 nm

n-GaN n+-GaN n-GaN n+-GaN

[1010]

(a2)

(a1) (b1)

 lamella A: n+ 
 lamella A: n 

0.0
0.5
1.0
1.5
2.0
2.5
3.0

p
o
te

n
ti

a
l 
(V

)

       pristine
crystalline core

vac. vac.

pinned surface 
shell

0.0
0.5
1.0
1.5
2.0
2.5
3.0

p
o
te

n
ti

a
l 
(V

)

-240 -160 -80 0 80 160 240
thickness (nm)

 lamella B: n+ 
 lamella B: n 

       pristine
crystalline core

(b2)e- beam

0 50 100 150 200
-0.4

-0.3

-0.2

-0.1

0

p
h
a
se

 s
h
if
t 

(r
a
d

)

distance (nm)

 lamella B: 260 nm
 lamella A: 330 nm

(d)
n-GaN n+-GaN

Δ
Φ

ju
n
ct

io
n

100 nm

n-GaN

n+
-GaN

electron beam

electron 
beam

pinned surface 
shell

vac. vac.

-240 -160 -80 0 80 160 240
thickness (nm)

simulated TEM lamella

(c)

Figure 5.3: (a1, b1) Simulated cross-sectional electrostatic potential maps of the
same GaN doping step for TEM lamellas with a thickness of 330 nm (a1) and
260 nm (b1). (a2) Potential profiles extracted along the respective vertical dashed
and solid lines in (a1). The vacuum and pristine crystalline core are visualized
with grey and green background color, respectively. (b2) Same as (a2) but ex-
tracted from (b1). (c) Sketch of a TEM lamella of the n-n+ GaN doping step
showing the spatial positions of the potential maps in (a1, b1). (d) Comparison
of phase profiles calculated for lamellas with a crystalline thickness of 260 (red
line) and 330 nm (blue line).

The potential maps and line profiles reveal that the main potential difference be-

tween the n and n+-doped GaN layers is found near the surfaces of the TEM lamella

where the Fermi-level is pinned (vertical orange lines in Fig. 5.3(a2) and (b2). In

this region, the surface potential is screened by the displacement and re-distribution

of free charge carriers. Since the screening length is exponentially decreasing with

carrier concentration[191, 13], the extend of the screening region is significantly

different for the n and n+-GaN layer, i.e. ∼63 vs.∼32 nm, respectively. In contrast,

in the pristine crystalline core of the lamella the potential is almost identical for

the different doping levels, since the built-in potential difference between the n and

n+-GaN layers is only 30 meV.

The potential profiles illustrate well that the largest contribution to the difference in

potential and thus the phase contrast is the screening region where screening of the

surface potential takes place. This leads to phase contrasts in the order of 0.38 rad

across the doping step. In contrast, the phase contrast stemming from the built-in

potential in the pristine crystalline core is only 0.03 rad for the 330 nm-thick lamella.
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Chapter 5 Origin of phase contrast of modulation-doped GaN

For the 260 nm thick lamella (Fig. 5.3(b2)), the built-in phase contrast is 0.02 rad,

while the phase contrast induced by the screening in the depletion layer is un-

changed at 0.38 rad. Thus, the built-in potential-induced phase contrast is so small

that it can be almost neglected, and the predominant contribution to the phase

contrast across the doping step arises from different (doping-dependent) screening

lengths of the surface potential. This observation is reflected in Fig. 5.3(d) where

the corresponding phase profiles integrated through the whole lamella thickness, ex-

tracted from lamella A (blue line) and B (red line) are compared. Despite lamella

A is 70 nm (∼ 27%) thicker than lamella B, ∆ϕjunction is only 0.01 rad (∼ 2.6%)

higher.

The solid red line in Fig. 5.1(c) illustrates the calculated ∆ϕjunction as a function

of crystalline thickness. The thickness dependence is weak and almost linear and

agrees well with the experimental data points. This supports further the above

physical conclusions, that for doping modulations the screening is governing the

electron optical phase contrast.

This situation can be anticipate to change, if large built-in potentials occur, such as

in p-n junctions or at heterointerfaces. Then the screening and the built-in potential

interact and need to be considered together. The result maybe that the contribution

of the built-in potential to the electron optical phase difference is counteracted by

the contribution of the screening of the surface potential. Thereby a phase difference

is obtained, which is always smaller than expected without surface potentials and

dead shell layers.

Finally, the defect-rich crystalline inner shell is rather thin in this case. Its’ thick-

ness can be estimated its thickness by taking into account an average thickness of

the amorphous shell of 9 nm and a depth of about 15 nm, where the FIB-induced de-

fect concentration falls below the doping concentration (see Chap. 3). This yields

a thickness of about 6 nm where no screening occurs yet, as all dopants will be

compensated. Hence, the material will be fully pinned and not contribute to the

electron optical phase contrast. Only deeper inside the lamella screening occurs

and dominates the phase contrast. Since in this case the defect rich inner crys-

talline shell is rather thin as compared to the lamella thickness, it is sufficient to

approximate its effect on the potential as a surface Fermi-level pinning.

Hence, it is concluded that the quantitative analysis of phase differences measured

by electron holography using FIB-prepared TEM lamellas, requires the considera-

tion of more than simply a dead layer.[91, 92, 89, 93, 192, 193, 88, 194, 185, 186,

187, 31, 117, 195, 188] Instead, as discussed in Chap. 3, an amorphous outer shell,

an defect-rich inner crystalline shell, and an underlying depletion region within the

pristine crystalline core screening the surface potential need to be considered and
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evaluated for every material investigated. In particular one needs to understand

the physics of FIB-induced point defects and their charge transfer levels, which

determine the Fermi-level pinning.

5.3.2 Comparison with n-type GaN structures from

references

The analysis methodology and self-consistent electrostatic potential calculation can

be applied to earlier published data, too. The aim is to assess if a Epin value sim-

ilar to that unraveled in this chapter, and therefore a similar surface condition,

can be identified. However, the choice of examples is not straightforward, primar-

ily because of the uncertainty associated with the lamella preparation process in

literature. Using a different FIB preparation process, such as employing different

protection layers, applying heavier ion sources and higher ion voltage,[92] can be

anticipated to give rise to lamellas with different surface conditions. Therefore, the

following discussion is restricted to n-type GaN layers prepared using a FIB process

with parameters similar to those applied in this chapter.

(i) The data set closest to my experimental parameters is that of Yamamoto

et al.,[29] where a protective carbon layer was used. Utilized the phase-shift electron

holography in conjunction with a multiple biprism setup, Yamamoto et al. mea-

sured the phase contrast across the interface between n+-type GaN (Si: 5×1018 cm−3)

and n-type GaN (Si: 5×1017 cm−3) layer. In the course of lamella preparation, fol-

lowing the application of a carbon protective layer on the bulk sample at room

temperature, the lift-out and thinning process were executed at 130 K. The lift-out

and initial thinning were performed using Ga+ at 40 kV, whereas the final polishing

was conducted at 5 kV. The resulting lamella exhibits a final thickness of 350 nm.

The phase contrast across the n+-n GaN layers was measured as 0.55±0.03 rad.

In contrast, theoretical predictions yield a value of 0.14 rad (derived from a Pois-

son solver software, Aestimo, without considering surface Fermi-level pinning).[196]

Taking surface pinning into account, my analysis methodology yields the best fit

for a surface Fermi-level pinning of 0.84 ± 0.2 eV above EV. This pinning value is

in line with Epin unraveled on my GaN doping steps. The slightly higher energy of

Epin may be attributed to other uncertainties occurred during FIB process.

(ii) Another relevant study was conducted between unintentional-doped GaN layer

and n-type GaN substrate (Si: 3×1019 cm−3) by Boley et al.[197] The phase con-

trast between these two GaN layers was measured as 0.59 rad with an uncertainty

of roughly 0.03 rad (as visually estimated from the figure in literature). During the
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Chapter 5 Origin of phase contrast of modulation-doped GaN

self-consistent electrostatic potential calculation, the structure is simulated assum-

ing GaN cap with a n-type doping of 5× 1017 cm−3, as it is the donor concentration

generally found in the unintentional-doped GaN layer.[198] With a surface Fermi-

level pinning of ∼0.55 eV above the valence band, the calculated phase contrast

is found to be in good agreement with the measured value. In this case, the de-

rived Epin is in good accordance with values revealed on GaN doping step in this

chapter.

5.4 Summary

In this chapter, the underlying physical origin of the significant enhancement of

the phase contrast observed across GaN doping steps, in contrast to theoretical

predictions, is unraveled by combining off-axis electron holography data with self-

consistent electrostatic potential calculations. This analysis incorporates consider-

ation of the surface Fermi-level pinning. Some important conclusions are drawn:

(i) The predominant contribution to the phase contrast is shown to arise from the

doping dependent screening length of the FIB-induced surface Fermi-level pinning

occurring in the defect-rich crystalline inner shell (below the outer amorphous shell).

This near surface screening region remains unchanged for lamellas with different

thicknesses, resulting in an almost constant phase contrast vs. thickness. The

contribution of the built-in potential is almost negligible, since its value is too

small for modulation doping and only relevant for large built-in potentials at e.g.

p-n junctions. Thus, the weak built-in potential of GaN doping steps adds only a

small thickness dependence to the phase contrast.

(ii) A surface Fermi-level pinning of 0.7 eV above the valence band edge is revealed

on as FIB-prepared lamellas by comparing the phase change profile derived from

theoretical calculations and experimental data. Hence, it is concluded that by

following a same procedure in the course of FIB process, lamellas with a similar

surface condition (hence a consistent value in Epin) can be produced. By applying

the same method to the FIB-prepared n-type GaN structures present in other

studies, similar values in surface Fermi-level pinning are identified.

In the upcoming chapter, the results of in-situ annealing electron holographic ex-

periment will be studied. Through the examination of these results, the type of

FIB-implanted point defects responsible for inducing the observed Fermi-level pin-

ning will be elucidated.
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Chapter 6

Quantification of surface effect:

Fermi-level pinning by

substitutional C

6.1 Overview

In this chapter, thermal healing of FIB-implanted defects in GaN is investigated by

off-axis electron holography. The data reveal that healing starts at temperatures as

low as about 250 ◦C. The healing processes lead to an irreversible transition from

defect-induced Fermi-level pinning near the valence band toward a midgap pinning

induced by the crystalline-amorphous transition interface. Based on the measured

pinning levels and the defect charge states, the dominant defect type is identified

as substitutional carbon on nitrogen sites.

A part of the content of this chapter has been published in Applied Physics Express

with DOI:10.35848/1882-0786/ad163d.[190]

6.2 Results

6.2.1 Single-cycle in-situ annealing

Four TEM lamellas, denoted as A1 and A2 (extracted from bulk sample A3777),

B1 and B2 (extracted from bulk sample A3162), are studied. For the sample details

see Chap. 2. Exemplary amplitude and phase map extracted from a GaN δ-doped

layer on lamella A1 at 500 ◦C, are displayed in Fig. 6.1(a) and (b), respectively.

The spatial resolution of the phase maps is 3.6 nm, as derived from the spacing of
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Chapter 6 Fermi-level pinning by substitutional C

the interference fringes. In order to suppress the dynamic diffraction contrast, the

lamellas were tilted with a rotation axis perpendicular to the interface layers. The

phase profiles were extracted only in regions without diffraction contrast. The sign

convention is assumed such that the region with higher n doping concentration

appears to be brighter in phase map. From the obtained phase maps, profiles

along the [0001] growth direction by integration along the perpendicular [1210]

direction are extracted. An example phase profile is overlaid on the phase map in

Fig. 6.1(b) (yellow line). The most prominent feature is the pronounced phase peak

at the position of the δ-doped like layer (at spatial position 0 nm). Across such a

homostructure, no traces of polarization changes or strain can be present and thus

only doping governs the phase changes.[35, 199, 200]

Next, I focus on the changes of the electron optical phase between the different lay-

ers as a function of annealing temperature. The temperature is increased in steps

of typically 50°C, and each temperature is maintained for 30 minutes to ensure

that the lamella reaches thermal equilibrium, and the microscope returns to a sta-

ble condition. Figure 6.2(a) illustrates an overview of the temperature-dependent

changes of the phase profiles acquired from lamella A1. The phase change difference

∆φpeak between the δ-doped GaN layer and remaining MOVPE-grown GaN buffer

is found to increase first from 0.30 rad at RT to 0.38 rad at an annealing temper-

ature of 250-300 ◦C. At higher temperatures, the intensity decreases again down

to 0.25-0.28 rad. After cooling down back to RT, an irreversible decrease of the

intensity of the phase peak down to 0.14 rad occurred. The reproducibility of this

behaviour has been experimentally confirmed across all four lamellas as illustrated

in Fig. 6.2(b).

Note, the GaN pseudosubstrate exhibits a pronounced temperature evolution of

the phase in Fig. 6.2(a) as well. However, this evolution varies significantly for

different lamellas and hence for different substrate locations. The variability points

to variations in free carrier concentrations within the substrate, attributed to v-

shaped defects and threading dislocations.[201] Therefore, I focus on the MOVPE

buffer and the adjacent δ-doped layer, only.

6.2.2 Two-cycle in-situ annealing

To investigate the reversibility of the observed thermal-induced effects, an addi-

tional annealing cycle is applied to lamella B1, subsequent to the first annealing

cycle. Both cycles undergo an identical annealing temperature profile, which in-

volves a gradual temperature increase from room temperature (27 °C) to a max-

imum of 490 °C, followed by an abrupt cooling-down to room temperature. The
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Figure 6.1: (a) Amplitude and (b) electron phase maps of lamella A1 recorded
at 500 ◦C, reconstructed from 25 single holograms obtained by off-axis electron
holography. The vertical contrast line at the substrate (left)-MOVPE-grown GaN
(right) interface at 0 nm stems from a δ-doped like layer. The overlaid phase
profile in (b) is extracted from a region free from dynamic diffraction contrast,
marked by a blue dotted rectangle. Adapted from K.Ji et al. 2024 Appl. Phys.
Express 17 016505.[190]
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Figure 6.2: (a) Electron phase profiles extracted in [0001] growth direction at dif-
ferent annealing temperatures. The delta-doped layer is at spatial position 0 nm,
where a phase peak appears. Distances larger (smaller) than zero correspond to
the MOVPE-grown GaN layer (pseudosubstrate). (b) Reproducibility of the tem-
perature dependent evolution of the phase peak height (∆ϕpeak marked in (a))
normalized using the lamellas’ crystalline thickness. Below (above) ∼ 250 ◦C,
the phase difference increases (decreases). Adapted from K.Ji et al. 2024 Appl.
Phys. Express 17 016505.[190]

second annealing cycle is conducted 11 hours after the completion of the first cycle.

During this interruption between the two annealing cycles, the lamella is kept inside

the microscope chamber at room temperature with TEM gun valve closed.

The phase profiles extracted at different annealing temperatures from the second an-

nealing cycle are depicted in Fig. 6.3(a). To highlight the temperature-dependence

of ∆ϕpeak, data measured from the second annealing cycle (black symbols) are re-

ported in Fig. 6.3(b). Before the onset of the second annealing cycle, ∆ϕpeak at

room temperature remains at 0.20 rad, essentially the same value as measured after

the completion of the first cycle. In contrast to the results from the first annealing

cycle (see Fig. 6.2(b)), ∆ϕpeak from the second annealing cycle progressively in-

creases with rising temperature. From annealing temperatures of 100 °C to 400 °C,

∆ϕpeak rises from 0.22 to 0.28 rad. At the highest annealing temperature of 490 °C,

∆ϕpeak reaches 0.32 rad, closely resembling the value obtained at the same temper-

ature during the first annealing cycle. Following the cooling-down stage, ∆ϕpeak

returns to 0.20 rad, effectively the same as the value measured before the second

annealing cycle. These results suggest that, during the second annealing cycle, no

irreversible effects have occurred anymore. All irreversible healing took place in the

first annealing cycle.
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Figure 6.3: (a) Phase profiles extracted from GaN δ-doped layer on lamella B1,
at different annealing temperatures for the second annealing cycle. (b) ∆ϕpeak

extracted from the second annealing cycle versus annealing temperatures.

6.2.3 Ambient exposure and electron beam irradiation

At this stage, it is necessary to examine if non-thermal effects can contribute to

the change in ∆ϕpeak during in-situ annealing experiment. These effects include

air exposure and electron beam induced damage. Air exposure is a concern due

to the fact that specific types of ambient adsorbates can generate surface states

within the bandgap of GaN, giving rise to Fermi-level pinning at the semiconductor

surface.[202] The electron beam-induced damage also needs to be considered since

in-situ annealing experiments are time-consuming, with the entire measurement

session lasting more than 8 hours, involving at least 2 hours of electron beam

irradiation on the lamella. During this period, the beam-induced damage may

accumulate and alter the measured phase change.[203]

Air exposure: From the initial stages of lamella preparation in the FIB chamber to

the TEM measurements, despite the majority of the time the lamella is maintained

within a vacuum desiccator, exposure to the ambient environment inevitably occurs

during, for instance, the transfer of the lamella after the FIB process and during

lamella installation on the TEM holder. For GaN, air exposure can reduce the den-

sity of pinning states and shifts the pinning levels toward the band edges, which is

associated with water adsorption and dissociation, passivating intrinsic and extrin-

sic states in bandgap.[80] In addition, oxygen adsorbates can develop and cover the

lamella surface.[204] Oxygen adsorption can create extrinsic surface states within

the fundamental bandgap of III-nitride materials.[202] Therefore, it is important

to determine whether the measured phase can be influenced by exposure to air.
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To study the impact of ambient exposures, the experiment is designed as follows:

The lamella C1 is initially installed on the TEM holder and kept under ambient

conditions, which takes approximately 10 minutes. Subsequently, the holder is in-

serted into the TEM column, and a hologram is acquired. After the acquisition,

the holder is removed from TEM, and the lamella is exposed to the ambient envi-

ronment again for a specified time period. Throughout the experiment, the TEM

setup and lamella orientation are maintained identical among all measurements.

The evolution of ∆ϕpeak with respect to the corresponding air exposure duration

is depicted in Fig. 6.4(a). It is evident that ∆ϕpeak displays effectively negligible

dependence on exposure time, as all data points falling within a range from 0.38

to 0.42 rad. It is important to note that, in actual practise, the total time of am-

bient exposure before the insertion of the lamella into the TEM chamber would be

no more than 15 minutes. Therefore, it can be concluded that ambient exposure

of TEM lamellas within a relatively short duration does not influence the phase

measured by electron holographic experiments.

Electron beam induced damage: The influence of electron beam induced damage is

investigated on lamella C2. In this experiment, the electron dose is maintained at

a relatively low level within the range of 16 to 23 e· nm−2s−1 (corresponding to the

electron dose applied for the electron holographic experiments). Following about

a dozen minutes of experimental condition improvement (such as beam alignment

and lamella tilting), the first hologram is acquired at 0 minute, after which the

lamella remains stationary and is continuously exposed to the same dose of the

electron beam.

In Fig. 6.4(b), ∆ϕpeak extracted from lamella C2 is plotted against the electron irra-

diation time. Notably, the values remain nearly constant regardless of the exposure

time. Based on this observation, it is reasonable to neglect the influence of electron

beam-induced effects during the in-situ annealing measurement.

6.2.4 Self-consistent electrostatic potential calculation:

Surface Fermi-level pinning

The quantitative analysis of the in-situ annealing experimental outcomes is accom-

plished with the help of the self-consistent electrostatic potential simulations, using

the surface Fermi-level pinning Epin as a fitting parameter,[35, 205] for calculation

details see Chap. 3.
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Figure 6.4: (a) ∆ϕpeak vs. air exposure time for lamella C1. (b) ∆ϕpeak vs. elec-
tron irradiation time for lamella C2 (b). These data suggests that neither air
exposure nor electron beam irradiation alters the phase change measured on
GaN.

Single-cycle annealing

To begin with, the simulated phase profile of the single-cycle annealing experiment

is discussed. Figures 6.5(a,b) compare the measured temperature dependent phase

profiles (colored symbols) with simulated ones (solid lines), illustrated exemplarily

for lamella A1.

(i) In the low temperature regime (Fig. 6.5(a)) the best agreement is found for

almost unchanged pinning levels close to EV. Thus, the increase in the phase peak

height is solely due to the thermal increase of the free carrier concentration, i.e.

by thermal activation of the Si dopants. This effect is taken into account for all

further simulations and all temperatures.

(ii) In the high temperature regime (Fig. 6.5(b)), i.e., for 300, 400, and 500 ◦C,

the best agreement is obtained for pinning levels Epin shifting toward the conduc-

tion band edge with temperature, reaching an energy position of EV + 2 eV, i.e.

somewhat above midgap position.

(iii) After cooling down back to room temperature, the pinning level remains above

midgap.

Figure 6.5(c) illustrates the temperature dependence of the pinning levels Epin. The

data of all included lamellas agree quantitatively and reveal an overall increase of

Epin from ∼0.6 eV in the as prepared state to ∼2.3 eV at 500 ◦C. The pinning

level remains at the high value of ∼ 2 eV. Table 6.1 summarizes the pinning levels
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Figure 6.5: (a, b) Comparison of experimental (symbols) and simulated (lines)
electron phase profiles for lamella A1 in (a) the low temperature (≤ 250 ◦C) and
(b) the high temperature regime (≥ 250 ◦C). The data after cooling back to room
temperature is added in (b). (c) Temperature dependence of the pinning level
Epin, obtained by fitting simulated phase profiles to measured ones. The data
points acquired after annealing and cooling to room temperature (open symbols)
are shifted by -5 ◦C for clarity. Adapted from K.Ji et al. 2024 Appl. Phys.
Express 17 016505.[190]

before and after annealing for all lamellas, corroborating the reproducibility of our

findings.

lamella Epin at RT before Epin at RT after
annealing (eV) annealing (eV)

A1 0.60±0.12 2.05±0.32
A2 0.55±0.26 1.05±0.39
B1 0.45±0.34 1.95±0.11
B2 0.50±0.44 1.90±0.32
weighted average 0.57±0.05 1.90±0.22

Table 6.1: Room-temperature Fermi energy pinning levels relative to EV at the
surfaces of as-prepared and 500◦C-annealed TEM lamellas.

Two-cycle annealing

Next, the results from the two-cycle annealing experiment for lamella B1 will be

addressed. For comparison, Fig. 6.6(a) depicts the phase profiles extracted from

the first annealing cycle (symbols), along with their corresponding best-fit calcu-

lated profiles (solid lines). The fitting parameter Epin is found to shift towards

the midgap position as the temperature increases. In Fig. 6.6(b), the results of the
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second annealing experiment are presented. In this case, Epin is found to remain

constant.
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Figure 6.6: (a, b) Comparison of experimental (symbols) and simulated (lines)
electron phase profiles of δ-doped GaN layer for lamella B1, during the first
annealing cycle (a) and the second annealing cycle (b). (c) The temperature
dependence of the pinning level Epin relative to valence band edge, which is
determined by fitting simulated phase profiles to the measured ones.

A comprehensive comparison of the dynamics of Epin during the first (red symbols)

and second (black symbols) annealing experiments is illustrated in Fig. 6.6(c). No-

tably, prior to the first annealing (i.e., as FIB-prepared surface), Epin exhibits a

value of 0.5±0.3 rad above the valence band edge. At highest annealing temper-

ature 490 °C, Epin reaches EV+2 eV and remains high after cooling-down to room

temperature. In contrast, in the course of the second annealing cycle, Epin exhibits

negligible dependence on the temperature and remains constant at ∼EV+1.9 eV.

Therefore, it can be concluded that the thermal-induced irreversible shift in Epin

take place during the first annealing cycle, only. During the second annealing cy-

cle, the increase of ∆ϕpeak is solely due to the increased ionization of dopants with

temperature, resulting in no difference in Epin before and after annealing.

6.3 Discussion

6.3.1 Type of FIB-implanted point defect

Before an in-detail discussion of the origin of the thermal-induced shift of Epin

can be carried out, the underlying physics responsible for the surface Fermi-level

pinning at ∼0.6 eV above valence band of the as FIB-prepared GaN lamellas needs

to be elucidated, first.
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Chapter 6 Fermi-level pinning by substitutional C

Fig. 6.7(a) illustrates the crystalline core, the inner shell, and the outer shell struc-

ture of the FIB-prepared TEM lamella. Such a structure implies that if defects are

present in the inner shell, their induced pinning affects the electrostatic potential of

the core. In the case of no defects occurring in the inner shell, the midgap pinning

at the amorphous-crystalline interface is instead relevant (for details see Chap. 3).

This can occur, for instance, if the defects in the defect-rich crystalline inner shell

layer are healed (see Fig. 6.7(b)).
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Figure 6.7: Cross-sectional schematic view of the different FIB-induced shell lay-
ers of a TEM lamella in the as-prepared (a) and annealed state (b). FIB prepara-
tion results in an amorphous shell layer (light blue circles) covering a crystalline
core (dark blue circles). In the as-prepared state (a) the crystalline layer directly
below the amorphous outer shell (mid blue circles) contains a large concentra-
tion of FIB-induced point defects (red circles), leading to a Fermi-level pinning
near the valence band and thus a surface potential. This defect-rich inner shell
is electrically inactive (red zone). The surface potential is screened by the free
charge carriers in the following defect-free pristine crystal region (green zone).
(b) After annealing the defects in the defect-rich layer healed, restoring the pris-
tine crystal and only the amorphous outer shell induces a surface potential with
midgap Fermi-level pinning. Adapted from K.Ji et al. 2024 Appl. Phys. Express
17 016505.[190]

This raises the question of the dominant type of point defect within the defect-rich

inner shell. The defect type can be identified using the (i) the pinning level of

about 0.6 eV above EV measured on n-type GaN layer prior to annealing, and (ii)

the derived type of charge transfer level: For n-type GaN surface, pinning can only

be achieved by a defect that exhibits a charge transfer towards a negative charge

state in the bandgap. The simplest one is the (0/-) charge transfer level. Based on

these two criteria, different types of point defects are assessed:

First, the intrinsic point defects, i.e. VGa, VN, Ni, Gai, NGa, and GaN, have

92



6.3 Discussion

only charge transfer levels involving positive charge states in the lower half of the

bandgap (see Fig. 3.7 in Chap. 3).[102, 206] Notably, the VN suggested previously as

the origin of the surface Fermi-level pinning on GaN lamella,[35] has (+/3+) charge

transfer level at 0.7 eV, which however cannot pin the Fermi energy for n-type GaN

as outlined above.[104] Hence, intrinsic point defects cannot be at the origin of the

observed pinning level near EV in n-type GaN.

Second, extrinsic impurities need to be considered. Oxygen and hydrogen possibly

present due to prior air (and water) exposure could be implanted in the course of

FIB preparation. However, oxygen in GaN is an n-type dopant and thus cannot

induce the observed pinning deep inside the bandgap,[207] while hydrogen has no

charge transfer level in the bandgap.[208] Another source of extrinsic impurity stems

from the protective layers deposited onto the bulk samples prior to FIB milling

process. In the system used in this thesis, this protective layer consists of either

platinum or carbon. Hence, contamination from both atomic species is anticipated

to be present inside the FIB chamber and could be incorporated into the sample.

While little is known about the role of platinum as a point defect in GaN, Pt has

been suggested to act as a donor,[209] which conflicts with the observed Fermi-level

position.

In contrast, carbon can occupy nitrogen sites (CN), which are predicted to have the

(0/-) charge transfer level ∼0.8 eV above EV.[210, 114] This is in good agreement

with the observed pinning level of 0.57 eV above EV. Hence, in view of all other

defect levels not exhibiting suitable charge transfer levels and the abundant presence

of carbon in the FIB (see below), it can be concluded that the measured surface

Fermi-level pinning on TEM lamellas is due to the implanted CN.

6.3.2 Implantation of CN by FIB

Building on the previous arguments centered on electrostatics, it has been revealed

that CN is at the origin of surface Fermi-level pinning on FIB-prepared GaN lamella.

In this section, it will be demonstrated from the ion/atom interaction perspective

that the FIB process can, indeed, lead to the implantation of a substantial amount

of carbon inside GaN. Note that in conventional FIB instruments, carbon is always

found to be in abundant amount inside the chamber, even if no carbon protective

layer is deposited during the FIB process.[211] Major sources of C include the

hydrocarbon contamination from exterior as well as the precursors of gas injection

system, e.g., even the Pt and W gas sources in the FIB system contain carbon.
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The distribution of implanted C as well as recoiled Ga and N in form of vacancies

and interstitials into GaN layer is studied using the stopping and range of ions in

matter/transport of ions in matter (SRIM/TRIM) software.[101] For the calculation

parameters, the host GaN layer is assumed with a thickness of 20 nm. A 2 nm-thick

carbon layer is added on top of the GaN layer. Note that the thickness of the carbon

layer does not correspond to the much thicker carbon protective layer deposited on

the bulk sample prior to lamella cutting. Instead, it resembles a thin carbon film

deposited onto the lamella’s surface by the electron and ion beams during FIB

process. For the incoming Ga+ ion beam, the same grazing incident angle (5 °)
and energy (5 kV) have been taken, as those utilized during the final polishing step

of the FIB process. To improve the quality of statistics, a total number of 1×107

incoming Ga+ ions are involved during the calculation.

In Fig. 6.8(a), (b), and (c), the calculated distribution of C, recoiled Ga, and recoiled

N atoms, are displayed, respectively. The interface between C and GaN layer is

indicated by green dotted line. Fig. 6.8(d) depicts the corresponding implantation

profiles of recoiled C (black line), N vacancies (red line) and interstitials (green

line), as well as Ga vacancies (blue line) and interstitials (purple line), taking the

actual FIB ion dose into consideration. It is evident that C recoils sufficiently deep

into the subsurface region of the GaN crystal, with a concentration significantly

higher than the doping concentration. The distribution of C exhibits an exponential

decay into the GaN layer. Note that for the interpretation of the large vacancy and

interstitial concentrations, one needs to recall that the simulation does not consider

recombination of defects.[101] If recombination is taken into account, most of the

N and Ga vacancies will be annihilated already at room temperature in the GaN

layer remaining crystalline due to the low diffusion barriers.[104, 105]

On the basis of the calculated carbon implantation profile, it can be concluded that

in the underlying crystalline core of GaN lamella, only the exponential tail of the

carbon concentration profile is present. At the start of the exponential tail, the

carbon concentration is well above the doping concentration, compensating fully

the doping and pinning the Fermi-level at the CN (0/-) charge transfer level. Given

the short exponential decay length and the high doping concentration, the pinning

takes places only in the near surface region of the crystalline lamella core. Thus the

compensating CN can be reasonably approximated by a surface states, as modeled

within the self-consistent electrostatic potential calculation.
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Figure 6.8: (a, b, c) Distribution of C, recoiled Ga, and recoiled N atoms into the
GaN, calculated from SRIM/TRIM software.[101] (d) Corresponding implanta-
tion profiles, derived using a total Ga+ ion dose of 1×1017 ion/cm2. The sketch
on the top right illustrates the geometry of simulated structure.

6.3.3 Discussion of the healing process

Having established that CN is at the origin of the surface Fermi-level pinning on

as FIB-prepared TEM lamellas, in this section, the underlying physics mechanism

responsible for the shift of pinning level in the course of annealing will be discussed.

Recall that a few physical process can potentially occur during annealing, includ-

ing thermal ionization of dopants, re-crystallization and melting of material, and

healing of point defects:

(i) As a rule of thumb, re-crystallization of the amorphous material takes place

at 40 % of the melting temperature.[212] With a melting temperature of approxi-

mately 2500 ◦C for bulk GaN,[213] this corresponds to an annealing temperature

of 1000 ◦C, which is two times higher than the maximum temperature reached in

the experiment. Hence, a re-crystallization of the amorphous outer shell cannot

be responsible for the observed change in the electrostatic properties presented in

Fig. 6.5.
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(ii) To the first order approximation, the ionization of dopants is only governed

by temperature. The free charge carrier concentration at room temperature before

and after annealing remains effectively identical. Therefore, the observed shift in

Epin before and after annealing cannot be attributed to the thermal ionization of

dopants.

(iii) Upon annealing, point defects in the defect-rich inner shell can be anticipated

to become mobile, healing/restoring the pristine properties of the semiconductor,

as shown schematically in Fig. 6.7(b). Within this framework, the temperature de-

pendence of the pinning level Epin directly reflects to the concentration changes

of FIB-implanted point defects in the defect-rich inner shell. Indeed, the thermal-

induced healing can lead to an irreversible reduction in CN concentration, even-

tually falling below the doping concentration. This, in turn, lifts the CN-induced

near surface Fermi-level pinning. As a consequence, the pinning level Epin shifts

from its CN-induced value close to EV towards a midgap position, arising from the

amorphous-crystalline interface.

At this stage, it should be addressed that the healing process of point defects can,

in principle, occur through several atomic migration/jump paths (see Chap. 3). For

some paths, the charge state of point defects, and thus their electronic properties,

maintain unchanged after jump. This can occur, for instance, after a jump of

nitrogen atom from a Ga substitutional site NGa to an interstitial site Ni at Fermi-

level of ∼0.5 eV, i.e., N+
Ga −→ N+

i .[112] On the other hand, extrinsic impurities

often undergo a change in their charge states after jump. For example, a carbon

atom, initially located as a substitutional impurity on a nitrogen site CN, which

carries a single-negative charge at the Fermi-level of approximately 0.8 eV, can

jump to an interstitial site Ci and acquire a reversed single-positive charge.[108] In

the specific case being examined in this chapter, it is reasonable to assume that

the electronic characteristics of CN will be altered after the jump processes, as the

lamella’s surface transits from being predominantly pinned by CN to being pinned

by the states at the interface between the amorphous outer shell and crystalline

core after annealing.

6.4 Summary

In this chapter, off-axis electron holography is utilized to investigate the surface

Fermi-level pinning Epin and its dynamics in the course of annealing. Some of the

important conclusions are:

96



6.4 Summary

(i) On the basis of the revealed Epin and the direction of band bending, negatively

charged carbon substitutional impurities on nitrogen sites CN, implanted during the

FIB process, are identified to be the origin of observed surface Fermi-level pinning

on GaN lamellas. The value of Epin=0.57 eV for as FIB-prepared TEM lamellas,

closely aligns with the (0/-) charge transfer level of CN. In addition, the presence

of a single negatively charged CN is expected to induce an upward band bending at

the surface, which also corroborates with the experimental finding. Furthermore,

according to the SRIM/TRIM calculations, it has been revealed that carbon can

be implanted as deep as 15 nm into GaN during the FIB process.

(ii) The origin of dynamics of ∆ϕpeak during in-situ annealing experiments on δ-

doped GaN structures has been addressed. After excluding other potential factors

that could contribute to variations in phase change during annealing, it is concluded

that the observed temperature-dependent dynamics of ∆ϕpeak are associated with

the shift in Epin, which in turn arises from the thermal-induced irreversible healing

of CN. The shift in Epin is found to activate at 250-300 ◦C, indicating the activa-

tion of the CN healing (see Fig. 6.5(c)). At 400-490 ◦C, a midgap surface Fermi-level

pinning of 1.90 eV is reached, implying a completed transition from pinning dom-

inated by CN to pinning induced by the amorphous/crystalline interface. This

pinning level remains unchanged at this midgap position after cooling-down.

(iii) The thermal-induced irreversible migration of CN are corroborated with the

results from the two-cycle annealing experiment, where the most prominent obser-

vation is that ∆ϕpeak (hence Epin) is found to stay constant before and after the

second annealing cycle (see Fig. 6.3(c)).

These findings unravel several important facts: First, they indicate an irreversible

healing of FIB-implanted CN, gradually reducing its concentration upon annealing

and subsequently lifting the CN-induced Fermi-level pinning effect. Second, it is

shown that relatively low temperatures, such as 300 ◦C, are sufficient to initiate

defect healing, consequently reducing the width of the FIB-induced defect-rich,

electrically inactive inner shell. Moreover, even a short annealing duration (ap-

proximately 30 minutes) at 490 ◦C is adequate for the local concentration of CN

to decrease below the doping concentration, thus restoring the electrical proper-

ties of the pristine material. Such post-growth low-temperature annealing steps in

the course of opto-electronic device manufacturing can be beneficial to reduce the

amount of radiative recombination centers and thus increase the performance of

such devices.

In the forthcoming chapter, a novel in-situ experimental setup, with specific em-

phasis on the temporal evolution of Epin upon annealing, will be introduced. It

will demonstrate that with the time-resolved annealing dynamics, the derivation of
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Chapter 6 Fermi-level pinning by substitutional C

relevant parameters and, as a result, the identification of the underlying physical

process responsible for the observed healing effect can be accomplished.
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Chapter 7

Thermal dynamics of Fermi-level

pinning: Substitutional C site

switching

7.1 Overview

In the previous chapter, the thermal-induced shift of surface Fermi-level pinning

Epin is discussed. In particular, the transition from C-dominant pinning to the pin-

ning arising from the states at the amorphous/crystalline interface is revealed. In

this chapter, the results of another in-situ annealing experiment, specifically focus-

ing on the temporal evolution of the Epin, will be discussed. It will be demonstrated

that electron holography can be used to identify point defect reactions and quantify

their dynamics by probing the time and temperature dependence of the Fermi-level

upon annealing.

7.2 Electron holography results

As a model system, lamellas containing a n-n+ doping step (bulk sample A3162,

for details see Chap. 2) will be used. The doping levels in the n and n+ GaN are

8×1017 cm−3 and 3.5×1018 cm−3, respectively, as determined by SIMS. Note that

the experimental details remain generally the same with those carried out in the

previous Chap. 6. The only difference is that all holograms presented in this chapter

are acquired at room temperature.

Figure 7.1 displays an overview of phase maps extracted from the n-n+ GaN dop-

ing step for as FIB-prepared TEM lamellas before annealing and after a certain
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Figure 7.1: Overview of phase maps extracted from the n-n+ GaN junction before
annealing and after extended annealing for different annealing temperatures. The
scale bars correspond to a distance of 50 nm.

annealing time, for various annealing temperatures. The growth direction [0001]

points from left to right and the n-doped layer exhibits a darker contrast compared

to the adjacent n+-doped layer. Figure (a1) and (a2) illustrate the phase maps

acquired at the lowest annealing temperature, i.e., T=190 ◦C. It can be observed

that even after an extended annealing time of approximately 17 hours, the phase

contrast across the doping step remains effectively unchanged. Note that the grey

scale is the same for Fig. 7.1(a1) and (a2).

In contrast, at higher annealing temperatures (depicted in Fig. 7.1(b)-(f)), the phase

contrast decreases after a certain annealing time. At higher annealing temperatures,

the decrease in phase contrast takes place faster and thus the annealing time can

be progressively reduced. In particular, at the highest annealing temperature of

490 ◦C, the phase contrast rapidly reduces and stabilize within 10 s. It is important

to note that the temperature ramping time from the room temperature to 490 ◦C

takes approximately 140 s. Therefore, the observed reduction and stabilization of

phase contrast can be expected to occur even before reaching 490 ◦C. Thus, only

data acquired under annealing temperature of 360 ◦C, 390 ◦C, 420 ◦C, and 450 ◦C

are subjected to the subsequent analysis.
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7.2 Electron holography results

Next, I focus on the quantitative evolution of electron optical phase map across the

n-n+ GaN junction during annealing: Fig. 7.2(a) illustrates the evolution of phase

maps upon annealing at 420◦ C. It can be observed that the phase contrast between

n and n+ GaN layers reduces with annealing time. To quantify these changes

induced by annealing, phase profiles from measured electron optical phase maps

averaged over a width of 400 nm are extracted. Figure 7.2(b) depicts examples of

the derived phase profiles (symbols) acquired after successive annealing at 420◦ C for

different times. Before annealing, in the as FIB-prepared state, the lateral change

of the phase across the n-n+ GaN junction has the shape of a broadened step

function with a height, i.e., phase step ∆ϕjunction of 0.37 rad (see Fig. 7.2(a)). Upon

annealing ∆ϕjunction becomes smaller, reducing to 0.26 rad after 120 s and finally

to 0.17 rad after 960 s annealing. Additional annealing does not result in a further

change of ∆ϕjunction anymore, suggesting that the healing process is terminated.

For a quantitative understanding of the decrease in ∆ϕjunction with annealing, a self-

consistent electrostatic simulation of the phase across the junction is carried out,

as described in Chap. 3 and in Ref.[190, 35] The calculated electrostatic potential

is used to derive the phase profiles across the n-n+ GaN junction for different

Epin. The green dashed line in Fig. 7.2(b) yields the phase profile calculated for

a TEM lamella without surface pinning (i.e., being unpinned). The ”unpinned”

phase step is smaller than any of the measured ones at any annealing stage. Hence,

the TEM lamella cannot be unpinned near its surfaces. The best-fitting simulation

results for the as-prepared and fully healed TEM lamellas are shown as solid lines

in Fig. 7.2(b). Note, the surface Fermi-level pinning-increased phase step across the

junction is due to the doping level dependent screening length of the near surface

electrostatic potential (induced by the pinning), as described in detail in Chap. 5

and in Ref.[190, 35]

The simulation yields the following Fermi-level pinnings: (i) In the as FIB-prepared

state, an averaged surface Fermi-level pinning of Epin=(0.57 ± 0.13) eV above the

valence band edge (EV) is found. This pinning level value is consistent with previous

experimental values and is compatible only with the (0/-) charge transfer level of

carbon substitutionals on nitrogen sites (CN)[190] which has been calculated to be

around 0.8 eV above EV.[210, 114, 214, 215, 216] All other intrinsic defects[104, 112]

and possible FIB-implanted impurities (e.g., Pt[209]), as well as carbon-related

complex defects[114, 217], do not exhibit appropriate acceptor-type charge transfer

levels in the vicinity of the measured Fermi-level pinning energy.

(ii) After termination of the thermal healing process (e.g., 960 s and longer anneal-

ing) the pinning level increases to EV+(2.14 ± 0.09) eV. This midgap pinning level

is attributed to the states present at the amorphous shell-crystalline core interface
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 unpinned  Epin = Ev + 0.81 eV

 exp.: t= 0 s
 exp.: t= 120 s
 exp.: t= 960 s

-0.4

-0.3

-0.2

-0.1

0.0

0.1
ph

as
e 

ch
na

ge
  (

ra
d)

-0.5

distance (nm)
50 1000-100 -50

∆
Φ

ju
n
ct
io
n

120 s at 420°C

960 s at 420°C

 Epin = Ev + 2.10 eV

Figure 7.2: (a) Electron optical phase maps of the n-n+ GaN junction measured
by electron holography in TEM. The top figure illustrates the phase distribu-
tion of an as FIB-prepared TEM lamella, whereas the middle and bottom figures
were acquired after annealing at 420◦ C for 120 s and 960 s, respectively. (b)
Corresponding line profiles revealing the change of the electron optical phase
across the n-n+ GaN junction upon annealing at 420◦ C (open symbols). The
junction interface is located at 0 nm spatial position. The lines represent simu-
lations of the phase profile for different pinning levels at the surface of the TEM
lamella. The lowest pinning level in the as FIB-prepared state is attributed to
FIB-implanted CN, whereas the higher one after annealing arises from the states
at the amorphous-crystalline interface near the surface of the TEM lamella.
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of the TEM lamella.[190, 35] Continued annealing does not result in any further

increase in Epin (see Chap. 6).

7.3 Data analysis

7.3.1 Time constant analysis

At this stage, the temporal evolution of ∆ϕjunction upon annealing is quantified

further: Fig 7.3(a) illustrates the decay of ∆ϕjunction versus annealing time t for

four lamellas, each subjected to a different annealing temperature T (colored sym-

bols). For all data sets, the phase step is between 0.37 and 0.45 rad in the as

FIB-prepared state. Annealing leads to an exponential decay of ∆ϕjunction, which

approaches asymptotically a saturation value, ranging between 0.15 and 0.18 rad.

The time required to reach the saturation value strongly decreases with tempera-

ture. The time dependence of ∆ϕjunction can be described in first approximation by

an exponential decay:

∆ϕjunction(t, T ) = ∆ϕ0 · exp

(
− t

τ(T )

)
+ ∆ϕ∞ (7.1)

where ∆ϕ∞ is the saturation value after complete healing, and ∆ϕ0+∆ϕ∞ is the

phase step at the junction in the as FIB-prepared state. τ(T ) is the temperature-

dependent time constant of the healing process. For each temperature, an expo-

nential fit of measured ∆ϕjunction(t) values is shown as solid line in Fig 7.3. For data

sets acquired at 420 °C and 450 °C enlarged insets are added for better visibility

of the decay. The physically most relevant parameter is the time constant τ(T ).

Table 7.1 provides the values of τ(T ) obtained for different annealing temperatures.

Notably, to account for the temperature ramping time, 40 s are added to the lower

error of the time constant.

T (°C) time constant τ (s)
360 5308+1483

−1443

390 912+197
−157

420 147+68
−28

450 18+44
−4

Table 7.1: Time constant (τ) obtained from the exponential fit to the electron
optical phase step across the n-n+ GaN junctions for different annealing temper-
atures.
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Chapter 7 Thermal dynamics of substitutional C site switching

In order to identify the time constants’ physical background, the decay of ∆ϕjunction

is related with the surface Fermi-level pinning. For this purpose, all phase profiles

are simulated, using the methodology described in Chap. 3. Figure 7.3(b) illustrates

the evolution of the derived pinning levels as a function of time and temperature.

The values reveal an exponential convergence from pinning levels of EV + (0.57 ±
0.13) eV towards EV + (2.14 ± 0.09) eV after extended annealing.

It is recalled that the lower pinning value is assigned to CN defects implanted

during FIB preparation, whereas the higher pinning level is assigned to the presence

of states at the interface between the amorphous outer shell and the crystalline

core, see Chap. 3 and Ref.[190] The latter cannot be healed thermally at the low

temperatures used and remains even after healing.

7.3.2 Derivation of activation barrier and diffusion length

CN defects pin the Fermi-level if their concentration is sufficiently above the doping

concentration. Lowering the CN concentration will gradually shift the pinning from

being CN dominated to being dominated by the states at the amorphous/crystalline

interface. Hence, the shift in pinning levels reflects the reduction of the concentra-

tion of CN. As a first approximation, this reduction in CN concentration can be

described as a thermal migration process. Once the CN concentration is sufficiently

below the doping concentration, carbon becomes electrically irrelevant. Therefore,

the time constant τ(T ) of the ∆ϕjunction decay reflects the time needed to reduce

the CN concentration sufficiently below the doping concentration. Since exactly

the same FIB preparation procedure is applied to prepare TEM lamellas, it can be

expected that a consistent C implantation depth and, concentration is present in

each lamella. Thus, the diffusion length L, required for electrically insignificant CN

concentration can be anticipated to be a constant and temperature independent

value given by

L =
√
D(T ) · τ(T ) = const. (7.2)

D(T ) is a temperature dependent diffusion coefficient[104] defined by

D(T ) = D0 · exp

(
− Eb

kBT

)
(7.3)

where D0 is the pre-exponential factor dependent on geometry and crystal structure.

Eb is the activation barrier energy and kB is the Boltzmann constant. Inserting
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Figure 7.3: (a) Time evolution of the phase step ∆ϕjunction across the n-n+ GaN
junction for different annealing temperatures. (b) Derived pinning levels of the
Fermi energy at the surface of the TEM lamellas versus annealing time. The
data reveals a shift of the average pinning from EV + (0.57± 0.13) eV, attributed
to carbon impurities on nitrogen sites (as FIB-prepared state), to EV + (2.14 ±
0.09) eV, attributed to the states at the amorphous outer shell-crystalline core
interface (healed state).
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Eq. (7.3) into Eq. (7.2) yields an Arrhenius equation:

ln

(
1

τ

)
= ln

(
D0

L2

)
−

(
Eb

kB

)
· 1

T
. (7.4)

Figure 7.4 depicts the logarithm of the inverse time constant 1/τ derived from the

exponential decay of ∆ϕjunction in Fig. 7.3(a) versus inverse temperature (1/T ). The

data exhibits a linear relation in accordance with Eq. (7.4). The slope of the linear

fit (blue line) yields an activation barrier energy Eb= 2.27±0.26 eV.

The intercept of the Arrhenius plot is found to be

ln(D0/L
2) = (32.9 ± 4.5) ln(1/s). (7.5)

According to Eq. (7.4) the intercept is related to the diffusion length L. The pre-

exponential factor D0 is given by g ·a2 ·ν, where a is the (in-plane) lattice constant,

ν the attempt frequency, and g the geometry factor.[104] The geometry factor de-

pends on the crystal structure and exact diffusion path(s) and can be approximated

to be in the order of one.[218] The attempt frequency is approximated by the fre-

quency, where the phonons of nitrogen atoms have the highest density of states,

i.e., ∼1.6×1013 s−1.[219] Using these values, a diffusion length after a time of 3τ (at

which full healing is achieved) of (0.28+2.40
−0.25)× a is obtained. This points to a single

atomic jump process being responsible for lifting the Fermi-level pinning induced

by CN.

Note that when a single atomic site switch instead of macroscopic diffusion process

takes place, Eq. (7.4) can also be derived from the corresponding rate equations:

The switching rate of carbon from substitutional to another site, dcs(t)
dt

, is propor-

tional to the substitutional carbon concentration cs(t), the attempt frequency ν, the

number of equivalent neighboring sites in the crystal lattice N , and the Boltzmann

factor:
dcs(t)

dt
= −cs(t) ·N · ν · e−Eb/(kBT ). (7.6)

This first order differential equation can be solved by using an exponential decay

as an ansatz:

cs(t) = cs(0) · e−t/τ (7.7)

yielding:

1/τ = N · ν · e−Eb/(kBT ) (7.8)

which is equivalent to Eq. (7.4 ) if N = g · a2/L2.
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Figure 7.4: Arrhenius plot of the measured ln(1/τ) values versus 1/T . The line
represents a linear fit according to Eq. (7.4). The slope yields an activation barrier
energy Eb=2.27±0.26 eV.

7.4 Discussion

To understand the measured activation barrier energy and small diffusion length,

the atomic mechanisms related to carbon point defects during annealing needs

to be addressed. Before annealing the surface of the as FIB-prepared lamella is

pinned at ∼EV+0.57 eV, which is attributed to the singly negatively charged C−
N

(see Chap. 3, 6, and Ref.[190] for details). During annealing this pinning level

vanishes, reducing the downward shift of the FIB-induced surface potential. One

possible explanation for this behaviour would be the diffusion of C−
N from the surface

towards the crystalline bulk and/or the amorphous outer shell, effectively reducing

the C−
N concentration below the doping concentration.

C−
N diffusion can be realized via nitrogen vacancies. The nitrogen vacancy has, how-

ever, a rather high migration barrier of ∼4 eV for the +1e charge state at the given

Fermi-level position.[104, 105] Thus, vacancy mediated migration of substitutional

C can be ruled out.

Alternatively, diffusion can take place through carbon interstitials, which can be

created by atomic kick-out or a switching process. The activation barrier energy for

this diffusion process has been calculated to be strongly affected by the charge state

of Ci.[105] In particular ,Ci
+ and neutral Ci exhibit higher activation barrier energies

of 2.4 eV and 3.0 eV, respectively. Hence, as the surface Fermi-level increases, the

diffusion of Ci becomes less likely. In addition, the Coulomb interaction between
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Chapter 7 Thermal dynamics of substitutional C site switching

the negatively charged CN
− and the positively charged Ci

2+ further reduces the

diffusion probability.

However, interstitial diffusion is actually not needed for lifting the Fermi-level pin-

ning near the valence band edge, since with a substitutional to interstitial site

switch of C, the presence of (0/-) charge transfer levels in the lower part of the

bandgap vanish (Ci have no such charge transfer levels): Upon site switch from the

substitutional onto an interstitial site the charge of carbon changes from negative to

positive[105] and thereby carbon becomes electrically inactive already (for n-type

GaN and in presence of a further midgap pinning, e.g., at the amorphous-crystalline

interface). In addition once switched, the positively charged Ci experiences a re-

pulsive Coulomb interaction with the newly formed positively charged N vacancy,

effectively blocking a back jump. Hence, a single site switch is sufficient.

This is in-line with the measurements: First, classical carbon outdiffusion would

require a diffusion length well above 10 nm since the C implantation profile at the

given energy is expected to have a width of ∼15 nm.[190] Therefore, the experimen-

tally obtained diffusion length in the order of one atomic jump distance contradicts

to the diffusion process. Instead the short diffusion length is rather consistent with

a C site switching process. Therefore, the experimentally obtained activation bar-

rier energy of 2.27±0.26 eV is attributed to the energy barrier of the carbon site

switching process.

A transformation of CN into C-related defect complexes would also reduce the pin-

ning, due to the absence of suitable acceptor-like states in the lower part of the

bandgap for C-defect complexes.[214, 215, 115] This transformation can be antici-

pated to require, however, complex atomic reactions with several correlated jump

processes, which lead to larger migration barrier energy. Hence, it is rather unlikely

that such complex processes can occur at given low annealing temperatures.

On the basis of the above results, one can estimate the thermal stability of C-doped

semi-insulating GaN layers in, e.g., HEMTs, since the C site switch would remove

the deep level in the lower part of the bandgap responsible for achieving insulat-

ing properties. It can be anticipated that continuous operation at a maximum

temperature of approximately 220◦ C can be sustained over a 20-year period.

7.5 Summary

In this chapter, the temporal evolution of FIB-implanted C point defects in GaN

upon annealing is quantified by probing the Fermi-level changes using off-axis elec-
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7.5 Summary

tron holography. It has been reveled that the switching of C from substitutional

to interstitial sites is the atomic process responsible for lifting the Fermi-level pin-

ning in the lower part of the bandgap and hence for removing the semi-insulating

properties of C-doped GaN insulating layers. This process has an activation barrier

energy of 2.27±0.26 eV.
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Chapter 8

A demonstration on quantification

of phase map: Case of

(Al,In)N/GaN interface

8.1 Overview

In this chapter, the GaN/(Al,In)N/GaN heterostructure is selected as the exem-

plary material system to illustrate the quantification of electrostatic potential as

well as polarization changes from measured phase map. The content is structured

as follows: First, a comprehensive characterization on lamella properties is per-

formed, including phase change maps, lamella crystalline thickness, strain, and

chemical composition. Second, a self-consistent electrostatic potential calculation

is conducted, with the inputs derived from these measured parameters. Finally, the

calculated result is compared with the experimental phase change profile.

8.2 Results

8.2.1 Electron holography

Off-axis electron holography is carried out to extract the phase map across a

GaN/(Al,In)N/GaN heterostructure #2 (from bulk sample A3162, for details see

Chap. 2). The corresponding phase map is displayed in Fig. 8.1. The [0001] growth

direction points from left to right. The green dotted lines indicate the positions

of the interfaces between the GaN and (Al,In)N layers. For the sake of clarity,

the interface closer to the substrate is referred to as the lower interface, while the
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Chapter 8 Quantification of (Al,In)N/GaN interface phase map

reversed interface is labelled as the upper interface. The extracted phase profile

(yellow solid line) is overlaid on the phase map. Note that the central (Al,In)N

layer exhibits a darker contrast, while the adjacent GaN layers display brighter

contrast. This different contrast is primarily attributed to the difference in mean

inner potentials VMIP of these two layers.
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Figure 8.1: Phase map acquired across the (Al,In)N/GaN heterostructure. The
phase change profile (yellow line) averaged over a width of 750 nm is overlaid.
Two types of interfaces are marked with green dotted lines: The interface closer
to the substrate is denoted as the lower interface, while the opposite interface is
the upper interface. Peaks in phase only occur near the interfaces.

Both lower and upper interfaces turn out to give rise to different phase changes.

The lower interface exhibits a thin bright line, manifesting as a peak in the phase

profile on the GaN side of the interface. In contrast, a negative peak appears on

the (Al,In)N side near the upper interface. Within the (Al,In)N layer, the phase

change is otherwise constant along the growth direction.

8.2.2 High resolution STEM

Strain

The local lattice constants of (Al,In)N and GaN layers are determined utilizing

the peak pairing analysis (PPA) method in atomic-resolved HAADF images. In

the course of HAADF measurements, lamella is oriented carefully such that the

electron beam is parallel to the [1010] zone axis.
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8.2 Results

Fig. 8.2(a) and (b) depict exemplary atomic-resolved HAADF images acquired from

the GaN and (Al,In)N layers, respectively. The growth direction [0001] points from

top to bottom. In the top right corner of Fig. 8.2(a), a schematic ball-stick atomic

model of GaN is overlaid. The big green and small grey spheres correspond to the

gallium and nitrogen atoms, respectively. In Fig. 8.2(a), all atomic columns exhibit

the same contrast in line with a pure binary alloy: Peaks correspond to gallium

atom columns. The nitrogen atom column is invisible due to its lower atomic num-

ber Z compared to gallium. In contrast, Fig. 8.2(b) depicts the HAADF image

acquired within the (Al,In)N layer, where the contrast of atomic columns fluctu-

ates: Peaks with brighter contrast represent atomic columns with higher indium

fractions, while peaks with a darker contrast correspond to atomic columns with

higher aluminum fractions, as denoted with white dotted circles. The Gaussian

center of each atomic column is determined with the help of the peak pairing anal-

ysis function embedded in the Atomap script.[73] The lattice constants c and a

are measured as the separation between two neighboring intensity peaks along the

[0001] and [1210] direction, respectively, as indicated with green dotted lines in

Fig. 8.2(a). The lattice constants measured on the GaN substrate are utilized as

the unstrained reference to calibrate potential distortion or scaling effect from the

microscope.
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[0001]

(a)GaN (b)(Al,In)N

atomic column
with more In

a/2

c/2
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atomic column
with more Al

Figure 8.2: Atomic resolution HAADF images acquired on (a) the GaN layer and
(b) the (Al,In)N layer. In (a), all atomic columns exhibit the same contrast:
Peaks with bright contrast correspond to atomic columns of Ga and N is invis-
ible. A GaN atomic model is overlaid on the top right. The green spheres rep-
resent gallium atoms while the grey ones are nitrogen atoms. In (b), the atomic
columns exhibit contrast fluctuation. The brighter and darker peaks represent
atomic columns with more In and Al, respectively. The separations between two
neighboring intensity peaks correspond to the half of the lattice constant c and
a, respectively.
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Chapter 8 Quantification of (Al,In)N/GaN interface phase map

Fig. 8.3 illustrates the measured lattice constants c and a in the vicinity of interfaces

between (Al,In)N and GaN layer. Each data point has been derived by averaging

results from at least 3 HAADF images acquired at the same region. The error bars

correspond to one standard deviation. For each layer, the corresponding unstrained

lattice constants a and c are indicated as horizontal black and red lines, respectively.

The unstrained lattice constants of the ternary (Al,In)N layer are interpolated from

its binary constituents’ values, utilizing Vegard’s law.[220] Within the GaN layer,

both lattice constants a (black data point) and c (red data point) are found to be in

close proximity to the unstrained values, within the precision of measurement. In

the case of the ternary (Al,In)N layer, the lattice constant a is found to be nearly

identical to the value of the adjacent GaN layer, while the lattice constant c is

slightly smaller than that of the GaN layer.
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Figure 8.3: Lattice constants measured near the (Al,In)N and GaN interfaces,
derived from the atomic column separations measured in HAADF images. The
solid lines are the indications of unstrained lattice constants. The GaN layers
are effectively unstrained while the (Al,In)N layer is biaxially strained.

To derive the corresponding strain values from measured lattice constants, one

needs to compare them with unstrained lattice constants. Notably, the GaN layers

are effectively unstrained with averaged strain components of εxx=0.04±0.27% and

εzz=-0.06±0.17% along [1210] and [0001] direction, respectively. In contrast, the

lattice of (Al,In)N layer is primarily elongated in [0001] i.e., c direction. Strain val-

ues of εxx=-0.22±0.5% and εzz=0.61±0.38% are unraveled along a and c direction,

respectively. Therefore, the ternary (Al,In)N layer undergoes a biaxial strain. Note

that for the investigated wurtzite structure εxx=εyy.

The PPA method offers a precise determination of strain but is limited to localized

regions. To examine strain across the heterostructures on a larger scale, geometric

phase analysis (GPA) is carried out on HAADF images acquired with a larger FOV
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of 46 nm×46 nm, as shown in Fig. 8.4(a). The GaN layer closer to the substrate

is chosen as the unstrained reference. Note that the lattice fringes are still clearly

visible at this magnification.
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Figure 8.4: (a) HAADF image of GaN/(Al,In)N/GaN heterostructure acquired
at a low magnification. Strain maps of (b) εzz and (c) εxx are derived by GPA
method on (a). The red and black dotted lines mark the extraction regions for
line profiles plotted in (d), respectively. These line profiles are averaged over a
45 nm width.

Figure 8.4(b) and (c) illustrate mappings of strain εzz along [0001] direction and

εxx along [1210] direction, as derived from GPA method, respectively. The con-

trast scale is adjusted such that the compressively strained region appears in a

green-bluish color, and conversely, the tensile-strained region is represented with a

reddish color. The dotted colored lines indicate the position of line profiles plotted

in Fig. 8.4(d). From the εzz map (Fig. 8.4 (b)), one can observe that the GaN and

(Al,In)N layers appear to exhibit distinct contrast. This observation is well reflected

in Fig. 8.4(d): Within the (Al,In)N layer, an average εzz= 0.8% (red line) relative to

the adjacent GaN layer is revealed. On the other hand, the lattice-matched condi-

tion between the ternary (Al,In)N and GaN layers can be corroborated from the εxx
map. The corresponding εxx line profile (black line in Fig. 8.4(d)) remains constant

at ∼0% throughout the heterostructure. These findings are highly consistent with

the results analyzed with PPA method.

Chemical composition mapping

The EDX measurement is carried out within a STEM. Each pixel in the HAADF

image contains a corresponding EDX spectrum. The averaged EDX spectrum ac-

quired from the GaN and (Al,In)N layers are depicted in Fig.8.5(a) and (b), re-
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Chapter 8 Quantification of (Al,In)N/GaN interface phase map

spectively. The X-ray intensity of corresponding constituent elements can be clearly

distinguished. The Cu-K line originates from X-rays emitted from the TEM copper

grid.

The quantitative analysis of EDX spectra has been discussed in Chap. 2. Here,

I briefly recall some essential parameters involved in the quantification process

utilizing the spectrum acquired from (Al,In)N as an example. These parameters

are listed in Tab. 8.1. The X-ray intensity of Al-K line and In-L line is obtained by

integrating the full-width Gaussian peak. The K factor and absorption correction

factors are calibrated with a reference sample. The resulting quantitative atomic

fractions are close to the nominal composition of the ternary (Al,In)N layer, as

measured from X-ray diffraction.
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Figure 8.5: Averaged EDX spectrum acquired from the GaN layer (a) and
(Al,In)N layer (b).

Element Intensity (counts) K factor Abs. correction Wt. fract. Atomic fract.
Al-K 8406 1.00 1.26 0.539 0.815
In-L 5163 1.52 1.16 0.461 0.185

Table 8.1: Quantitative chemical information of the (Al,In)N layer extracted from
EDX measurement.

Next, I turn to the quantitative chemical composition mapping across the GaN/

(Al,In)N/GaN heterostructure as depicted in Fig. 8.6. Figure 8.6(a) displays the

HAADF image of the heterostructure, including a (Al,In)N layer with darker con-

trast and surrounding brighter GaN layers. The growth direction [0001] points from

top to bottom. Quantitative elemental maps of aluminum, gallium, and indium are

shown in Fig. 8.6(b), (c) and (d), respectively. The x-ray intensity counts of Al,

Ga, and In are calculated based on the 1.49 keV (K-line), 9.25 keV (K-line), and
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3.29 keV (L-line) peaks, respectively. The white dotted rectangle represents the

position where profiles in Fig. 8.6(e) are extracted. In Fig. 8.6(e), a comparison of

profiles obtained from the Al map (red line) and In map (blue line) is presented. At

both upper and lower interfaces, a transition region of about 4 nm is found. Within

the (Al,In)N layer, a composition gradient is revealed. In particular, the indium

concentration rises gradually from 16% at lower interface to the nominal concen-

tration of 19% at the upper interface. Accordingly, the aluminum concentration

decreases from 84% to 81%.
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Figure 8.6: (a) HAADF image representing the region for EDX investigation. (b),
(c), and (d) are the software-generated element maps of aluminum, gallium, and
indium, respectively. The white dot rectangle represents the positions of profiles
shown in (e) where a composition gradient is unraveled inside the (Al,In)N layer.

Crystalline thickness determination

The crystalline thickness of lamella is determined using the CBED technique.

Fig. 8.7 depicts the CBED disks (0000) and (0006) of the GaN layer, obtained

under the two-beam condition. In the (0006) disk, the brightest fringe (highlighted

by the red dotted line) is at the exact Bragg condition without excitation error

(i.e., s=0). The spacing between fringes corresponds to the scattering angles θ of

transmitted electrons (for details see Chap. 2).
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Figure 8.7: (0000) and (0006) disks acquired under the two-beam condition for
crystalline thickness determination.
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Figure 8.8: A plot of
s2i
n2 against 1

n2 . The red dotted line represents the best
linear fitting. The thickness is 187.8 nm, as derived from the intercept. The
corresponding extinction distance is calculated as 109.2 nm.

The crystalline thickness is derived using the analysis method discussed in Chap. 2.

Fig. 8.8 displays a plot of
s2i
n2 versus 1

n2 . Spacings between central bright and 3 dark

fringes in (0006) disk are chosen, the best linear fitting (red dotted line) is realized

by assigning the fitting parameter n=2. The intercept of the fit on the y axis is

2.83×10−5 which corresponds to a crystalline thickness of 187.8 nm. The slope of

the line is -8.38×10−5 which implies a extinction distance εg of 109.2 nm. It should

be noted that CBED measures the crystalline thickness only, and by utilizing SEM,

the overall thickness of the same lamella is measured as 210 nm, which indicates

that an amorphous layer of 11 nm is formed on the surface of lamella. A repetition

of this measurement at different regions of the lamella unravels an uncertainty of

the crystalline thickness of 6 nm. Such a small fluctuation in the thickness suggests

that the lamella is rather flat.
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8.3 Self-consistent electrostatic potential calculation

8.3 Self-consistent electrostatic potential

calculation

8.3.1 Relevant fixed parameters

The following parameters are used as fixed values in the self consistent electrostatic

potential calculations.

(i) The Fermi-level of the lamella surface is pinned by the FIB-induced carbon

substitutional on nitrogen sites CN, as discussed in Chap. 6 and in Ref.[190]. The

pinning level serves as calibration for further self-consistent electrostatic potential

calculations and needs to be determined first. For the investigated lamella, a surface

pinning of 0.69±0.20 eV above the valence band edge is determined using a doping

structure in GaN in the same lamella.

The question is if this surface Fermi-level pinning energy can be applied to the

adjacent (Al,In)N layers too. Indeed, calculations of CN in the binary III-nitride

compounds (i.e., GaN, InN, and AlN) reveal that the (0/-) charge transfer level

aligns in all compounds with 0.2 eV relative to the vacuum energy.[108] Hence, it

is reasonable to assume that in the same lamella, the surface of ternary (Al,In)N

layer is also pinned at 0.69±0.20 eV above EV.

(ii) The bandgap energy Eg of effectively unstrained GaN layer is taken as 3.40 eV,

as suggested from literature.[221] To determine the Eg of the biaxially strained

(Al,In)N layer, the unstrained Eg must be determined first. This unstrained value

is obtained through interpolation from the values of the constituent binary com-

pounds, i.e., InN and AlN, with values of 0.60 and 6.21 eV, respectively.[222, 223]

The bowing effect is considered following the methodology introduced by Pela et

al.[150] The influence of the strain on Eg is computed using the Eq. (3.45) and

(3.46) discussed in Chap. 3.[146]

The theoretical deformation potentials along with the derived strained bandgap

energy are listed in Tab. 8.2. Again, the composition of (Al,In)N layer is considered

to be the nominal one. The strained bandgap of GaN and (Al,In)N is found to be

∼3.39 eV and ∼4.48 eV, respectively.

layer acz −D1 act −D2 D3 D4 Eunstrained
g (eV) Estrained

g (eV)

GaN -6.07 -8.88 5.38 -2.69 3.40 3.39±0.06
Al0.81In0.19N -4.22 -10.87 7.94 -3.35 4.50 4.48±0.13

Table 8.2: Bandgap energy for strained GaN and (Al,In)N layers.
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(iii) The electron affinity χ of the GaN and the nominal Al0.81In0.19N layer under

unstrained condition are 4.1 and 3.5 eV, respectively (see details in Chap. 3). The

strain-induced change in χ can be considered as the shift in conduction band edge.

Here, it is assumed that the change in Eg for the (Al,In)N (GaN) layer is distributed

with a ratio of 1:6 (1:3) on the valence and conduction band edge, respectively.

Thereby, the χ for (Al,In)N and GaN layers, taking actual measured strain into

consideration, are 3.48±0.11 and 4.1±0.05 eV, respectively.

8.3.2 Effect of mean inner potential

The self-consistent electrostatic potential calculations across GaN/(Al,In)N/GaN

heterostructure are first performed under the assumption of a homogeneous (Al,In)N

with a nominal composition of c(In)=19%. The sign convention is such that a neg-

ative polarization difference leads to a positive sheet charge, thus forming a local

minimum at the electrostatic potential (hence a maximum in phase change). The

donor concentration in (Al,In)N layers is assumed to be identical to the value of

adjacent GaN layer (i.e., 8×1017 cm−3).

It can be anticipated that the difference in VMIP of the GaN and the (Al,In)N layers

is the primary contribution to the measured phase change profile. The expected

mean inner potential VMIP for the GaN and (Al,In)N layers are calculated follow-

ing Eq. (3.47) and (3.48) in Chap. 3: The unstrained values of nitride binaries are

adopted from literature.[176] The VMIP is assumed to be inversely proportional to

the volume of the unit cell. Thereby, the resulting VMIP of the GaN and (Al,In)N

layer, taking measured strain into consideration, are calculated as 16.89±0.12 and

16.42±0.23 V, respectively, i.e., a difference of 0.47 V.

Figure 8.9 depicts the comparison between measured phase change profile (black line

and symbols) and profiles calculated using theoretically expected VMIP difference

between the GaN and (Al,In)N layers, without (with) considering strain effect,

of values of 0.44 V (0.47 V), as displayed with blue (green) line. Notably, both

simulated profiles exhibit large discrepancy to the measurement. The strain effect

reflects as an increment of only 0.04 rad.

The inconsistency of the VMIP may be related to the uncertainty in the actual

modelling of the electron density applied in the literature,[176] i.e., whether using

the local density approximation (LDA) or the generalized gradient approximation

(GGA). Different models can indeed yield different lattice constants, hence leading

to different VMIP. For instance in Ref. [176], the authors calculated the VMIP for CdO

using both LDA and GGA models. The former yields a value of 17.26 V, while the
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latter results in 15.73 V, which is more than 1.5 V less. As for the (Al,In)N/GaN

heterostructure investigated in this chapter, the phase change profile derived with

the best-fit value in ∆VMIP=0.84 V is shown with red line.

It is important to note that, by using only VMIP as the fitting parameter, the

features (e.g., peaks in phase) occurring near the heterostructure interfaces cannot

be reproduced.
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Figure 8.9: Comparison between the experimental and calculated phase change
profiles across the (Al,In)N/GaN heterostructure. Theoretical mean inner po-
tential values are used, with the blue line neglecting the strain effect, and the
green line considering the strain effect. The profile derived with the best-fit
∆VMIP=0.84 V (red line) is attached for comparison.

8.3.3 Effect of electron affinity and polarization

To reproduce the phase peaks near the interface of heterostructure, one needs to

take the influence of the electron affinity χ and polarization difference into consid-

eration. Figure 8.10 illustrates the comparison of the measured profile (black line

and symbols) with simulated results (colored lines). The calculated phase profiles

are smoothed using a moving average with a width of 4 nm to account for the broad-

ening effect due to a high tilt angle during the experiment. All the calculations are

carried out with the theoretical electron affinity values: 3.48 eV and 4.1 eV for the

(Al,In)N and GaN layers, respectively (see Sec.8.3.1).
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Figure 8.10: Comparison between the experimental and calculated phase change
profiles across the (Al,In)N/GaN heterostructure. All the calculations are carried
out with the theoretical electron affinity values. The blue line is derived using
theoretical VMIP difference and neglecting polarization. The red and green lines
are calculated with a VMIP difference 0.84 V, and using difference polarization
difference values.

(i) The blue line is derived using the theoretical VMIP difference between the GaN

and (Al,In)N layers, accounting for the strain effect (i.e., 0.47 V) but not consid-

ering the polarization difference. Notably, the calculated phase change within the

(Al,In)N layer is merely half of the measured value and cannot be resolved by

adding the electron affinity. Indeed, after considering the electron affinity, minor

peaks appear near the interfaces, specifically positive peaks in the GaN layer and

negative peaks in the (Al,In)N layer. However, these peaks are relatively symmetric

and do not agree with the measured phase profile.

(ii) The red and green lines are calculated with the best-fit VMIP difference of 0.84 V

between the GaN and (Al,In)N layers, and with different polarization changes at the

interface as a fitting parameter. With a ∆P=-2.2 mC/m2 (red line), the measured

phase peaks occurring near interfaces are reproduced best, notably the positive

peak in the GaN side of the lower interface and the negative peak in the (Al,In)N

side of the upper interface.

Next, I compare the measured ∆P with the theoretical value. For the investigated

(Al,In)N and GaN heterostructure, the theoretical polarization difference can be

derived on the basis of Eq. (3.43) in Chap. 3, using measured strain values. The

polarization constants of the ternary (Al,In)N layers are obtained by interpolating
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using Vegard’s law[140] and assuming a nominal composition of the Al0.81In0.19N

layer. The parameters and derived total polarization are listed in the Tab. 8.3.

P
(H,ref)

eff (C/m2) e31 (C/m2) e33 (C/m2) P tot (C/m2)

GaN 1.312 -0.551 1.020 1.310±0.012
(Al,In)N 1.290 -0.662 1.506 1.308±0.026

Table 8.3: Polarization constants[140] along with theoretical total polarization for
GaN and (Al,In)N layers. The constants used for the ternary (Al,In)N layer are
interpolated from values of its binary constituents by Vegard’s law. The strain
applied derives from the HAADF measurement.

These yield a theoretical polarization change at the interface between (Al,In)N and

GaN layers, calculated with the measured strain, of ∼-2±29 mC/m2. Note the

error bar is rather large due to the uncertainty of the lattice constant measure-

ments. The value is nevertheless in excellent agreement with the measured value

of -2.2±0.7 mC/m2.

8.3.4 Influence of the In composition gradient in (Al,In)N

on phase map

The measured phase profile across the GaN/(Al,In)N/GaN heterostructure cannot

be fully reproduced through simulation when considering a homogeneous compo-

sition for the (Al,In)N layer. In specific, with ∆P=-2.2 mC/m2, the peaks at in-

terfaces appear. However, the polarization difference results within the (Al,In)N

layer in a steep almost linear phase slope in the (Al,In)N layer, but the experimen-

tally found flat phase profile within (Al,In)N cannot be obtained. Therefore, an

(Al,In)N layer with a homogeneous composition cannot account for the measured

phase profile. In this section, it will be demonstrated how this apparent discrepancy

can be resolved by taking the In composition gradient into account, which has been

detected in the EDX measurement (see Fig. 8.6).

In the self-consistent electrostatic potential calculation, the composition gradient is

modelled by replacing the single (Al,In)N layer with six sublayers, each exhibiting

a progressively increased indium concentration ranging from 16% to 19%. A sketch

of modelled heterostructure with composition gradient in the (Al,In)N layer is de-

picted in Fig. 8.11(a): From the left-most sublayer (number 1) to the right-most

sublayer (number 6), the indium composition increases from 16% to 19% with an

increment of 0.6% in each sublayer. These compositional changes, in turn, are ef-

fectively reflected by gradients of VMIP and electron affinity χ. In specific, from the
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sublayer (Al,In)N 1 to (Al,In)N 6, VMIP increases from 15.9 to 16.05 V in steps of

0.03 V. Since the (Al,In)N layer is revealed to be uniformly strained (as indicated

by the GPA results), the total polarization at each sublayer is assumed to be iden-

tical to the value found in calculations assuming a homogeneous composition. The

electron affinity values are taken from theoretical calculations and changes accord-

ingly to the indium concentration, assuming a 1:6 valence-to-conduction bandgap

change distribution ratio.

Figure 8.11(b) illustrates the resulting phase change profile (red solid line), which

agrees well with the experimental data (black symbols and line). For comparison,

the phase profile calculated assuming a homogeneous (Al,In)N layer is attached

(red dashed line). Notably, the steep phase slope in the profile derived using a

homogeneous composition (Al,In)N layer (red dashed line) disappears and a flat

phase change within the (Al,In)N layer is found. This is due to the fact that 3%

decrease in In content leads to a increase in the mean inner potential of 0.15 V,

which in turn corresponds to a substantial increment of phase change of 0.18 rad

at the given lamella crystalline thickness.

The mean inner potential and polarization difference applied to yield the best-fit

phase change profile are summarized in Tab. 8.4. For comparison, parameters calcu-

lated on the basis of literature values and measured strain are listed in brackets.

Layer In (%) VMIP (V) P (C/m2)
GaN / 16.89 (16.89±0.12) 1.310 (1.310±0.012)
(Al,In)N
sublayer 1

16.0% 15.9 (16.27±0.23) 1.308 (1.308±0.026)

(Al,In)N
sublayer 2

16.6% 15.93 (16.3±0.23) 1.308 (1.308±0.026)

(Al,In)N
sublayer 3

17.2% 15.96 (16.33±0.23) 1.308 (1.308±0.026)

(Al,In)N
sublayer 4

17.8% 15.99 (16.36±0.23) 1.308 (1.308±0.026)

(Al,In)N
sublayer 5

18.4% 16.02 (16.39±0.23) 1.308 (1.308±0.026)

(Al,In)N
sublayer 6

19.0% 16.05 (16.42±0.23) 1.308 (1.308±0.026)

Table 8.4: Parameters used for the self-consistent calculation with the best agree-
ment to the experimental data. The theoretical values in the brackets are derived
with measured strain. The detailed derivation of these parameters can be found
in Chap. 3.
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Figure 8.11: (a) Modelled lamella structure for electrostatic potential calculation.
Six sublayers of (Al,In)N with gradual increasing indium composition from 16%
(sublayer 1) to 19% (sublayer 6) are configured to account for the composition
gradient effect. (b) Comparison between measured phase profile (black symbol
and line) and profiles calculated assuming a composition gradient in (Al,In)N (red
solid line). For comparison, the profile derived using a homogeneous composition
in also included (red dashed line).

In summary, if a composition gradient is considered in the self-consistent electro-

static potential calculation, the measured phase profile across the GaN/(Al,In)N/GaN

heterostructure can be well reproduced. The gradient in VMIP resulting from the

composition gradient is the dominating contributing to the flat phase profile within

the (Al,In)N layer. In addition, a polarization difference of -2.2±0.7 mC/m2 be-

tween (Al,In)N and GaN layer is revealed, which is in line with theory.
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8.4 Discussion: Origin of the composition

gradient

Composition pulling effect

At this stage, the origin of the observed composition gradient within the (Al,In)N

layer needs to be elucidated. A similar phenomenon, commonly referred to as the

”composition pulling effect”, is frequently observed in the field of ternary III-nitride

epitaxial layer growth.[224, 225, 226, 227, 168, 228, 229] It is especially prevalent

when utilizing MOVPE or MOCVD growth techniques and is considered to arise

due to the strain developed or relaxation within the ternary layer.

(i) Hiramatsu et al. studied the composition pulling effect during the initial stages

of MOVPE growth of (In,Ga)N on GaN.[224] The results indicate that the lattice

mismatch between the (In,Ga)N and the underlying GaN layer is at the origin of

a composition gradient. During the initial growth stage, the larger indium atoms

are incorporated less than intended into the compressively-strained (In,Ga)N layer

to reduce the deformation energy. With increasing in thickness of the (In,Ga)N

layer, this reduced In incorporation becomes less pronounced, primarily due to the

reduction of lattice strain, mediated by the creation of crystalline defects.

(ii) In analogy, this consideration also applies to compressively-strained (Al,Ga)N

layers grown on AlN.[225, 226, 227] In the (Al,Ga)N/AlN distributed Bragg re-

flector heterostructure, an Al composition gradient within the (Al,Ga)N layer was

observed.[225] This gradient arises from the reduced incorporation of Ga atoms

due to the compressive strain during the initial stage of the growth. He et al.

reported a similar composition gradient in the (Al,Ga)N layer grown on AlN.[227]

The authors suggest that the formation of the observed composition gradient is

due to the partial relief of compressive stress arising from the generation of misfit

dislocations.

(iii) For the (Al,In)N grown on GaN, similar composition gradient occurs too, but

depending on the composition, the (Al,In)N layer can be both tensile and compres-

sive strained.

Jiao et al. investigated the tensively strained Al0.87In0.13N grown on GaN and re-

vealed a clear relationship between strain and compositional grading of indium:[230]

The incorporation energy of indium decreases, increasing indium incorporation with

tensile strain.
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Following the same line of argument, in the case of compressively strained (Al,In)N

(i.e., with an In content greater than 17%–19%), it can be rather anticipated

that the compressive strain prevents the incorporation of indium into the ternary

(Al,In)N layer.[228, 229]

In the here studied (Al,In)N layer, no in-plane lattice strain is detected. Only

in growth direction, a tensile lattice strain of 0.61±0.38% was found (see Fig. 8.3).

Hence, if the out-of-plane tensile strain affects the composition, the In incorporation

should be increased during the initial growth stages. This is in contradiction to the

experimental observation (see Fig. 8.6). Therefore, the composition pulling effect

can be ruled out to be the dominant origin of the observed In composition gradient

here.

Growth interruption model

Another possible explanation for the composition gradient in the ternary (Al,In)N

layer can be linked to the fact that the (0001) growth surface of group III-nitrides

is typically covered with a group III adlayer, such as Ga (1×1) on GaN (0001)

surfaces.[231, 232] An analogous adlayer is anticipated to occur for ternary III-

nitride. However, its’ composition does not necessarily need to follow that of the

intended ternary composition. It rather depends on the vapor pressures and incor-

poration efficiencies of constituent elements. During the transition from GaN to

(Al,In)N growth, the adlayer needs to be exchanged from Ga to Al/In. This ex-

change process is not trivial, since it would lead to a gradual change of composition

over extended layer thickness.

In order to circumvent this effect, a growth interruption is used at the interface

between (Al,In)N and GaN.[233] Thereby, the group III adlayer is consumed up

by nitrogen atom. The resulting surface exhibits a 1×1 stoichiometric top layer.

During this growth interruption, the growth temperature can also be adjusted to

that needed for the growth of new material. Hence, the growth of (Al,In)N on GaN

starts with a GaN (0001) surface free of adlayers, known as dry surface.[234] For the

(Al,In)N growth, the adlayer has to be reformed, starting with the Al/In composi-

tion ratio defined by their corresponding fluxes. Since the N flux is always present,

the Al and In atoms deposited will be incorporated rather directly. Nonetheless,

nitrogen atom bonds preferentially with Al since the binding energy between Al

and N is higher than that between In and N. [235, 236] Therefore, the adlayer

will be built up preferentially from In atoms which are not directly incorporated

upon progressing growth. Eventually, this effect gives rise to a steady-state adlayer

predominately occupied by In atoms.
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Chapter 8 Quantification of (Al,In)N/GaN interface phase map

The question is how much In is ultimately incorporated into the adlayer for reaching

a steady-state growth, and thus how many monolayers (ML) of (Al,In)N need

to be grown until the steady state is reached. Experimentally, one can estimate

the amount of In missing in the (Al,In)N adlayer as compared to the intended

composition to be 0.73+0.26
−0.16 ML. This value suggests that the group III adlayer

exhibits an Al:In ratio of roughly 1:3 if a single adlayer is present during the steady-

state growth. Hence, the need to rebuild a group III adlayer for steady state growth

after growth interruption is at the origin of the observed composition gradient.

During growth of the In-deficient (Al,In)N layer, strain develops unavoidably. This

is the reason why the growth does not start with pure AlN on GaN but rather with

an (Al,In)N layer which exhibits a composition with around 15%-16% In resulting

to a much lower lattice mismatch.

8.5 Summary

In this chapter, the findings from previous chapters are applied to interpret the

phase change profile measured across the (Al,In)N/GaN heterostructure. A com-

position gradient along the growth direction is revealed within the (Al,In)N layer

using EDX. This effect cannot be attributed to the composition pulling effect, as

suggested thus far for similar composition gradients in ternary group III-nitrides.

It is shown that the composition gradient is rather due to the rebuild of a group

III adlayer after growth interruption, this adlayer is estimated to exhibit an Al:In

ratio of 1:3.

On the basis of observed composition gradient in the (Al,In)N layer, a self-consistent

electrostatic potential calculation is carried out, using polarization change as a

fitting parameter. Through the quantitative comparison between the measurements

and the calculated results, a polarization change of -2.2±0.7 mC/m2 at the (Al,In)N

and GaN interface is unraveled, demonstrating an excellent agreement with the

theoretical value. The difference in measured mean inner potential between the

GaN and (Al,In)N layers is found, however, larger than the theoretical predictions.

This discrepancy is suggested to be related to the uncertainty in the actual modeling

of the electron density applied in the calculation, hence pointing to the need to re-

assess the modelling of mean inner potential of group III-nitrides binary as well as

their alloys.
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Chapter 9

Conclusion

TEM lamellas prepared by FIB exhibit surface shell layers with different degrees

of damage covering the pristine crystalline core, i.e., a defect-rich crystalline in-

ner shell and an amorphous outer shell. The high concentration of point defects

notably in the inner shell gives rise to surface Fermi-level pinning, which hampers

the quantitative interpretation of the phase map extracted from electron hologra-

phy measurements. Most of the previous studies handled FIB-induced damage as

an electrically inactive layer, neglecting fully the resulting surface potential. This

simplified model can indeed provide a qualitative interpretation of data measured

on, for example, p-n junction. However, such a model falls short in explaining the

phase map measured across doping modulation semiconductor structures, e.g., n+-

n doping step. Hence, a precise atomic scale description of the surface damages is

needed.

In this thesis, off-axis electron holography is utilized to characterize and identify

the types of FIB-induced point defects as well as their dynamics and point defect

reactions during annealing, using group III-nitride semiconductors as model system.

This leads to a comprehensive understanding of different types of FIB-induced shells

and dead layers and their influence on the electrostatic potentials. The physical

insight gained is used to demonstrate a truly quantitative potential mapping of

group III-nitride hetero-interface.

First, by employing the surface Fermi-level pinning model, Chap. 5 unravels the

physical origin behind the longstanding question concerning the discrepancy be-

tween theoretical predictions and electron holographic results in electrostatic po-

tential mapping: The phase contrast at n-n+ GaN doping steps is shown to exhibit

a giant enhancement as compared to expectations, with an almost negligible thick-

ness dependence. The origin of the giant enhancement of the phase contrast is

found to arise from the doping dependent screening length of the FIB-induced sur-

face Fermi-level pinning occurring in the defect-rich crystalline inner shell (below
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the outer amorphous shell). Since the lamellas were prepared with a same set of

FIB parameters, this near surface screening region remains unchanged for lamel-

las with different thicknesses, resulting in an essentially constant electron optical

phase contrast with respect to lamella thickness. The contribution of the built-in

potential is rather negligible, since it is too small for the given modulation doping

and only relevant for large built-in potentials at e.g., p-n junctions. Thus, the weak

built-in potential of GaN doping steps adds only a small thickness dependence to

the phase contrast. This chapter dissects the previously termed ”dead layers” to

identify the defect-rich crystalline inner shell and the screening of its Fermi-level

pinning being solely relevant for electron optical phase differences, thereby pro-

viding a quantitative approach to dead layers at surfaces of FIB-prepared TEM

lamellas.

Another important observation is that, the same set of FIB parameters leads to

lamellas with comparable surface Fermi-level pinning values. This conclusion is

drawn on the basis of a rigorous and quantitative analysis of a substantial experi-

mental data set (see Chap. 5, 6, and 7): The phase change contrast measured across

n-n+ GaN doping steps and δ-doped GaN layers in over 20 TEM lamellas, in con-

junction with simulated results, has unraveled that the freshly FIB-prepared GaN

lamellas manifest a Fermi-level pinning 0.61±0.2 eV above the valence band edge.

The rather small margin of error implies a comparable surface conditions among

all the investigated lamellas.

This Fermi-level pinning of n-type GaN can only be achieved by a defect which

exhibits a (0/-) charge transfer level close to the valence band edge. A thorough

examination reveals that solely carbon substitutional on the nitrogen sites CN carry

the appropriate charge state at the observed pinning level. In addition, the im-

plantation of carbon impurity in GaN is supported by SRIM/TRIM calculations:

Utilizing the FIB parameters used in the last polishing step, it is demonstrated that

carbon is implanted in high concentration, decaying exponentially into the lamella.

At a depth larger than ∼13 nm, the concentration of CN falls below that of dopants

(i.e., Si), hence the screening of the defect-induced surface potential is expected to

take place.

In order to circumvent the influence of the CN, in-situ annealing experiments are

carried out in Chap. 6. It is found that the FIB-induced pinning level gradually

increases from 0.57 to about 2 eV above EV upon annealing between 250◦ C and

500◦ C and remains high after cooling down to room temperature. This indicates

an irreversible thermal healing, reducing the concentration of implanted CN and

hence lifting the CN-induced Fermi-level pinning. The dominating higher midgap

pinning level is attributed to the states associated with the amorphous-crystalline
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interface. The findings indicate that temperatures as low as approximately 250◦C

are effective in initiating defect healing. This discovery is particularly significant

for the electron holography community, offering insights into methods for lifting

the electrical impact of FIB-induced defects for III-nitride system.

Furthermore, time-resolved in-situ annealing experiments are performed to resolve

and quantify the dynamics of FIB-implanted CN in GaN upon annealing (see

Chap. 7). On the basis of measured small migration length (i.e., in the order of

one lattice constant), it has been identified that switching of C from substitutional

to interstitial sites is the atomic process responsible for lifting the Fermi-level pin-

ning in the lower part of the bandgap. This process has an activation barrier energy

of 2.27±0.26 eV.

Based on these findings, the quantification of the phase change profile across the

(Al,In)N/GaN interface is conducted in Chap. 8. In order to simulate the phase

change profile for such heterostructure with the self-consistent electrostatic poten-

tial calculation, a comprehensive set of parameters, including dopant concentration,

bandgap energy, electron affinity, mean inner potential, lamella crystalline thick-

ness, chemical composition, as well as the surface Fermi-level pinning, is required.

A composition gradient along the growth direction is detected within the (Al,In)N

layer. Contrary to the suggested composition pulling effect for similar gradients in

ternary group III-nitrides, it is demonstrated that the observed composition gra-

dient results from the rebuilding of a group III adlayer after growth interruption.

The experimentally derived Al:In ratio in the adlayer is 1:3. On the basis of the

measured parameters as well as the composition gradient in the (Al,In)N layer, a

self-consistent electrostatic potential calculation is performed, utilizing polarization

change as a fitting parameter. In the quantitative comparison between the mea-

surements and the calculated results, a polarization change of -2.2±0.7 mC/m2 at

the Al0.81In0.19N and GaN interface is revealed. This value shows excellent agree-

ment with the theoretical prediction. In contrast, the measured difference in mean

inner potential between the GaN and Al0.81In0.19N layers is found to be larger than

the theoretical value, which is proposed to be linked to uncertainties in the cal-

culated electron density and band structure arising from different approximations

used in DFT calculations, hence affecting the precision of the calculated mean inner

potential.

The studies presented in this thesis emphasize the critical and indispensable need

for the quantitative characterization of FIB-induced damages, which is a prereq-

uisite for truly quantitative analysis of phase change maps measured in electron

holographic experiments. The identified dominant electrically active point defect,

namely CN, underscores the primary requirement for a complete ultra-high vacuum
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process from lamella preparation to electron holographic measurement. Further-

more, this thesis illustrates a novel application of electron holography, identification

and quantification of point defect reactions upon annealing, providing an unprece-

dented access to the physical processes governing device stability.
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Abstract

Off-axis electron holography can provide quantitative mapping of the electrostatic

potential on TEM lamellas at high spatial and energy resolution. However, the

presence of surface potentials induced by point defects, implanted during focused

ion beam (FIB) preparation processes, significantly influence the phase change of

the transmitted electron wave, hampering the quantitative extraction of the electro-

static potential. This thesis centers on identifying the type of FIB-implanted point

defects and quantifying their thermal dynamics, using group III-nitride lamellas as

model system. For this purpose, the measured phase change profile is quantita-

tively compared to the results of self-consistent electrostatic potential calculations,

that incorporate the treatment of FIB-induced point defects through the modeling

of surface states resulting in a Fermi-level pinning.

The measured phase contrast across n-n+ GaN doping structures shows a giant

enhancement compared to theoretical predictions, when considering the change of

the built-in potential, only. This apparent discrepancy is resolved in this thesis by

demonstrating the presence of a defect-rich inner shell, covered by an amorphous

outer shell: The predominant contribution to the phase contrast arises from a

FIB-induced surface Fermi-level pinning, which occurs in the defect-rich crystalline

inner shell of the TEM lamella, and its doping dependent screening length towards

the pristine crystalline core. The contribution of the built-in potential is negligible

for modulation doping and only relevant for large built-in potentials at, e.g., p-n

junctions.

The FIB-induced point defects are further investigated using in-situ annealing ex-

periments, which unravel a decrease in phase contrast across GaN n-n+-n doping

structures, starting at temperatures as low as 250 °C. These observations are found

to originate from an irreversible shift of the defect-induced Fermi-level pinning near

the valence band towards a midgap pinning, present at the crystalline-amorphous

interface of TEM lamella. This shift is attributed to the healing of point defects in

the lamella’s inner shell. By quantifying the defect pinning and their charge transfer

levels, the dominant defect type in the as FIB-prepared group III-nitride lamellas

is identified as substitutional carbon on nitrogen sites (CN). This defect type as

well as the widths of the amorphous and crystalline shell layers of the lamella are
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consistent with transport of ions in matter (TRIM) simulations, which are used to

model the final polishing step of the FIB process.

In order to identify and quantify the point defect dynamics and their reactions

involved in the thermal healing process, time-resolved in-situ annealing experiments

are conducted: An exponential decay of the phase contrast across the n-n+ GaN

doping structures with annealing time is observed. The temperature dependence

of the corresponding time constant of the decay exhibits an Arrhenius behavior,

indicative of thermally activated defect diffusion. On basis of the measured diffusion

lengths in the order of a lattice constant, a site switching process of carbon, from

substitutional to interstitial positions, is found to be responsible for the decay in

phase contrast and thus for lifting the Fermi-level pinning in the lower part of the

band gap. The activation barrier energy of the carbon site switching process is

measured to be 2.27±0.26 eV.

On basis of these findings, the polarization changes at the (Al,In)N/GaN hetero-

interface are investigated. A composition gradient along the growth direction is

observed within the (Al,In)N layer and attributed to the rebuilding of a group III

adlayer after growth interruption. The quantitative comparison between the mea-

sured phase profile and the one derived from self-consistent simulations, taking into

account a surface Fermi-level pinning by carbon defects and an indium composition

gradient, reveals a polarization change of -2.2±0.7 mC/m2 at the Al0.81In0.19N and

GaN interface, in excellent agreement with theory.

These findings underscore the critical and essential requirement for the quantita-

tive characterization of FIB-induced damages. This is a prerequisite for a truly

quantitative interpretation of phase change maps obtained in electron holographic

experiments. Furthermore, the investigations illustrate a novel application of elec-

tron holography for identification and quantification of point defect reactions upon

annealing, providing an unprecedented access to the physical processes governing

device stability.

Elektronenholografie ermöglicht eine quantitative Kartierung des elektrostatischen

Potenzials in TEM-Lamellen mit hoher räumlicher und energetischer Auflösung.

Die Anwesenheit von Oberflächenpotentialen, die durch Punktdefekte induziert

werden, welche während der Vorbereitungsprozesse mit fokussiertem Ionenstrahl

(FIB) implantiert werden, beeinflusst signifikant die Phasenänderung der Elektro-

nenwelle und behindert die quantitative Extraktion des elektrostatischen Poten-

zials. Diese Dissertation konzentriert sich darauf, den Typ der durch FIB im-

plantierten Punktdefekte zu identifizieren und ihre dynamischen Eigenschaften zu

quantifizieren, wobei Gruppe III-Nitrid-Lamellen als Modellsystem dienen. Zu

diesem Zweck wird das gemessene Phasenprofil quantitativ mit den Ergebnissen
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selbstkonsistenter elektrostatischer Potentialsimulationen verglichen, die FIB in-

duzierten Punktdefekten durch Oberflächenzustände beschreiben, die zu einem

Fermi-Level-Pinning führen.

Der gemessene Phasenkontrast über n-n+ GaN-Dotierungsstrukturen zeigt eine

riesige Kontrastverstärkung im Vergleich zu theoretischen Vorhersagen, wenn nur

die Diffusionsspannung (built-in Potenzial) berücksichtigt wird. Dieser schein-

bare Widerspruch wurde in dieser Dissertation aufgelöst, indem die Anwesenheit

einer defektreichen inneren Schale, bedeckt von einer amorphen äußeren Schale,

nachgewiesen wurde: Der dominierende Beitrag zum Phasenkontrast wird durch

ein FIB-induziertes Fermi-Level-Pinning an der Oberfläche erzeugt, dass in der

defektreichen kristallinen inneren Schale der TEM-Lamelle auftritt, in Kombina-

tion mit einer dotierungsabhängigen Abschirmlänge. Der Beitrag der Diffusionss-

pannung ist für Modulationsdotierung vernachlässigbar und nur relevant an z.B.

p-n-Übergängen mit großen Diffusionsspannungen.

Die FIB-induzierten Punktdefekte werden ferner mittels in-situ Heizexperimenten

untersucht, die ab 250 °C eine Abnahme des Phasenkontrasts entlang der GaN

n-n+-n Dotierungsstrukturen zeigten. Diese Beobachtungen weisen auf eine irre-

versible Verschiebung des durch Defekte verursachten Fermi-Level-Pinnings nahe

des Valenzbands in Richtung der Bandlückenmitte an der kristallin-amorphen Gren-

zfläche der TEM-Lamelle hin. Diese Verschiebung wird auf die Heilung von Punk-

tdefekten in der inneren Schale der Lamelle zurückgeführt. Durch Quantifizierung

des Defektpinning- und Umladungsenergieniveaus wird der dominante Defekttyp

in den FIB präparierten Gruppe III-Nitrid Lamellen als substitutionelles Kohlen-

stoffatom auf Stickstoffplätzen (CN) identifiziert. Dieser Defekttyp sowie die Dicken

der amorphen und kristallinen Schalen der Lamelle sind konsistent mit Transport

of Ions in Matter (TRIM)-Simulationen, die zur Modellierung des abschließenden

Polierschritts in der FIB Präparation verwendet werden.

Um die Punktdefektdynamik und ihre Reaktionen im thermischen Heilungsprozess

zu identifizieren und quantifizieren, werden zeitaufgelöste in-situ Heizexperimente

durchgeführt: Ein exponentieller Abfall des Phasenkontrasts der n-n+ GaN Dotie-

rungsstrukturen mit der Temperzeit wird beobachtet. Die temperaturabhängige

Zeitkonstante des Abfalls zeigt ein Arrhenius-Verhalten, dass auf thermisch ak-

tivierte Diffusion von Defekten hinweist. Aufgrund der gemessenen Diffusionslängen

in der Größenordnung eines Gitterabstands wird gefolgert, dass ein Positionswech-

sel von Kohlenstoff, von substitutionellen zu interstitiellen Gitterplätzen für den

Abfall des Phasenkontrasts und damit für das Aufheben des Fermi-Level-Pinnings

im unteren Teil der Bandlücke verantwortlich ist. Die Aktivierungsenergie des

Kohlenstoff Positionswechsel wurde auf 2.27±0.26 eV gemessen.
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Auf Grundlage dieser Erkenntnisse werden Polarisationsänderungen an (Al,In)N/GaN-

Heterogrenzflächen untersucht. Experimentell wurde ein Gradient in der Zusam-

mensetzung innerhalb der (Al,In)N-Schicht in Wachstumsrichtung beobachtet, der

auf die Wiederherstellung der Gruppe-III Adatomschicht nach einem Wachstumsstopp

zurückgeführt wird. Der quantitative Vergleich des gemessenen Phasenprofils mit

selbstkonsistenten Simulationen, die ein Oberflächen-Fermi-Level-Pinning durch

Kohlenstoffdefekte sowie einen Indium-Zusammen¬setzungs¬gradienten berücksichti-

gen, ergibt eine Polarisationsänderung von -2.2±0.7 mC/m2 an der Al0.81In0.19N/GaN-

Grenzfläche, in exzellenter Übereinstimmung mit der Theorie.

Diese Ergebnisse unterstreichen die entscheidende und wesentliche Notwendigkeit

für die quantitative Charakterisierung von FIB-induzierten Schäden. Dies ist eine

Voraussetzung für eine wirklich quantitative Interpretation von Phasenänderungen,

die in elektronenholographischen Experimenten gewonnen werden. Darüber hinaus

veranschaulicht die Untersuchung eine neuartige Anwendung der Elektronenholo-

graphie zur Identifizierung und Quantifizierung von Punktdefektreaktionen beim

Tempern und bietet einen hervorragenden Zugang zu den physikalischen Prozessen,

die die Stabilität von Bauelementen bestimmen.
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Acronym list

CBED Convergent beam electron diffraction

DFT Density functional theory

EDX Energy dispersive X-rays

FIB Focused ion beam

GPA Geometric phase analysis

HAADF High angle annular dark field imaging

MOCVD Metal-organic chemical vapor deposition

MOVPE Metal-organic vapour-phase epitaxy

PPA Peak pairing analysis

SIMS Secondary ion mass spectrometry

SRIM Stopping and range of ions in matter

STEM Scanning transmission electron microscopy

TEM Transmission electron microscopy

TRIM Transport of ions in matter
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K. Rossnagel, L. Kipp, M. Skibowski, and R. Wiesendanger, “Direct Compar-

ison between Potential Landscape and Local Density of States in a Disordered

Two-Dimensional Electron System,” Phys. Rev. Lett., vol. 89, p. 136806,

2002.

[27] J. K. Weiss, W. J. de Ruijter, M. Gajdardziska-Josifovska, M. R. McCart-

ney, and D. J. Smith, “Applications of electron holography to the study of

interfaces,” Ultramicroscopy, vol. 50, pp. 301–311, 1993.

[28] H. Lichte and M. Lehmann, “Electron holography-basics and applications,”

Rep. Prog. Phys., vol. 71, p. 016102, 2007.

[29] K. Yamamoto, K. Nakano, A. Tanaka, Y. Honda, Y. Ando, M. Ogura,

M. Matsumoto, S. Anada, Y. Ishikawa, H. Amano, et al., “Visualization

of different carrier concentrations in n-type-GaN semiconductors by phase-

shifting electron holography with multiple electron biprisms,” Microscopy,

vol. 69, pp. 1–10, 2020.

[30] Z. Gan, M. Gu, J. Tang, C. Wang, Y. He, K. Wang, C. Wang, D. Smith, and

M. McCartney, “Direct mapping of charge distribution during lithiation of Ge

143



Bibliography

nanowires using off-axis electron holography,” Nano Lett., vol. 16, pp. 3748–

3753, 2016.

[31] H. Sasaki, K. Yamamoto, T. Hirayama, S. Ootomo, T. Matsuda, F. Iwase,

R. Nakasaki, and H. Ishii, “Mapping of dopant concentration in a GaAs

semiconductor by off-axis phase-shifting electron holography,” Appl. Phys.

Lett., vol. 89, 2006.

[32] D. Cooper and R. E. Dunin-Borkowski, “Interpretation of phase images of

delta-doped layers,” Microscopy, vol. 62, pp. S87–S98, 2013.

[33] L. Amichi, Etude du dopage de type p dans des nanostructures de GaN par
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H. Eisele, J.-F. Carlin, R. Butté, N. Grandjean, R. E. Dunin-Borkowski,

and P. Ebert, “Interplay of anomalous strain relaxation and minimization of

polarization changes at nitride semiconductor heterointerfaces,” Phys. Rev.

B, vol. 102, p. 245304, 2020.

[36] C. B. Carter and D. B. Williams, Transmission Electron Microscopy A Text-

book for Materials Science. springer publication, 2009.

[37] R. E. Dunin-Borkowski, A. Kovács, T. Kasama, M. R. McCartney, and
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[126] N. D. Jäger, Effects of individual dopant atoms on the electronic proper-

ties of GaAs investigated by scanning tunneling microscopy and spectroscopy.
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