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Abstract: We study a moral hazard model in which the output is stochastically de-

termined by both the agent’s hidden effort and an uncertain state of the world.

We investigate how the contractibility of the ex-post realization of the state affects

the principal’s incentive to provide information. While detailed information allows

the principal to better tailor the effort levels to the revealed states, coarser infor-

mation enables the principal to base payments on the ex-post realization of states,

thereby designing incentive schemes more effectively. Our main result establishes

that when the state is contractible, full information is never optimal; however,

when the state is not contractible, under certain conditions, full information is op-

timal.
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1. Introduction

In contract theory, there are two notions of incompleteness. Informational incompleteness

means the contracting parties cannot tailor their actions precisely to the state of the world.

Contractual incompleteness means that the contract itself (i.e., the payment scheme) cannot

depend on the state. The literature on incomplete contracts mostly does not distinguish be-

tween these two types of incompleteness. Both are frequently attributed to the impossibility

of fully describing the state, for example, because of unforeseeable contingencies or the costs

of preparing contracts. On the other hand, both types of incompleteness can also arise when

the state is fully describable but not contractible, particularly within information elicitation

mechanisms in the presence of information asymmetry.

In this paper, we explore incompleteness from a perspective that allows for complete con-

tracts, in which the state is perfectly describable and contractible ex ante and ex post. Using

this perspective, we attempt to disentangle the effects of informational and contractual incom-

pleteness, and we examine whether the optimal contract endogenously exhibits either form

of incompleteness. Our model is built on a moral hazard framework à la Holmström (1979),

where a risk-neutral principal incentivizes a risk-averse agent to work on a project. The proba-

bility of the project’s success depends on both the agent’s private effort choice and an uncertain

state (which may capture real-world factors such as task potentials, market or macroeconomic

conditions, or customer relationships). The effort and state are complementary, meaning that

the first-best action is monotone in the state. Because of the complementarity, the realization

of the state also provides additional information about the agent’s effort choice, conditional on

the outcome of the project.

The principal has two instruments through which to influence the agent’s effort: informa-

tion provision and monetary compensation. First, before offering a contract, she can conduct

a Blackwell experiment to learn a signal about the state; while disclosing this signal to the

agent, she changes the agent’s belief about the state (the interim information environment).

Second, given the interim information environment, she can commit to the payment scheme,

which specifies the wage to be paid to the agent based on the project outcome and the ex-post

realization of the state. The contract is complete as all elements are contractible (the signal, the

project outcome and the ex-post realization of the state), except for the agent’s effort choice.

To illustrate, consider a stylized model where a platform (the principal) hires an influencer

(the agent) to promote a new product during a livestream. The platform, which has access to

a rich dataset, first determines how much data to use in predicting the audience size for the

livestream (which is the state). Having made its prediction, the firm offers the influencer a

pay-for-performance contract. The influencer decides whether to take the job and, if so, how
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much effort to expend in preparing for the livestream (i.e., his action). In this scenario, both

the predicted and the realized audience size are contractible,1 so the payments specified in the

contract can depend on both of these quantities. Project success is defined as a certain level of

sales; we assume the contract offers the influencer a base payment plus a bonus if this level is

achieved. The choices faced by the platform are (1) how precisely to predict the audience size

and (2) how to design the wage scheme in the contract.

One natural strategy for the platform is to obtain (and disclose) the best possible estimate of

the audience size, then attempt to induce a level of effort that is appropriate for the estimated

size. Intuitively, the larger the anticipated audience size (i.e., the higher the state), the more

effort the platform would like the influencer to exert (this reflects the complementarity between

the effort and state assumed in our model). Therefore, in higher states, the platform must offer

higher bonuses. This strategy of matching the induced action to the state benefits the platform

by enhancing efficiency. (In our analysis, we refer to the corresponding information structure

as the complete-information benchmark.)

Alternatively, the platform can choose not to utilize its data at all, requiring the influencer to

choose his effort level without any knowledge of the audience size. In that case, the influencer

will act according to his prior information; the platform has no way to shape his effort choices

to fit the state. Nonetheless, this strategy offers the platform the advantage of an incentive-

smoothing effect: because the ex-post realization of the state is indicative of the influencer’s

effort choice, following the established informativeness principle (Holmström, 1979; Shavell,

1979), the platform can more effectively incentivize a particular level of effort by providing

different bonuses for different states. Specifically, it is optimal for the platform to provide

strong incentives for effort (i.e., higher bonuses) in high states, while focusing on insuring the

influencer (providing relatively high base payments even if the project fails) in lower states.

The optimal contract aggregates incentives in this way that reduces costs for the platform. (We

refer to the corresponding information structure as the no-information benchmark.)

In general, if the platform obtains and discloses too little information about the state, the in-

fluencer’s effort choice may be heavily distorted, and the resulting efficiency loss may outweigh

the cost savings derived from incentive-smoothing. On the other hand, if the platform makes

a high-quality prediction about the state, it will be able to tune the influencer’s effort choice

more accurately to the state (increasing efficiency), but will forgo the benefits of incentive-

smoothing. The tension between efficiency and incentive-smoothing is the central subject of

this paper. Our main result suggests that it is strictly suboptimal for the platform to maximize

efficiency (i.e., to provide complete information).

1In a legal dispute, the court can examine the dataset used by the platform for its predictions, and the size of
the livestream audience is publicly verifiable.
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We show that the optimal contract generally takes the form of a “complete contract under

incomplete information”. That is, with a complete contract, the principal never finds it optimal

to fully reveal the state to guide the agent’s effort; rather, she utilizes the ex-post state infor-

mation to smooth the agent’s incentives and minimize his expected wages. The intuition is

as follows: under the complete-information benchmark, the optimal wage scheme is designed

state by state. That is, in each state, the wage contract balances the trade-off between insurance

and incentive; however, across states, the agent is generally either under- or over-insured. To

be more concrete, if we compare the payment schemes for two neighboring states, the ratio be-

tween insurance provision (measured by the difference between the agent’s marginal utilities

from success and failure) and relative informativeness (measured by the difference in likeli-

hood ratio between success and failure) will be different in each state. This means the principal

will strictly benefit if she pools the two states and adjusts the associated payment schemes to

smooth out the insurance provision and relative informativeness across them.

Our result on the suboptimality of complete information has two important implications.

First, it shows how informational incompleteness can arise endogenously. The literature often

attributes informational incompleteness to the transaction costs of specifying all contingencies;

we provide an alternative rationale by showing that even when the principal can fully describe

the state to the agent, it may be optimal for her to choose not to. Second, it highlights the

role played by contractual completeness: even if the principal does not use information about

the state ex ante to guide the agent’s actions, she benefits from using it ex post to minimize

the expected costs of incentivizing efforts. As explicitly observed in Holmström (2017), the

optimal contract must make use of all relevant ex-post information that provides additional

statistical data about the agent’s action.2

In the last section of the paper, we incorporate contractual incompleteness as in Aghion and

Bolton (1992); that is, we suppose the ex-post realization of the state is not contractible. We

show that in this case the conclusion of our main result is reversed: when the principal’s payoff

from the optimal contract is each state is convex in the state, it is indeed optimal for the princi-

pal to disclose the state to the agent to guide his effort. In particular, the lack of contractibility

weakens the incentive-smoothing effect, so that the efficiency gains from information provision

are dominant.

Literature. Our paper contributes to the literature on principal–agent models for moral

hazard problems, pioneered by Mirrlees (1975, 1999) and Holmström (1979). In the canonical

models,3 the principal designs a wage scheme to incentivize the agent to exert a private effort,

2As in most moral hazard problems, in equilibrium there is no uncertainty regarding the agent’s action. It is
simply that the contract is designed as if there were a statistical inference problem.

3For a comprehensive survey, see Hart and Holmström (1987). Also, Holmström (2017) gives a more recent
overview of pay-for-performance models.
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at his own cost. When the action is not contractible, the output-contingent wage scheme is

structured as if the principal were conducting a statistical inference regarding the action based

on the realized output, which gives rise to the famous incentive–insurance trade-off. In general,

one may suppose that the realized output is determined by the agent’s action as well as some

residual uncertainty in the economic environment.4 Our model identifies the contractible part

of the uncertainty as the state of nature and analyzes the interplay between contractibility and

the principal’s incentive to provide information over this uncertainty.

In addition, our paper derives a novel form of endogenous incompleteness within a com-

plete contracting framework and thus relates to the literature on incomplete contracts; see,

for example, Tirole (1999) and Aghion and Bolton (1992). More recently, in their study of

mechanism design problems, Bergemann, Heumann and Morris (2022) show that the optimal

contract is indeed coarse so as to mitigate distortion from adverse selection. Corrao, Flynn and

Sastry (2023) introduce a cost for specifying the extent to which states are contractible; in their

model, they show that the optimal contract is incomplete because of the difficulties faced by

the principal in describing payoff-relevant outcomes. As discussed earlier, contractual frictions

like adverse selection and transaction cost cannot disentangle informational incompleteness

and contractual incompleteness.

Jung, Kim and Lee (2022) ask a question similar to ours, except that the state in their model

represents the agent’s risk attitude and does not directly enter the production function. Since

information about the state does not create efficiency (as it does not affect the first-best action),

they conclude that less information is always better, which is not necessarily true in our model.

Similarly, Kwak (2022) studies the principal’s optimal information provision under incomplete

contracts (state is not contractible in his model). He focuses on a restrictive scenario where

the principal induces the agent to exert the highest effort at all states. In contrast, our paper

mainly discusses the tension between providing information to increase efficiency (tailoring

efforts to different states) and withholding information to leverage the ex-post contractibility

of the state. This perspective is absent in the other papers cited.

In principle, the state of nature in our framework plays two roles. On the one hand, its

ex-post realization provides additional information on the agent’s private effort choice. On the

other hand, it is directly embedded into both players’ payoffs through its stochastic effect on

the marginal return from the agent’s effort. Hence, the central question in our paper is how

the principal can balance these two roles when jointly designing the wage scheme and the

information environment.
4Indeed, this was the approach in earlier works, such as Wilson (1969), Spence and Zeckhauser (1971), Ross

(1973), and Harris and Raviv (1979). Mirrlees (1974, 1976) advocated for the parametrized distribution approach,
which gained great popularity later on because of its tractability.
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The key insight in agency models with moral hazard is the value of information from per-

formance measures other than output. The informativeness principle, proposed by Holmström

(1979) and Shavell (1979), says that an additional contractible performance measure is valu-

able if and only if it provides new information about the agent’s action conditional on the

output. Gjesdal (1982) and Grossman and Hart (1983) employ the Blackwell order to derive

a similar principle under weaker conditions. Kim (1995) further simplifies the condition and

shows that one information system will outperform another so long as its likelihood ratio dis-

tribution is a mean-preserving spread of that of the latter. Chaigneau, Edmans and Gottlieb

(2018, 2022) consider the validity of the informativeness principle in models with limited lia-

bility, and they discuss how the optimal contract depends on the available informative signals.

Another stream of the literature, on the role of informational control in moral hazard mod-

els, has generated a wide range of insights that relate to our paper (Sobel, 1993; Lewis and

Sappington, 1997; Raith, 2008; Rantakari, 2008). Jehiel (2015), studying a rather general

framework, concludes that when the state space has higher dimension than the action space,

the principal generically has no incentive to disclose all the information she has. The com-

mon feature of the models studied in these works is the lack of contractibility of the state (and

sometimes even of the signal realization). By contrast, our paper mainly focuses on complete

contracts.

Lastly, our paper is related to the literature on moral hazard problems with informed prin-

cipal (Beaudry, 1994; Inderst, 2001; Wagner et al., 2015; Bedard, 2017; Mekonnen, 2021;

Clark, 2023). In this literature, the principal has private information about the state, which

may be reflected in the contract she designs. In contrast, our principal commits to reveal her

private information. This structure simplifies our analysis.

2. An illustrative example

This section gives an example that explains the trade-off faced by the principal, between im-

proving efficiency and smoothing incentives. In this example, we assume the agent is risk-

neutral. The principal assigns the agent a project, which may either succeed (outcome H) or

fail (outcome L). The output of the project (its value to the principal) is v if it succeeds and

0 if it fails. The probability of success depends on the effort a ∈ [0,1] that the agent chooses

to exert, at a cost c(a), as well as on a state θ , which is drawn from a uniform distribution on

[0, 1]. We denote the probability of success by h(a,θ ). It is assumed increasing and concave

in both a and θ , and it is log-supermodular in a and θ ; that is, the effort and the state exhibit

complementarity. The principal’s payoff equals the output of the project net the wage w that

she pays to the agent (according to a wage scheme to which she has committed in advance).

The agent’s payoff is w− c(a). Since the agent is risk-neutral, we impose bounded payments
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as in Jewitt et al. (2008), i.e., we assume w ∈ [0, w̄]. The agent’s reservation utility is 0.

The timeline is as follows. At time 0, the principal commits to an information structure and

generates a verifiable signal about the state according to this information structure. At time 1,

the principal discloses the signal to the agent and simultaneously commits to a wage scheme

(i.e., wage amounts wH (wL) to be paid in the event of success (failure) at each state, which

can depend on the signal and the state. At time 2, the agent chooses his level of effort. At time

3, the project output is realized, the state is revealed, and the principal and the agent receive

their payoffs.

As benchmarks, we consider the two most extreme possible information structures: (1) com-

plete information (in which the signal reveals the state perfectly), and (2) no information (in

which the signal is entirely uninformative about the state).

Complete-information benchmark. Under complete information, at the interim stage

preceding time 1, the principal observes θ and designs the optimal contract as in the stan-

dard moral hazard problem. Specifically, for each state θ , she chooses the cost-minimizing

wage scheme, offering wages wH(a,θ ) for success and wL(a,θ ) for failure, to incentivize

the agent to take effort a. Since the agent’s interim IR constraint is slack because of lim-

ited liability,5 the cost-minimizing wage is determined by his interim IC constraint. Therefore

wH(a,θ ) = c′(a)
ha(a,θ ) and wL(a,θ ) = 0, where ha(a,θ ) is the marginal productivity of effort a.6

The principal then maximizes her state-wise expected payoff by choosing the effort a∗(θ ) that

solves maxa(v −wH(a,θ ))h(a,θ ). The quantity a∗(θ ) represents the second-best effort level

in state θ . In general, it varies across states.

From an ex-ante point of view, the complete-information benchmark captures the infor-

mational gain from matching the effort with the state in the contracting process. Under this

strategy, the principal’s ex-ante expected payoff equals
∫ 1

0 (v −wH(a∗(θ ),θ ))h(a∗(θ ),θ )dθ .

No-information benchmark. When there is no information about the state, the principal’s

problem is to design an optimal output- and state-contingent wage scheme given that the agent

will optimize his effort choice based only on the interim information available about the state.

Specifically, the principal chooses wages wi
H(a,θ ) for success and wi

L(a,θ ) for failure such

that the agent is incentivized to exert effort a without knowing the state. Since the agent has

different interim information other than the complete-information benchmark, here we add a

superscript i to distinguish the two wage schemes. Given that the agent is risk-neutral, the

cost-minimizing wage scheme has the following structure: there exists a cutoff state t(a) such

5Zero effort satisfies the agent’s interim IR constraint.
6This is obtained from the first-order approach, since the project output is binary and h is concave in a.
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Figure 1: The optimal contract in each benchmark case.

that

wi
H(a,θ ) =

¨

w̄ if θ ∈ [t(a), 1],

0 if θ ∈ [0, t(a)),
and wi

L(a,θ ) = 0.

Here, t(a) solves
∫ 1

t(a) w̄ha(a,θ )dθ = c′(a). This “bang-bang” solution means that the principal

rewards success with the highest possible wage, but only in the most favorable states. This is

the most effective way for her to provide aggregated incentives and so save on expected costs.

The principal maximizes her expected payoff, conditional on the cost-minimizing wage

scheme, by choosing the effort ai that solves maxa

∫ 1
0

�

v −wi
H(a,θ )
�

h(a,θ )dθ . The quantity

ai represents the second-best effort level under the aggregated states. The principal’s ex-ante

expected payoff is
∫ 1

0

�

v −wi
H(a

i ,θ )
�

h(ai ,θ )dθ .

Comparison. Now consider the following parametrized example: v = 100, c(a) = a3,

h(a,θ ) = 1 −
�1

2

�

exp
�

−
�1

2

��

aθ + 1
2 a+ 1
��

, and w̄ = 100.7 In Figure 1, we plot the optimal

effort and wage for each benchmark case in this example.

In the no-information case, the principal saves on her costs by pooling all the states. The

benefit to her of doing so is given by

CS :=

∫ 1

0

�

100−wi
H(a

i ,θ )
�

h(ai ,θ ) dθ −
∫ 1

0

�

100−wH(a
i ,θ )
�

h(ai ,θ ) dθ = 0.8232.

Here, the first term is the principal’s optimal profit from full pooling, and the second term is

her profit from inducing the constant effort ai by providing state-wise incentives. Since the

aggregated IC is easier to satisfy than enforcing IC at every state, CS > 0.

In the complete-information case, the principal obtains efficiency gains by matching actions

7The comparison of this example remains the same as long as the maximum wage the principal can offer is
higher than 4, roughly the success reward for optimal action under state 1.
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with states. The benefit of doing so is given by

IG :=

∫ 1

0

(100−wH(a
∗(θ ),θ ))h(a∗(θ ),θ ) dθ −

∫ 1

0

�

100−wH(a
i ,θ )
�

h(ai ,θ ) dθ = 0.4309.

Since CS > IG, the no-information option dominates the complete-information option in this

example.

However, it is easy to come up with choices of c and h for which CS < IG, i.e., provid-

ing complete information generates higher expected payoff for the principal than providing no

information. In such cases, the principal can improve upon her no-information payoff by in-

troducing a binary signal, e.g., by partitioning the state space into two intervals of equal width

and generating a signal that indicates which interval the state lies in. This allows her to induce

either of two actions on path, leading to efficiency gains. In appendix B, we provide a model

with risk-neutral agent and show that there exists a finite number N ≥ 1 such that a parti-

tion of the state space into N equal-width intervals dominates complete information. In other

words, providing complete information is strictly suboptimal, which implies an endogenous

informational incompleteness even with a continuous state space.

With risk-neutrality of the agent, the cost-saving effect from the optimal contract is overly

powerful, since the principal can set the wage for success at the upper bound and wage for

failure at the lower bound to satisfy the agent’s incentive constraint. Clearly, such a contract

would expose the agent to too much risk if the agent is risk-averse. Nonetheless, the result of

sub-optimality of full information is robust to a risk-averse agent. We discuss it in the main

model.

3. Model

We consider a moral hazard model in which a (female) principal designs the information envi-

ronment and the incentive scheme so as to motivate a (male) agent to exert effort on a project.

Production function. There is an ex-post verifiable yet ex-ante uncertain state θ , which is

a random variable with cumulative distribution function F on Θ = [0, 1]. We assume F admits

a continuously differentiable density f with full support. The project has binary outcome y ∈
{L, H}, which we interpret as either success (H) or failure (L). Without loss of generality, we

let y represent the (numerical) value of the outcome to the principal. The probability of project

success, denoted by h(a,θ ), is a function of the agent’s effort level a ∈ R+ and the state θ ∈ Θ;

it is thrice continuously differentiable in each variable. We impose the following assumptions

on h(·, ·): (1) monotonicity, which means an increase in either a or θ implies an increase in h

(in other words, ha > 0 and hθ > 0 for all θ and a); (2) strong complementarity, which means
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h is log-supermodular in a and θ (i.e., haθh − hahθ > 0); (3) diminishing marginal returns,

meaning that haa < 0 and hθθ < 0.

Let lH := ha
h and lL := −ha

1−h denote the likelihood ratios for success and failure. The assump-

tions of monotonicity and strong complementarity imply that lH is positive and increasing in

θ , while lL is negative and decreasing in θ . That is, conditional on success, the higher the state

is, the more likely it is that the agent has exerted greater effort. Note that monotonicity and

strong complementarity together imply that h is supermodular.

Payoffs. The agent is risk-averse, and his utility function u is strictly increasing, strictly

concave, and thrice continuously differentiable with respect to the wage w that he receives

from the principal.8 Independent of the wage, the agent incurs an effort cost c(a), which is

strictly increasing, strictly convex, and twice continuously differentiable with c(0) = 0. Hence

his net utility is u(w)− c(a). The agent’s outside option is zero. The principal is risk-neutral,

and her object is to maximize her expected net profit y−w. We make the normalization H = v

and L = 0; that is, the principal values success at v and failure at 0.

Information environment and contract. The principal is uninformed about the state ex

ante and performs a Blackwell experiment to learn about it. The experiment specifies a map-

ping E : [0, 1] → ∆Σ, where Σ denotes the signal realization space.9 This induces a joint

distribution over states and signals, ∆(Θ × Σ), such that the marginal distribution over Θ is

the prior distribution F . We denote the marginal distribution over Σ byM . When there is no

ambiguity, we also use σ(θ ) to denote the posterior distribution over Θ after the realization of

the signal σ is observed.

After both parties observing σ, the principal formulates a contract. A contract consists of a

wage scheme {wσy }y∈{L,H}, where wσy : supp (σ)→ R maps each realizable state to a wage to

be paid by the principal to the agent in the event of outcome y . Since both the signal σ and

the state θ are contractible, we refer to such a contract as a complete contract.

Timeline. At time 0, the principal commits to an experiment and generates a signal about

the state. At time 1, both parties observe the signal, and the principal offers a contract to the

agent. If the agent rejects the contract, the game ends and both parties receive a payoff 0 from

the outside option. If the agent accepts the contract, the game proceeds to the next period. At

time 2, the agent chooses a (private) level of effort. At time 3, the project output is realized,

and the state is revealed. Payments are made as specified in the contract.

To analyze this game, following the tradition of Grossman and Hart (1983), we work di-

8The case of a risk-neutral agent is discussed separately in Appendix B.
9We assume the signal space Σ is endowed with some σ-algebra, such that E is measurable with respect to the

Borel σ-algebra on Θ.
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rectly with the agent’s utility. Given a realized signal σ and state θ , let uσy (θ ) ≡ u
�

wσy (θ )
�

be

the agent’s utility from his wage for output y ∈ {L, H}. Denote the inverse of a utility function

u by ω≡ u−1; this function is strictly increasing and convex.

The principal chooses the information structure and wage scheme to maximize her ex ante

expected payoff, conditional on the agent’s interim IC and interim IR. That is, she solves

max
E , {uσy (·)}, aσ

∫

Σ

∫

Θ

��

v −ω(uσH(θ ))
�

h(aσ,θ )−ω(uσL (θ ))(1− h(aσ,θ ))
�

dσ(θ )dM (σ) (P)

s.t. aσ ∈ argmax
a′∈A

∫

Θ

�

uσH(θ )h(a
′,θ ) + uσL (θ )(1− h(a′,θ ))

�

dσ(θ )− c(a′), ∀σ ∈ Σ, (ICσ)

∫

Θ

�

uσH(θ )h(aσ,θ ) + uσL (θ )(1− h(aσ,θ ))
�

dσ(θ )≥ c(aσ), ∀σ ∈ Σ. (IRσ)

Notice that both (ICσ) and (IRσ) are imposed at the interim stage. Since the outcome space

is binary, it is easy to verify the validity of the first-order approach under the monotonicity

and concavity assumptions. Therefore, in what follows, we primarily work with the first-order

condition instead of with (ICσ):

∫

�

uσH(θ )− uσL (θ )
�

ha(aσ,θ )dσ(θ ) = c′(aσ), ∀σ ∈ Σ. (FOCσ)

Remark. (Another interpretation of the model.) The choice of information environment

and contract in our model can also be interpreted as an ex-ante mechanism. Specifically, before

observing the state, the principal commits to a mechanism specifying (1) a mapping from states

to distributions of effort recommendations, and (2) the wage scheme associated with each

effort recommendation. The wage offered depends on the effort recommendation and on the

state and outcome realized ex post. The agent is obedient to the action recommendation given

the associated wage scheme (this is interim IC). Furthermore, the agent may withdraw from

the contract if he has not exerted effort yet (this is interim IR).

4. Complete-Information Benchmark: Holmström (1979) Revisited

In this section we consider the complete-information benchmark, in which the experiment is

perfectly revealing. Therefore both parties observe the true state at the interim stage at time

1. In this case, we can solve for the optimal contract for each state separately as in Holmström

(1979). Following Grossman and Hart (1983), we decompose the problem into a two-stage
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program as follows:

max
a

§

max
uH ,uL

(v −ω(uH))h(a,θ )−ω(uL)(1− h(a,θ ))
ª

(Pθ )

s.t.
�

uH − uL

�

ha(a,θ ) = c′(a), (ICθ )

uHh(a,θ ) + uL

�

1− h(a,θ )
�

≥ c(a). (IRθ )

The inner maximization problem is essentially the cost-minimization problem conditional on

an effort recommendation. The outer maximization problem yields the optimal effort.

The lemma below specifies the cost-minimizing wage scheme under complete information.

Lemma 1. In state θ , the optimal wage scheme that induces effort a is {ω(uH(a,θ )),ω(uL(a,θ ))},
where uH(a,θ ) and uL(a,θ ) are the solution for (ICθ ) and a binding (IRθ ),

uH(a,θ ) := c(a)−
c′(a)

lL(a,θ )
, uL(a,θ ) := c(a)−

c′(a)
lH(a,θ )

.

Moreover, we have ∂ uH (a,θ )
∂ a > 0 and ∂ uL(a,θ )

∂ a < 0, while ∂ uH (a,θ )
∂ θ < 0 and ∂ uL(a,θ )

∂ θ > 0.

Though this lemma is obtained through fairly standard arguments, it is worth explaining the

underlying economics. Figure 2(a) depicts the agent’s utilities under the optimal wage scheme

for a fixed effort level. Naturally, the agent gains a higher wage when the project outcome

is high. Furthermore, the difference uH(a, ·) − uL(a, ·) is decreasing in θ , which means the

principal can provide smaller incentive for the agent to exert effort when the state is higher.

This is because the production function is supermodular in the effort and state. Thus, with a

higher state, the marginal productivity of effort (ha) is also higher. This implies that, with a

binding (ICθ ), a smaller wage gap (i.e., a smaller gap between the wages for success and for

failure) is sufficient to compensate for the marginal cost.

Now we turn to the optimal level of effort. Let Π(a,θ ) be the principal’s state-wise payoff

from inducing effort a using the cost-minimizing wage scheme at state θ :

Π(a,θ ) = h(a,θ )
�

v −ω(uH(a,θ ))
�

− (1− h(a,θ ))
�

ω(uL(a,θ ))
�

.

Let a∗(θ ) = arg maxaΠ(a,θ ) denote the optimal effort for state θ ; we call a∗ the efficient effort.

The following result provides a sufficient condition for a∗(θ ) to be monotone.

Proposition 1. Suppose the agent’s expected payoff from success, h · uH , is submodular in (a,θ ).

Then the efficient effort a∗(θ ) is increasing in θ .

If h · uH is submodular, then the expected payoff that the principal must provide to com-
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Figure 2: Complete information: constant effort vs. efficient effort.

pensate the agent for exerting greater effort is smaller when the state is higher. In addition,

the supermodularity of h implies that the principal intrinsically prefers greater effort at higher

states. Therefore the efficient effort level is increasing in the state.

Now, since the efficient effort is increasing in θ , in higher states the principal must enlarge

the wage gap to offset the increased marginal cost of the agent’s effort. Moreover, since uH(a,θ )

is increasing in a but decreasing in θ , if a∗(θ ) is sufficiently elastic to the state, then the wage

for success could be increasing in θ . A similar argument applies to a decreasing wage for

failure. To simplify the notation, we use Π∗(θ ) := Π(a∗(θ ),θ ) to represent the state-wise

efficient profit, and we use u∗H(θ ) := uH(a∗(θ ),θ ) and u∗L(θ ) := uL(a∗(θ ),θ ) to represent the

utilities induced by the state-wise optimal wages.

As shown in Figure 2, if the principal induces the efficient effort state-wise, then the mono-

tonicity of the wage gap may be reversed: in higher states, although marginal productivity is

higher, the agent’s marginal cost for exerting the efficient effort is also higher.

5. Incomplete Information

Now let us turn to the role of incomplete information in our model. We study the optimal

contract under an arbitrary non-degenerate posterior distribution σ.

Formally, for a fixed effort a, we write down the Lagrangian for the cost-minimization

12



problem under the distribution σ:

L :=

∫

Θ

�

�

v −ω(uσH(θ ))
�

h(a,θ )−ω
�

uσL (θ )
�

(1− h(a,θ ))
�

dσ(θ )

+λ(a,σ)

�∫

Θ

�

uσH(θ )− uσL (θ )
�

ha(a,θ )dσ(θ )− c′(a)

�

+ γ(a,σ)

�∫

Θ

�

uσH(θ )h(a,θ ) + uσL (θ )(1− h(a,θ ))
�

dσ(θ )− c(a)

�

,

where λ(a,σ) and γ(a,σ) are the Lagrangian multipliers associated with IC and IR (under the

signal σ), respectively.

Just as in the standard moral hazard problem, we can maximize pointwise over the wage.

The first-order condition implies, for each state θ ,

ω′
�

uσH(θ )
�

= λ(a,σ)lH(a,θ ) + γ(a,σ), (1)

ω′
�

uσL (θ )
�

= λ(a,σ)lL(a,θ ) + γ(a,σ). (2)

By the monotonicity of l y , the wage for success is increasing in θ , while that for failure is

decreasing; thus, the wage gap is increasing in θ . While this widening of the wage gap bet-

ter aggregates incentives and thereby lowers the expected wage paid in higher states, it also

exposes the agent to greater risk for higher states. Rearranging equations (1) and (2) gives

the following equation, which shows how the principal balances incentive provision and risk

sharing across states:

λ(a,σ) =
ω′
�

uσH(θ )
�

−ω′
�

uσL (θ )
�

lH(a,θ )− lL(a,θ )
. (3)

Essentially, the numerator here measures the risk exposure across states, while the denominator

gives the relative informativeness of an action given a state (the difference in likelihood ratio

between the two outputs). Under the optimal contract, this ratio remains constant across all

states in the support of σ.

Moreover, since the agent’s aggregated IC and IR are both binding under the optimal con-

tract, λ(a,σ) and γ(a,σ) are the solutions to these binding constraints. In the next step, the

principal maximizes her expected payoff over the effort space, solving

max
a

∫

Θ

�

�

v −ω(uσH(θ ;λ(a,σ),γ(a,σ)))
�

h(a,θ )−ω
�

uσL (θ ;λ(a,σ),γ(a,σ))
�

(1− h(a,θ ))
�

dσ(θ ).

Figure 3 describes the wage schemes under both no information and complete informa-

tion. Although the wage gaps in both cases are increasing with respect to θ , the underlying

13



Figure 3: No information vs. complete information. Here, ui
y denotes the wage scheme in the

no-information environment.

economics in each case is different. Under incomplete information, the increase in the wage

gap arises from the trade-off between providing insurance and providing incentives. In other

words, when the contract is complete while information is not, the principal separates the tasks

of risk sharing and incentive provision, assigning them to different states: she uses high states

(where the output is more informative about the agent’s effort) to provide incentive and low

states (where the output is less informative about the agent’s effort) to provide insurance.10

Under complete information, however, the purpose of widening the wage gap is to incentivize

the agent to follow the efficient pattern and exert more effort.

6. Contractibility vs. Information

As detailed in Sections 4 and 5, providing more information enhances efficiency, as it lets

the principal to design incentive scheme to better match the optimal effort to the state, while

providing less information saves costs, as it lets her smooth the incentive–risk trade-off across

states. In this section, we discuss the relationship between these two forces.

We make the following assumption on the likelihood ratio.

Assumption 1. For any two actions a and a′, and for any θ , there exists an open neighborhood

of θ such that lH (a,θ )−lL(a,θ )
lH (a′,θ )−lL(a′,θ )

̸= lH (a,θ ′)−lL(a,θ ′)
lH (a′,θ ′)−lL(a′,θ ′)

for any θ ′ in the neighborhood of θ .

Under Assumption 1, and given the differentiability of h, we have ∂
2 log(lH−lL)
∂ a∂ θ ̸= 0 almost

10At a high level, this strategy is reminiscent of decision-linking, as used in the mechanism design literature
(Jackson and Sonnenschein, 2007).
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everywhere. This implies that the effort a and the state θ influence the likelihood ratio differ-

ence in a non-separable way. Assumption 1 is not necessary for our main theorem to be true,

but we adopt it to simplify the analysis.

Theorem 1. Suppose the contract is complete and Assumption 1 holds. Then providing perfect

information over any subinterval of the state space is suboptimal. This implies that there exists a

discrete (coarse) information structure giving the principal strictly higher payoff than the complete-

information benchmark.

Before providing a sketch of proof, we first elaborate the underlying intuition of this result.

When the information is incomplete, the optimal wage scheme under any non-degenerate pos-

terior distribution σ(θ ) must satisfy equation (3): the optimal level of risk exposure divided

by the likelihood ratio difference (risk-informativeness ratio) remains a constant across all

states in the support of σ (all realizable states under σ share the same Lagrangian multiplier).

That is, when those states are linked together by the principal to sustain one interim IC, the

risk-informativeness ratio is smoothed out across states. In contrast, when the information is

complete, the risk-informativeness ratio given the efficient effort a∗(θ ),
ω′(u∗H (θ ))−ω

′(u∗L(θ ))
lH (a∗(θ ),θ )−lL(a∗(θ ),θ )

, is

independent across different states, since each ratio corresponds to the Lagrangian multiplier

for each state. Therefore, if we cross-check the optimal wage schemes in the complete infor-

mation benchmark across states, then the agent is generally over-insured in some states and

under-insured in others.

Consider two nearby states θ < θ ′, and a and a′ are the corresponding efficient effort,

respectively. The following expression determines whether the agent is over-insured at the

higher state θ ′.

d
dθ

�

ω′(u∗H(θ
′))−ω′(u∗L(θ

′))
�

ω′(u∗H(θ ′))−ω′(u
∗
L(θ ′))

−
∂
∂ θ

�

lH(a′,θ ′)− lL(a′,θ ′)
�

lH(a′,θ ′)− lL(a′,θ ′)
.

The first term represents the percentage change in the risk exposure across state, while the

second term represents the percentage change in informativeness across states. If the difference

between these two terms is negative, then the agent is over-insured at the higher state. In this

case, the principal can benefit by pooling these two states and reallocating incentives across

states to induce the same effort a′ for both states. Specifically, she can increase the wage

gaps at the higher state θ ′ to provide stronger incentives, while decrease the wage gaps at the

lower state θ to maintain necessary insurance provision. Conversely, if this quantity is positive,

then the agent is over-insured at the lower state θ , and so the principal can enhance incentive

provision at θ and reallocate insurance to higher state θ ′ to smooth the risk-informativeness

ratio. Assumption 1 ensures this quantity is non-zero for any open subinterval of the state
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space.

Now we provide a sketch of proof. Consider the following operation. Starting with the

optimal contract under complete information, {u∗H(θ ), u∗L(θ )}, pick two nearby states θ and

θ ′, where θ < θ ′, with associated efficient efforts a and a′, respectively. Suppose the principal

now pools θ and θ ′ together and tries to induce the higher action a′ by adjusting the contract

as follows. At θ ′, she increases u∗H(θ
′) by ϵH and decreases u∗L(θ

′) by ϵL so as to maintain the

agent’s IR at state θ ′. This requires

ϵH h(a′,θ ′) = ϵL

�

1− h(a′,θ ′)
�

, (4)

since the agent’s IR for exerting effort a′ is binding at state θ ′ under the original contract.

Next, at θ , the principal decreases u∗H(θ ) by ϵH and increases u∗L(θ ) by ϵL so as to satisfy

the agent’s IR at state θ , which requires

�

u∗H(θ )− ϵH

�

h(a′,θ ) +
�

u∗L(θ
′) + ϵL

��

1− h(a′,θ )
�

= c(a′), (5)

where c(a′) = uH(a′,θ )h(a′,θ ) + uL(a′,θ )
�

1 − h(a′,θ )
�

. The treatment above ensures that

the agent’s IR is satisfied state-wise. Since the major gain from pooling states is incentive-

smoothing, we consider the aggregated IC for both states,

f (θ )
�

u∗H(θ )− u∗L(θ )− ϵH + ϵL

�

ha(a
′,θ ) + f (θ ′)
�

u∗H(θ
′)− u∗L(θ

′) + ϵH − ϵL

�

ha(a
′,θ ′)

=c′(a′)
�

f (θ ) + f (θ ′)
�

.
(6)

Substituting (5) and (4) into (6), we obtain the following relation between ϵL and ϵL:

f (θ ′)lH(a
′,θ ′)ϵL = f (θ )lH(a

′,θ )
�

u∗L(θ )− uL(a
′,θ )
�

+ f (θ )lH(a
′,θ )ϵL . (7)

The principal’s payoff gain PG from this treatment is given by

PG = f (θ )

�

∆a ha(a,θ )
�

v −
�

ω(u∗H(θ ))−ω(u
∗
L(θ ))
��

�

+ f (θ )

�

ω′(u∗H(θ ))h(a
′,θ )ϵH −ω

′(u∗L(θ ))
�

1− h(a′,θ )
�

ϵL

�

+ f (θ ′)

�

−ω′(u∗H(θ
′))h(a′,θ ′)ϵH +ω

′(u∗L(θ
′))
�

1− h(a′,θ ′)
�

ϵL

�

,

(8)

where ∆a ≡ a′− a = a∗(θ ′)− a∗(θ ). The first term of PG represents the gain from inducing a

higher action at state θ , the second term represents the expected gain from shrinking the wage

gap at θ , and the third term represents the expected loss from widening the wage gap at θ ′.
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Note that the optimal effort a at state θ is determined by the principal’s first-order condi-

tion,

ha(a,θ )
�

v −
�

ω(u∗H(θ ))−ω(u
∗
L(θ ))
��

= h(a,θ )ω′(u∗H(θ ))
∂ uH(a,θ )
∂ a

+(1−h(a,θ ))ω′(u∗L(θ ))
∂ uL(a,θ )
∂ a

.

(9)

By substituting equations (5), (4), (7), and (9) into (8), we can express the principal’s payoff

gain as follows:

− f (θ )
�

ω′(u∗H(θ ))
∂ uH

∂ a
−ω′(u∗L(θ ))

∂ uL

∂ a

�

ha(a,θ )(∆a)2

+ f (θ ′)lH(a
′,θ ′)ϵL

�

ω′(u∗H(θ ))−ω
′(u∗L(θ ))

lH(a,θ )− lL(a,θ )
lH(a,θ )− lL(a,θ )

lH(a′,θ )− lL(a′,θ )
−
ω′(u∗H(θ

′))−ω′(u∗L(θ
′))

lH(a′,θ ′)− lL(a′,θ ′)
︸ ︷︷ ︸

incentive-smoothing

�

.

The first term corresponds to the efficiency loss from the mismatch between efforts and

states; it is always negative. The second term corresponds to the cost savings from incentive-

smoothing. The sign of its coefficient is ambiguous. For example, since the efficient effort is

increasing in state and the likelihood ratio lH − lL is decreasing in a, then lH (a,θ )−lL(a,θ )
lH (a′,θ )−lL(a′,θ )

> 1.

Therefore, if the risk–informativeness ratio under complete information, i.e.,
ω′(u∗H (θ ))−ω

′(u∗L(θ ))
lH (a∗(θ ),θ )−lL(a∗(θ ),θ )

,

is decreasing in θ , then the incentive-smoothing coefficient is positive. This implies that under

complete information, the principal overcompensates insurance in the higher states, so she may

benefit from pooling those states and reallocate the insurance provision to lower states and use

higher states to provide stronger incentives. On the other hand, if the risk–informativeness ra-

tio is increasing and the increment is sufficient to compensate the change in informativeness,

then the coefficient becomes negative. In this case, the principal overcompensates incentive in

the higher states, so she may benefit from pooling those states and reallocate the incentive pro-

vision to lower states and use higher states to provide better insurance, i.e., she can choose a

negative ϵL . Assumption 1 implies that this coefficient does not equal to zero in any subinterval

of the state space.11

Since the incentive-smoothing term is of the same order as∆a, and since ϵL is independent

of ∆a, we can always choose ϵL to be small enough, yet sufficiently large relative to ∆a,

to ensure that the gains from incentive-smoothing dominate the efficiency losses from effort

11If the coefficient is exactly 0 for all neighboring states, then lH (a,θ )−lL (a,θ )
lH (a′ ,θ )−lL (a′ ,θ )

is independent of θ . To see this,

take three arbitrary neighboring states θ , θ ′, and θ ′′. The zero coefficient implies λ∗
θ ′′ =

lH (a,θ )−lL (a,θ )
lH (a′′ ,θ )−lL (a′′ ,θ )

λ∗
θ
=

lH (a,θ )−lL (a,θ )
lH (a′ ,θ )−lL (a′ ,θ )

lH (a′ ,θ ′)−lL (a′ ,θ ′)
lH (a′′ ,θ ′)−lL (a′′ ,θ ′)

λ∗
θ
, where λ∗

θ
=

ω′(u∗H (θ ))−ω
′(u∗L (θ ))

lH (a∗(θ ),θ )−lL (a∗(θ ),θ )
is the optimal Lagrangian multiply for state θ under

the optimal action. This implies lH (a′ ,θ )−lL (a′ ,θ )
lH (a′′ ,θ )−lL (a′′ ,θ )

= lH (a′ ,θ ′)−lL (a′ ,θ ′)
lH (a′′ ,θ ′)−lL (a′′ ,θ ′)

. Since θ ′ and θ ′′ are chosen arbitrarily, this

essentially means lH (a′ ,θ )−lL (a′ ,θ )
lH (a′′ ,θ )−lL (a′′ ,θ )

is independent of θ , contradicting Assumption 1.
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mismatching. That is, by pooling neighboring states, the principal can obtain first-order gains

from incentive-smoothing, without incurring first-order efficiency losses. In the appendix, we

provide a complete proof over two neighboring intervals; the intuition there is analogous to

that of the pairwise argument above.

Crucially, this result establishing the suboptimality of providing complete information hinges

on the contractibility of the ex-post realization of the state. Without contract completeness,

providing complete information ex ante may still be optimal. In the next section, we explore

incomplete contracts.

7. Optimality of Complete Information under Incomplete Contracts

We now consider a setting with incomplete contracts, in which the ex-post state θ is not con-

tractible. That is, the wage scheme cannot be contingent on the realized state, only on the

realization of the signal σ (see Aghion and Bolton (1992)). By a slight abuse of notation,

given some signal realization σ, an incomplete wage scheme is simply a pair (uσH , uσL ) ⊆ R
2.

Formally, given a specific posterior belief σ, the principal’s program now becomes

max
a

�

max
uσH ,uσL

∫

Θ

�

v −ω(uσH)
�

h(a,θ )−ω(uσL )(1− h(a,θ ))dσ(θ )

�

(PI
σ)

s.t.

∫

Θ

�

uσH − uσL
�

ha(a,θ )dσ(θ ) = c′(a), (ICI
σ)

∫

Θ

�

uσHh(a,θ ) + uσL (1− h(a,θ ))
�

dσ(θ )≥ c(a). (IRI
σ)

We denote by ΠI(σ) the principal’s profit under the optimal wage scheme and the optimal ef-

fort. The next result states that when the principal’s profit function under complete information

Π∗(θ ) is convex, it is always optimal for her to provide complete information.

Proposition 2. Suppose haθθ < 0. If Π∗(θ ) is convex, then
∫

Θ
Π∗(θ )dσ(θ ) > ΠI(σ) for any

non-degenerate σ.

Proof. First, suppose the wage scheme (uσH , uσL ) is the optimal wage scheme that induces effort

a under the distribution σ(θ ) (both ICI
σ and IRI

σ are binding for effort a); then it induces some

strictly higher effort ã under the Dirac measure on the expectation of σ.

To see this, note that by the concavity of ha and haθ , we have

c′(a) = (uσH − uσL )

∫

Θ

ha(a,θ )dσ(θ )< (uσH − uσL )ha(a,Eσ[θ]),
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where the first equality follows from the premise (ICI
σ). Then, by the convexity of c and the

concavity of h, there exists some ã > a such that

c′(α)≤ (uσH − uσL )ha

�

α,Eσ[θ]
�

for all α ∈ [a, ã], with equality holding exactly at ã.

In other words, ã satisfies IC under the wage scheme {uσH , uσL } at state Eσ[θ]. Next we

show that it also satisfies IR at state Eσ[θ]. By the binding (IRI
σ),

c(a) = uσL +

∫

Θ

h(a,θ )dσ(θ )
�

uσH − uσL
�

< uσL + h
�

a,Eσ[θ]
��

uσH − uσL
�

,

where the second inequality comes from the concavity of h. Consequently,

c(a) +

∫ ã

a
c′(α)dα≤ uσL +

�

uσH − uσL
�

�

h
�

a,Eσ[θ]
�

+

∫ ã

a
ha(α,Eσ[θ])dα

�

⇒ c(ã)≤ uσL + h
�

ã,Eσ[θ]
��

uσH − uσL
�

.

Hence, ã indeed can be implemented at state Eσ[θ] under (uσH , uσL ). Now we can establish

the suboptimality of pooling information under σ. Suppose a and (uσH , uσL ) are the optimal

solutions under σ. Then

ΠI(σ) =

∫

Θ

h(a,θ )
�

v −ω(uσH)
�

+
�

1− h(aσ,θ )
��

−ω(uσL )
�

dσ(θ )

=

∫

Θ

h(a,θ )
�

v −
�

ω(uσH)−ω(u
σ
L )
��

dσ(θ )−ω(uσL )

< h
�

a,Eσ[θ]
��

v −
�

ω(uσH)−ω(u
σ
L )
��

−ω(uσL )

< h
�

ã,Eσ[θ]
��

v −
�

ω(uσH)−ω(u
σ
L )
��

−ω(uσL )

≤ Π∗
�

Eσ[θ]
�

≤
∫

Θ

Π∗(θ )dσ(θ ).

Here the first inequality comes from the concavity of h(·,θ ). The third inequality is due to the

agent’s revealed preference as ã is an inducible effort. The last inequality follows from the

convexity of Π∗.

The lemma below provides a sufficient condition for the principal’s indirect profit function

Π∗(θ ) to be convex.

Lemma 2. Suppose the determinant of the Hessian matrix of Π(a,θ ) is negative at (a∗(θ ),θ ) for
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all θ . Then Π∗(θ ) is convex.

The contrast between the implications of Theorem 1 and Proposition 2 suggests that the

suboptimality of complete information arises primarily from the ex-post contractibility of the

state. Specifically, there are two channels by which the principal may use information about the

state: she may use it ex ante to guide the agent’s action, and she may use it ex post to smooth

the agent’s incentives. When the contract is incomplete, the effect of the second channel is

minimal, as the principal cannot gain from the informativeness principle. In this case, if ex-

ante information strictly improves efficiency (e.g., if Π∗(θ ) is convex), then the first channel is

dominant. On the other hand, this argument does not rule out the possibility that pooling is

optimal when the state-wise optimal effort is inelastic. For example, the principal may prefer to

induce the same effort in all states. This situation is discussed in Jehiel (2015), where pooling

is still strictly optimal under incomplete contracts: for a fixed output, it is less costly for the

principal to offer a constant wage scheme across states than to induce the same action using

state-wise incentives.

8. Discussion

In this paper, we investigate the interplay between strategic information provision and ex-

post contractibility within the framework of a moral hazard problem. Our analysis focuses on

settings in which the state of the world is inherently uncertain, but the principal can learn and

disclose information about it before the contracting stage. We emphasize the trade-off faced

by the principal: she can provide detailed information to fine-tune the agent’s level of effort,

or she can provide coarser information and offer a more cost-effective contract. Our results

show that when the ex-post state of the world is contractible, the optimal mechanism features

endogenous informational incompleteness. In addition, extending our model to settings in

which the ex-post state is not contractible, we identify the conditions under which complete

information provision becomes optimal.

These results give rise to a testable prediction: in environments where institutional frame-

works enable the contractibility of production factors, less information will be generated. Our

insights are relevant to the broader study of moral hazard and information asymmetry, bridging

the literature on incomplete contracts and complete contracts.

Furthermore, there is an alternative interpretation of the ex-post contractibility of the state.

Instead of the actual state being revealed at time 2, we can consider that an ex-post contractible

signal is generated at time 2, which may provide information about the state. In this context,

our complete contract model represents an extreme case where the signal perfectly reveals the

state, whereas our incomplete contract model represents the opposite extreme, where the sig-
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nal is completely uninformative about the state. Our main result suggests a broader conjecture:

when the ex-post signal is more informative about the state, the principal tends to disclose less

information ex-ante.
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Appendix A

Proof of Lemma 1.

∂ u∗L(a,θ )

∂ θ
=

c′′(a) ∂ lH
∂ θ

l2
H

> 0,
∂ u∗H(a,θ )

∂ θ
=

c′′(a) ∂ lL
∂ θ

l2
L

< 0

∂ u∗L(a,θ )

∂ a
=

haa
ha

c′(a)− c′′(a)

lH
< 0,

∂ u∗H(a,θ )

∂ a
=

haa
ha

c′(a)− c′′(a)

lL
> 0

Proof of Proposition 1. It suffices to prove the indirect profit function Π(a,θ ) is supermodular.

In particular,

∂ 2Π

∂ a∂ θ
=
∂ 2E[y|a,θ]
∂ a∂ θ

−
∂ 2E
�

ω
�

u∗y(a,θ )
�

�

�

�a,θ
�

∂ a∂ θ

=
�

�

H −ω(u∗H)
�

−
�

L −ω(u∗L)
�

�

haθ +
�

−ω′′(u∗H)
∂ u∗H
∂ θ

∂ u∗H
∂ a

h−ω′′(u∗L)
∂ u∗L
∂ θ

∂ u∗L
∂ a
(1− h)
�

−
�

ω′(u∗H)

�

∂ 2
�

h · u∗H
�

∂ a∂ θ
− u∗Hhaθ

�

+ω′(u∗L)

�

∂ 2
�

(1− h) · u∗L
�

∂ a∂ θ
+ u∗Lhaθ

�

�

The first term in the first line is positive as the principal’s profit is higher when the output is

realized to be high. The second term is also positive, which comes from the convexity ofω and

the fact that
∂ u∗y
∂ a
∂ u∗y
∂ θ < 0 for either output. It remains to show the term in the square bracket

in the second line is negative. By (IRθ ), we have:

∂ 2
�

h · u∗H
�

∂ a∂ θ
= −
∂ 2
�

(1− h) · u∗L
�

∂ a∂ θ
< 0

Since u∗H > u∗L , it follows immediately from the fact that h is supermodular and the convexity

of ω.

Proof of Theorem 1. Given some interval [θ ,θ] ⊆ [0, 1], pick an arbitrary t̂ ∈ (θ ,θ ) and con-

sider its neighborhood ( t̂ − δ, t̂ + δ) ⊂ [θ ,θ]. Our objective is to argue that there exists some

δ such that the expected profit under full information on ( t̂ − δ, t̂ + δ) is lower than that in-

ducing the pooling effort â := a∗( t̂) on the same region. In particular, consider the following

perturbed incentive scheme ũ∗y that implements â:
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ũ∗H(θ ) =







u∗H(θ )− ϵH , if θ ∈ ( t̂ −δ, t̂);

u∗H(θ ) + ϵH , if θ ∈ ( t̂, t̂ +δ).

ũ∗L(θ ) =







u∗L(θ ) + ϵL , if θ ∈ ( t̂ −δ, t̂);

u∗L(θ )− ϵL , if θ ∈ ( t̂, t̂ +δ).

such that â is incentive-compatible and IR holds for both ( t̂ − δ, t̂) and ( t̂, t̂ + δ). That is, we

pick (ϵH ,ϵL ,ϵH ,ϵL) such that the following three equalities are satisfied and eventually take

the limit of the variable of choice to zero from above.

∫ t̂+δ

t̂

�

ϵH+ϵL

�

ha(â,θ )dF(θ )−
∫ t̂

t̂−δ

�

ϵH+ϵL

�

ha(â,θ )dF(θ ) =

∫ t̂+δ

t̂−δ
c′(â)−
�

u∗H(θ )−u∗L(θ )ha(â,θ )
�

dF(θ )

(ĨC)

∫ t̂+δ

t̂

�

ϵHh(â,θ )− ϵL(1− h(â,θ ))
�

dF(θ ) =

∫ t̂+δ

t̂
c(â)−
�

h(â,θ )u∗H(θ ) + (1− h(â,θ ))u∗L(θ )
�

dF(θ )

(IR)
∫ t̂

t̂−δ

�

ϵL(1− h(â,θ ))− ϵHh(â,θ )
�

dF(θ ) =

∫ t̂

t̂−δ
c(â)−
�

h(â,θ )u∗H(θ ) + (1− h(â,θ ))u∗L(θ )
�

dF(θ ).

(IR)

Substituting (IR) and (IR) into (ĨC) yields

∫ t̂+δ

t̂−δ
ha(â,θ )
�

�

u∗H(â,θ )− u∗L(â,θ )
�

−
�

u∗H(θ )− u∗L(θ )
�

�

dF(θ )

=l+h

∫ t̂+δ

t̂

�

ϵL + h(â,θ )
�

u∗H(â,θ )− u∗H(θ )
�

+ (1− h(â,θ ))
�

u∗L(â,θ )− u∗L(θ )
�

�

dF(θ )

−l−h

∫ t̂

t̂−δ

�

ϵL − h(â,θ )
�

u∗H(â,θ )− u∗H(θ )
�

+ (1− h(â,θ ))
�

u∗L(â,θ )− u∗L(θ )
�

�

dF(θ )

where l+h =
∫ t̂+δ

t̂ ha(â,θ )dF(θ )
∫ t̂+δ

t̂ h(â,θ )dF(θ )
and l−h =
∫ t̂

t̂−δ ha(â,θ )dF(θ )
∫ t̂

t̂−δ h(â,θ )dF(θ )
.
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The expression can be further rearranged as

l+h

∫ t̂+δ

t̂
dF(θ )ϵL = l−h

∫ t̂

t̂−δ
dF(θ )ϵL

−l+H

∫ t̂+δ

t̂

�

u∗L(â,θ )− u∗L(θ )
�

dF(θ )− l−H

∫ t̂

t̂−δ

�

u∗L(â,θ )− u∗L(θ )
�

dF(θ )

+

∫ t̂+δ

t̂

�

ha(â,θ )− l+h h(â,θ )
�

�

�

u∗H(â,θ )− u∗L(â,θ )
�

−
�

u∗H(θ )− u∗L(θ )
�

�

dF(θ )

+

∫ t̂

t̂−δ

�

ha(â,θ )− l−h h(â,θ )
�

�

�

u∗H(â,θ )− u∗L(â,θ )
�

−
�

u∗H(θ )− u∗L(θ )
�

�

dF(θ )

Lemma 3. Let D(θ ) = u∗H(θ )− u∗L(θ )−
�

u∗H(â,θ )− u∗L(â,θ )
�

, then

∫ t̂+δ

t̂
ha(â,θ )D(θ )dF(θ )

∫ t̂+δ

t̂
h(â,θ )dF(θ )≥

∫ t̂+δ

t̂
h(â,θ )D(θ )dF(θ )

∫ t̂+δ

t̂
ha(â,θ )dF(θ );

(10)
∫ t̂

t̂−δ
ha(â,θ )D(θ )dF(θ )

∫ t̂

t̂−δ
h(â,θ )dF(θ )≥

∫ t̂

t̂−δ
h(â,θ )D(θ )dF(θ )

∫ t̂

t̂−δ
ha(â,θ )dF(θ ).

(11)

Proof. First notice that by monotonicity of a∗(·) and u∗H(·,θ )−u∗L(·,θ ), D(θ ) is strictly increas-

ing, non-positive on [ t̂ −δ, t̂], and non-negative on [ t̂, t̂ +δ].

To prove (10), observe that ha, h and D are all nonnegative, it suffices to show that for any

x , y ∈ [ t̂, t̂ +δ],

h(â, x ∧ y)ha(â, x ∨ y)D(x ∨ y)≥ ha(â, x)h(â, y)D(y).

If x ≥ y , then LHS = h(â, y)ha(â, x)D(x) ≥ ha(â, x)h(â, y)D(y) = RHS by monotonicity

of D. If x ≤ y , then LHS = h(â, x)ha(â, y)D(y)≥ ha(â, x)h(â, y)D(y) = RHS by monotonicity

of lh(â, ·).

Therefore we can apply Theorem 2.1 in Karlin and Rinott (1980) and conclude (10) must

hold.

Similarly for (11), it is equivalent to prove for any x , y ∈ [ t̂ −δ, t̂],

−D(x)ha(â, x)h(â, y)≤ −D(x ∧ y)h(â, x ∧ y)ha(â, x ∨ y).
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If x ≥ y , then LHS = −D(x)ha(â, x)h(â, y) ≤ −D(y)h(â, y)ha(â, x) by monotonicity of

D. If x ≤ y , LHS = −D(x)ha(â, x)h(â, y) ≤ −D(x)h(â, x)ha(â, y), again by monotonicity of

lh(â, ·).

As a consequence of Lemma 3, we have

∫ t̂+δ

t̂

�

ϵL + u∗L(â,θ )− u∗L(θ )
�

dF(θ )≤
l−h
l+h

∫ t̂

t̂−δ

�

ϵL −
�

u∗L(â,θ )− u∗L(θ )
��

dF(θ ). (12)

Now we are ready to compare the profit between the pooling policy and the perfect informa-

tion policy on the neighborhood. In particular, the profit difference, PD := Π
�

â, F |( t̂+δ, t̂−δ)
�

−
∫ t̂+δ

t̂−δ Π
∗(θ )dF(θ ), can be expressed as 12 :

PD=

∫ t̂+δ

t̂−δ

�

h(â,θ )− h(a∗(θ ),θ )
�

P(θ )dF(θ )
︸ ︷︷ ︸

Surplus Loss

+

∫ t̂+δ

t̂

�

ω′(u∗L(θ ))ϵL(1− h(â,θ ))−ω′(u∗H(θ ))ϵHh(â,θ )
�

dF(θ )
︸ ︷︷ ︸

Incentive Smoothing+

+

∫ t̂

t̂−δ

�

ω′(u∗H(θ ))ϵHh(â,θ )−ω′(u∗L(θ ))ϵL(1− h(â,θ ))
�

dF(θ )
︸ ︷︷ ︸

Incentive Smoothing−

where P(θ ) := H −ω(u∗H(θ ))−
�

L −ω(u∗L(θ ))
�

is the net profit under perfect information

and optimal contract at state θ .

Let∆a(θ ) := a∗′(θ )( t̂−θ ). The first line of PD captures the expected profit loss due to the

inflexibility of action â, which can be further simplified as 13 :

Surplus Loss=

∫ t̂+δ

t̂−δ

�

ha(a
∗(θ ),θ )∆a(θ )
�

P(θ )dF(θ )

=

∫ t̂+δ

t̂−δ

�

ω′(u∗H(θ ))h(a
∗(θ ),θ )

∂ u∗H(a
∗(θ ),θ )

∂ a
+ω′(u∗L(θ ))(1− h(a∗(θ ),θ ))

∂ u∗L(a
∗(θ ),θ )

∂ a

�

∆a(θ )dF(θ )

where the second equality comes from the optimality (first order condition) of a∗(θ ) under

12This is up to the terms of the order o(ϵ) in the integrand, which we ignore here and in what follows.
13Again, we omit all terms of the order o(δ) in the integrand here and in the remaining of the paper.
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perfect information.

The second and third line of PD represent the net cost-saving through redistribute incentives

across different states, which can be further expressed by:

Incentive Smoothing+ =

∫ t̂+δ

t̂

�

ω′
�

u∗L(θ )
��

1− h(â,θ )
�

−ω′
�

u∗H(θ )
�

h(â,θ )

∫ t̂+δ
t̂ 1− h(â,θ )dF
∫ t̂+δ

t̂ h(â,θ )dF

�

dF(θ )ϵL

−

∫ t̂+δ
t̂ ω′
�

u∗H(θ )
�

h(â,θ )dF(θ )
∫ t̂+δ

t̂ h(â,θ )dF(θ )
︸ ︷︷ ︸

=E[ω′(u∗H (θ )) |H,+]

∫ t̂+δ

t̂

�

h(â,θ )
∂ u∗H(a

∗(θ ),θ )

∂ a
+ (1− h(â,θ ))

∂ u∗L(a
∗(θ ),θ )

∂ a

�

∆a(θ )dF(θ )

Incentive Smoothing− =

∫ t̂

t̂−δ

�

ω′
�

u∗H(θ )
�

h(â,θ )

∫ t̂
t̂−δ 1− h(â,θ )dF
∫ t̂

t̂−δ h(â,θ )dF
−ω′
�

u∗L(θ )
��

1− h(â,θ )
�

�

dF(θ )ϵL

−

∫ t̂
t̂−δω

′
�

u∗H(θ )
�

h(â,θ )dF(θ )
∫ t̂

t̂−δ h(â,θ )dF(θ )
︸ ︷︷ ︸

E[ω′(u∗H (θ )) |H,−]

∫ t̂

t̂−δ

�

h(â,θ )
∂ u∗H(a

∗(θ ),θ )

∂ a
+ (1− h(â,θ ))

∂ u∗L(a
∗(θ ),θ )

∂ a

�

∆a(θ )dF(θ )

where E
�

ω′(u∗H(θ ))
�

�H,+
�

and E
�

ω′(u∗H(θ ))
�

�H,−
�

are the expectations of u∗H conditional

on state is in one-sided neighborhood and high output being realized.

Observe that the coefficient of ϵL is negative. By convexity of ω′ and monotonicity of u∗H
and h(â, ·), we have

h(â, x ∨ y)ω′(u∗H(x ∨ y))(1− h(â, x ∧ y))≥ h(â, y)ω′(u∗L(x))(1− h(â, x))

Again by Theorem 2.1 in Karlin and Rinott (1980),

∫ t̂+δ

t̂
ω′
�

u∗L(θ )
��

1− h(â,θ )
�

dF(θ )≤

∫ t̂+δ
t̂ 1− h(â,θ )dF
∫ t̂+δ

t̂ h(â,θ )dF

∫ t̂+δ

t̂
ω′
�

u∗H(θ )
�

h(â,θ )dF(θ ).

Combining three parts, together with (12), yields
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PD≥
�

�

∫ t̂+δ
t̂ ω′
�

u∗L(θ )
��

1− h(â,θ )
�

dF(θ )
∫ t̂+δ

t̂

�

1− h(â,θ )
�

dF(θ )
−

∫ t̂+δ
t̂ ω′
�

u∗H(θ )
�

h(â,θ )dF(θ )
∫ t̂+δ

t̂ h(â,θ )dF(θ )

� l−H
l+H

∫ t̂+δ
t̂

�

1− h(â,θ )
�

dF(θ )
∫ t̂+δ

t̂ dF(θ )

+
�

∫ t̂
t̂−δω

′
�

u∗H(θ )
�

h(â,θ )dF(θ )
∫ t̂

t̂−δ h(â,θ )dF(θ )
−

∫ t̂
t̂−δω

′
�

u∗L(θ )
��

1− h(â,θ )
�

dF(θ )
∫ t̂

t̂−δ

�

1− h(â,θ )
�

dF(θ )

�

∫ t̂
t̂−δ

�

1− h(â,θ )
�

dF(θ )
∫ t̂

t̂−δ dF(θ )

�∫ t̂

t̂−δ
dF(θ )ϵL

+

∫ t̂+δ

t̂

�

ω′(u∗H(θ ))h(a
∗(θ ),θ )−E
�

ω′(u∗H(θ ))
�

�H,+
�

h(â,θ )
�∂ u∗H(a

∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

+

∫ t̂

t̂−δ

�

ω′(u∗H(θ ))h(a
∗(θ ),θ )−E
�

ω′(u∗H(θ ))
�

�H,−
�

h(â,θ )
�∂ u∗H(a

∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

+

∫ t̂+δ

t̂

�

ω′(u∗L(θ ))
�

1− h(a∗(θ ),θ )
�

−E
�

ω′(u∗H(θ ))
�

�H,+
��

1− h(â,θ )
�

�∂ u∗L(a
∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

+

∫ t̂

t̂−δ

�

ω′(u∗L(θ ))
�

1− h(a∗(θ ),θ )
�

−E
�

ω′(u∗H(θ ))
�

�H,−
��

1− h(â,θ )
�

�∂ u∗L(a
∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

−
∫ t̂+δ

t̂

�

ω′
�

u∗L(θ )
��

1− h(â,θ )
�

−ω′
�

u∗H(θ )
�

h(â,θ )

∫ t̂+δ
t̂ 1− h(â,θ )dF
∫ t̂+δ

t̂ h(â,θ )dF

�

∂ u∗L(a
∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

−
∫ t̂

t̂−δ

l−H
l+H

�

ω′
�

u∗L(θ )
��

1− h(â,θ )
�

−ω′
�

u∗H(θ )
�

h(â,θ )

∫ t̂+δ
t̂ 1− h(â,θ )dF
∫ t̂+δ

t̂ h(â,θ )dF

�

∂ u∗L(a
∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

The integrands in third and fourth line are obviously o(δ).

We can combine the fifth and seventh line as

∫ t̂+δ

t̂

�

ω′
�

u∗H(θ )
�

h(â,θ )

∫ t̂+δ
t̂ 1− h(â,θ )dF
∫ t̂+δ

t̂ h(â,θ )dF
−E
�

ω′(u∗H(θ ))
�

�H,+
��

1− h(â,θ )
�

�∂ u∗L(a
∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

=

∫ t̂+δ

t̂

�

ω′
�

u∗H(θ )
�

h(â,θ )
E[1− h(â,θ ) |H,+]
E[h(â,θ ) |H,+]

−E
�

ω′(u∗H(θ ))
�

�H,+
��

1− h(â,θ )
�

�

︸ ︷︷ ︸

→0 as δ→0

∂ u∗L(a
∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

which makes the integrand of order o(δ).

Similarly, we can combine the sixth and the eighth line as:
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∫ t̂

t̂−δ

� l−H
l+H
︸︷︷︸

→1 as δ→0

ω′
�

u∗H(θ )
�

h(â,θ )

∫ t̂+δ
t̂ 1− h(â,θ )dF
∫ t̂+δ

t̂ h(â,θ )dF
−E
�

ω′(u∗H(θ ))
�

�H,−
��

1− h(â,θ )
�

�∂ u∗L(a
∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

=

∫ t̂+δ

t̂

�

ω′
�

u∗H(θ )
�

h(â,θ )
E[1− h(â,θ ) |H,+]
E[h(â,θ ) |H,−]

−E
�

ω′(u∗H(θ ))
�

�H,+
��

1− h(â,θ )
�

�

︸ ︷︷ ︸

→0 as δ→0

∂ u∗L(a
∗(θ ),θ )

∂ a
∆a(θ )dF(θ )

Thus, its integrand also is of order o(δ).

In other words,

PD≥
�

�

∫ t̂+δ
t̂ ω′
�

u∗L(θ )
��

1− h(â,θ )
�

dF(θ )
∫ t̂+δ

t̂

�

1− h(â,θ )
�

dF(θ )
−

∫ t̂+δ
t̂ ω′
�

u∗H(θ )
�

h(â,θ )dF(θ )
∫ t̂+δ

t̂ h(â,θ )dF(θ )

� l−H
l+H

∫ t̂+δ
t̂

�

1− h(â,θ )
�

dF(θ )
∫ t̂+δ

t̂ dF(θ )

+
�

∫ t̂
t̂−δω

′
�

u∗H(θ )
�

h(â,θ )dF(θ )
∫ t̂

t̂−δ h(â,θ )dF(θ )
−

∫ t̂
t̂−δω

′
�

u∗L(θ )
��

1− h(â,θ )
�

dF(θ )
∫ t̂

t̂−δ

�

1− h(â,θ )
�

dF(θ )

�

∫ t̂
t̂−δ

�

1− h(â,θ )
�

dF(θ )
∫ t̂

t̂−δ dF(θ )

�∫ t̂

t̂−δ
dF(θ )ϵL

So long as the coefficient of ϵL is not equal to 0 at all points in the small neighborhood of

t̂, then there exists a profitable deviation, rendering perfect information provision suboptimal.

Proof of Lemma 2. Take total differentiation with respect to θ , we obtain

dΠ∗(θ )
dθ

=
∂Π

∂ a
da∗(θ )

dθ
+
∂Π

∂ θ
.

The second order differentiation further leads to,

d2Π∗

dθ2
=
�∂ 2Π

∂ a2

da∗

dθ
+
∂ 2Π

∂ a∂ θ

�da∗

dθ
+
∂Π

∂ a
d2a∗

dθ2
+
∂ 2Π

∂ a∂ θ
da∗

dθ
+
∂ 2Π

∂ θ2

=
∂ 2Π

∂ a2

�da∗

dθ

�2
+ 2

∂ 2Π

∂ a∂ θ
da∗

dθ
+
∂ 2Π

∂ θ2

=
∂ 2Π

∂ a2

�

−
∂ 2Π
∂ θ2

∂ 2Π
∂ a∂ θ

�2
+ 2

∂ 2Π

∂ a∂ θ

�

−
∂ 2Π
∂ θ2

∂ 2Π
∂ a∂ θ

�

+
∂ 2Π

∂ θ2

=
∂ 2Π
∂ θ2

�

∂ 2Π
∂ a∂ θ

�2

�∂ 2Π

∂ a2

∂ 2Π

∂ θ2
−
�

∂ 2Π

∂ a∂ θ

�2
�

,
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which is positive if ∂
2Π
∂ a2

∂ 2Π
∂ θ2 <
�

∂ 2Π
∂ a∂ θ

�2
.

Appendix B: Risk-Neutral Agent

In this appendix, we provide the analysis to a risk-neutral agent. With risk-averse agent, we

impose limited liability to the agent, and we further impose bounded payment such that wσy ∈
[0, w̄] as introduced in Jewitt et al. (2008).

The production function, information environment, and the contract scheme are the same

as in the main text. Except now, the agent is risk-neutral over wealth. His net utility is w−c(a).

The output y accrues directly to the principal. The principal is risk-neutral and maximizes her

expected net profit y −w.

The principal’s problem is the same but with additional constraints on payment.

max
E , {wσL (·),w

σ
H (·)}σ∈Σ, aσ

∫

Σ

∫

Θ

�

(H −wσH(θ ))h(a,θ ) + (L −wσL (θ ))(1− h(a,θ ))
�

dσ(θ )d Pr(σ)

s.t.

∫

Θ

�

wσH(θ )−wσL (θ )
�

ha(aσ,θ )dσ(θ ) = c′(aσ), ∀σ ∈ Σ (ICσ)

∫

Θ

�

wσH(θ )h(aσ,θ ) +wσL (θ )(1− h(aσ,θ ))
�

dσ(θ )≥ c(aσ), ∀σ ∈ Σ (IRσ)

0≤ wσL ≤ w̄; 0≤ wσH ≤ w̄ (M)

Claim 1. (Innes (1990)). wσL = 0 and IRσ is slack for all σ ∈ Σ.

Without ambiguity, we adopt the same notation as in the illustration example.

Proposition 3. (Complete information solution). Suppose the principal provides complete in-

formation to the agent, then the optimal wage scheme is the following: w∗H(θ ) = wH(a∗(θ ),θ )

and w∗L(θ ) = 0. Moreover, if haa
ha

is increasing in state, then a∗(θ ) is increasing in state.

Proof. One can verify h ·w∗H is submodular, hence the profit is supermodular.

Now consider another extreme scenario where the principal provides no information to the

agent, i.e., all states map into a single signal σ which equals the prior distribution. In this case,

the principal’s problem becomes the following.

max
wi

H (θ ), a

∫

Θ

�

�

H −wi
H(θ )
�

h(a,θ ) + L
�

1− h(a,θ )
�

�

dF(θ )
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s.t.

∫

Θ

wi
H(θ ) ha(a,θ )dF = c′(a) (ICF )

0≤ wi
H ≤ w̄ (M)

Lemma 4. (Cost-minimizing wage for null information) Suppose the principal provides no

information to the agent. Then the optimal wage scheme for an fixed effort a is the following:

wi
L(θ ) = 0 for all θ ∈ [0,1] and

wi
H(θ ) =







w̄ if θ ∈ [t(a), 1]

0 if θ ∈ [0, t),

where t(a) is the solution to
∫ 1

t
w̄ha(a,θ )dF = c′(a). (13)

In addition, the optimal action for no information is the solution to maxa

∫

Θ
(H − L)h(a,θ )dF(θ )−

∫ 1
t(a) w̄h(a,θ )dF(θ ).

The next result states that the complete-information benchmark is indeed suboptimal. More

specifically, there exists a simple finite deterministic coarse information environment that dom-

inates complete information.

Theorem 2. Suppose w∗H(θ )< w̄ for all θ ∈ Θ. Then there exists a finite number N ≥ 1, such that

dividing the state space into N equal width sub-environments dominates the complete information.

Proof. Pick an arbitrary θ̂ ∈ Θ and a small number δ > 0. Consider a subset of the state

space, Iδ ≡ [θ̂ − δ, θ̂ + δ]. Consider the following two information environments. First, the

principal pools the state [θ̂ − δ, θ̂ + δ] into a single signal and designs the wage scheme as

in Lemma 4 to induce the agent to take the action â ≡ a∗(θ̂ ). Second, the principal provides

perfect information to the agent on this subset of the state space. The profit difference can be

decomposed as the sum of IS(Iδ) and EL(Iδ), where

IS(Iδ) :=

∫ θ̂+δ

θ̂−δ
wH(â,θ )h(â,θ )dF −

∫ θ̂+δ

t(â,δ)
w̄h(â,θ )dF,

EL(Iδ) :=

∫ θ̂+δ

θ̂−δ

�

(H − L −wH(â,θ ))h(â,θ )
︸ ︷︷ ︸

Π(â,θ )

−
�

H − L −w∗H(θ )
�

h(a∗(θ ),θ )
︸ ︷︷ ︸

Π(a∗(θ ),θ )

�

dF,

are unconditional expectations. We take first-order and second-order derivatives for IS(Iδ) and
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EL(Iδ) with respect to δ respectively.

dEL(Iδ)
dδ

= f (θ̂ +δ)
�

Π(â, θ̂ +δ)−Π(a∗(θ̂ +δ), θ̂ +δ)
�

+ f (θ̂ −δ)
�

Π(â, θ̂ −δ)−Π(a∗(θ̂ −δ), θ̂ −δ)
�

d2EL(Iδ)
dδ2

= f ′(θ̂ +δ)
�

Π(â, θ̂ +δ)−Π(a∗(θ̂ +δ), θ̂ +δ)
�

− f ′(θ̂ −δ)
�

Π(â, θ̂ −δ)−Π(a∗(θ̂ −δ), θ̂ −δ)
�

+ f (θ̂ +δ)

�

∂Π(â, θ̂ +δ)
∂ θ

−
∂Π(a∗(θ̂ +δ), θ̂ +δ)

∂ θ
−
∂Π(a∗(θ̂ +δ), θ̂ +δ)

∂ a
da∗(θ̂ +δ)

dθ

�

− f (θ̂ −δ)
�

∂Π(â, θ̂ −δ)
∂ θ

−
∂Π(a∗(θ̂ −δ), θ̂ −δ)

∂ θ
−
∂Π(a∗(θ̂ −δ), θ̂ −δ)

∂ a
da∗(θ̂ −δ)

dθ

�

It is easy to verify that dEL(Iδ)
dδ = 0 when δ converges to 0. Moreover, since a∗(θ ) is determined

by the first order condition, da∗(θ̂ )
dθ = 0, hence, d2EL(Iδ)

dδ2 = 0. Now let us look at the incentive

smoothing part. To simplify notation, we use tδ to represent the solution of t given (â,δ). By

implicit function theorem,

d tδ
dδ
=
�

ha(â, θ̂ +δ) f (θ̂ +δ)−
c′(â)

w̄

�

f (θ̂ +δ) + f (θ̂ −δ)
�

�Á

(ha(â, tδ) f (tδ)).

Hence,
dIS(Iδ)

dδ
= f (θ̂ +δ)
�

w∗H(â, θ̂ +δ)− w̄
�

h(â, θ̂ +δ) +
d tδ
dδ

w̄h(â, tδ) f (tδ) + f (θ̂ −δ)w∗H(â, θ̂ −δ)h(â, θ̂ −δ)

= f (θ̂ +δ)
�

w̄ha(â, θ̂ +δ)− c′(â)
�

�

h(â, tδ)
ha(â, tδ)

−
h(â, θ̂ +δ)

ha(â, θ̂ +δ)

�

+ f (θ̂ −δ)c′(â)
�

h(â, θ̂ −δ)
ha(â, θ̂ −δ)

−
h(â, tδ)
ha(â, tδ)

�

which is strictly positive if δ > 0 and equals 0 if δ goes to 0. Since both terms h(â,θ̂−δ)
ha(â,θ̂−δ)

− h(â,tδ)
ha(â,tδ)

and h(â,tδ)
ha(â,tδ)

− h(â,θ̂+δ)
ha(â,θ̂+δ)

converges to zero when δ goes to 0. Therefore,

d2 IS(Iδ)
dδ

�

�

�

�

δ→0

= f (θ̂ )
�

w̄ha(â, θ̂ )− c′(â)
�

��

1

lH(â, θ̂ )

�′
d tδ
dδ
−
�

1

lH(â, θ̂ )

�′�

+ f (θ̂ )c′(â)

�

−
�

1

lH(â, θ̂ )

�′

−
�

1

lH(â, θ̂ )

�′
d tδ
dδ

�

= − f (θ̂ )

�

1

lH(â, θ̂ )

�′�

2c′(â)
�

1+
d tδ
dδ

��

= f (θ̂ )

�

1

lH(â, θ̂ )

�′

4c′(â)

�

c′(â)

w̄ha(â, θ̂ )
− 1

�

.

The final output is bigger than 0 because the state-wise compensation for action â is below w̄.

Moreover, since the optimal action in the complete-information benchmark is bounded below

from 0,14 and
�

1
lH (â,θ̂ )

�′
< 0, there exists a δ > 0 such that d2 IS(Iδ)

dδ + d2EL(Iδ)
dδ > 0 for every

δ < δ and for every θ̂ ∈ Θ. Hence, N is the smallest integer that is larger than 1/δ.

The reason that Incentive smoothing dominates efficiency gain for small interval of states is

following. When states are close by, the optimal action incurs the first-order loss, which almost

14Since ha(a, 0)≫ 0, a∗(0)≫ 0.
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equals to zero. On the other hand, incentive smoothing has a larger first-order gain because

to induce the same action using state-wise incentive wH(â,θ ) is far away from providing the

optimal wage incentive using the interim incentive.

Proposition 4. Suppose there are two intervals I1 and I2 where max{I1} < min{I2}. If haa
ha

is

increasing in θ , then the optimal action for I1 is smaller than that for I2.

Proof. For an interval I = [I , I], the profit for inducing an action a is the following

Π(a, I) :=

∫

I

(H − L)h(a,θ )

F(I)− F(I)
dF(θ )−
∫ 1

t I (a)

w̄ h(a,θ )

F(I)− F(I)
dF(θ ),

where t I(a) is the solution to
∫ I

t w̄ha(a,θ )dF =
∫

I c′(a)dF. We want to show
∫

I(H − L)h(a,θ )dF(θ )

is supermodular in a and I and
∫ 1

t I (a)
w̄h(a,θ )dF(θ ) is submodular in a and I . The former one

is easy to verify. We show the second one below. The first-order derivative of the expected

wage with respect to a can be simplified to,15

d
da

�

∫ 1

t I (a)

w̄ h(a,θ )

F(I)− F(I)
dF(θ )

�

=
�

1
lH(a, t I(a))

�



c′(a)

∫ I
t I (a)
−haadF
∫ I

t I (a)
hadF

+ c′′(a)



+ c′(a).

Given that −haa/ha decreases in θ , then
∫ I

t I (a)
−haadF
∫ I

t I (a)
hadF

decreases if I increases in strong order set.

In addition, lH(a, t I(a)) also increases if I increases in strong order set as t I(a) is interior in I .

Hence, the right hand side is decreasing in I . Therefore, Π(a, I) is supermodular and we then

conclude the optimal action increases in the index k of the intervals.

Intuitively, when the upper bound on wage w̄ is larger, the principal should have larger

incentive to pool on the information. The next result confirms this intuition.

Proposition 5. N is decreasing w̄.

Proof. For an arbitrary θ̂ ∈ Θ and δ > 0, take implicit differentiation of tδ,

dtδ
dw̄
=

∫ θ̂+δ
tδ

ha(a,θ )dF

w̄ha(a, tδ) f (tδ)
.

15Note that d t I (a)
da =
∫ Ī

t I (a)
w̄haa dF−c′′(a)

∫

I dF

w̄ha(a,t I (a)) f (t I (a))
.
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Substitute it into dIS(Iδ)
dw̄ ,

dIS(Iδ)
dw̄

=

∫ θ̂+δ

tδ

�

lH(a,θ )
lH(a, tδ)

− 1
�

h(a,θ )dF > 0,

because lH (a,θ )
lH (a,tδ)

> 1 for θ > tδ. Hence, for each interval [θ̂ −δ, θ̂ +δ], the gain from incentive

smoothing is uniformly larger. Moreover, since the efficiency gain is independent of w̄, this

further implies that δ derived in the proof of Theorem 2 is larger and thereby N is smaller.
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