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Abstract 
 

Many social ills can be modelled as a public bad. In such scenarios, private benefit is often 
immediate while the public damage takes some time to materialize. In this experiment, we 
investigate the behavioral effects caused by such delays in the realization of collective harm. 
By manipulating the weight with which the damages caused by group contributions are carried 
over to the next round, we alter the number of periods required for the social damage to fully 
unfold. We keep constant the economic consequences of contributions between treatments 
(by introducing a multiplier for the damage) and between periods (by deducting all unrealized 
harm at the end of the game) to avoid multiple equilibria. In a second treatment dimension, 
we isolate the cognitive challenges of this experiment by replacing human group-members 
with “computerized players” which perfectly copy each subject’s previous behavior. We find 
that participants’ behavior is less cooperative over time when harm is deferred into the future. 
Our results also suggest that the driving mechanism behind this effect is not insufficient 
anticipation, but the lack of having experienced the negative consequences of the public 
damage. 
 
Keywords: public bad; dynamically developing social harm; cognitive and motivational 
challenge; experiment 
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1. Introduction 

 
Research question. A social dilemma is called a dilemma for a reason. If everybody affected 
by the incentive structure is exclusively interested in maximizing individual profit, and if 
everybody assumes everybody else to be exclusively interested in maximizing individual profit, 
i.e. with common knowledge of standard preferences, the tragedy of the commons 
materializes (Hardin 1968). Yet, happily, observations from the field and the lab are 
considerably less gloomy (Ledyard 1995, Zelmer 2003, Chaudhuri 2011). One reason is 
motivational. Experimental evidence shows that many participants are willing to forgo the 
opportunity to exploit their counterparts if they are sufficiently confident that they 
themselves will not be exploited. This is of course the definition of a conditional cooperator 
(Fischbacher, Gächter et al. 2001, Fischbacher and Gächter 2010).  
 
Moreover, most situations that can be modelled as a social dilemma involve repeated 
interaction. As is well known, repetition is immaterial if it is known at which point the game 
ends and common knowledge of standard preferences is assumed. In the final round, every 
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participant will defect. This is anticipated by all other participants. Therefore, in the 
penultimate round, cooperation does not pay. Through unravelling, this holds for all earlier 
periods. Yet even if individually all participants are indeed exclusively interested in maximizing 
profit, there is scope for cooperation. It exists if sufficiently many participants are individually 
uncertain whether the remaining participants also hold standard preferences, and are willing 
to act upon them. If not, the famous gang-of-four result applies (Kreps, Milgrom et al. 1982). 
The folk theorem is applicable (Fudenberg and Maskin 1986, Fudenberg, Levine et al. 1994). 
Any level of contributions to the public good is an equilibrium. The original cooperation 
problem turns into a coordination problem. Participants must find a way of zeroing in on a 
plausible contribution level. Repetition makes cooperation even more likely if at least some 
participants are not only farsighted free riders, but are genuinely (conditionally) cooperative 
(Engel and Rockenbach 2024). Hence, with repetition, there is even more scope for socially 
beneficial type heterogeneity. 
 
In this experiment, we start from repetition, and we allow for preference heterogeneity. But 
we add a complication that appears in many, if not most, real-life dilemma situations. The 
situation is dynamic, in the sense that the social problem exacerbates over time. We 
manipulate the speed at which the social problem becomes patent. We implement a public 
bad, not a public good, because doing so makes the design more intuitive (Sonnemans, 
Schram et al. 1998, Moxnes and Van der Heijden 2003, Engel 2015a). Of course, this is 
ultimately only a (valence) frame (cf. Dufwenberg, Gächter et al. 2011). We could have 
represented the same incentive structure as a public good that, over time, becomes harder 
and harder to provide. 
 
In real life, many public bads have a dynamic component. More specifically, the frequency and 
intensity of harmful behavior in the past affects the amount of damages realized in the 
present. Take the quintessential public bad, damage to the environment. To a remarkable 
degree, the environment is forgiving. Nature recovers from occasional damaging events. Yet if 
damage becomes more frequent, nature gradually loses resilience and takes longer and longer 
to recover (Nelson, Adger et al. 2007, Moghim and Garna 2019). As another illustration, take 
the rules of conduct in a community. Most community members are willing to tolerate 
occasional transgressions and continue to follow the rules. Yet, if transgressions accumulate, 
the willingness of more rule-abiding members to keep up the group spirit by following the 
rules themselves will gradually decay. Community rules may cease to guide behavior (cf. the 
evidence on the so-called broken windows effect, e.g. Keizer, Lindenberg et al. 2008, 
Beckenkamp, Engel et al. 2009). Or consider a group that has established beneficial exchange 
with a second group, based on a mutual guarantee of exclusivity. If the groups are not too 
small, or if behavior is not too transparent, this beneficial arrangement may survive occasional 
outside dealing by single group members. Yet if such violations of the arrangement become 
frequent, the willingness of the counterpart group to reciprocate may deteriorate. In the long 
run, the mutual benefit may be lost and everybody will be worse off (if they succeed, this of 
course constitutes a cartel. For experimental evidence see Engel 2015b). In all of these 
scenarios, harm is not tangible immediately but takes time to realize. A single misdeed may, 
in and of itself, not result in noticeable detriment for society. But over the course of time and 
together with the transgressions of others, seemingly small acts can develop to have bigger 
consequences than initially observed. This deferred nature of harm realization alone may 
already affect the actors’ ability to cooperate. 
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A final illustration of this is particularly timely: collective harm may also result from revealing 
personal information on the individual level. In the digital realm, sharing personal data can be 
construed as the contribution to a public bad (Fairfield and Engel 2015). Individual information 
feeds into pattern recognition algorithms; this enhances their ability to predict behavior and 
preferences, even for individuals who have limited their personal data disclosure. The 
improvement of these algorithms, while providing valuable tools, may also result in 
detrimental societal outcomes: they can be used to personalize prices (Dubé and Misra 2023) 
or to fine-tune choice architecture to manipulate online decision-making (Susser, Roessler et 
al. 2019). As the volume of disclosed information grows and predictive algorithms become 
more precise, the potential for exploitation grows, and collective harm may surpass individual 
benefits. This concern is magnified by the current rise of generative AI, which leverages vast 
datasets to produce highly accurate and individualized predictions, thus amplifying risks of 
misuse and raising profound ethical questions about privacy and consent. 
 
Design. With field data it would be very difficult to investigate whether the dynamic nature of 
a public good, and the resulting delayed visibility of social damage, exacerbate a public bad. 
It would already be difficult to find otherwise identical public bads that only differ in the 
dynamics of the production function. And for identification one would, additionally, need 
pseudo-random assignment to either of these settings. The lab is attractive since the 
production function can be made the treatment manipulation, and participants can be 
randomly assigned to treatment. 
 
The stage game in our experiment is a public bads game with fixed groups of four. Subjects 
receive an initial lump-sum endowment and can decide to contribute up to 15 “points” per 
round. Each contributed point creates an individual benefit, but also causes harm to every 
member of the group. If all participants contribute an equal amount, this harm outweighs the 
sum of individual benefits. The game is repeated 20 announced times.  
 
In our experiment, however, the harm created by contributions does not fully materialize 
immediately. Instead of deducting the created damages promptly at the end of each round, it 
takes several periods for the damage to fully unfold. We manipulate the number of periods 
required for this process by altering the weight with which previous contributions are 
transferred to the next round. In our two treatments, this “decay factor” 𝛿 is either .1 or .9 so 
that either 10% or 90% of the current period’s contributions are considered for deductions in 
the subsequent round. Over several periods, this mechanism creates a “stock” of 
contributions, which decays over time (with the speed of decay depending on the treatment). 
Because of this, contributions do not only cause harm in the present but also in later rounds. 
If participants continuously choose to contribute, this stock will grow over time, causing even 
higher deductions in each period. If participants stop contributing, the stock and the 
associated damages decrease over time. 
 
We keep the economic consequences of contributing points constant between treatments. To 
achieve this, the introduction of another variable, the “multiplier” 𝜇, is required. This 
multiplier determines how much of the remaining stock is deducted from the respective 
periodic payoff of each group member. We adjust this multiplier to ensure that the harm for 
group welfare caused by each contributed point is the same irrespective of treatments 
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Therefore, fully prevoyant participants should react the same way to both treatments. The 
experiment is however motivated by the expectation that it becomes harder for groups to 
mitigate the dilemma if it takes longer for the social damage to materialize.  
 
Additionally, our experiment is designed such that the ultimate economic consequences of 
contributions are the same in every period. Our experiment has a defined end. Without an 
adjustment, a contribution to the public bad that occurs later in the game would matter less 
for total harm. Moreover, with greater delay, the shadow of the future is longer. Consequently, 
without an adjustment in the treatment with greater delay, a bigger part of the theoretical 
damage would only materialize after the experiment has been closed. Observations from the 
two treatments would not be comparable. To resolve this issue, we introduce an “endgame 
deduction”: After the last period, the harm which the remaining stock would have caused, had 
the game continued indefinitely, is subtracted in a one-time payment from each group 
member’s profit. Through this payment, any unit contributed at any time and in either 
treatment eventually has the same detrimental effect on every group member. The endgame 
deduction thus keeps the long-term effect of contributions constant across treatments and 
over time. 
 
As the last period is announced, we do not have to worry about multiple equilibria. The Folk 
Theorem does not apply. If we assume common knowledge of rationality, in the final round, 
every participant contributes fully. This is anticipated, which is why it does not pay to invest in 
cooperation in the penultimate round. By unraveling, the same reasoning holds for the second 
to last period. In the logic of backwards induction, all participants contribute fully right from 
the start.  
 
While the main motive for the endgame deduction is experimental, plausible analogues for 
this mechanism exist in reality. Take the quintessential example of climate change: Even if 
carbon emissions are ceased, the pollution caused up to that point continues to have a 
negative impact on the environment, which society must endure. This collective harm only 
dissipates slowly, as nature regenerates over time. An alternative example are pattern 
recognition algorithms. An increase in their capabilities might result in harmful business 
conduct, but might lose relevance over time, as their predictive power slowly dissipates when 
not continuously fed with up-to-date information. 
 
We inform participants about these mechanisms and do everything to make sure that they 
understand the incentive structure. We show them their individual payoff function (see 
Section 3) and represent the function with an intuitive example and a graphical description of 
how harm develops over time. Finally, we test participants’ understanding with an extensive 
set of instructive control questions.1 Still, the dynamic nature of harm development arguably 
creates a cognitive challenge. This potentially adds on to the motivational challenge resulting 
from social dilemma. 
 
To isolate the cognitive challenge, we introduce a second treatment dimension. Besides the 
group condition described above, we implement a single treatment. In this treatment, we 
replicate the otherwise identical experiment but replace human group members with three 

 
1 For more detail, please see Section 4 and the instructions in Appendix B. 



 5 

“computerized players”. Participants are informed that, from the second period on, these 
automated players exactly copy the participant’s contribution choice from the previous 
period. If a participant has fully grasped the implications of the design, they should not 
contribute anything in every period but the last. For if all group members contribute the same 
amount, their individual payoff is lower than when contributing zero. 
 
Preview of results. We find that, even in the single condition, multiple participants make 
positive contributions. Despite completely removing strategic uncertainty and making social 
preferences pointless, the fact that social harm is not immediately visible creates a problem. 
The dynamic nature of the game alone creates a cognitive challenge. 
 
Descriptively, in the group condition, contributions to the public bad are higher with 𝛿 = .9 in 
all but a single period. Yet statistically, the level effect of treatment on contribution is not 
significantly different from 0. We do however find that, with 𝛿 = .9, contributions increase 
more rapidly over time as compared to 𝛿 = .1. Contrasting the single and group treatments, 
we also find a clear level effect on contribution: if the cognitive challenge is compounded by 
a motivational challenge, the social dilemma looms larger.  
 
We find a clear effect of social preferences on contribution. Participants contribute less to the 
public bad if a subsequent test for social value orientation characterizes them as prosocial. Yet 
this effect does not differ between the 𝛿 = .1 and the 𝛿 = .9 condition. 
 
Most importantly for our research question, the size of contributions is explained by personal 
experiences. In the four periods after a participant has received a negative period payoff for 
the first time, she significantly reduces her contributions – the more so the closer to this 
experience. This shows that participants must themselves experience that high contributions 
inflict harm on society, including themselves. Most interestingly, the treatment effect of 𝛿  
becomes insignificant once we add dummies to the statistical model for every period after the 
individual period payoff has first turned negative. This also holds when interacting the period 
dummies with 𝛿. Consequently, the decay factor does not matter per se. It matters because a 
high decay factor shields participants for a long time from bad individual experiences. Only 
once participants make these experiences do they reduce their contributions to the public 
bad. 
 
The remainder of the paper is organized as follows: in the next Section, we relate our 
experiment to the literature. In Section 3, we introduce the design of the experiment. In 
Section 4, we present our hypotheses. In Section 5, we report results. Section 6 concludes 
with a discussion. 
 
 

2. Related Literature 
 
Two literatures in behavioral economics are relevant: the one on public bads, and the one on 
dynamic public goods. Since we construct our problem as a public bad, Andreoni (1995) 
provides a good starting point. He shows that reframing a static linear public good as a public 
bad substantially reduces cooperation, despite the fact that incentives are unchanged. Later 
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work replicates the effect (Sonnemans, Schram et al. 1998, Moxnes and Van der Heijden 2003, 
Khadjavi and Lange 2015). 
 
There is also a developed literature studying the effect of varying the design of linear public 
goods games, including the number of group members (Isaac, Walker et al. 1994), the 
marginal per capita rate and hence profit from cooperation (Isaac and Walker 1988), the 
endowment (Laury, Walker et al. 1999), and repetition (Isaac, Walker et al. 1984). If the 
horizon of the future is longer, cooperation is maintained for a longer time (Gächter, Renner 
et al. 2008).  
 
While there is a future, in such games each round gives participants a fresh start. As a matter 
of theory, Fershtman and Nitzan (1991), Wirl (1996), Kossioris, Plexousakis et al. (2008) note 
that the voluntary provision of public goods may be profitably studied dynamically. Cadigan, 
Wayland et al. (2011) test a very moderate version of a dynamic game. In their public good, 
the benefit from contributions to the public good ‘carries over’ to the next round. They find 
that this partly mitigates the dilemma. Duffy, Ochs et al. (2008) compare a static public good 
with one where the public benefit is allowed to accumulate over time. In the long run, groups 
do better in the dynamic setting, but they contribute less in the beginning. Battaglini, Nunnari 
et al. (2016) allow a public good or a public bad to accumulate over time, with no decay at all. 
They find under-provision of the public good, compared with the theoretical prediction.2 
Noussair and Soo (2008) investigate contribution behaviour in a public good game where 
previous cooperation affects marginal per capita rate in the current round. In their 
experiment, most groups do not show the typical declining trend in contributions. Finally 
there is a literature on threshold public bads. In these games, once the sum of contributions 
reaches the threshold, all is lost (Croson and Marks 2000, Bosetti, Heugues et al. 2017, 
Guilfoos, Miao et al. 2019). 
 
As the cited theoretical literature shows, dynamic games often exhibit a multiplicity of 
equilibria, since the growth of the stock over time may change players’ best responses. Such 
approaches differ from ours in that we seek the simplest possible experimental test of how 
the decay factor of a public bad affects group coordination. In our experiment, it is always 
individually better to contribute maximally; the individually optimal choice of each player does 
not change as a function of the group history. The accumulation and decay factors merely 
change the speed at which the social dilemma unfolds its consequences, and thus the speed 
at which the public harm responds to coordination attempts. We are interested in the 
behavioral effects of these manipulations. 
 
Studies of dynamic public bads sometimes focus on the sustainment of long-run cooperation 
in infinite games by providing a probability of continuation. Dal Bó and Fréchette (2011) vary 
this continuation probability, but the decision in each stage game does not directly affect the 
payoff in later stage games. Hence the realization of social harm is immediate, and not 
deferred. This is different in our experiment: while the number of rounds is fixed, 
contributions to the public bad accumulate over time, and are only partly experienced at the 

 
2 Although Diev and Hichri (2008) have the word “dynamic public good” in the title of their paper, they study a 
very different form of dynamics. Within each round of a static game, participants are allowed to adjust their 
contribution choices upwards, in the light of information about other participants’ (initial) choices. 
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point in time when contributions are made. We vary the rate with which the stock of social 
harm decays over time. 
 
Public bad games with dynamics that somewhat resemble our experimental design have been 
conducted in the context of carbon emissions. Pevnitskaya and Ryvkin (2013), Pevnitskaya and 
Ryvkin (2022) match participants into groups of two and let them choose a “level of 
production”. Production grants individual revenue but creates “emissions” that induce social 
harm. These emissions are transferred to the subsequent round with a weight of 0.75, 
providing a mechanism akin to the decay factor 𝛿 in our own experiment. However, their study 
focuses on the effect of framing and differing time horizons and does not manipulate the 
speed at which the social harm materializes. Ghidoni, Calzolari et al. (2017) conduct a similar 
experiment in groups of four. While they do induce public harm statically (i.e., realizing within 
a single round), this realization takes place either immediately or with a delay of two periods. 
They observe no significant effect on cooperation on balance, but do find a significant positive 
time trend for contributions when damages are delayed.  
 
To the best of our knowledge, the study by Calzolari, Casari et al. (2018) presents the only 
other experiment thus far to compare different decay factors as treatments in dynamic games. 
Their experiment is motivated by a set of stylized facts about climate change: states discount 
future earnings, and investments into abatement have diminishing marginal returns (which is 
why they induce a discount factor of 0.92); states have heterogeneous preferences (which is 
why they give group members different profit functions); zero emissions are not a plausible 
goal (which is why they enforce a minimum level of emissions, and implement a socially 
optimal amount of individual emissions); in their “persistent” design, emissions today yield 
constant damage in every later period. This design leads to a complicated set of possible 
Markov-chain equilibria. They have a surprising finding: with maximum delay (“persistent”), 
first round emissions are significantly lower (which is the opposite of our expectation). In 
comparison, our experiment is (deliberately) much simpler. The dynamic frame 
notwithstanding, it is a standard linear public bad. Socially optimal contributions are 0. We 
have an announced number of rounds, so that the implied discount factor is 1 (or the implied 
discount rate is 0). All group members have the same profit function. All we manipulate are 
the experiences participants are making, and the moment in time at which the actual harm 
materializes. With this design we can isolate what we believe to be a critical difference 
between static and dynamic social dilemmas: whether individuals perceive the harm they 
inflict on the community while they do so. 
 
Ultimately, it should be emphasized that the effect of deferring the materialization of harm 
we examine in this experiment is not a matter of time preferences. Previous research has 
pointed out that discounting tends to be hyperbolic rather than exponential  (Laibson 1997), 
thus revealing a time-inconsistent preference structure of individuals. This tendency to weigh 
immediate rewards higher than future consequences (O’Donoghue and Rabin 1999) 
(O’Donoghue and Rabin 1999) has been described as a “present bias” (O'Donoghue and Rabin 
2015). In empirical studies investigating this effect (see the extensive overview by Frederick, 
Loewenstein et al. 2002), participants are typically confronted with the choice of either 
receiving a smaller amount of money immediately or a larger amount at a later point in time. 
That is not the case in our experiment. All participants receive their payoff at the end of the 
respective session. Whether they lose their endowment in an earlier or later period of the 
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game is not a matter of time preferences and does not affect the duration participants have 
to spend in the lab. We merely manipulate the speed with which the collective harm 
materializes within the experiment. 
 
 

3. Design  
 
In our experiment, we employ a two-by-two factorial between-subjects design: As a first 
treatment dimension, we vary the decay factor between a low decay factor treatment (𝛿 =
0.1) and a high decay factor treatment (𝛿 = 0.9). For both treatments, we also manipulate 
whether subjects interact with each other in fixed groups of four (group treatment) or with a 
set of computerized group-members that copy the subject’s contribution from the previous 
period (single treatment). In all treatments, participants receive an initial lump-sum 
endowment of 28.00 EUR and can make contribution choices for 20 announced periods.  
 
Group treatment. In each period, participants in the group (𝑁 = 4) can decide on a 
contribution 𝑐 between 0 and 15 points, 𝑐 ∈ {0, 1, 2, … , 15}. Each contributed point incurs an 
individual cost of 0.01 EUR but creates an individual benefit of 0.10 EUR (𝜌 = 10). For any 
point invested by any group member, collective harm of 0.03 EUR occurs for the contributor 
and every group member (�̂� = 3). Hence, regardless of treatment, the long-term 
consequences of contributing one unit 𝑐 are always given by 
 

𝜋𝑖 = (𝜌 − 1)𝑐 − �̂� ∑ 𝑐𝑗

𝑁

𝑗=1

 

 
where 𝜋 is period profit, 𝜌 is the factor by which the contribution of 1 unit 𝑐 pays back for the 
contributor 𝑖, 𝑁 is the number of group members and �̂� is the long-term detriment from 
investing one unit, which is held constant across treatments. 
 
The individual costs and benefits from contributing are immediately realized after each period 
𝑡. The collective harm is not. Instead, the materialization of the collective damages is partly 
deferred to later rounds. For this, we manipulate the rate 𝛿 at which contributions made in 
period 𝑡 lose their impact on the harm participants experience in later periods 𝑡 + 𝑇. The 
decay factor 𝛿 therefore describes the weight with which the stock of contributions is 
transferred to the subsequent period. To keep the long-term consequences of contributions 
consistent between treatments, we introduce a multiplier 𝜇 which determines how much of 
the stock of contributed points is deducted from each group member’s period profit. 
Therefore, in each period payoff is defined by 

 
𝜋𝑖,𝑡 = (𝜌 − 1)𝑐𝑖,𝑡 − 𝜇(𝐶𝑡 + 𝛿𝐶𝑡−1 + 𝛿2𝐶𝑡−2 … + 𝛿𝑇𝐶𝑡−𝑇) 

 
where 𝐶𝑡 is the sum of contributions all group members have made in period 𝑡, and 𝑇 is the 
sum of periods the game has lasted.  
 
We adjust 𝜇 such that, irrespective of treatment, we have 
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�̂� =
𝜇

1 − 𝛿
= 3 

 
from the definition of the sum of an infinite geometric series. We guarantee this geometric 
series to be correct by introducing an “endgame deduction”. Because the materialization of 
the collective harm is delayed, it is unlikely to fully realize within the announced duration of 
20 periods – especially in the high decay treatment (𝛿 = .9), in which damages are more 
deferred. With the one-time payment, we deduct the stock of remaining contributions at the 
end of the game from each group member’s profit. This allows us to simulate an indefinite 
continuation of the negative consequences induced by prior contribution behavior, even 
beyond period 20. This deduction ensures that each point contributed throughout the 20 
periods does indeed cause the same collective harm of 0.03 EUR. It allows us to keep the 
economic consequences of contributions constant across treatments and over time.  
 
Thus, while keeping the overall harm of �̂� = 3 constant, we change the time required for the 
collective harm to fully materialize. Table 1 below provides an overview of the differences in 
these parameters between treatments.  
 

Treatment 𝛿 (decay factor) 𝜇 (period multiplier) �̂� (long-term multiplier) 

“low” decay 0.1 2.7 𝜇

1 − 𝛿
= 3 

“high” decay 0.9 0.3 
 

Table 1 
Difference of Decay Factors Across Treatments 

 
Figure 1 shows the dramatic consequences that the different treatments have for the 
participants’ experiences. With 𝛿 = .1, almost all individual and social harm is felt 
immediately. By contrast with 𝛿 = .9, harmful acts do not have serious consequences for a 
very long time. 
 

 
 

Figure 1 
Collective Harm for One Point Contributed 

left panel: Harm per Round 
right panel: Accumulated Harm 
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After each period, participants receive feedback on their individual contribution, the other 
members’ aggregated contributions, the total group contribution, their individual period 
revenue (without deducting collective harm) and their individual period earnings (including 
the deduction of collective harm), before deciding on contribution for the subsequent period. 
 
Single treatment. In our single treatment, participants are not randomly assigned to groups 
of four human participants. Instead, they interact with “computerized group members”. 
Human participants are informed that the three automated players always copy the respective 
participant’s contribution behavior from the previous period. E.g., should a participant invest 
7 points in round 2, the remainder of the group will invest 21 points in round 3. The automated 
group members’ contribution is randomized in the first period, as there is no behavior to be 
copied. We chose a random initial computer contribution over a maximum or minimum 
contribution to not induce any normative benchmarks. We run this treatment dimension to 
isolate the cognitive dimension of our experiment from the motivational one: while the 
cognitive challenge of grasping the long-term effects of contributions remain comparable 
when interacting with a computer, the motivational challenge of anticipating group and 
coordination behavior is dropped, as the computer perfectly copies previous behavior. 
 
Information and comprehension. We inform participants of all the abovementioned 
mechanisms before starting the experiment: their individual periodical payoff function, the 
number of periods to play, whether they are paired with other participants or a computer, 
and, in case of the latter, how the computer will behave. We also explain the dynamic 
development of harm over time, and the consequences this entails for themselves and their 
group members, including the endgame deduction. We explicitly highlight �̂� by stressing that, 
because of the dynamic development of harm, every invested point leads to a deduction of 
0.03 EUR for every group member in the long run, including themselves.  
 
While we are fully transparent, the experiment arguably remains complex for many 
participants. We therefore pay particular attention to making sure that every participant fully 
understands the mechanism at hand and thus, the consequences of their actions. To do so, 
we make the experimental instructions as accessible as possible, by including several written 
examples of the design’s key elements and by providing a graphical exemplification of 
collective harm development over several rounds. Moreover, we implement a set of extensive 
(and arguably challenging) control questions that require serious understanding of the 
mechanisms at hand. These questions are programmed in an instructive manner: they require 
the step-by-step calculation of individual period payoff and the development of collective 
harm over several periods, in order to break down the design into pieces that are easier to 
understand. The control questions require the calculation of the subject’s individual payoff 
over time as well as the long-term consequences of contributions, to make sure every 
participant is aware of this mechanism. The long-term effects of contributions and the 
existence of the endgame deduction are particularly stressed in one control question, which 
asks for the long-term group consequences of investing 12 points in the beginning and 
towards the end of the game – the response to both was a deduction of 36 points. In the single 
treatment, we add an additional question about the contribution behavior of automated 
group members.  
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Whenever participants provided an incorrect answer, a hint was displayed which pointed 
towards the part of the design relevant for the respective question. This was done to improve 
participants’ comprehension of the mechanism without giving away the correct answer.3 
Additionally, this helped to reduce the requirement for personal involvement of the 
experimenter and thus ensured a comparable level of support for all participants in need of 
further clarification. The decision phase only started once every participant in the session had 
successfully responded to all the control questions. The time required from handing out the 
instructions until the beginning the experiment was 31 minutes on average per session.4 
Considering the average session duration of 83 minutes, this demonstrates the considerable 
focus we placed on making sure that every participant is aware of the consequences of their 
choices. 
 
Further data collection. After conducting the dynamic public bad game described above, we 
elicited the subjects’ second-order beliefs regarding the social acceptability of differing levels 
of contribution behavior (Krupka and Weber 2009)  and their social value orientation using 
the 6-item SVO slider measure (Murphy, Ackermann et al. 2011). In a subsequent survey, we 
gathered subjects’ personality traits using the BFI-10-Item-Scale (Rammstedt and John 2007), 
political orientation using the POLID-Scale (Ulrich 2021) and concerns regarding online privacy 
(Dienlin and Trepte 2015). We also elicited demographic information on the subjects’ age, 
gender, siblings, previous experimental experience, student status and field of study as well 
as previous work experience. The mean age in our panel was 26.26 years; 81.13% of 
participants were students; 53.17% identified as female and 5.16% identified as diverse or 
chose not to disclose their gender. For more information, please see Tables A1 and A2 in 
Appendix A. 
 
Data collection took place in 12 sessions with an average of 21 participants between the 
25.06.2024 and the 04.07.2024 at the Decision Lab located at the Max Planck Institute for 
Research on Collective Goods in Bonn, Germany. Of the 252 participants, 60 were assigned to 
the single treatment and 192 were assigned to the group treatment, with a balanced split 
between the two decay factors in both the single (30/30) and the group treatment (96/96). 
The average payment for participation was 27.40 EUR (29.32 EUR in single treatment and 
27.02 EUR in group treatment). The experiment was conducted on a computer, using the zTree 
software (Fischbacher 2007). Participants were invited via hroot (Bock, Baetge et al. 2014). 
 
 

4. Hypotheses 
 
Theoretical starting point.  If we assume common knowledge of standard preferences, 
participants only care about their own profit; they assume all other group members to do the 
same; they fully anticipate the long-term consequences of their own choices; they fully 
anticipate the long-term consequences of the choices they expect other participants to make. 

 
3 Please refer to the experimental instructions and control questions in Appendix B. Screenshots of the 
experimental stages, including the control questions, can be found in the online materials, see 
https://osf.io/hqawx/?view_only=709a46333db6400086393ee1f5844f59. 
4 Please note that this measures the slowest participant in each session. The individual average to clear the 
control questions was 14.61 min with a standard deviation of 5.35 min.  

https://osf.io/hqawx/?view_only=709a46333db6400086393ee1f5844f59
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The design holds the long-term consequences of choices constant across treatments. In our 
experiment  

 
𝜌 − 1

𝑁
< �̂� < 𝜌 − 1 

 
defines the social dilemma. This gives us our null hypothesis which, through unravelling, also 
holds in the repeated game: 
 

𝑯𝟎𝒈𝒓𝒐𝒖𝒑
: common knowledge of standard preferences: Participants invest the 

maximum amount in all periods. There are no treatment differences. 
 

In the single condition, through their own contribution in period 𝑡 − 1, participants control 
the contributions of the remaining group members in period 𝑡. This effectively removes the 
social dilemma. Like a social planner, participants can maximize their own share of group profit 
 

𝜋𝑖 =
1

𝑁
[𝑁(𝜌 − 1)𝑐𝑖 − 𝑁�̂� ∑ 𝑐𝑗

𝑁

𝑗=1

 ]  

 
For optimal group profit, social harm matters. Hence total group contributions count 𝑁 times. 
Given  𝑁�̂� > (𝜌 − 1), the human participant will refrain from investing, except for the final 
period, in which there is no shadow of the future anymore: 
 

𝑯𝟎𝒔𝒊𝒏𝒈𝒍𝒆
: control over group contributions: If they can control how much others 

contribute, participants invest nothing in all rounds but the final; they invest fully in 
the final round. There are no treatment differences. 
 

Preregistered hypotheses.5 While a perfectly foresighted participant should only care about 
the long-term consequences, and hence about �̂�, we have run the experiment as we were 
expecting that participants would be influenced by the earning prospects in individual periods. 
While keeping �̂� constant, we manipulate the rate at which this harm materializes. We 
envisage that this difference affects the choices participants make. Arguably, anticipating the 
future effect of present contributions to the public bad is cognitively more demanding if they 
do not materialize immediately. It requires that participants, at least in a summary fashion, 
work themselves through the implications of choices in one period for their final profit. With 
𝛿 = .1, 𝜇 = 2.7 most of individual and social harm resulting from investment materializes 
immediately, and it is severe. It is easy to see that even 4*2.7 = 10.8 > 9. Hence the social 
dilemma hits home right from the start of the experiment. By contrast with 𝛿 = .9, 𝜇 = .3, the 
immediate effect of every group member investing 1 unit is minimal: 4*.3 = 1.2 < 9. The social 
dilemma takes much longer to materialize. If the higher decay factor makes it harder to 
understand the implications of the design, we expect 
 

 
5 Hypotheses 𝐻1 throughout 𝐻3 were pre-registered in this exact wording, see 
https://osf.io/hqawx/?view_only=709a46333db6400086393ee1f5844f59. 

https://osf.io/hqawx/?view_only=709a46333db6400086393ee1f5844f59
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H1: effect of decay factor on level of contributions: Individuals’ contributions to the 
public bad are higher when the decay factor is higher  
 

This effect should hold in the single and in the group condition, as this cognitive challenge is 
present in both conditions. 
 
H1 requires at least a rudimentary form of anticipation. H2 is less ambitious. It expects that, 
actually, participants only react to experience. The higher δ (and the smaller μ), the longer it 
takes until the long-term effects of social harm translate into a clear effect on per period 
payoff. We therefore predict 
 

H2: effect of decay factor on slope of contributions: In the higher decay factor 
treatment, efforts to cooperate – if visible – will occur later and are less pronounced 
as compared to the low decay factor treatment. 
 

As we have explained, with common knowledge of rationality, the predictions for the single 
and the group treatment differ radically: while participants should contribute nothing (except 
for the final period) if they are single, they should contribute fully if they are a member of a 
group of agents acting strategically. Actually, we expect only a fraction of participants to fully 
grasp the strategic implications of the single treatment. Still the effects of one’s own 
contributions are easier to understand if one knows that the remaining group members will 
strictly copy last period’s choice. It is also easier to learn from experiences. This is why we 
predict 
 

H3: single vs. group condition: In the group treatment, individuals will contribute more 
than in the single treatment. 
 

Motivated reasoning. The main reason for running the single treatment is isolating cognitive 
effects. Participants have no reason to care about the fictional payoff reaped by the three 
computer group members. By contrast, in the group treatments, cognitive and motivational 
effects are likely to compound. As we implement a social dilemma, if a participant holds social 
preferences, she should take into account the effects of her own choices on the payoff of the 
remaining group members (for a summary account, see Fehr and Schmidt 2006). Social 
preferences can be interpreted as sensitivity to fairness, either in payoffs (Fehr and Schmidt 
1999, Bolton and Ockenfels 2000) or in intentions (Rabin 1993, Falk, Fehr et al. 2008). People 
tend to interpret fairness problems in a self-serving manner (Konow 2000, Konow 2003). Such 
a self-serving bias is made possible by perceived ambiguity (Sarin and Weber 1993, Etner, 
Jeleva et al. 2012). A participant preserves a positive self-image while, at the same time, 
maximizing profit, by convincing herself that she actually is not doing any relevant harm 
(Haisley and Weber 2010). The very fact that, with a high decay factor, the long-term effects 
of selfish behaviour on the payoff of the remaining group members remain concealed for a 
long time creates scope for such motivated reasoning (Kunda 1990, Epley and Gilovich 2016, 
Dieckmann, Gregory et al. 2017). This is why we expect additional support for H1: it becomes 
easier for a participant holding social preferences to convince herself that, actually, 
contributing fully is not so detrimental for others; for H2: it takes a longer time before a 
participant holding social preferences sees with her own eyes that the group is suffering; and 
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for H3: in the single condition, there is no scope for social preferences in the first place, and 
therefore also not for an additional effect resulting from motivated reasoning. 
 
 

5. Results 
 
Single. We begin with the design that isolates the cognitive challenge, i.e. with the single 
condition. Descriptively and statistically, we see no effect of treatment (Table 2 Model 1), 
which we would have expected under H1.  However, the effect on slopes turns out significant 
(see the interaction effect in Table 2 Model 2). Hence, we support H2. 
 

 
Figure 2 

Single Treatment: Aggregate Contributions with 95% CIs 

 

 model 1 
dummy 
1 = normative  
choice 

model 2 
contribution 
(period 20 
 omitted) 

high -.153 
(.106) 

-.599 
(1.020) 

period  .005 
(.025) 

high * period  .129*** 
(.035) 

cons .508*** 
(.075) 

3.821*** 
(.0721) 

N uid 60 60 

N obs 1200 1140 

 
Table 2 

Hypothesis Tests for Single Treatment 
model 1: linear probability model with participant random effect 
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dv: dummy that is 1 for any period (from 1 to 19) if participant contributes 0, and is 1 if participant contributes the maximum in period 20 
model 2: linear model with participant random effect, period 20 omitted 

standard errors in parenthesis 
Hausman test insignificant 

*** p < .001, ** p < .01, * p < .05 

 
 

The individual contribution paths reported in Figure 3 are even more interesting. Recall that a 
participant who has thoroughly understood the design of the single experiment can easily 
maximize her income from the experiment: in period 1 she contributes 0 and keeps doing so 
until period 19. This guarantees that she keeps the maximum amount of her initial 
endowment. As she knows that the three computer players will copy her choice from period 
19, in period 20 she contributes the maximum permissible amount of 15, which gives her an 
extra 0.90 EUR. Figure 3 shows that 10 participants in the low condition, and 5 participants in 
the high condition indeed behave in this way. A few more participants come close. But in both 
conditions, the majority behave in non-standard ways. Many of them even zig-zag, as if they 
had to learn the best response, although in the instructions share all the information they 
need to find it. Even in the absence of any strategic uncertainty, and in the absence of any 
motivational concerns, the mere dynamic character of the game makes it hard for the majority 
of participants to behave in the individually optimal way. The dynamic nature of the game 
creates a severe cognitive challenge. 
 
 

 
Figure 3 

Single Treatment: Individual Contributions 

 
 

Period

C
o
n

tr
ib

u
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o
n

Treatment low high

Single: Individual Contributions Over Time
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Group. Descriptively, the average pattern of choices looks different when computer 
participants are replaced by human participants (compare Figure 2 with Figure 4).6 
Contributions generally show an increasing trend over time, with a notable incline in the 
beginning. For all but one period, average contributions in the high condition are above the 
contributions in the low condition. But this difference is small and insignificant (Table 3 model 
1). Hence, we again do not support H1. But also in the group condition, contributions in the 
high condition increase more quickly over time than in the low condition. As the interaction 
effect in model 2 of Table 3 shows, the difference in slopes is significant. Thus, also for the 
group condition, we support H2.7  
 

 
Figure 4 

Group Treatment: Aggregate Contributions 

 

 model 1 
contribution 

model 2 
contribution 

high 1.221 
(.922) 

.600 
(.947) 

period .274*** 
(.010) 

.244*** 
(.015) 

high * period  .059** 
(.021) 

cons 5.613*** 
(.0661) 

5.923*** 
(.675) 

N subjects 192 192 

N groups 48 48 

N obs 3840 3840 

 

 
6 For a descriptive overview of average contributions per group, see Figure A1 in Appendix A. 
7 In the Appendix A3 we report an alternative specification with period and period2, interacting both with the 
high condition dummy. In this model, only the effect of period turns out significant. For a complete report 
including the pre-registered covariates, please see tables A4 – A6 in Appendix A. 
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Table 3 
Hypothesis Tests for Group Treatment 

Linear Mixed Effects Model 
Standard errors for choices nested in individuals nested in groups in parenthesis 

Hausman test insignificant 
*** p < .001, ** p < .01, * p < .05 

 
 
Comparison of single with group condition. Finally, Figure 5 shows that we have strong 
support for H3: as expected, in the group condition, contributions are much higher, and they 
also increase much more quickly over time; statistical tests are in Appendix A (Table A7). If the 
dynamic game is compounded by strategic uncertainty, it is even harder to mitigate.  
 

 
Figure 5 

Comparison of Single with Group Condition: Contributions 

 
Motivational types. After the main experiment, we have tested participants on their social 
value orientation. As Figure A2 in Appendix A shows, we have a clear bifurcation: the majority 
of participants is prosocial (the mode of the distribution is at 38°), while a sizeable minority is 
individualistic (the second mode is at 8°). Using the canonical definition of types (with the 
cutoff at 22.45°),8 this implies that we have 133 prosocial, and 59 individualistic types in our 
data. Unsurprisingly, the individualistic participants contribute more. But we do not find a 
significant interaction between being individualistic and the decay factor (see Table A8 in 
Appendix A). This is a remarkable finding: the reason for the faster aggravation of the social 

 
8 For the translation of angles into types, see http://ryanomurphy.com/styled-2/styled-4/index.html. 
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problem in the high condition is not the presence of individualistic players. The decay of 
cooperation is not driven by preference heterogeneity.  
 
Complexity and comprehension. The fact that individualistic social value orientation provides 
a strong and significant predictor for higher contributions in every model we test (see Table 
A8 in Appendix A) already indicates that participants, on average, know what they are doing. 
We additionally find that participants’ comprehension of the design is no significant predictor 
for contributions in the group treatment. To test this, we consider the time participants 
needed to clear the control questions as a proxy for their individual degree of 
comprehension.9 The data from our single treatment strongly suggests that this information 
does indeed capture individuals’ comprehension: in the single treatment, one distinct 
contribution-pattern is always payoff maximizing, i.e., contributing nothing from period 1 to 
19 and full contribution in period 20. Participants that fully understand the strategic 
implications of the experiment have no incentive to deviate from this pattern. Unsurprisingly, 
the time required to clear the control questions always constitutes a significant predictor for 
profit maximizing behavior in the single treatment, irrespective of the decay rate (see Table 
A9 in Appendix A). 
 
However, we find no similar effect in our group treatment. When participants interact with 
one another in groups, the proxy for individual comprehension does not significantly predict 
contribution behavior, even when interacted with the social value orientation or the 
treatment variable (see Table A10 in Appendix A). This shows that the observed differences in 
cooperation cannot be explained with a lack of individual understanding.  
 
Effect of experience. We support H2, but not H1: if it takes longer until the social harm fully 
materializes (𝛿 =  .9), the level of contributions is not significantly higher, but contributions 
increase faster over time. Our data suggests that the source of the problem is neither 
anticipation nor a lack of comprehension. Instead, as will be shown, we find that this 
difference can be explained by the absence of personal experience.  
 
With 𝛿 =  .1, if all group members contribute fully all the time, individual period payoff is 
already negative in the first round.10 By contrast, with 𝛿 =  .9, if all group members contribute 
fully all the time, individual period payoff stays positive until period 13.11 Hence with 𝛿 =  .9, 
participants may nurture the illusion for a long time that, actually, not much harm is done. 
Not all participants in all groups contribute fully all the time. The point in time when individual 
period payoff for the first time turns negative exhibits variance. Yet as Figure 6 shows, the 
individual experience of negative period feedback has a striking effect: irrespective of 
treatment, participants respond immediately by drastically reducing their contribution.12 In 
both conditions, it takes quite some time before contributions are back to the level observed 
before this negative experience.  

 
9 See Figures A3.1 and A3.2 in Appendix A for the distribution of the time needed to respond to the control 
questions in in the single and the group treatment. N.B. that the single treatment included an additional control 
question regarding the automated players behavior. 
10 9 ×  15 –  2.7 ×  60 =  −27. 
11 9 × 15 − 0.3 × ∑ 0.9𝑡 × 60 = 0.75

𝑡=12

𝑡=0
 

12 4 out of 96 participants in the .1-treatment and 14 out of 96 participants in the .9-treatment have either never 
experienced a negative period payoff or only did so in the ultimate period. 
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Figure 6 
Response of Contribution to Experience of Negative Period Payoff. Lighter colors indicate contribution behavior after 

experiencing a negative period payoff for the first time 

 
 
Table 4 provides statistical tests. Statistically, for the four periods following the first individual 
negative experience, contributions are significantly lower. Most interestingly, both the main 
effect of treatment high and all interactions are insignificant. This shows that the treatment 
effect is indeed driven by the apparent invisibility of social harm. The mechanism that has 
motivated the experiment is fully supported by the data. Notably, we do not find a similar 
contribution pattern in the single condition (see Table A11 in Appendix A), which indicates 
that this mechanism is mostly driven by the motivational challenges arising from the 
interaction with other participants.  
 

 model 1 model 2 

high 1.166 
(.927) 

.909 
(.938) 

1 period ago -2.162*** 
(.318) 

-2.615*** 
(.438) 

2 periods ago -1.547*** 
(.318) 

-1.550*** 
(.438) 

3 periods ago -.970** 
(.320) 

-1.093* 
(.438) 

4 periods ago -.938** 
(.322) 

-1.419** 
(.438) 

5 periods ago -.223 -.571 
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(.324) (.438) 

6 periods ago -.559 
(.327) 

-.658 
(.438) 

7 periods ago -.783* 
(.330) 

-1.191** 
(.438) 

8 periods ago -.094 
(.333) 

-.474 
(.438) 

9 periods ago -.398 
(.337) 

-.637 
(.438) 

10 periods ago .082 
(.342) 

-.158 
(.438) 

high * 1 period ago  .950 
(.637) 

high * 2 periods ago  -.006 
(.637) 

high * 3 periods ago  .253 
(.641) 

high * 4 periods ago  1.036 
(.646) 

high * 5 periods ago  .755 
(.650) 

high * 6 periods ago  .205 
(.658) 

high * 7 periods ago  .921 
(.665) 

high * 8 periods ago  .871 
(.673) 

high * 9 periods ago  .547 
(.685) 

high * 10 periods ago  .566 
(.702) 

cons 8.854*** 
(.659) 

8.987*** 
(.664) 

N group 48 48 

N uid 192 192 

N obs 3840 3840 

 
Table 4 

Explaining Contributions with Having Experienced a Negative Period Payoff 
Linear Mixed Effects Model 

Standard errors for choices nested in individuals nested in groups in parenthesis 
Hausman test insignificant 

*** p < .001, ** p < .01, * p < .05 

 
6. Discussion 

 
Sometimes it helps to wait things out. At some future point in time, a problem may be easier 
to deal with. The person who has to face the problem may be in a better position then. 
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Circumstances may have developed favorably. But turning a blind eye to a problem may be, in 
retrospect, a bad idea. Facing the problem once it first becomes visible may be unpleasant. 
However, the hassle and the cost are often much greater if one has ignored the problem for a 
while.  
 
Yet as long as the problem exclusively affects the individual, society, and the law for that 
matter, cannot easily claim a mandate for intervention. Procrastination may be unwise, but 
people are not ethically or legally obliged to be wise. This is different if individual neglect 
causes harm to other members of society. The ultimate reason for intervention is of course 
the externality. Externalities often result from the presence of a public good. Individual neglect 
multiplies in that every member of the relevant society suffers. However, the social problem 
aggravates when the effect of neglect is not immediately realized. If harm is gradual and 
delayed, individuals lack the immediate feedback needed to motivate corrective action, 
making the problem much harder to contain later on.  
 
Findings. Our experiment isolates the nonlinear development of harm over time. We compare 
one treatment in which contributions to a public bad hit home quickly, with another treatment 
where individual and social detriment remains very mild for a substantial number of periods. 
We hold everything else constant so that we can see the pure effect of the production function 
of the public bad. Not only do we find the expected effect: contributions to the public bad are 
higher and more persistent when social harm takes time to materialize. Our results also 
pinpoint the mechanism driving this effect: participants only try to get the social problem 
under control once they have individually experienced that the public bad is real.  
 
Our findings add nuance to the existing literature on dynamic public bads and public goods 
games. It extends prior work by uniquely isolating the decay factor’s influence on participants’ 
capability to coordinate, highlighting the role of delayed materialization of harm on 
cooperation. Our data show that it is a cause for concern if the true severity of a social problem 
is hidden or delayed. This suggests that interventions should focus on enhancing the 
immediacy of social harm – either by providing timely feedback or by internalizing the 
expected harm in advance to facilitate preventing an escalation of social dilemmas.  
 
In many real-life scenarios, this conclusion is likely to be reinforced by the compounding effect 
of time preferences. The discounting of future values is empirically likely to be hyperbolic 
(Laibson 1997). This tendency towards weighting immediate rewards more heavily than future 
consequences (O’Donoghue and Rabin 1999) may exacerbate coordination failures, as 
participants prioritize short-term gains over mitigating long-term harm. These effects are likely 
to add on to the effects of delay shown here, making coordination attempts to address social 
harm even more challenging. 
 
Limitations. While our experiment successfully isolates the impact of delayed harm in social 
dilemmas, it has certain limitations which should be acknowledged. First, the controlled lab 
setting, while ideal for examining specific causal mechanisms, cannot fully capture the 
complexity and variability of real-world social dilemmas. Our fixed 20-period setup, though 
controlled, does not fully capture potential long-term effects that might occur in an open-
ended scenario in the field. In those cases, dynamic effects will usually be much more 
complicated. Additionally, individuals may receive mixed or misleading feedback about the 
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consequences of their actions, further weakening their willingness to act in a socially 
responsible manner. But as always, experiments are not meant to map reality. They are tools 
to isolate effects. In that spirit, with the design of our experiment we have ruled out 
alternative explanations as best we can.  
 
A second limitation lies in the complexity of the experiment at hand. We have paid 
considerable attention to maximizing the participants’ comprehension of the design by 
providing accessible instructions and implementing instructive but challenging control 
questions. Yet, the dynamic development of harm requires the consideration of two 
multipliers over time, which might be inherently challenging for some of the participants. 
While our data suggests that a lack of comprehension is not associated with individual 
contribution choices, it cannot be completely ruled out that some individuals may have not 
fully understood all implications of the design at hand. Yet, the challenges associated with 
complexity extend to all treatments in this experiment and may not explain the systematic 
differences in contribution behavior we have observed. Additionally, this reservation is not 
completely removed from reality: depending on the specific context, not all individuals may 
be fully aware of the precise extent to which their behaviour today will impact themselves 
and society in the long run. 
 
Ultimately, as is usually the case with empirical research, our data does not only deliver 
answers, but also raises new questions. While the interaction effect of treatment and period 
is always positive and significant, indicating that the coordination is consistently more difficult 
over time in the .9-treatment, it is somewhat surprising that this effect is considerably larger 
in the single treatment (0.129***, see Table 1 Model 2) as compared to the group treatment 
(0.059**, see Table 2 Model 2). If the deferred realization of harm has a negative effect on the 
collective ability to overcome social dilemmas, one would expect this effect to be larger when 
the cognitive challenge of dynamic harm realization is compounded by the motivational 
challenge of anticipating coordination behavior, i.e., in the group condition.  We leave further 
exploration of this finding to future work. Future research could also build on to these insights 
by exploring different forms of public bads in framed settings, as well as varying feedback 
mechanisms, to determine the policy interventions most suitable to enhance coordination in 
the context of deferred social dilemmas.  
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Appendix A 
 

Table A1 – Summary Statistics: Balancing Table between Decay Rate Treatments 
 

 

Decay Rate Low Decay (0.1)  High Decay (0.9)   

Variable N Mean SD  N Mean SD  Test 

age 126 26.3 8.82  126 26.2 9.49  F=0.023 

gender_cat 126    126    X2=2.907 

... Male 55 43.7%   50 39.7%    

... Diverse/Not Disclosed 9 7.1%   4 3.2%    

... Female 62 49.2%   72 57.1%    

work_cat 126    126    X2=0.043 

... No 12 9.5%   14 11.1%    

... Yes 114 90.5%   112 88.9%    

experience_experimental 126    126    X2=0.455 

... No Experience 20 15.9%   18 14.3%    

... 1-2 Times 24 19%   21 16.7%    

... 3-5 Times 28 22.2%   30 23.8%    

... More than 5 54 42.9%   57 45.2%    

siblings 126 1.79 1.43  126 1.6 1.38  F=1.158 

semester 104 6.34 4.74  108 6.07 4.49  F=0.171 

svo_type 126    126    X2=2.017 

... Altruism 0 0%   1 0.8%    

... Prosocial 92 73%   84 66.7%    

... Individualist 34 27%   41 32.5%    

PCA_krupka 126 -0.245 2.59  126 0.245 2.57  F=2.274 

TimeOKControl_Total 126 865 347  126 888 296  F=0.321 

QuestFalse_Total 126 9.37 8.78  126 10.3 8.05  F=0.702 

BFI_neurotic 126 3 1.12  126 2.9 0.978  F=0.56 

BFI_opennes 126 2.27 1  126 2.24 1.01  F=0.062 

BFI_extravers 126 3.05 1  126 2.66 0.981  F=9.662*** 

BFI_agreeable 126 2.83 0.749  126 2.86 0.88  F=0.12 

BFI_conscient 126 2.59 0.866  126 2.38 0.823  F=3.905** 

POLID_Conservativm 126 -0.602 0.462  126 -0.504 0.455  F=2.866* 

POLID_EconLibertarianism 126 -0.545 0.612  126 -0.475 0.631  F=0.798 

POLID_Socialism 126 0.386 0.597  126 0.309 0.641  F=0.971 

POLID_Liberalism 126 0.761 0.503  126 0.67 0.51  F=2.026 

Concerns_Privacy 126 -0.136 0.401  126 -0.0948 0.397  F=0.674 

solo_treat 126    126    X2=0 

... 0 96 76.2%   96 76.2%    

... 1 30 23.8%   30 23.8%    

  Statistical significance markers: * p<0.1; ** p<0.05; *** p<0.01 



 

 

 

Table A2 – Summary Statistics: Balancing Table between Single and Group Treatments 
 
 

Type of Interaction Group Treatment (Human)  Solo Treatment (Computer)   

Variable N Mean SD  N Mean SD  Test 

age 192 26.4 8.84  60 25.9 10.1  F=0.159 

gender_cat 192    60    X2=1.13 

... Male 77 40.1%   28 46.7%    

... Diverse/Not Disclosed 11 5.7%   2 3.3%    

... Female 104 54.2%   30 50%    

work_cat 192    60    X2=0 

... No 20 10.4%   6 10%    

... Yes 172 89.6%   54 90%    

experience_experimental 192    60    X2=5.958 

... No Experience 29 15.1%   9 15%    

... 1-2 Times 30 15.6%   15 25%    

... 3-5 Times 41 21.4%   17 28.3%    

... More than 5 92 47.9%   19 31.7%    

siblings 192 1.61 1.4  60 1.93 1.4  F=2.364 

semester 159 6.28 4.74  53 5.96 4.2  F=0.192 

svo_type 192    60    X2=0.704 

... Altruism 1 0.5%   0 0%    

... Prosocial 132 68.8%   44 73.3%    

... Individualist 59 30.7%   16 26.7%    

PCA_krupka 192 0.184 2.62  60 -0.588 2.39  F=4.12** 

BFI_neurotic 192 2.93 1.08  60 3.01 0.946  F=0.238 

BFI_opennes 192 2.26 1.03  60 2.23 0.932  F=0.033 

BFI_extravers 192 2.79 1.01  60 3.05 0.982  F=3.014* 

BFI_agreeable 192 2.86 0.838  60 2.78 0.744  F=0.424 

BFI_conscient 192 2.48 0.907  60 2.52 0.638  F=0.101 

POLID_Conservativm 192 -0.556 0.476  60 -0.544 0.409  F=0.034 

POLID_EconLibertarianism 192 -0.546 0.635  60 -0.394 0.566  F=2.762* 

POLID_Socialism 192 0.377 0.607  60 0.252 0.652  F=1.876 

POLID_Liberalism 192 0.725 0.523  60 0.685 0.457  F=0.277 

Concerns_Privacy 192 -0.109 0.413  60 -0.135 0.351  F=0.188 

decay_high 192    60    X2=0 

... 0 96 50%   30 50%    

... 1 96 50%   30 50%    

  Statistical significance markers: * p<0.1; ** p<0.05; *** p<0.01 

 

Table A2 
Summary Statistics: Balancing Table between Single and Group Treatments 

  



 

 

Table A3 – Group Contribution with Period Squared 

  
Model 3 
(Period Squared) 

Predictors Estimates std. Error p 

(Intercept) 5.779 *** 0.705 <0.001 

decay high [1] 0.938  0.997 0.347 

period 0.284 *** 0.062 <0.001 

period squared -0.002  0.003 0.511 

decay high [1] × period -0.033  0.087 0.704 

decay high [1] × period 
squared 

0.004  0.004 0.276 

Random Effects 

σ2 13.717 

τ00 subject_uid:group_uid 6.883 

τ00 group_uid 8.307 

ICC 0.525 

N subject_uid 192 

N group_uid 48 

Observations 3840 

Marginal R2 / Conditional R2 0.091 / 0.569 

* p<0.05   ** p<0.01   *** p<0.001 
Linear Mixed Effects Model 

Standard errors for choices nested in individuals nested in groups 
  

 

 



 

 

Table A4 – Group Contribution Model 1 (Simple) with Covariates (y = contribution)   

  
Model 1 with  
Demographics 

Model 1 with  
Krupka Weber 

(PCA) 

Model 1 with  
SVO Dummy 

(Individualist) 

Model 1 with  
Political 

Orientation 

Model 1 with  
BFI-10 Results 

Model 1 with  
Privacy 

Concerns 

Model 1 with  
Control 

Question Time 

Model 1  
All Included 

Predictors Estimates 
std. 

Error 
Estimates 

std. 
Error 

Estimates 
std. 

Error 
Estimates 

std. 
Error 

Estimates 
std. 

Error 
Estimates 

std. 
Error 

Estimates 
std. 

Error 
Estimates 

std. 
Error 

(Intercept) 2.700  1.571 5.630 
*** 

0.636 4.931 
*** 

0.666 5.554 
*** 

0.746 5.916 
*** 

1.694 5.732 
*** 

0.662 5.911 
*** 

0.918 3.124  2.531 

decay high [1] 1.215  0.918 1.126  0.888 1.095  0.913 1.177  0.916 1.124  0.929 1.212  0.920 1.236  0.926 0.887  0.859 

period 0.274 
*** 

0.010 0.274 
*** 

0.010 0.274 
*** 

0.010 0.274 
*** 

0.010 0.274 
*** 

0.010 0.274 
*** 

0.010 0.274 
*** 

0.010 0.274 
*** 

0.010 

age 0.012  0.030 
            

0.000  0.029 

student cat [Yes] 0.611  0.646 
            

0.662  0.611 

work cat [Yes] 1.733 * 0.764 
            

1.537 * 0.734 

experience_experimental 
1-2 Times 

0.349  0.780 
            

0.479  0.760 

experience_experimental 
3-5 Times 

0.566  0.729 
            

0.082  0.716 

experience experimental 
[More than 5] 

0.984  0.672 
            

0.636  0.648 

gender cat [Diverse/Not 
Disclosed] 

-0.591  0.987 
            

-0.530  0.985 

gender cat [Female] -0.369  0.467 
            

-0.524  0.510 

siblings 0.072  0.164 
            

0.092  0.157 



 

 

PCA krupka 
  

0.162  0.089 
          

0.249 
** 

0.090 

svo individualist [Yes] 
    

2.423 
*** 

0.433 
        

2.480 
*** 

0.476 

POLID Conservativm 
      

0.539  0.599 
      

0.363  0.571 

POLID 
EconLibertarianism 

      
0.408  0.439 

      
-0.037  0.453 

POLID Liberalism 
      

0.832  0.640 
      

0.348  0.615 

BFI agreeable 
        

0.275  0.263 
    

0.095  0.272 

BFI extravers 
        

-0.235  0.241 
    

-0.042  0.236 

BFI conscient 
        

-0.072  0.259 
    

-0.210  0.269 

BFI neurotic 
        

-0.071  0.227 
    

-0.011  0.250 

Concerns Privacy 
          

1.049  0.544 
  

0.700  0.544 

TimeOKControl Total 
            

-0.000  0.001 0.000  0.001 

Random Effects 

σ2 13.741 13.741 13.741 13.741 13.741 13.741 13.741 13.741 

τ00 6.803 

subject_uid:group_uid 
6.960 

subject_uid:group_uid 
5.596 

subject_uid:group_uid 
6.990 

subject_uid:group_uid 
6.976 

subject_uid:group_uid 
6.753 

subject_uid:group_uid 
6.903 

subject_uid:group_uid 
5.828 

subject_uid:group_uid 
 

8.197 group_uid 7.516 group_uid 8.429 group_uid 8.099 group_uid 8.316 group_uid 8.291 group_uid 8.386 group_uid 7.010 group_uid 

ICC 0.522 0.513 0.505 0.523 0.527 0.523 0.527 0.483 

N 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 
 

48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 

Observations 3840 3840 3840 3840 3840 3840 3840 3840 



 

 

Marginal R2 / Conditional 
R2 

0.107 / 0.573 0.098 / 0.561 0.129 / 0.569 0.093 / 0.568 0.093 / 0.571 0.096 / 0.568 0.090 / 0.569 0.160 / 0.566 

* p<0.05   ** p<0.01   *** p<0.001 
Linear Mixed Effects Model 

Standard errors for choices nested in individuals nested in groups  

 
  



 

 

Table A5 – Group Contribution Model 2 (Interaction) with Covariates (y = contribution)  

  
Model 2 with  
Demographics 

Model 2 with  
Krupka Weber 

(PCA) 

Model 2 with  
SVO Dummy 

(Individualist) 

Model 2 with  
Political 

Orientation 

Model 2 with  
BFI-10 Results 

Model 2 with  
Privacy Concerns 

Model 2 with  
Control Question 

Time 

Model 2  
All Included 

Predictors Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error 

(Intercept) 3.011  1.575 5.941 *** 0.645 5.242 *** 0.675 5.865 *** 0.754 6.226 *** 1.698 6.042 *** 0.671 6.221 *** 0.925 3.434  2.533 

decay high [1] 0.594  0.944 0.506  0.914 0.474  0.939 0.557  0.942 0.503  0.954 0.592  0.945 0.615  0.952 0.266  0.887 

period 0.244 *** 0.015 0.244 *** 0.015 0.244 *** 0.015 0.244 *** 0.015 0.244 *** 0.015 0.244 *** 0.015 0.244 *** 0.015 0.244 *** 0.015 

age 0.012  0.030 
            

0.000  0.029 

student cat [Yes] 0.611  0.646 
            

0.662  0.611 

work cat [Yes] 1.733 * 0.764 
            

1.537 * 0.734 

experience_experimental 
1-2 Times 

0.349  0.780 
            

0.479  0.760 

experience_experimental 
3-5 Times 

0.566  0.729 
            

0.082  0.716 

experience experimental 
[More than 5] 

0.984  0.672 
            

0.636  0.648 

gender cat [Diverse/Not 
Disclosed] 

-0.591  0.987 
            

-0.530  0.985 

gender cat [Female] -0.369  0.466 
            

-0.524  0.510 

siblings 0.072  0.164 
            

0.092  0.157 

decay high [1] × period 0.059 ** 0.021 0.059 ** 0.021 0.059 ** 0.021 0.059 ** 0.021 0.059 ** 0.021 0.059 ** 0.021 0.059 ** 0.021 0.059 ** 0.021 

PCA krupka 
  

0.162  0.089 
          

0.249 ** 0.090 

svo individualist [Yes] 
    

2.423 *** 0.433 
        

2.480 *** 0.476 

POLID Conservativm 
      

0.539  0.599 
      

0.363  0.571 



 

 

POLID EconLibertarianism 
      

0.408  0.439 
      

-0.037  0.453 

POLID Liberalism 
      

0.832  0.640 
      

0.348  0.615 

BFI agreeable 
        

0.275  0.263 
    

0.095  0.272 

BFI extravers 
        

-0.235  0.241 
    

-0.042  0.236 

BFI conscient 
        

-0.072  0.259 
    

-0.210  0.269 

BFI neurotic 
        

-0.071  0.227 
    

-0.011  0.250 

Concerns Privacy 
          

1.049  0.544 
  

0.700  0.544 

TimeOKControl Total 
            

-0.000  0.001 0.000  0.001 

Random Effects 

σ2 13.714 13.714 13.714 13.714 13.714 13.714 13.714 13.714 

τ00 6.804 

subject_uid:group_uid 
6.961 

subject_uid:group_uid 
5.597 subject_uid:group_uid 6.991 

subject_uid:group_uid 
6.978 

subject_uid:group_uid 
6.755 

subject_uid:group_uid 
6.905 

subject_uid:group_uid 
5.829 

subject_uid:group_uid 
 

8.197 group_uid 7.516 group_uid 8.429 group_uid 8.099 group_uid 8.317 group_uid 8.291 group_uid 8.387 group_uid 7.010 group_uid 

ICC 0.522 0.514 0.506 0.524 0.527 0.523 0.527 0.484 

N 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 
 

48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 

Observations 3840 3840 3840 3840 3840 3840 3840 3840 

Marginal R2 / Conditional 
R2 

0.107 / 0.574 0.098 / 0.561 0.130 / 0.570 0.094 / 0.569 0.094 / 0.572 0.097 / 0.569 0.091 / 0.570 0.161 / 0.567 

* p<0.05   ** p<0.01   *** p<0.001 

Linear Mixed Effects Model 
Standard errors for choices nested in individuals nested in groups  

 

  



 

 

Table A6 – Group Contribution Model 3 (Interaction and Period Squared) with Covariates (y = contribution)  

  
Model 3 with  
Demographics 

Model 3 with  
Krupka Weber 

(PCA) 

Model 3 with  
SVO Dummy 

(Individualist) 

Model 3 with  
Political 

Orientation 

Model 3 with  
BFI-10 Results 

Model 3 with  
Privacy Concerns 

Model 3 with  
Control Question 

Time 

Model 3  
All Included 

Predictors Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error 

(Internet) 2.866  1.590 5.796 *** 0.682 5.097 *** 0.710 5.720 *** 0.785 6.081 *** 1.712 5.898 *** 0.706 6.077 *** 0.950 3.290  2.543 

decay high [1] 0.932  0.994 0.844  0.966 0.812  0.989 0.895  0.992 0.841  1.004 0.930  0.995 0.954  1.001 0.604  0.939 

period 0.284 *** 0.062 0.284 *** 0.062 0.284 *** 0.062 0.284 *** 0.062 0.284 *** 0.062 0.284 *** 0.062 0.284 *** 0.062 0.284 *** 0.062 

period squared -0.002  0.003 -0.002  0.003 -0.002  0.003 -0.002  0.003 -0.002  0.003 -0.002  0.003 -0.002  0.003 -0.002  0.003 

age 0.012  0.030 
            

0.000  0.029 

student cat [Yes] 0.611  0.646 
            

0.662  0.611 

work cat [Yes] 1.733 * 0.764 
            

1.537 * 0.734 

experience_experimental 
1-2 Times 

0.349  0.780 
            

0.479  0.760 

experience_experimental 
3-5 Times 

0.566  0.729 
            

0.082  0.716 

experience experimental 
[More than 5] 

0.984  0.672 
            

0.636  0.648 

gender cat [Diverse/Not 
Disclosed] 

-0.591  0.987 
            

-0.530  0.985 

gender cat [Female] -0.369  0.467 
            

-0.524  0.510 

siblings 0.072  0.164 
            

0.092  0.157 

decay high [1] × period -0.033  0.087 -0.033  0.087 -0.033  0.087 -0.033  0.087 -0.033  0.087 -0.033  0.087 -0.033  0.087 -0.033  0.087 

decay high [1] × period 
squared 

0.004  0.004 0.004  0.004 0.004  0.004 0.004  0.004 0.004  0.004 0.004  0.004 0.004  0.004 0.004  0.004 



 

 

PCA krupka 
  

0.162  0.089 
          

0.249 ** 0.090 

svo individualist [Yes] 
    

2.423 *** 0.433 
        

2.480 *** 0.476 

POLID Conservativm 
      

0.539  0.599 
      

0.363  0.571 

POLID EconLibertarianism 
      

0.408  0.439 
      

-0.037  0.453 

POLID Liberalism 
      

0.832  0.640 
      

0.348  0.615 

BFI agreeable 
        

0.275  0.263 
    

0.095  0.272 

BFI extravers 
        

-0.235  0.241 
    

-0.042  0.236 

BFI conscient 
        

-0.072  0.259 
    

-0.210  0.269 

BFI neurotic 
        

-0.071  0.227 
    

-0.011  0.250 

Concerns Privacy 
          

1.049  0.544 
  

0.700  0.544 

TimeOKControl Total 
            

-0.000  0.001 0.000  0.001 

Random Effects 

σ2 13.717 13.717 13.717 13.717 13.717 13.717 13.717 13.717 

τ00 6.804 

subject_uid:group_uid 
6.961 

subject_uid:group_uid 
5.597 subject_uid:group_uid 6.991 

subject_uid:group_uid 
6.977 

subject_uid:group_uid 
6.754 

subject_uid:group_uid 
6.904 

subject_uid:group_uid 
5.829 

subject_uid:group_uid 
 

8.196 group_uid 7.516 group_uid 8.429 group_uid 8.099 group_uid 8.317 group_uid 8.291 group_uid 8.387 group_uid 7.010 group_uid 

ICC 0.522 0.513 0.506 0.524 0.527 0.523 0.527 0.483 

N 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 
 

48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 48 group_uid 

Observations 3840 3840 3840 3840 3840 3840 3840 3840 

Marginal R2 / Conditional 
R2 

0.108 / 0.574 0.099 / 0.561 0.130 / 0.570 0.094 / 0.569 0.094 / 0.572 0.097 / 0.569 0.091 / 0.570 0.161 / 0.567 

* p<0.05   ** p<0.01   *** p<0.001 
Linear Mixed Effects Model 

Standard errors for choices nested in individuals nested in groups   



 

 

Table A7 – Solo vs. Group Treatments with Decay and Period Effects 

  Model 1 Model 2 Model 3 

Predictors Estimates 
std. 

Error 
p Estimates 

std. 
Error 

p Estimates 
std. 

Error 
p 

(Intercept) 8.605 
*** 

0.541 <0.001 8.490 
*** 

0.615 <0.001 5.923 
*** 

0.634 <0.001 

solo treat [1] -4.471 
*** 

0.655 <0.001 -4.207 
*** 

0.930 <0.001 -2.931 
** 

0.982 0.003 

decay high [1] 0.990  0.650 0.128 1.221  0.869 0.160 0.600  0.896 0.503 

solo treat [1] × 
decay 
high [1] 

   
-0.529  1.315 0.687 -1.075  1.389 0.439 

period 
      

0.244 
*** 

0.015 <0.001 

solo treat [1] × 
period 

      
-0.122 

*** 
0.030 <0.001 

decay high [1] × 
period 

      
0.059 ** 0.021 0.005 

(solo treat [1] × 
decay 
high [1]) × 
period 

      
0.052  0.043 0.224 

Random Effects 

σ2 16.194 16.194 13.888 

τ00 6.574 subject_uid:group_uid 6.579 subject_uid:group_uid 6.694 subject_uid:group_uid 
 

7.138 group_uid 7.219 group_uid 7.218 group_uid 

ICC 0.459 0.460 0.500 

N 252 subject_uid 252 subject_uid 252 subject_uid 
 

108 group_uid 108 group_uid 108 group_uid 

Observations 5040 5040 5040 

Marginal R2 / 
Conditional R2 

0.115 / 0.521 0.116 / 0.523 0.181 / 0.591 

* p<0.05   ** p<0.01   *** p<0.001 

Linear Mixed Effects Model 
Standard errors for choices nested in individuals nested in groups  

 
  



 

 

Table A8 – Selfish vs. Not Selfish Participants with Decay and Period Effects 

  Model 1 Model 2 Model 3 

Predictors Estimates 
std. 

Error 
p Estimates 

std. 
Error 

p Estimates 
std. 

Error 
p 

(Intercept) 7.809 
*** 

0.657 <0.001 7.807 
*** 

0.669 <0.001 5.136 
*** 

0.693 <0.001 

selfish 2.423 
*** 

0.433 <0.001 2.427 
*** 

0.622 <0.001 2.798 
*** 

0.710 <0.001 

decay high [1] 1.095  0.913 0.231 1.097  0.952 0.249 0.379  0.987 0.701 

selfish × decay 
high [1] 

   
-0.008  0.868 0.993 0.226  0.989 0.819 

period 
      

0.254 
*** 

0.017 <0.001 

selfish × period 
      

-0.035  0.033 0.278 

decay high [1] × 
period 

      
0.068 

** 
0.025 0.006 

(selfish × decay 
high 
[1]) × period 

      
-0.022  0.045 0.621 

Random Effects 

σ2 16.365 16.365 13.704 

τ00 5.465 subject_uid:group_uid 5.507 subject_uid:group_uid 5.640 subject_uid:group_uid 
 

8.429 group_uid 8.429 group_uid 8.429 group_uid 

ICC 0.459 0.460 0.507 

N 192 subject_uid 192 subject_uid 192 subject_uid 
 

48 group_uid 48 group_uid 48 group_uid 

Observations 3840 3840 3840 

Marginal R2 / 
Conditional R2 

0.051 / 0.487 0.051 / 0.487 0.130 / 0.571 

* p<0.05   ** p<0.01   *** p<0.001 
Linear Mixed Effects Model 

Standard errors for choices nested in individuals nested in groups   
 

  



 

 

Table A9 – Time to respond to control questions as a predictor in Single Treat 
 

  
Model 1 
Normative Choice 
Dummy 

Model 2 
Normative Choice 
Interaction 

Model 3 
Contribution 
period 20 omitted 

Model 4 
Contribution with 
Interaction 
period 20 omitted 

Predictors Estimates 
std. 

Error 
p Estimates 

std. 
Error 

p Estimates 
std. 

Error 
p Estimates 

std. 
Error 

p 

(Intercept) 1.063 *** 0.
12
6 

<0.001 1.169 
*** 

0.1
52 

<0.001 -0.290  1.0
74 

0.787 -0.991  1.4
33 

0.489 

Minutes 
Control 

-0.034 *** 0.
00
7 

<0.001 -0.040 
*** 

0.0
09 

<0.001 0.281 
*** 

0.0
62 

<0.00
1 

0.297 *** 0.0
80 

<0.00
1 

decay high 
[1] 

-0.175  0.
08
9 

0.050 -0.439  0.2
35 

0.061 
   

1.411  2.2
04 

0.522 

Minutes 
Control × 
decay 
high [1] 

   
0.017  0.0

14 
0.224 

   
-0.034  0.1

28 
0.790 

Random Effects 

σ2 0.079 0.079 10.787 10.787 

τ00 0.115 subject_uid 0.114 subject_uid 9.678 subject_uid 9.829 subject_uid 

ICC 0.591 0.589 0.473 0.477 

N 60 subject_uid 60 subject_uid 60 subject_uid 60 subject_uid 

Observatio
ns 

1200 1200 1140 1140 

Marginal 
R2 / 
Conditiona
l R2 

0.228 / 0.684 0.237 / 0.687 0.147 / 0.550 0.153 / 0.557 

* p<0.05   ** p<0.01   *** p<0.001 

 
 



 

 

Table A10 – Control Question Time on Contribution in Group 
 

  Model 1 Model 2 Model 3 Model 4 

Predictors Estimates 
std. 
Error 

p Estimates 
std. 
Error 

p Estimates 
std. 
Error 

p Estimates 
std. 
Error 

p 

(Intercept) 6.221 
*** 

0.925 <0.001 5.136 
*** 

0.905 <0.001 4.630 
*** 

1.003 <0.001 5.281 
*** 

1.104 <0.001 

decay high [1] 0.615  0.952 0.518 0.468  0.939 0.618 0.464  0.941 0.622 -1.357  1.678 0.419 

period 0.244 
*** 

0.015 <0.001 0.244 
*** 

0.015 <0.001 0.244 
*** 

0.015 <0.001 0.254 
*** 

0.043 <0.001 

MinutesControl -0.022  0.046 0.639 0.007  0.042 0.862 0.042  0.052 0.416 -0.003  0.063 0.959 

decay high [1] × period 0.059 ** 0.021 0.004 0.059 ** 0.021 0.004 0.059 ** 0.021 0.004 0.171 ** 0.065 0.009 

svo individualist [Yes] 
   

2.433 
*** 

0.438 <0.001 3.963 ** 1.373 0.004 2.440 
*** 

0.439 <0.001 

MinutesControl × svo 
individualist [Yes] 

      
-0.110  0.093 0.240 

   

decay high [1] × 
MinutesControl 

         
0.126  0.098 0.196 

MinutesControl × period 
         

-0.001  0.003 0.813 

(decay high [1] × 
MinutesControl) × period 

         
-0.008  0.004 0.078 

Random Effects 



 

 

σ2 13.714 13.714 13.714 13.696 

τ00 6.905 subject_uid:group_uid 5.643 subject_uid:group_uid 5.615 subject_uid:group_uid 5.673 subject_uid:group_uid 
 

8.387 group_uid 8.404 group_uid 8.465 group_uid 8.411 group_uid 

ICC 0.527 0.506 0.507 0.507 

N 192 subject_uid 192 subject_uid 192 subject_uid 192 subject_uid 
 

48 group_uid 48 group_uid 48 group_uid 48 group_uid 

Observations 3840 3840 3840 3840 

Marginal R2 / Conditional 
R2 

0.091 / 0.570 0.130 / 0.570 0.132 / 0.572 0.131 / 0.572 

* p<0.05   ** p<0.01   *** p<0.001 



 

 

Table A11 – Learning from experiences in the Single Treatment 
 

 contribution 

Predictors Estimates std. Error p Estimates std. Error p 

(Intercept) 4.662 *** 0.649 <0.001 4.810 *** 0.659 <0.001 

decay high [1] 0.671  0.903 0.458 0.379  0.931 0.684 

distneg1 -0.798  0.534 0.135 -1.410  0.756 0.062 

distneg2 -0.932  0.538 0.084 -0.843  0.756 0.265 

distneg3 -1.084 * 0.538 0.044 -1.343  0.756 0.076 

distneg4 -1.033  0.538 0.055 -0.743  0.756 0.326 

distneg5 -1.169 * 0.538 0.030 -1.710 * 0.756 0.024 

distneg6 -0.016  0.538 0.976 -0.210  0.756 0.781 

distneg7 -0.253  0.543 0.641 -0.977  0.756 0.197 

distneg8 -0.874  0.543 0.108 -1.343  0.756 0.076 

distneg9 -0.426  0.543 0.433 -1.277  0.756 0.092 

distneg10 -0.992  0.557 0.075 -0.677  0.756 0.371 

decay high [1] × distneg1 
   

1.221  1.068 0.253 

decay high [1] × distneg2 
   

-0.185  1.078 0.864 

decay high [1] × distneg3 
   

0.522  1.078 0.628 

decay high [1] × distneg4 
   

-0.595  1.078 0.581 

decay high [1] × distneg5 
   

1.096  1.078 0.310 

decay high [1] × distneg6 
   

0.389  1.078 0.718 

decay high [1] × distneg7 
   

1.491  1.087 0.171 

decay high [1] × distneg8 
   

0.964  1.087 0.375 

decay high [1] × distneg9 
   

1.755  1.087 0.107 

decay high [1] × 
distneg10 

   
-0.723  1.119 0.518 

Random Effects 

σ2 15.565 15.593 



 

 

τ00 11.461 subject_uid 11.464 subject_uid 

ICC 0.424 0.424 

N 60 subject_uid 60 subject_uid 

Observations 1200 1200 

Marginal R2 / Conditional R2 0.012 / 0.431 0.016 / 0.433 

* p<0.05   ** p<0.01   *** p<0.001 

 
  



 

 

 
 
 
 

Figure A1 – Group Treatments: Average Contributions per Group 
 

 
 

 
 
Figure A2 – Bifurcation of Social Value Orientation 

 
 

 
 
  

Period

C
o
n

tr
ib

u
ti
o
n

Treatment low high

Individual Groups

0.00

0.01

0.02

0.03

0.04

0 20 40 60

SVO angle

d
e

n
s
it
y

bifurcation of social value orientation



 

 

Figures A3.1 and A3.2 – Minutes need to respond to Control Questions 
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Out of Sight is Out of Mind? 
Experimentally Testing a Public Bad That Only Materializes Gradually  

Appendix B 
 

 
I. English Translation of Experimental Instructions 

 
Below, you will find an English translation of the experimental instructions that were handed 
out to the participants in the beginning of the experiment. Parts of the instructions that differ 
between the High Decay Rate Treatment and the Low Decay Rate Treatment are indicated in 
yellow highlight and separated with a “|”. Text which was only presented in the Single 
Treatment is indicated in green highlight.  
 
 
 

Instructions 
 
Welcome to our experiment. During the experiment, communication with other participants 
is not allowed.   Please turn off your mobile devices and put them out of reach. If you have any 
questions, please make yourself known by a clear hand signal. The test supervisor will try to 
answer your questions. 
 

Procedure 
 

The experiment consists of three parts and a questionnaire. The instructions for the first part 
can be found in this document. You will receive the instructions for the other two parts on the 
computer screen as soon as the first part is finished. Please read the instructions carefully and 
completely. Make your decision deliberately and only after all your questions have been 
answered. The three parts are independent of each other and your decisions in the previous 
parts have no influence on the later ones. We will explain separately for each part of the 
experiment how your payout will be calculated. At the end of the experiment, we will pay out 
your total earnings in cash. Your total earnings will result from the decisions you make during 
the experiment. We will treat all your choices confidentially.  
 

Part 1 
 

In this part of the experiment, you will be presented with the choice of investing in a project 
that has a detrimental effect on the group to which you are assigned. If you decide to invest in 
the project, you will receive a personal financial benefit. However, this decision also leads to 
disadvantages for you and your group members. You therefore face a social dilemma: for you 
personally, it is profitable to invest into the project. However, if all members of your group 
invest the same amount, this results in a disadvantage that is greater than the individual 
returns. 
 



General Information 
 
In this part of the experiment, you form a group with three other group members. You can 
interact with them for 20 rounds. At the start of the experiment, you and each group member 
receive a financial budget of 28.00 EUR. This “budget” can increase or decrease over the 
course of the experiment. This will depend on the decisions made within your group. 
 
You have the possibility to make investments within the Group. Each investment has 
advantages and disadvantages. The resulting advantages only benefit you personally. However, 
the disadvantages have long-term consequences for the entire group. 
 
In this part of the experiment, we will be speaking about points. These points represent your 
ability to invest in a project. You can invest between 0 and 15 points in each round. Your group 
members can also invest up to 15 points in each round. Should you decide to invest points in 
this experiment, this will have the following consequences: 
 
For every point you invest, 1 cent is deducted from your initial balance (cost). You will also 
receive 10 cents back for every point you invest (benefit). 
 
Example 1: 
You invest 9 points. 9 cents are deducted; you receive 10 × 9 = 90 cents back. The net amount 
you receive is therefore: - 9 cents + (10 × 9 cents) = 81 cents. 
 
In addition, a deduction may be made in each round. The amount of the deduction depends 
on how many points you and your party members have invested in the current and previous 
rounds (detriment). 
 
Calculation of the Detriment 
 
Each point that you or other group members invest, creates a detriment of the same amount. 
The effects of the detriment affect you and your group members equally. 
 
Example 2: 
Round 1: You invest 9 points. Your group members invest 7, 14 and 10 points. In total, 
9+7+14+10=14 points are invested in this round. The detriment in this round is 40. 
 
The investments made in the current round and the corresponding detriment do not only 
affect the current round, but also future rounds. The detriment is reduced over the course of 
several rounds. The current detriment is gradually reduced from one round to the next by a 
factor of 0.9 | 0.1. 
 
In other words, the detriment created in the current round is multiplied by 0.9 | 0.1 and carried 
over to the following round. Further detriment is added in the following round if more points 
are invested then. For the next subsequent round, the new disadvantage is then again 
multiplied by 0.9 | 0.1 and carried over. See Figure 1 for an explanation of this mechanism.  
 
 
 



Calculation of the Deduction 
 
The deduction in a round is calculated by multiplying the current detriment by 0.3 | 2.7. The 
result reduces the profit per round for all group members. The following example illustrates 
the calculation of detriment and deduction: 
 

 
 

Figure 1 (High Decay) ↑ | ↓ Figure 1 (Low Decay)  
 

 
 
 

Calculation of Profit per Round 
 
The profit per round is composed of the elements explained above: The cost of the investment 
reduces the profit each round, the benefits increase it, the deduction reduces it. This results 
in the following formula: 
 



        Cost:          Benefit:        Deduction: 

 

Profit per round 
 

= –  

1 Cent per invested 
Point in the  

current round  
(0 to 15 Cent) 

+ 

10 Cent per 
invested Point in the 

current round  
(0 to 150 Cent) 

– 

     0.3 | 2.7 ×  

   current  
detriment 

 
 
Long-term effects of Investment Decisions 
 
You and your group members can make investment decisions for 20 rounds. The long-term 
effects of an investment on your payoff are the same, regardless of the round in which you or 
other group members invest points. Your payoff is calculated on the assumption that the 
experiment would have continued indefinitely. As a result, for every point invested within your 
group, a total of 3 cents will be deducted from you and each of your group members. 
 
This long-term consequence is taken into account for every point invested within the 20 
rounds. All deductions that would only be incurred after round 20 will be deducted in a one-
off payment after completing round 20. 
 
Example 3: 
Round 1: One point is invested.  
A deduction of 2.64 cents is made until the end of round 20. To ensure that a total deduction 
of 3 cents is made for the investment of the point, 0.36 cents will be deducted at the end of 
Part 1 in the one-time payment. | A deduction of 3 cents is made until the end of round 20. 
The total deduction of 3 cents is realized during the experiment, so that no further amount is 
deducted at the end of Part 1. 
 
Round 20: One point is invested. A deduction of 0.3 | 2.7 cents is made until the end of round 
20. To ensure that a total deduction of 3 cents is made for the investment of the point, 2.7 | 
0.3 cents will be deducted at the end of Part 1 in the one-time payment.  
 
Behavior of the Computerized Group Members 
 
In this part of the experiment, you do not interact with other participants. Instead, the 
behavior of your group members is controlled by a computer. The computer's choices solely 
depend on your behavior: The computer-controlled group members always imitate your 
behavior from the previous round.  
 
Example 4:  
Round 10: You invest 5 points. 
Round 11: Each of your computerized group members also invests 5 points. Your group 
members therefore invest a total of 15 points.  
 
As your computerized group members cannot yet imitate your behavior in the first round, their 
investments are determined randomly in round 1. 
 
Control Questions 
 



In the experiment, we will automatically calculate the round profit for you. However, we will 
ask you to carry out some of these calculations yourself in control questions so that that you 
can familiarize yourself with the consequences of your decisions. 
 
If you are asked to enter an amount with a decimal place, please use a period “.” instead of a 
comma. If a negative value results, please place a minus (-) in front of the figure.  
 
Please raise your hand if you have a question. The test supervisor will then try to answer your 
questions. 
 
 
  



II. English Translation of Control Questions 
 
We have used an extensive set of control questions to ensure that participants have 
understood the core mechanics of our experiment. These control questions were programmed 
in an instructive manner: When a question is answered correctly a brief confirmation message 
is displayed and the next sub-question appears. When a question is answered incorrectly, our 
program provided a hint, pointing towards the relevant aspects of our mechanism without 
giving away the correct answer. Sub-questions are shown sequentially. 
 

Below, we provide an English translation of the complete control questions for the High Decay 

Rate Treatment (𝛿 = 0.9). For the sake of conciseness, we only illustrate one exemplary set of 

control questions. The same control questions were used in all treatments. There are only 

marginal differences in wording between treatments. It is either ‘group members’ (Group 

Treatment) or ‘computerized group members’ (Single Treatment). The multiplier changes in 

accordance with the decay rate. Please note that Control Question 5 was only included in the 

Single Treatment. Please see our preregistration materials online for screenshots of the whole 

experiment.  

 
Legend 

• W: hint after wrong answer 

• C: confirmation message and explanation after correct answer 
 

 

Control Question 1: 

Assume that you are in the first round. You have invested 10 points. None of your group members 
have invested points in this round, so your total contribution is 10 points. 

1.1  How high are the costs resulting from your decision?  
W: Unfortunately, your answer is wrong. Every point you invest costs 1 cent. 
C: Each point invested incurs a cost of 1 cent. Costs have a negative effect on the round profit 

1.2  What is your advantage? 
W: Unfortunately, your answer is wrong. You will receive 10 cents for every point invested.  
C: Each point invested gives you an advantage of 10 cents. 

1.3  What is the current detriment? 

W: Unfortunately, your answer is wrong. Each point invested in the group creates a detriment of the same 

amount in the same round. 

C: The detriment here corresponds to the points you have invested. There is no detriment from previous 
rounds, as this is round 1. 

1.4  How high is the deduction?  
W: Unfortunately, your answer is wrong. The deduction corresponds to 0.3 times the detriment. 

C: The deduction is calculated by multiplying the current detriment by 0.3. The deduction has a negative 
effect on the round profit. 

1.5  Please calculate your personal winnings for this round from the above information: 
W: Unfortunately, your answer is wrong. Take costs, benefits and deductions into account. Pay attention to 

the signs. 

C: Your round profit results from the formula: -cost + advantage -deduction 



Control Question 2:  

Assume again that you are in the first round. You have invested 10 points. Your group members have 
invested 8, 10 and 12 points. A total of 40 points have therefore been invested. 

2.1 How high are the costs resulting from your decision? 

W: Unfortunately, your answer is wrong. Each point you invest costs 1 cent. 
C: Each point invested incurs a cost of 1 cent. Costs have a negative effect on the round profit. 

2.2 How high is your advantage?  

W: Error message: Your answer is incorrect! You will receive 10 cents for every point invested. 
C: Each point invested creates an advantage of 10 cents. 

2.3 What is your detriment?  

W: Unfortunately, your answer is wrong. Each point invested in the group creates a detriment of the 
same amount in the same round. 
C: The detriment corresponds to the sum of all points invested in your group. There is no detriment from 
previous rounds, as this is round 1. 

2.4 How high is the deduction?  

W: Unfortunately, your answer is wrong. The deduction corresponds to 0.3 times the detriment. 
C: The deduction is calculated by multiplying the current detriment by 0.3. The deduction has a negative 
effect on the round profit. 

2.5 Please calculate your personal winnings for this round from the above information: 

W: Unfortunately, your answer is wrong. Take costs, benefits and deductions into account. Pay attention 
to the signs. 
C: Your round profit results from the formula: - cost + advantage - deduction 

 
 

Control Question 3:  

In the instructions, we explained how the investment of points affects the overall course of the 
experiment: The detriment resulting from invested points is reduced over time. It is multiplied by 0.9 
for the detriment of the following round. To calculate the deduction in a round, the total detriment 
of a round is multiplied by 0.3. Assume a total of 40 points are invested in round 1. No further points 
are invested in rounds 2 and 3. 

3.1 What is the detriment in round 1? 

W: Unfortunately, your answer is wrong. You are only asking about detriment, not advantage or cost. 

Each point invested in the group creates a detriment of the same magnitude in the same round. 

C: All points invested in round 1 are fully taken into account as detriment. 

3.2 Assume that no further points were invested in round 2. How high is the detriment in 
round 2?  

W: Unfortunately, your answer is wrong. The detriment from round 1 is reduced by a factor of 0.9. 
C: The detriment from round 1 is multiplied by a factor of 0.9. Nothing was invested in round 2, so no 
further detriment is added. 

3.3 Assume that no further points were invested in rounds 2 and 3. What is the detriment in 
round 3? 

W: Unfortunately, your answer is wrong. The detriment from round 2 is reduced by a factor of 0.9. 
C: The detriment from round 2 is again multiplied by a factor of 0.9. Once again, nothing was invested in 
round 3, so no further detriment is added. 



3.4 Now calculate your personal profit for round 3 from the above results: 

W: Unfortunately, your answer is incorrect! Your personal costs and benefits are based on the points 

you invested in the current round (0 points were invested in round 3). The deduction results from the 

detriment of the current round. Please note that a minus (-) must be placed in front of the number in 

the case of a negative profit 

C: Since neither you nor your group members have invested 3 points in round 3, only the deduction 
resulting from the current detriment (0.3 x 32.40) is relevant for your round win.   
 
 

Control Question 4:  

4.1 You are in round 1 and your group members have invested 12 points. Assume that no 
other points have been invested. How many deductions do you personally incur as a result 
of this behavior over the course of this experiment (20 rounds + one-off payment at the 
end)? 

Hint: In this control question, you do not need to manually calculate the development of the detriments over 
20 rounds. You only need to know the long-term effects of your investment decisions. If necessary, please refer 
to the bottom section on page 3 of the instructions. 

W: Unfortunately, your answer is wrong. In the long term, every point invested generates a deduction of 
3 cents. 
C: Each point invested results in a long-term deduction of 3 cents per participant. 

4.2 You are in round 17 and your group members have invested 12 points. Assume that no 
other points have been invested. How many deductions do you personally incur as a result 
of this behavior over the course of this experiment (20 rounds + one-off payment at the 
end)? 

Hint: In this control question, you do not need to manually calculate the development of the detriments over 
20 rounds. You only need to know the long-term effects of your investment decisions. If necessary, please refer 
to the bottom section on page 3 of the instructions.  

W: Unfortunately, your answer is wrong. In the long term, every point invested generates a deduction of 
3 cents. 
C: Each point invested results in a long-term deduction of 3 cents per participant. 
 
 

Control Question 5:  

If you decide to invest 11 points in round 6, how many points will be invested by your 
computerized group members in round 7? Investment of the group members (in total) in 
round 7:  

W: Unfortunately, your answer is wrong. Every computerized member imitates your behavior from the 
previous round. 
C: If you invest 11 points, each computerized group member will also invest 11 points in the following 
round. 
 

 


