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Abstract

The search for new materials for energy-efficient and environmentally friendly re-
frigerant technologies is a key challenge to replace conventional vapor compression
technology. An attractive alternative approach uses the barocaloric refrigeration
cycle, which is based on the adiabatic temperature and isothermal entropy change
of a material upon tuning an external hydrostatic pressure.

Recently, spin crossover (SCO) compounds have been pointed out as promising
candidates, which exhibit large barocaloric effects: large isothermal entropy changes
have been reported for some of these SCO compounds at fairly low hydrostatic
pressures (< 1.2 GPa).

In SCO complexes, the central metal ion switches between a low spin (LS) state at
low temperature / high pressure and a high spin (HS) state at high temperature/low
pressure. The LS to HS transition involves an increase of the spin entropy, but
the larger part of the entropy change originates from changes in the intramolecular
vibrations. The fundamental understanding of the nature of HS-LS transition and its
effect on the physical properties is still being explored fervently, and in particular,
the microscopic knowledge of the transition mechanism is essential to tailor new
materials.

Although the spin crossover is by essence a molecular scale phenomenon, the large
diversity in the spin transition characteristics makes it challenging to predict. The
spin transition is controlled by cooperativity, which is a parameter that describes to
what extent the spin transition occurs collectively across the material rather than
in isolated molecules. The exploration of the intricate interplay between cooper-
ativity and structural changes in the SCO material is in the focus of this thesis.
The compound Fe(Pm-Bia)2(NCS)2, where Pm-Bia = (N -(21-pyridylmethylene)-4-
amino-bi-phenyl), is an ideal candidate for these studies, as it exists in two different
polymorphs which exhibit SCO transitions with significantly different characteris-
tics.

In our work, we attempt to correlate the changes in the macroscopic physical be-
havior with the microscopic structural changes in the orthorhombic and monoclinic
polymorphs of [Fe(PM-Bia)2(NCS)2]; by utilizing single crystal and powder X-ray
diffraction, magnetization, and DSC measurements as a function of temperature/
pressure, and scan rate dependence. The detailed structural study based on a con-
siderable quantity of data allows to visualize the structural changes induced by the
spin transition in both polymorphs with excellent resolution.

Our results demonstrate that the two polymorphs exhibit markedly different
transition behaviors. The orthorhombic polymorph undergoes a swift HS-LS tran-
sition within a narrow temperature range, while applying pressure at room tem-
perature fails to induce a spin transition, leading instead to the formation of a
superstructure at 2.02 GPa. On the other hand, the monoclinic polymorph ex-
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hibits a gradual HS-LS transition across a broad temperature range and exhibits an
incomplete HS-LS transition at pressure below 1.36 GPa.

Through a meticulous examination of microscopic features, our investigation
delves into the intricate dependencies of the macro- and micro- properties of coop-
erativity. A principal point of our discussion is the pivotal role played by hydrogen
bonding and π ´ π interactions in influencing the observed behaviors. We explore
how the alteration of these interactions occurs with variations in crystal packing and
spin state, providing insights into the underlying mechanisms by applying pressure,
temperature, and several scan rates.

The packing in the monoclinic polymorph is governed by π ´ π interactions,
leading to a temperature-induced spin transition observed over a large temperature
range and the formation of random HS and LS entities during the transition. With
applying pressure, the HS-LS transition is also induced. During the pressure-induced
transition, additional H-bonding is formed, which we assume to be responsible for
inhibiting the completion of the HS-LS transition due to space limitations. On the
other hand, the orthorhombic polymorph undergoes a swift temperature-induced
spin transitions facilitated by H-bonding, with the formation of larger HS and LS
domains. Under pressure, H-bonding sterically hinders the spin transitions, and at
2 GPa, a new superstructure is formed.

We observe a scan rate-dependent intermediate state in magnetization measure-
ments for the orthorhombic polymorph for a polycrystalline sample, which is ab-
sent in the monoclinic polymorph. Strikingly, this intermediate state, also seen
in diffraction experiments, exhibits a doubled c-lattice parameter, similar to the
superstructure observed under pressure.

To quantify the cooperativity, we employ the Slichter-Drickamer model to nu-
merically extract entropy, enthalpy, and cooperativity. This quantitative analysis
enhances our understanding of the thermodynamic aspects associated with the two
polymorphs. Additionally, our study extends to the kinetics of these polymorphs,
examining the dependence of magnetization on temperature scan rate. In this con-
text, scan rate studies and isothermal kinetics studies provide valuable insight into
the hysteretic behaviour of the spin crossover.

Based on our findings and their interpretation, we propose seeking out potential
candidates for barocaloric applications that exhibit robust intermolecular interac-
tions, resulting in enhanced cooperativity and sharp transitions. Such candidates
should also possess large room to accommodate volume changes induced by pressure
and facilitate pressure-induced transitions without being impeded by space limita-
tions.
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Kurzzusammenfassung

Die Suche nach neuen Materialien für energieeffiziente und umweltfreundliche Tech-
nologien zur Kühlung ist eine zentrale Herausforderung, um die herkömmlichen
Kompressionstechnologien zu ersetzen. Ein attraktiver alternativer Ansatz ist der
barokalorische Kältekreislauf, der auf der adiabatischen Temperatur- und isother-
men Entropieänderung eines Materials beim Einstellen eines externen hydrostatis-
chen Drucks beruht.

Kürzlich wurden Spin-Crossover-Verbindungen (SCO) als vielversprechende Kan-
didaten identifiziert, die große barokalorische Effekte aufweisen. So wurden für einige
dieser SCO Verbindungen große isotherme Entropieänderungen bei relativ niedrigem
hydrostatischen Druck (< 1.2 GPa) berichtet.

In SCO-Komplexen wechselt das zentrale Metallion zwischen einem Niedrigspin
(LS) Zustand bei niedriger Temperatur/hohem Druck und einem Hochspinzustand
(HS) bei hoher Temperatur/niedrigem Druck. Der Übergang von LS zu HS ist
mit einem Anstieg der Spin-Entropie verbunden, jedoch resultiert der größte Teil
der Entropieänderung aus Änderungen in den intramolekularen Schwingungen. Das
grundlegende Verständnis der Natur des HS-LS-Übergangs und seiner Auswirkungen
auf die physikalischen Eigenschaften, und insbesondere die mikroskopische Kenntnis
des Übergangsmechanismus ist für die Entwicklung neuer Materialien unerlässlich.

Obwohl der Spinübergang im Wesentlichen ein Phänomen auf molekularer Ebene
ist, macht die große Vielfalt der Eigenschaften der Spinübergänge es schwierig, sie
vorherzusagen. Der Spinübergang wird von der Kooperativität gesteuert, einem
Parameter, der beschreibt, inwieweit der Spinübergang kollektiv im gesamten Ma-
terial und nicht nur in isolierten Molekülen stattfindet. Die Erforschung des kom-
plizierten Wechselspiels zwischen Kooperativität und strukturellen Veränderungen
im SCO-Material steht im Mittelpunkt der vorliegenden Arbeit. Die Verbindung
Fe(Pm-Bia)2(NCS)2, mit Pm-Bia = (N -(21-Pyridylmethylen)-4-amino-bi-phenyl),
ist ein idealer Kandidat für diese Studien, da es in zwei verschiedenen Polymor-
phen vorliegt, die SCO-Übergänge mit deutlich unterschiedlichen Charakteristika
aufweisen.

In meiner Arbeit versuche ich, die Veränderungen im makroskopischen
physikalischen Verhalten mit den mikroskopischen strukturellen Veränderungen in
den orthorhombischen und monoklinen Polymorphen von [Fe(PM-Bia)2(NCS)2]
zu korrelieren; dazu verwende ich Einkristall- und Pulver-Röntgenbeugung,
Magnetisierung und DSC-Messungen als Funktion der Temperatur/Druck- und
Scanraten-Abhängigkeit. Die detaillierte Strukturstudie, die auf einer beträchtlichen
Datenmenge basiert, ermöglicht es, die durch den Spinübergang induzierten struk-
turellen Veränderungen in beiden Polymorphen mit hervorragender Auflösung zu
visualisieren.

Die Ergebnisse zeigen, dass die beiden Polymorphe ein deutlich unterschiedliches
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Übergangsverhalten aufweisen. Das orthorhombische Polymorph durchläuft einen
schnellen HS-LS Übergang innerhalb eines engen Temperaturbereichs, während die
Anwendung von Druck bei Raumtemperatur keinen Spin-Übergang auslöst, sondern
zur Bildung einer Überstruktur bei 2.02 GPa führt. Auf der anderen Seite zeigt das
monokline Polymorph einen graduellen HS-LS-Übergang über einen breiten Tem-
peraturbereich und zeigt zudem einen unvollständigen HS-LS-Übergang bei einem
Druck unterhalb von 1.36 GPa.

Durch eine sorgfältige Untersuchung der mikroskopischen Merkmale werden die
komplizierten Abhängigkeiten zwischen den makroskopischen und mikroskopischen
Eigenschaften und der Kooperativität verdeutlicht. Eine zentrale Rolle für die
beobachteten Phänomene und Vorgänge spielen dabei die Wasserstoffbrücken und
π ´ π- Wechselwirkungen. Die Ergebnisse zeigen, wie sich diese Wechselwirkun-
gen bei Variationen der Kristallpackung und des Spinzustands ändern. Zusätzliche
Einblicke in die zugrunde liegenden Mechanismen werden gewonnen, indem Druck,
Temperatur und unterschiedliche Scanraten als variable Parameter miteinbezogen
werden.

Die Packung der Moleküle im monoklinen Polymorph wird durch π ´ π- Wech-
selwirkungen bestimmt, Dies führt zu einem temperaturbedingten Spin-Übergang,
der über einen großen Temperaturbereich beobachtet wird, und zur Bildung von
kleinen, isoliert vorliegenden HS- und LS-Einheiten während des Übergangs führt.
Bei Anwendung von Druck wird der HS-LS-Übergang ebenfalls induziert. Während
des druckinduzierten Übergangs werden zusätzliche H-Brücken gebildet. Vermutlich
verhindern diese einen vollständig abgeschlossenen Übergang vom HS zum LS Zus-
tand, da innerhalb der Struktur die zusätzliche Volumenverringerung nicht mit dem
Platzbedarf der H-Brücken kompatibel ist. Andererseits durchläuft das orthorhom-
bische Polymorph einen raschen temperaturinduzierten Spinübergang, der durch
H-Bindungen erleichtert wird, mit der Bildung von größeren HS- und LS-Domänen.
Unter Druck behindert die H-Bindung wiederum sterisch die Spinübergänge, und
bei 2 GPa bildet sich eine neue Überstruktur.

Bei Magnetisierungsmessungen beobachtet man für das orthorhombische Poly-
morph einer polykristallinen Probe einen von der Scanrate abhängigen Zwischenzus-
tand, der im monoklinen Polymorph nicht vorhanden ist. Auffallend ist, dass dieser
Zwischenzustand, der auch in Beugungsexperimenten beobachtet wird, einen ver-
doppelten c-Gitterparameter aufweist, ähnlich der unter Druck beobachteten Über-
struktur.

Um die Kooperativität zu quantifizieren, verwenden wir das Slichter-Drickamer-
Modell, um Entropie, Enthalpie und Kooperativität numerisch zu extrahieren. Diese
quantitative Analyse verbessert unser Verständnis der thermodynamischen Aspekte,
die mit Phasenübergängen in beiden Polymorphen einhergehen. Darüber hinaus
erstreckt sich unsere Studie auf die Kinetik der Übergänge und untersucht die Ab-
hängigkeit der Magnetisierung von der Scanrate. Die Experimente zur Scanrate
und zur isothermen Kinetik liefern einen wertvollen Einblick in das hysteretische
Verhalten des Spin-Crossovers.

Auf der Grundlage unserer Ergebnisse und ihrer Interpretation wären potenzielle
Kandidaten für barokalorische Anwendungen solche, die robuste intermolekulare
Wechselwirkungen aufweisen, die zu erhöhter Kooperativität und scharfen Übergän-
gen führen. Zusätzlich sollten diese Materialien auch über einen großen Raum für
Volumenänderungen verfügen, so dass die Übergänge nicht durch Platzmangel be-
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hindert werden.
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Chapter 1

Introduction

1.1 Motivation

The modern world would not be possible without cooling. Production, supply,
and food storage wholly depend on consistently accessible cooling. Even more,
health care and the entire medical industry would collapse if refrigeration were
unavailable. The technological world surrounding us requires cooling on all scales,
from computer chips requiring temperature control to large nuclear power facilities.

The cooling capacity required for each of these distinct uses consumes enormous
energy. According to a survey [1], electric fans and air conditioners contribute more
than 20% of the world’s total electricity demand for buildings. It is expected that
by 2050, the energy required to cool residential structures will increase by up to
750% compared to 2010 [2].

A particularly innovative approach to achieving efficient and environmentally
friendly cooling is through caloric cooling [3–5]. In caloric materials, applying and
removing a particular driving field induces a reversible change in entropy, which
gives rise to the associated caloric effect [6]. Applying or withdrawing a field can be
carried out adiabatically or isothermally. While the former process causes an adia-
batic temperature change, ∆Tad, resulting from an exchange of entropy between the
intrinsic degrees of freedom of the material, the latter process causes an isothermal
entropy change, ∆Siso. The external driving fields give a name to the caloric effects.

External fields in the magnetocaloric (MCE) and electrocaloric (ECE) effects are
magnetic and electric fields [7, 8]. There are two types of mechanical-driven fields:
uniaxial stress fields with associated elastocaloric effects and hydrostatic pressure
corresponding to barocaloric effects [9, 10], both are summarized under the name of
mechanocaloric effect [11]. Depending on how the field is applied, a change in the
material’s entropy will either result in a temperature change or be related directly
to an isothermal release or absorption of heat [5].

A typical caloric cooling cycle is depicted schematically in Figure 1.1. At the
initial state of the caloric cooling cycle (step 0), the material is at ambient temper-
ature, and there is no external field. As an external field is applied adiabatically in
step (0–1), the caloric material temperature rises and achieves its maximum tem-
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perature as a result of the caloric effect. In the subsequent steps (1-2), the material
releases heat to a heat sink while maintaining a constant field. The temperature of
the caloric element then decreases as the field is removed adiabatically (steps 2-3).
In the following step (3), the caloric material can absorb heat from a heat source
under constant field conditions. The material returns to its initial state 0, and the
cycle begins again. By splitting the two heat flows appropriately, the released and
absorbed heat in stages 2 and 3 can be used for cooling and heat pumping.

Figure 1.1: (a) A generalized caloric cooling cycle. The four processes that
make up a caloric cooling cycle start with applying field and heating up the
material (step 0-1), then heat releases to a heat sink (step 1-2), after that
the field releases and the material cools down (steps 2-3), and finally, the
material absorbs heat from a source and the cycle restarts (step 3-0). (b)
Shows a schematic diagram of the barocaloric cooling cycle.

While caloric materials respond dynamically to external fields, the exploration of
barocaloric materials leads us into a new arena where external hydrostatic pressure
becomes a key player. When external hydrostatic pressure is introduced or removed,
it induces a change in the volume of the barocaloric material, which is related to
a change in the isothermal entropy and/or adiabatic temperature. This is known
as the barocaloric effect (BCE) (Figure 1.1(b)). In general, the barocaloric effect
occurs in all material systems because a system’s free energy correlates directly to
pressure [12].

Research on barocaloric effects in solid-state materials has received little atten-
tion due to the expectation of negligible thermal effects, and it was initially not rec-
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ognized as a potentially potent independent phenomenon with potential for mainly
use in refrigeration systems [13]. In the past, hydrostatic pressure was mainly used as
an external stress field to boost the MCE in magnetic materials, with the expectation
that doing so would reinforce the first-order character of the magnetic phase tran-
sition [14–16]. However, the discovery of enormous BCE in popular magnetocaloric
materials like Ni49.26Mn36.08In14.66 [17], Gd5Si2Ge2[18], and LaFe11.33Co0.47Si1.2 [19],
suggested that significant caloric effects can be achieved by applying hydrostatic
pressure as an independent tuning parameter.

Organic compounds such as neopentylglycol [20],
tris(hydroxymethyl)aminomethane [20], and fullerene C60 [21], as well as in-
organic compounds such as AgI [22], (NH4)2SO4 [23], and (Pr4N)[Mn(dca)3] (Pr
= propyl, dca = dicyanamide) [24] provide a rich playground for the discovery of
novel giant-BCE materials. In addition, barocaloric effects are observed in various
material systems, such as rubbers [25, 26], and plastic crystals [20, 27]. In 2016,
Karl Sandeman [28] recommended investigating the spin crossover class of materials
for barocaloric application, as a substantial change in their volume is observed at
the transition temperature, T1{2. In 2019, a giant barocaloric effect was observed in
a spin crossover compound for the first time [29].

The concept of investigating the caloric effect across the SCO transition gained
prominence only recently, following Sandeman’s observation [28] of the enormous
caloric effect for various SCO complexes. He observed, adiabatic temperature shifts
close to 8K and of entropy changes in the range of 80 J kg´1 K´1 at spin transition
temperatures T1{2 = 170K. This effect was obtained by applying a comparatively
small pressure of less than 0.1 GPa. By constructing a microscopic model of the spin
transition between the LS and HS states, von Ranke [30] explained the barocaloric
effect and demonstrated that the caloric contribution is mostly due to phonons. He
was able to fit data from the literature for various values of applied pressure using
a proposed microscopic (Ising-like) model to characterize the LS/HS fractions, in
which the compressibility and intermolecular elastic interaction served as the fit-
ting parameters. Using the mean-field approach, the total entropy of the system
was determined, and consequently, the entropy changes at low pressures were de-
duced. The earlier microscopic model was improved by von Ranke and co-authors
[31] by considering electronic, configurational, and lattice contributions. Further
experiments were published along with these theoretical achievements [32].

It is worth noting that the large barocaloric effect that results from the significant
local volume changes across the SCO transition gives these materials a wide range
of potential applications. To achieve a large BCE, it is necessary to have a material
that exhibits (i) a substantial volume change near the SCO transition, (ii) a large
temperature derivative of the HS molar fraction near the SCO transition, and (iii)
negligible thermal hysteresis near the SCO transition. Nevertheless, it is a challenge
to meet all of these three requirements simultaneously.

Sandman [28] reported several examples of pressure-induced spin crossover com-
pounds. Among them is the Fe(Pm-Bia)2(NCS)2 compound, where PM-Bia = N-(2’-
pyridylmethylene)-4-(aminobiphenyl), NCS´ = thiocyanate, which shows a substan-
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tial entropy change across the spin transition ∆S= 59 Jmol´1 K´1 (84 J kg´1 K´1)
[33], which as from differential scanning calorimetry (DSC) measurement. Based
on magnetic susceptibility measurements, under applied pressure, the shift in the
transition temperature is estimated to be BT1{2{Bp = 66 K/GPa [34]. The maxi-
mum possible ∆Tad can be estimated through ∆Tad = - T∆S{Cp [5], where cp is the
specific heat capacity cp= 2000 J kg´1 K´1 [35, 36]. Thus, the value ∆Tad is 8.4K
due to the high heat capacity, per kg, of these materials. Therefore, the pressure
induced the spin transition and required to generate this maximum ∆Tad is equal
to 0.12 GPa [28]. It is evident that the pressure required to induce the spin transi-
tion is relatively fairly low. This observation, coupled with the substantial entropy
change and adiabatic temperature change (∆Tad) provides the motivation for this
in-depth investigation by making this compound a highly promising candidate as a
barocaloric material.

The complex Fe(Pm-Bia)2(NCS)2, is among the most extensively studied spin-
crossover (SCO) compounds. It crystallizes in two polymorphs (orthorhombic and
monoclinic polymorphs), providing a nice example of how small and seemingly im-
portant structural changes can lead to significantly different magnetic behavior.
The orthorhombic polymorph undergoes an abrupt transition at T1{2Ó “175K and
T1{2Ò “180K with a thermal hysteresis of 5K, while the monoclinic polymorph un-
dergoes a gradual transition centered about 210K (see Section 7.1, Figure 7.1). It
is worth noting that for both polymorphs, the HS and LS crystal structures are
well-known under ambient temperature and ambient pressure [33, 37, 38]. However,
the crystal structures of the two polymorphs under pressure have not been reported
previously.

The objectives of this study are to further investigate and explore the unique
SCO behavior of the two polymorphs of the Fe(Pm-Bia)2(NCS)2 complex and in-
tensively map the structural changes throughout the spin transition to provide valu-
able insights into the temperature-induced structural-property evolution of the two
polymorphs. This research aims to deepen our understanding of the nature of the
spin-crossover properties exhibited by these two polymorphs and focus on the effects
of cooling/heating rates on the spin transition feature. At the macroscopic scale, the
transmission efficiency of the spin-state change within the material is determined by
its cooperativity. Hence, materials with low cooperativity (weak coupling between
SCO centers) will display smooth SCO curves, whereas those with high coopera-
tivity (strong coupling between SCO centers) will exhibit abrupt spin transitions.
The transition temperature (T1{2) together with the cooperativity defines the SCO
behavior. Indeed, weak ligand fields are known to stabilize the HS configuration and
consequently, lead to low transition temperatures. Conversely, strong ligand fields
stabilize the LS configuration and drive to higher T1{2. Nevertheless, both parame-
ters, cooperativity and T1{2, have a certain degree of interdependence, since the crys-
tal packing may induce subtle electronic (electron-donating or electron-withdrawing)
and/or steric (molecular distortion, internal pressure) effects transmitted through
the intermolecular contacts. Thus, the control and understanding of both param-
eters are of utmost importance in the SCO research area. It should be noted that
the presence of polymorphism in this complex offers the possibility of evaluating
how the intermolecular interactions influence both key parameters and constitute
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a singular platform to shed light on the microscopic mechanisms that control the
SCO phenomenon in the solid state. Understanding the driving mechanism(s) of
the system is not only important for fundamental reasons but also provides scope
for the development of multifunctional materials.

1.2 Introduction to spin crossover

The spin crossover (SCO) phenomena were first discovered by Cambi and Szego
in the 1930s [39–41]. During their studies on the anomalous magnetism in
iron (III) dithiocarbamates complexes, they observed electronic states which were
temperature-dependent. Three decades later, White et al. [42] proposed the first
interpretations based on the ligand field theory; this theory made it possible to de-
scribe these observations as a temperature-dependent thermal equilibrium between
two possible ground states predicted for an octahedral coordinated metal ion with
a d5 configuration. The first synthetic iron (II) SCO system is [Fe(phen)2(NCS)2]
[43], in which Mössbauer spectroscopy showed that a spin transition occurs around a
temperature region where the magnetic properties of these compounds show a sud-
den change [44]. Major milestones in the understanding of the SCO phenomenon
were achieved by König [45–47], Gütlich [48, 49], and Kahn [50].

The spin crossover phenomenon describes the change of the spin state from the
low-spin (LS) to the high-spin (HS) state of a transition metal ion (3d4-3d7) and vice
versa as a result of external stimuli such as temperature [51, 52], pressure [53, 54],
or light irradiation [55]. Nevertheless, other stimuli, such as magnetic [48] or electric
[56] fields, can also be used. The switching between the two spin states is accom-
panied by significant changes in molecular shapes and unit cell volumes, driven by
changes in metal-ligand distances (see Section 4.1 for more details). The transition is
accompanied by magnetic, optical, electronic, and structural changes, thus making
SCO compounds favorable for potential applications in, e.g., information storage,
optical devices, and displays [57–60]. Due to an increase in magnetic and vibrational
entropy, the LS state undergoes a transition to the HS state as the temperature in-
creases. The HS state has a larger spin multiplicity (2S + 1) and broader potential
energy well [61], inducing pronounced weakening and lengthening of metal-ligand
bonds (see Section 4.1 for more details).

The most studied SCO materials are iron (II) systems, particularly those contain-
ing six nitrogen donor ligands [Fe´N6], but SCO has also been reported for Fe(III)
[54] Co(II) [51, 62], Co(III) [63, 64], Cr(II) [65, 66] Mn(II) [67], Mn(III) [52, 68],
Ni [69] and Mo(II) [70] complexes. Examples of dinuclear [71, 72], trinuclear [73],
tetranuclear [74], or polymer [75] SCO systems have also been studied.

1.3 Polymorphism in spin crossover system

Polymorphism occurs when more than one crystal forms with different arrangements
of atoms within the unit cell exists [76, 77]. Even though polymorphs of the same
substance share the same chemical composition, they might have different physical
and chemical characteristics. Many physical qualities can differ across polymorphic
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forms due to differences in intermolecular interactions as well as modifications in
molecule organization. Polymorphs of a compound may vary from one another in a
variety of physical parameters, including melting or sublimation temperature, heat
capacity, solubility, density, and refractive index.

Polymorphism can be caused due to a variety of crystallization processes
[78–82], and can be divided into several categories; including packing, conforma-
tional, synthon, tautomeric, and concomitant. It is worth noting that polymorphs
frequently could fall into multiple polymorphism categories. Packing polymorphism
happens when molecules in a crystal structure are arranged differently, resulting
in different symmetries. Conformational polymorphism is more common in larger,
more flexible molecules,1 since larger and more flexible molecules can rotate around
covalent bonds. Therefore, they can take on different forms within a small energy
window [83]. Synthon polymorphs exhibit distinct intermolecular interactions,
and molecules with multiple hydrogen bonding capabilities seem more likely to
form synthon polymorphs [84, 85]. Synthon polymorphism is the least common
type of polymorphism [78]. Tautomeric polymorphism happens when an acidic
proton is able to move to different locations on the molecule. Concomitant refers
to polymorphs that crystallize under identical experimental conditions [86].

Polymorphism effects in SCO have been known since the first study on
[Fe(L2)(NCX)2] where L = phen, (X “ S, Se). It was reported by König and his
co-workers [87, 88], where differences in the abruptness of a complete and incomplete
transition, and the transition temperatures were detected between polymorphs re-
sulting from different synthesis procedures. Since then, polymorphism has received
increasing interest in the SCO community in recent years, because polymorphs ex-
hibit different crystal packing, which, in turn, affects the transition behavior of
SCO complexes. In light of this, a number of such SCO complexes exhibiting poly-
morphism were explored, and the relationship between the polymorphs and the
nature of the spin transition was thoroughly investigated [89–92]. Additionally, the
polymorphism phenomena in SCO compounds provides convincing evidence of the
significance of the crystal packing for spin-crossover in the solid state.

1.4 Cooperativity

The different types of spin transitions (see Section 2.1) depend on the degree of coop-
erativity (see Section 4.5 for more details). Cooperativity explains the interactions
between metal sites in which a change in environment at one metal site propagates
throughout the material in the solid state via elastic and intermolecular interac-
tions in the lattice [36]. Different intermolecular interactions such as van der Waals
[93], π- π stacking [94, 95], and hydrogen bonds [96, 97] are suitable as information
transmitters. Each form of contact existing in the solid will influence the strength
of intra- and intermolecular interactions in its own way, ultimately influencing the
spin transition behavior. Control and comprehension of these variables is still an
outstanding question [50].

1A conformer is an isomer of a molecule that differs from another isomer by rotation of one of
the molecule bonds.
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1.5: Intermolecular interactions

It has been reported that the change in bond lengths between the HS and LS
states creates "internal pressure" that causes SCO to spread throughout a material
[98, 99]. According to these elastic interaction studies, the differences in bond
lengths induce the formation of a point defect in the lattice, which can propagate
the transition throughout the entire lattice [100, 101]. As a consequence, the
transition takes place through the formation of domains of molecules with identical
spin state and spreads throughout the lattice. The stronger the metal-lattice
coupling, the faster the domains spread and the more abrupt the transition.

According to the literature, there are three different kinds of spin transition
mechanisms (Figure 1.2):

• A random mechanism corresponds to the homogeneous distribution of HS and
LS entities in the lattice [102, 103].

• A domain mechanism in which the spin state of each entity within a domain
is the same [103–107].

• A mechanism characterized by the appearance of an intermediate phase in
which HS and LS entities are structurally ordered [108, 109].

Figure 1.2: The three possible spin transfer mechanisms, with HS entities in
red and LS entities in blue.

It is worth noting that pressure-induced structural changes in the material alter
the cooperativity of the spin transition and change the stability of the spin state,
sometimes leading to changes in the hysteresis breadth or the development of a mixed
spin state that can result in steps in the spin transition profile (see Section 2.1 for
various forms of spin transition) [53, 110].

1.5 Intermolecular interactions

The formation and structure of molecular crystals—also known as crystal packing
are governed by the interactions between molecules [111]. In light of this, one of the
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most crucial tasks in elucidating the cooperativity of the spin transition is to get a
thorough understanding of the intermolecular interactions that are inherent in the
solid state, which is essential for manipulating the strength of these interactions.
This is especially important in molecular crystals that can pack in many different
ways forming polymorphs (see Section 1.3 for more details), because different
polymorphs can have different macroscopic properties (magnetism, conductivity,
etc.), and many of these macroscopic properties are governed by the relative
packing and interactions of the molecules within the crystal [112]. Each polymorph
is a local minimum in the free energy of the crystal structures. It is the result of a
balance between all the possible intermolecular interactions among the molecules
that make up the crystal.

In general, molecular forces can be divided into two categories:

• Short-range interactions: These are primarily of the coulombic and electronic
exchange type, which comprise ionic or/and covalent bonds and are the re-
sult of orbital overlap. They can be attractive or repulsive and represent the
strongest forces in a molecular system.

• long-range interactions: These interactions can be generically characterized
as being proportional to r´m (where r is the intranuclear distance and m is a
positive integer; the smaller m the stronger the interaction). These interactions
include hydrogen bonding, van der Waals, and π - π interactions. These forces
are primarily responsible for the formation of supramolecular complexes.

Intermolecular forces are significantly weaker than intramolecular forces of
attraction, but they are crucial because they determine the physical properties of
compounds, such as their boiling point, melting point, density, and enthalpies of
fusion and vaporization. It is worth noting that the hydrogen bond (25 k calmol´1

- 48 k calmol´1) is significantly weaker than an ionic bond (> 700 k calmol´1) or
covalent bond (> 200 k calmol´1), but stronger than van der Waals (10 k calmol´1-
30 k calmol´1) and π-π interactions (< 10 k calmol´1) [113].

Therefore, intermolecular interactions tend to be dominated by hydrogen bond-
ing (see Section 1.5.1 for more details), followed by van der Waals (Section 1.5.2 for
details), and π-π interactions (if aromatic components are present, see Section 1.5.3).
It is important to understand the intermolecular interactions involved in the forma-
tion of SCO systems, as these dictate the spin transition behavior in the solid state.

1.5.1 Hydrogen bond

The hydrogen bond1 or the hydrogen bridging2 concept was first used to describe
the internal structure of water in 1920. Among all intermolecular interactions,

1In 1939, Pauling [114] used the term "bond" in a precise and unambiguous manner when he
stated: "Under certain conditions, an atom of hydrogen is attracted by rather strong forces to two
atoms, instead of just one, so that it may be considered to be acting as a bond between them."

2Since hydrogen bonds are so distinct from covalent bonds, referring to them as hydrogen
bridges would be preferable for some scientists. The term "hydrogen bridge" is sometimes used
when referring to weak hydrogen bonding [115, 116].
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hydrogen bonds are one of the strongest and, in addition, they are directional inter-
actions. Hydrogen bonding is defined simply as "a weak electrostatic chemical bond
that forms between covalently bonded hydrogen atoms and a strongly electronegative
atom with unpaired electrons" [117]. In other words, this interaction involves a
hydrogen atom located between a pair of atoms having a high electronegativity.

There have been various books on hydrogen bonding [118–120] and numerous
studies conducted in the literature focus on, e.g., the question of the fundamental
nature of a hydrogen bond [121–123].

A hydrogen bond, which is commonly represented as X-H ¨¨¨¨Y , occurs between a
functional group X´H in one molecule and an atom Y in a different molecule. Both
the proton donor atom X and the proton acceptor atom Y possess electronegative
characteristics (Figure 1.3). The donor atom X generally is a carbon, chlorine,
fluorine, phosphorus, bromine, sulfur, iodine, nitrogen, or oxygen atom, which is
covalently bonded to a hydrogen atom (´CH, ´ClH, ´FH, ´PH, ´BrH, ´SH,
´IH, ´NH, or ´OH); their high electron attraction causes the hydrogen to take
on a slight positive charge. The acceptor atom, typically F , N , P , S, Br, I, or
O, often has an unshared electron pair, or "lone pair", which gives it a slightly
negative charge. This helps to create the negative electrostatic charge that attracts
the slightly positive hydrogen atom bonded to the donor atom. Therefore, due
to electrostatic attraction, the donor atom effectively shares its hydrogen with the
acceptor atom, forming a bond.

Figure 1.3: (a) Description of a hydrogen bond; X is the donor atom, par-
tially negative charged, H is partially positive charged, and Y is the acceptor
atom which has lone electrons negatively charged. (b) illustrates the defini-
tions of the parameters d, D, L, and θ used in the text to describe simple
hydrogen bonds: d represents the distance between H and the acceptor atom
Y , D represents the distance between the donor atom X and acceptor atom
Y , L is the distance between H atom and the donor atom X, and θ is the
angle between the donor atom X, the hydrogen H, and the acceptor atom
Y in a hydrogen bond.

Hydrogen bonding has been widely investigated using both spectroscopic
and structural tools, including IR and NMR spectroscopy, and neutron/X-ray
diffraction. The H-bonding interactions lead to a shortening of the X ¨ ¨ ¨ ¨Y
distance, in which the distance becomes less than the sum of the van der Waals
radii of the two atoms X and Y , and is followed by a lengthening of the covalent

9



Chapter 1: Introduction

X ´ H distance as if the proton would be almost splitted equally between the two
electronegative atoms. As a consequence, a substantial red shift (of the order of
100 cm´1 is observed in the X ´ H stretching vibrational frequencies [124].

The H-bond distance is critical, as it has been demonstrated that the strength of
the bond decays exponentially with distance [124]. Slight deviations from linearity
in the bond angle (up to 30˝) have only a slight effect on H-bond strength.

The three different forms of H-bonding interactions that are most frequently dis-
cussed in the literature are weak,1 moderate and strong. Table 1.1 gives an overview
for determining the strength of the hydrogen bonds. It must be emphasized, though,
that the strength of interactions greatly depends on the type of material being con-
sidered [124]. Hydrogen bonds are stronger when hydrogen can be withdrawn from
atom X as H` [125].

Table 1.1: General properties of the three basic forms of H-bonds. Compar-
isons are shown on the basis of numerical data [126, 127].

H-bonding parameter Strong Moderate Weak
Bond energy (k Jmol´1) 60-120 16-60 < 12

d ( Å) 1.2-1.5 1.5-2.2 > 2.2-3.2
L ( Å) 0.08-0.25 0.02-0.08 < 0.02

L Vs. d L « d L < d L ! d
D ( Å) 2.2-2.5 2.5-3.2 > 3.2-4
θ (˝) 170-180 130-180 90-150

Examples Strong acids Acids, Alcohols C- H H-bonds

In the world of molecular compounds, the presence of an acid and its conjugate
base is expected to be strong hydrogen bonds of several tens of k Jmol´1 [127].
This strong H-bond is marked by an X—H¨ ¨ ¨ ¨ Y (X= F , O, N) angle of almost
180˝, a short X ¨ ¨ ¨ ¨Y distance, and a long X ´ H bond distance.

Medium-strength hydrogen bonds are the most common when hydrogen is
coupled to electronegative elements (especially oxygen). The range of the θ angle
is between 178˝ and 130˝, with a typical θ angle of about 155˝-160˝ [126]. The
hydrogen bonding distance can vary by more than 0.5Å [126].

When hydrogen bonds with a neutral atom like carbon, the resulting hydrogen
bond is weak in strength when compared to a bond with oxygen or nitrogen, which
results in moderate strength. Weak hydrogen bonds frequently appear when the
acceptor group, Y , has π-electrons instead of, e.g., lone pair electrons [128]. The
hydrogen bond is also weak when it includes both weak acceptors, such as heavy

1Some of them exhibit the characteristics of a hydrogen bond, whereas others do not (for
example, not all interactions are attractive, and an interaction must be energetically favorable to
be a bond).
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atoms (Br, S, Se), and weak donors, such as C—H bonds.1 Distances and angles
can cover a wide range, and the low drop-off of electrostatic interactions with
distance (1/r dependence) means that even very long separations in the region
of 4Å cannot be ruled out. Weak hydrogen bonds can completely dominate a
structure in the absence of strong interactions.

The family of hydrogen bonds known as C-H ¨ ¨ ¨ ¨Y (Y = F , O, N , S, Cl,
Br, I) are recognized for their relatively weak nature. These intermolecular interac-
tions are commonly observed in molecular crystals, particularly in organic molecular
crystals or those involving organic ligands [117, 129]. For instance, the Cambridge
Structural Database lists a significant number (thousands) of the crystal structure
shows connections for the pair C-H ¨ ¨ ¨ ¨S that are considerably shorter than the total
of their respective van der Waals radii (1.8Å + 1.7Å = 3.5Å) [130]. The θ angle
(Figure 1.3), which is close to 180˝ for high directionality can be bent to as low a
value as 120˝ [128]. Figure 1.4 illustrates histograms obtained from the Cambridge
Structural Database, depicting C ´ H ¨ ¨ ¨ ¨S distances (Figure 1.4(a)) which reveal
that the distance shows maxima centered at 3.8Å, and C ´ H ¨ ¨ ¨ ¨S angles (Fig-
ure 1.4(b)). Interestingly, only very few crystal structures show a C ¨ ¨ ¨ ¨S distance
shorter than 3.5Å along with an angle less than 120˝, which could be indicative of
the presence of H-bonding.

Figure 1.4: Histograms obtained from the CSD for (a) the C ¨ ¨ ¨ ¨S distances,
and (b) C - H ¨ ¨ ¨ ¨S angles. (c) A 3D histogram of the CSD entries con-
tributing to the C ¨ ¨ ¨ ¨S distances and C ´ H ¨ ¨ ¨ S angles.

Although highly precise structural information is now available, the location and
refinement of H atom positions still remain limited [131, 132]. In X-ray structure
determinations, the distances between the H atoms and the bonded heavier atoms
(C – H, N – H, and O – H) are, on average, 0.1Å - 0.2Å shorter than the inter-
nuclear distances. This occurs as a result of the fact that electrons scatter X-rays
and the atomic position determined for a H atom is close to the centroid of the
electron density. The latter is moved in the direction of atom X rather than be-
ing centered on the H nucleus [123]. The use of neutron diffraction analysis solves
this problem because the scattering centers are the atomic nuclei themselves. As a
result, the distances acquired by neutron analysis are basically identical to the in-
teratomic distances, making neutron diffraction a crucial approach for determining
precise hydrogen bond constants.

1The C ´ H bond can act as a hydrogen bond acid in cases where the carbon is attached to
an electronegative group or is otherwise acidic, such as in arenes, acetylenes, ethers, chloroalkanes,
etc [126].
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1.5.2 Van der Waals interactions

Van der Waals forces [133–135] are caused by changes in the charge density of
particles. As a consequence, an atom or molecule becomes polarized, having positive
charges on one end and negative charges on the other. Electrostatic forces develop
between two atoms or molecules as a result of polarization (Figure 1.5), and the
atoms or molecules are held together by these weak forces. The radius of van der
Waals is equal to half the spacing between the centers of the two approaching nuclei
[130] (Figure 1.6).

Figure 1.5: Schematic representation of van der Waals interaction.

As the distances between the atoms or molecules grow, van der Waals forces
start to vanish due to the reduced interaction between the electron clouds (the
force is proportional to the inverse power of the distance between the interacting
atoms [136]). Van der Waals forces can either be repulsive forces, which prevent the
collapse of all molecules, or attractive forces, which result from interactions between
the partial electric charges of polar molecules.

Figure 1.6: Van der Waals radius (denoted by r) equals half the distance
between two nuclei of two neighboring molecules in a solid state.

Van der Waals interactions are divided into three categories; Firstly, if molecules
have a dipole moment, they can interact with each other in a head-to-tail arrange-
ment (a dipole-dipole interaction). It is worth noting that hydrogen bonds can be
considered as dipole-dipole interactions that involve at least one hydrogen atom
[116]. Secondly, if one molecule has a dipole moment and the other is nonpolar but
polarizable, the polar molecule may produce a dipole in the nonpolar molecule (a
dipole-induced dipole interaction). These two dipoles, one of which is permanent
and the other of which is induced, will interact the same way as two dipoles. The
strength of this interaction is determined by the magnitude of the polar molecule’s
permanent dipole moment as well as the polarizability of the second molecule [137].
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1.5: Intermolecular interactions

Finally, it is also possible for two nonpolar molecules to interact in attractive, low-
energy interactions. These interactions, also known as London dispersion forces,
involve a nonpolar molecule inducing a modest instantaneous dipole formed by tem-
porary electron density fluctuations in a surrounding polar molecule [138]. Each
interaction type has unique molecular characteristics which are the result of differ-
ent mechanisms [128].

1.5.3 π - π interactions

Aromatic π-π interactions are non-covalent interactions, also known as π-π stacking
interactions. In aromatic compounds,1 the lowest-energy molecular orbital is filled
with 2 electrons (spin up and spin down), and each subsequent energy level is filled
with 4 electrons. As a consequence, aromatic compounds are electron-rich as they
occupy every bonding orbital without filling any antibonding orbitals, resulting in
electron-poor aromatic compounds [139]. π-π interactions play a significant role in
the crystal packing of aromatic compounds [126, 139] and determine the properties
of functional aromatic materials [140].

There are three fundamental types of π -π interactions as illustrated in Figure 1.7:

• Face-to-Face "Sandwich": In this configuration (Figure 1.7 (a)), the two aro-
matic rings are aligned parallel along the same axis. The angle between the
ring planes is almost zero, and the distance between the centroids, should be
less than the sum of van der Waal radii (< 3.4Å [130]).

• Displaced Stacking "Parallel displaced": In the stacked configuration (Fig-
ure 1.7 (b)), the centroids of the aromatic ring do not coincide, but the rings
are still next to parallel. Compared to a face-to-face configuration, the dis-
tance between the centroids is smaller. Usually, there is an offset angle between
the rings of about 20˝ (Figure 1.8) [141]. Nevertheless, it has been reported
that this displaced stacked structure has a contribution from π- σ attractive
interactions that increase with increasing the offset angle [142].

• Edge-to-Face "T-shape": In the configuration (Figure 1.7 (c)), one aromatic
ring is perpendicular to the other, forming a T-like arrangement. The angle
between the ring planes and the centroids is about 90˝. It is worth noting that
edge-to-face interaction due to a slightly electron deficient hydrogen atoms of
one aromatic ring and the electron-rich π-cloud of another ring can be consid-
ered as weak hydrogen bonds [126]. Edge-to-face π-interactions are common
in compounds with three or more aromatic rings [126].

In order to quantitatively anticipate the interaction energies and to explain the
variety of geometries observed for π-π stacking interactions, Sanders and Hunter
have suggested a model [143], which effectively explains observed experimental data.
They consider the π system as a sandwich of two negatively charged π-electron clouds
and a relatively positively charged framework (Figure 1.7). They reported that fa-
vorable interactions require quadrupolar electrostatic repulsion to be compensated

1It is worth noting that in molecular orbitals, those lower in energy than an isolated p orbital
are classified as bonding, while orbitals higher in energy are antibonding. Orbitals at the same
level as an isolated p orbital are called non-bonding orbitals.
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by attractive dispersion, with electrostatic effects determining the geometry of the
interaction and van der Waals interactions contributing significantly to the magni-
tude of the observed interaction. However, the van der Waals interaction between
aromatic rings is proportional to the area of π overlap, but this cannot explain the
actual geometries as this would imply that a stacked geometry is favored as it max-
imizes π overlap. The observed geometries of π-π interactions must therefore be the
result of additional forces acting on the two molecules.

Figure 1.7: Diagram illustrating the three π- π interactions: (a) face-to-face
"sandwich" , (b) displaced stacked "parallel displaced", and (c) edge-to-face
"T-shape" (adapted from [144]). A schematic representation of the charge
distribution for each structure is shown.

It is crucial to note that while these classifications provide a conceptual frame-
work, the exact geometry of π-π interactions can vary depending on the molecules
involved and their surroundings. For instance, the strength of the interaction can be
influenced by other factors, such as substitutes on aromatic rings and the presence
of other functional groups. Based on both the centroid-centroid distances and the
offset angle created between the ring planes, the strength of π-π interactions is
classified into three categories; strong, moderate, and weak.

With the help of theoretical methods, a number of studies have been conducted
to obtain an in-depth understanding of the origins, strength, and orientation de-
pendence of π- π interaction [145, 146]. Interestingly, the results from these inves-
tigations indicate two particularly preferred configurations: parallel displaced and
T-shaped geometries as are very similar in energy, while the sandwich configuration
is higher in energy (less stable) [147].
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1.5: Intermolecular interactions

Figure 1.8: The π-π stacking in crystal structure. The distance between two
centroids is represented by d, while the offset angle (α) is the angle between
the ring normal and centroid-centroid vector. (Obtained from this study).

1.5.4 Intermolecular interactions in SCO compounds

Intermolecular contacts serve to modify the electronic structure of a ligand and to
transmit information about the spin state along the lattice. Any change in these
connections, such as e.g. solvent loss results in a change in the structure-dependent
properties.

A denser crystal has a more confined environment around each molecule, which
cannot easily tolerate the structural rearrangement associated with a thermal spin
transition. This can explain why high spin polymorphs with a high density do not
undergo a spin transition, while polymorphs with a lower density do show SCO
behavior. It is worth noting that, typically, the density of the high-spin polymorph
which does not undergo spin transition is larger than that of the spin-crossover
polymorph. Table 1.2 contains examples of compounds where the denser high-spin
polymorph is associated with more intermolecular π ´ π stacking compared to the
lower density SCO polymorph [91, 92, 148, 149].

Table 1.2: Densities of polymorphs exhibiting spin transition or not. Values
refer to the room temperature. "ST" stands for spin transition.

Compounds Density (ST) Density (No ST)
(g cm´1) (g cm´1)

[Fe(btz)2(NCS)2] [150, 151] 1.525 1.646
[Fe(abpt)2(NCS)2] [92, 148] 1.496, 1.498, 1.499 1.519

[Fe(abpt)2(NCSe)2] [90] 1.686 1.698
[Fe(abpt)2(NCNCN)2] [149] 1.48 1.533

Weber et al. linked the spin-crossover hysteresis in Fe(II) Jager Schiff base
complexes and other literature compounds to the number of short intermolecular
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interactions in the crystal [152]. The higher the number of interatomic contacts1

between molecules in the lattice, the higher the cooperative spin-crossover in these
compounds (see Section 4.5 for more details on cooperativity).

It is challenging to generalize how hydrogen bonding affects spin-crossover.
Hydrogen bonding between spin-crossover centers in a crystal is predicted to
transmit cooperativity effectively. Compounds such as [Fe(Im)2(L1)], [Fe(5,51-
di{nitro}saltrien)] [153, 154], and its derivative [Fe(mph)2]ClO4 (Hmph =
2-methoxy-6-{pyridine- 2-ylhydrazonomethyl}phenol) [155–157] and [Fe(tpa)2(m-
C6 OH2 O4)]- [BF4]2 (tpa = tris-pyrid-2-yl{methyl}amine) [158] are examples of
SCO compounds in which the formation of such hydrogen bonds has the potential
to play a role in the generation of highly cooperative spin transitions. However,
there are many examples of SCO compounds that exhibit weaker cooperativity,
despite having intermolecular hydrogen bonding [92, 148, 149]. While hydrogen
bonding is commonly observed between a complex and solvent, its impact on the
interaction between molecules is generally unpredictable. For instance, compounds
containing a solvent exhibit different spin-crossover behaviors, including abrupt
transitions [108, 159–161] and gradual transitions [150, 159, 162–165].

Besides hydrogen bonds, π-π stacking are also important intermolecular inter-
actions in SCO despite the fact that they are often ignored, as they are relatively
weak. Due to the fact that the majority of spin-crossover complexes contain phenyl
rings as ligand donors, π - π interactions are frequently utilized for connecting them
together in the crystal. The investigation of complexes in the series [Fe(abpt)2(A)2],
with A = tcm, tcnome, or tcnoet, has clearly demonstrated that the geometry of
these types of interactions directly determines the presence of SCO. π - π inter-
actions have also been used to explain the behavior of the materials [Fe(pap)2]X
(X´ =BF´

4 and ClO´
4 ) and [Fe(qsal)2]NCX (X = S or Se; see Chapter 3), which

exhibit strongly cooperative spin transitions with hysteresis widths of 15´70K [166].

In conclusion, understanding the spin transition behavior and features depends
critically on the arrangement of molecules within the crystal lattice, influenced by
intermolecular interactions. It is still difficult to predict exactly how the crys-
talline structure would change during SCO as it depends critically on the particular
molecule and its environment.

1"Contacts" refer to the close approach between two or more molecular entities. These entities
could be atoms or molecules. If the short contacts (< sum of vdW radii) are present, the inter-
molecular interaction is strengthened.
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1.6 Outline

This dissertation is organized as follows: The motivation is followed by an introduc-
tion to spin crossover compounds, polymorphism, cooperativity phenomenon, and
molecular interactions, with a specific focus on the Fe(Pm-Bia)2(NCS)2 compound
in Chapter 1. We continue with an overview on spin crossover transition in Chap-
ter 2. In Chapter 3 we explore the previously published work on the family of Fe
(Pm-L)2(NCS)2 compounds, emphasizing the current state of research with regard
to the crystal structure and the electronic properties.

The theory of crystal field, phase transitions, and thermodynamic models are
introduced in Chapter 4. An overview of the experimental techniques used in this
study is provided in Chapter 5. Moving forward, in Chapter 6, the processing
procedures for the data treatment that is obtained from DSC, magnetization, low
temperature, and high pressure X-ray diffraction are discussed.

Chapter 7 then presents and discuss the results based on the measured data.
This chapter is divided into three sections: the determination of thermal proper-
ties, the electronic properties of magnetization as functions of temperature, and the
crystal structure as a function of temperature and pressure, as well as the cyclic
measurements. Finally, future research directions are highlighted in Chapter 8.
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Chapter 2

Overview on Spin Transition

2.1 Spin transition nature

A convenient way to describe the spin transition behavior in a SCO system is to
represent it with a spin transition curve, by plotting the high spin fraction (γHS)
versus temperature or pressure. γHS represents the relative concentrations or frac-
tions of HS and LS state molecules. γHS can be derived from measurements of
physical properties such as magnetic susceptibility measurements, nuclear environ-
ment (Mössbauer spectroscopy), color (UV-vis spectroscopy), vibrational motion
(IR & Raman spectroscopy), and bond lengths along with other structural features
(diffraction techniques). When γHS=γLS= 0.5, the corresponding transition tem-
perature or pressure is donated as T1{2, P1{2, respectively. Spin transition curves
show different forms; the most common types are illustrated in Figure 2.1.

Figure 2.1: High spin fraction as a function of temperature illustrating dif-
ferent types of spin transition curves: (a) gradual, (b) abrupt, (c) with
hysteresis, (d) incomplete, and (e) step-like transition.
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• Gradual transition (Figure 2.1(a)):
When the SCO transition takes place over a wide temperature range up to sev-
eral hundred Kelvin, it is called a gradual transition. Such a transition simply
follows Boltzmann’s law [167]. This behavior is observed when compounds
are in solution or solid state, in systems where the metal centers undergo the
transition relatively independently of each other without being influenced by
their neighbors. In other words, cooperative interactions are weak for such
systems.

• Abrupt transition (Figure2.1(b)):
When the spin transition occurs in a temperature range of less than 10K, it is
called an abrupt transition [167]. The sharp transition is an indication of the
presence of (strong) cooperativity in the crystal structure [96].

• Abrupt with hysteresis transitions (Figure 2.1(c)):
The hysteresis is a sign of bistability. It occurs when the system response
during warming does not follow the same way as during cooling (see Section
4.3.2 for more details). Such systems exhibit different T1{2 during cooling
and warming cycles. The presence/absence of hysteresis is crucial for possible
applications such as memory devices or molecular switches.

• An incomplete transition (Figure 2.1(d)):
It occurs when a complex is unable to reach either a fully HS or fully LS state
during SCO. It can have various origins such as defects and some particular
ligand fields being too strong or weak to induce a full spin transition. In
addition, it can occur through thermal spin state trapping, where the cooling
rate kinetically traps the relaxation of the metal center from a HS to LS state
[168], or through structural packing, where the transition to the LS state of
certain metal sites prevents the transition of other sites due to the introduction
of structural stress [169].

• Step-like transition (Figure 2.1(e)):
It shows a stepwise spin crossover, which occurs usually in dinuclear complexes.
Also, it can occur in mononuclear and polynuclear materials as a result of the
specific interactions between the metal centers.

These different types of transitions depend on the degree of cooperativity (see
Section 4.5). The abruptness of the transition and the hysteresis width are charac-
teristics that are highly dependent on material cooperativity [37, 95, 170, 171].

2.2 Factors influencing spin transition

Numerous factors influence the spin transition, some of which are related to the
sample itself (grinding, compression, handling, and preparation), while others are
related to physical influences [167] (pressure [60, 172], light irradiation [55, 173],
hard X-rays [174], and external magnetic field [175]).

20



2.2: Factors influencing spin transition

2.2.1 Thermal cycling and scan-rate dependence

If the material’s response remains constant over repeated thermal cycles of cooling
and heating, it is reproducible. It is important to scan the cooling and heating
cycles more than once for samples that undergo SCO with thermal hysteresis
because it is common that in the first cycle, an irreversible change is produced
(for instance, the loss of solvent molecules at the high temperature, as in the case
reported in [176]). Although typically, the subsequent scans overlap after the initial
cycle, this is not always the case; therefore, reproducibility should be checked rather
than be assumed a priori.

The investigation of spin transition under various scan rates focused mainly on
powder samples [177, 178]. However, there are some experimental scan rate studies
on single crystals, which were carried out by Hauser et al. [179, 180] on the series of
crystals Zn1´xFex(bbtr)3(ClO4)2. These studies used dynamical mean-field theory
and elastic models for simulation. In addition, investigation by Morgan et al., [181]
on an SCO system, which undergoes an abrupt transition, has revealed remarkable
unexpected effects on the dependence of the thermal hysteresis width with respect
to the temperature scan rate; the spin transition on warming is unaffected by the
scan rate while the spin transition on cooling varies with different scan rate. This
behavior was attributed to the asymmetric nature of the spin transition in terms of
the change in the thermal expansion coefficient of the material during heating and
cooling [182]. The hysteresis can be scan rate dependant in a symmetric way, with
faster scan rates typically resulting in a larger thermal hysteresis [177, 183]. Real et
al. [184] showed that the opposite is also possible by observing a larger hysteresis
width when the scan rate is slowed down.

2.2.2 Pressure and magnetic field

The spin crossover transition is known for inducing a significant change in the
volume of the metal coordination sphere and, consequently, a change in the volume
of the unit cell (see Section 4.4.3 for more details). S. Usha et al.,[185] studied the
temperature-dependence of the magnetization of the systems [Fe(phen)2(NCS)2] and
[Fe(dipy)2(NCS)2] at varying pressures. It was found that both compounds exhibit
an increase in the spin-crossover temperature as a function of the applied pressure
[34, 185]. Interestingly, the compound [Fe(py)4(NCS)2] does not undergo a thermal
spin crossover but instead, it undergoes a spin transition under high pressure at
room temperature [186]. The complexes [Fe(phen)2(NCS)2], [Fe(btz)2(NCS)2], and
[Fe(py)2bpym(NCS)2] [186] exhibit a spin crossover at high pressure between 5 kbar
- 7 kbar and room temperature.

Literature regarding the determination of the crystal structures of spin crossover
systems under high pressure is extremely scarce. Only a few of them have been
examined using single-crystal X-ray diffraction at room temperature under pressure.
Most of them relate to iron complexes of the [Fe(Pm-L)2(NCS)2] family [38, 187].
Furthermore, no structural investigation of a spin-crossover complex under high
pressure at low temperatures has been published so far.

In certain cases, Raman spectroscopy under pressure was efficiently employed
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to probe the spin state in order to define the pressure domain to be examined
in the X-ray examination [109, 188]. These studies have improved understanding
of how pressure affects SCO [51, 53, 189, 190] and prompted the development
of several theoretical models [99, 191–195] to explain the pressure-driven mechanism.

Static (DC) or pulsed (AC) magnetic fields can also trigger the spin transition
process [175]. The first studies carried out with a static field by Gutlich et al. showed
that by applying a field of 5.5T, the transition of the compound [Fe(phen)2(NCS)2]
was shifted by 0.12K [196]. To obtain more significant effects, measurements were
carried out with a pulsed magnetic field, this technique making it possible to reach
up to 60T [48] leading to an irreversible change in the spin state of the complex.
However, the observed effects remain weak and require the application of very high
fields.

2.2.3 Radiation of light

It has been observed that when a LS compound is irradiated with light of sufficient
energy, it can cause a population of the high spin state 1T1 energy level via a
spin-allowed transition (satisfying the spin selection rules) from the LS ground
state 1A1g at low temperatures (Figure 2.2). This excitation is followed by rapid
radiationless decay in the intersystem crossing, from the 1T1 to the 3T2 level and
subsequently to the HS 5T2 state. However, since radiative relaxation from the 5T2g

to the 1A2g state is forbidden (by the spin selection rules), and decay via thermal
tunneling is slow at low temperatures, this results in significant lifetimes for the
HS state. This process is known as light-induced excited spin state trapping, or
the LIESST effect [197] (Figure 2.2(a)). For many Fe(II) compounds, the lifetime
of the meta-stable high spin state at temperatures below 50K ranges from hours to
days [173, 198]. It has been demonstrated that the LIESST effect occurs in many
systems undergoing thermal transition [61, 173].

It is also possible that at low temperatures, the HS state may return to the LS
state using a longer wavelength than that initially used to induce a meta-stable state.
In this case, an excitation occurs from the 5T2 to the 5Eg state, with intersystem
crossing to the 3T2 state, again followed by the subsequent relaxation to the 1A1g

states. This process is known as reverse LIESST. A schematic illustration of reverse
LIESST is shown in Figure 2.2(b).

2.3 Detecting spin crossover behaviour

A remarkable range of experimental techniques has been employed to study and
investigate the SCO phenomenon. However, none give a complete picture of the
process, and in order to fully characterize the transitions, a combination of tech-
niques is required. The principal techniques employed in this thesis for detecting a
spin transition are herein briefly described. Further details of the operation of these
and other conventional methods are given in Chapter 5.
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Figure 2.2: The mechanism of the LIESST and reverse-LIESST effect in
Fe(II) compounds.

2.3.1 Magnetic measurements

Measurement of the macroscopic magnetic properties is a convenient technique to
follow a SCO transition. The magnetic susceptibility χ can be traced as a function
of temperature using traditional magnetometers such as SQUID (Superconducting
Quantum Interference Device), and χ is sensitive to a change of the spin state
(HS: paramagnetic, LS: diamagnetic) for iron(II) complexes and the spin transition
profile; this data is used to deduce the spin transition curve (see Sections 4.2 and
2.1). According to Curie’s law, χT is constant at all temperatures in a paramagnetic
material; therefore, any change in a χT vs. T plot will be uniquely related to SCO
in the system and is readily identified.

2.3.2 X-ray diffraction

Both single crystal and powder X-ray diffraction techniques can yield detailed struc-
tural insights into the SCO phenomenon, i.e., metal-ligand distances and the defor-
mations of the angles between bonds. By determining the crystal structure of a
given SCO sample above and below the transition temperature, the structures can
be compared directly, and a potential change of the crystallographic phase can be

23



Chapter 2: Overview on Spin Transition

illustrated. Furthermore, possible intra- and intermolecular interactions such as
hydrogen bonding or π ´ π-stacking can be identified.

Several parameters have been defined which help to quantitatively define the
structure of the metal center and relate these characteristics to features of the spin
crossover properties. Besides the dramatic changes in the bond lengths and volume
of the coordination octahedron, new parameters Σ and ζ have been identified as
means of quantifying the distortion of the metal coordination sphere:

– The angle distortion (Σ): which is defined as the summation of the deviations
from 90˝ of the 12 N ´ Fe ´ N angles in the coordination sphere of Fe(II)
(Figure 2.3). For a perfect octahedron, where all the L ´ Fe ´ L angles are
90˝, Σ is equal to zero.

Σ “

12
ÿ

i“1

|90˝
´ ϕi| (2.1)

Figure 2.3: Definition of the angle distortion Σ, calculated from the 12 cis
angles (ϕi), which are 90˝ in a perfect octahedron.

– The length distortion (ζ): which is defined as the summation of the deviations
from the mean of the Fe´L distance (<Fe´L>). For a perfect octahedron,
where all the Fe ´ L distances are equal, ζ is also equal to zero.

ζ “

6
ÿ

i“1

| ă Fe ´ L ą ´pFe ´ Lq| (2.2)

– The trigonal distortion (Θ): which is defined as deviation (twist) from the
ideal octahedral towards a trigonal prismatic coordination (Figure 2.4). For
a perfect trigonal prism, the twist angle is 0˝, whereas angles of 60˝, are for
perfect octahedra. Θ is obtained by the sum of the differences of the abso-
lute value of all 24 unique angles θ (Equation 2.3). In the low spin state, the
geometry is close to the perfect octahedron (Oh) while in the high spin state,
the geometry of the complex deviates from perfect octahedral (Oh) towards
trigonal prismatic geometry (D3h). The spin crossover from LS to HS is typ-
ically accompanied by structures with intermediate twist angles [199]. The
twist angle Θ is defined as:
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Θ “

24
ÿ

i“1

|60˝
´ θi| (2.3)

Figure 2.4: Trigonal twist angle (θ) from a perfect octaherdon to a perfect
prismatic geometry, passing through intermediate geometry. θ is used to
calculate the twist distortion Θ. Adapted from reference [199].

2.3.3 Differential scanning calorimetry and other techniques

Changes in thermodynamic properties, for example, enthalpy and entropy, can be
examined using calorimetry. A large jump in heat capacity (Cp) occurs at the spin
transition temperature, and this has led to understanding and defining the SCO
phenomena as an entropy-driven process in the solid state.

The relatively large change in the metal-ligand bond lengths on going through
the transition makes vibrational spectroscopies such as Raman and infrared very
valuable sources of information on both the structure and nature of the spin tran-
sition. The Fe(II)- ligand bands in the region of 250 cm´1 for the high spin state
move to around 400 cm´1 for the low spin state [200]. The change in bond lengths
often extends into the ligand system rather than just being confined to the metal-
ligand bonds, which provides a sensitive probe for Fe(II) systems containing NCS´

or NCSe´ ligands in which the N “ C modes (marker bands) in the region of 2000
cm´1 are shifted by about 40 cm´1 towards higher frequencies for high to low spin
state transition [201]. These methods are also useful for the determination of the
spin transition under pressure and/or with varying temperatures.
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Chapter 3

Family of [Fe(PM-L)2(NCS)2]
Compound

The [Fe(PM-Bia)2(NCX)2] compounds which are studied in this work belong to the
[Fe(PM-L)2(NCX)2 family. Therefore, it is worthwhile to have a general overview
of this family. Since the late 1990s, the mononuclear iron (II) complexes of the
[Fe(PM-L)2(NCX)2] family have been under investigation (Figure 3.1), where PM
= N-(21-pyridylmethylene) and L represents an aromatic sub-unit, forming the
base ligand. A neutral complex is obtained by using an NCX´ anion, where X
= S or Se. Various aromatic ligands, L, have been selected to investigate the
role of intermolecular interactions to propagate and transfer the spin transition of
the metal centers throughout the lattice. This family exhibits extremely diverse
properties of spin transition, showing differences in their cooperativity ranging
from gradual, abrupt to abrupt with hysteresis transition. Also, a large range
of transition temperatures (T1{2 = 95K - 243K) is observed among distinct
complexes. Therefore, the compounds of this family offer a unique opportunity to
examine the critical coupling between the structure and magnetic properties of spin
transition complexes. Between 1997 and 1998, single crystals of four complexes
(shown in Figure 3.1) were successfully synthesized and the crystal structures were
investigated using X-ray diffraction [34, 37, 59, 102, 202, 203]. The schematic
diagram of the four complexes is shown in Figure 3.1 and their nature of transition
is summarized in Table 3.1.

The schematic representation of some of this family members is shown in Figure
3.1. Six nitrogen atoms are coordinated to an ion (II) as follows:

• Two thiocyanate (NCS´) arms are coordinated to the iron atom by their ni-
trogen atom.

• Two N -21-pyridylmethylene groups are linked to the iron atom via two nitrogen
atoms.

• Each of these two groups is connected to an aromatic ligand L.
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Table 3.1: Spin transition behavior of the reported SCO compounds in the
family of [Fe(PM-L)2(NCX)2] with two NCX branches (X = S, Se).

Compound ST behaviour T1{2 (K) Ref.
[Fe(PM-A)2(NCS)2] Incomplete [34]
[Fe(PM-Aza)2(NCS)2] Gradual 189 [102]
[Fe(PM-Bia)2(NCS)2]-
Orthorhombic

Abrupt with small
hysteresis

T1{2Ò=173,
T1{2Ó=168

[59]

[Fe(PM-Bia)2(NCS)2]-
Monoclinic

Gradual T1{2Ò=173,
T1{2Ó=198

[59]

[Fe(PM-PeA)2(NCS)2] Abrupt with large
hysteresis

T1{2Ò=255,
T1{2Ó=188

[203]

[Fe(PM-PeA)2(NCSe)2] Abrupt with large
hysteresis

T1{2Ò=305,
T1{2Ó=267

[202]

[Fe(PM-FIA)2(NCS)2] Abrupt 165 [203]
[Fe(PM-FIA)2(NCSe)2] Gradual 236 [203]
[Fe(PM-abpt)2(NCS)2] Gradual 180 [148]

Figure 3.1: The [Fe(PM-L)2(NCS)2] family includes, for example, PM =
N-(2’ - Pyridylmethylene), A= aniline, AzA =4-(Azophenyl) aniline, Bia =
4-(Aminobiphenyl) aniline, , PEA = 4-(phenylethylnyl) aniline, respectively.
Adapted from [34].
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As shown in Figure 3.2, every complex demonstrates different spin transition
characteristics. For instance, [Fe(PM-A)2(NCS)2] undergoes an incomplete spin
change (60% conversion) [34, 204]. [Fe(PM-PEA)2(NCS)2] exhibits an abrupt spin
transition with a 37K hysteresis, centered at 212K, with T1{2 = 194K on cooling
and T1{2 = 231K on warming [205]. This hysteresis is accompanied by a structural
transition upon cooling from a monoclinic, P21{c, HS phase to an orthorhombic,
Pccn, LS phase. The orthorhombic polymorph of [Fe(PM-Bia)2(NCS)2] exhibits
a sharp spin transition with a modest hysteresis of 5K, with T1{2 Ó = 168K and
T1{2 Ò = 173K. On the other hand, the monoclinic polymorph of the [Fe(PM-
Bia)2(NCS)2] shows a gradual transition with T1{2 at 198K [33, 37, 59, 95, 206].
[Fe(PM-Aza)2(NCS)2] exhibits a gradual spin conversion without hysteresis at T1{2

= 189K [102]. All these four compounds undergo isostructural spin transitions
except for the [Fe(PM-PEA)2(NCS)2] compound.

Figure 3.2: HS fraction vs. temperature of the chosen compounds from the
[Fe(PM-L)2(NCS)2] family. (a) and (b) are adapted from [34] and [207],
respectively. (c) and (d) are from this study.

The idea behind studying the compounds of this family was that raising the
length of the L part of the ligand with aromatic cycles would make the π ´ π
interactions between molecules stronger, leading to stronger cooperativity. By
extending the length of the aromatic ligand, the [Fe(PM-PEA)2(NCS)2] complex
revealed a 37K hysteresis [205]. Since then, the [Fe(PM-L)2(NCS)2] family has
continued to grow, although it was soon realized that increasing the size of the
aromatic ligands was not suitable for enhancing cooperativity further [95]. In
reality, ligand elongation significantly reduced cooperativity and, in some circum-
stances, eliminated it (for instance, in the case of Fe(PM-TeA)2 (NCS)2). TeA =
4-(aminoterphenyl) displays an exceptionally smooth and imperfect transition [95].

The thermodynamical data presented in Table 3.2, enables us to assess the role
of the S/Se substitution which seems to have no major effect on the enthalpy change
for the compounds. However, it has a substantial impact on entropy and transition
temperature by shifting it to higher temperatures. It has been pointed out that,
a much heavier selenium atom replaced at the edge of the molecule will certainly
affect the ∆Svib [203]. It has been reported that for the intermolecular interactions
where the sulfur is involved for the H-bonding C ´ pHq ¨ ¨ ¨ ¨S, cooperativity is either
maintained or even enhanced by substituting sulfur with selenium. However, the
substitution of sulfur with selenium results in a loss of cooperativity if sulfur is not
involved in the intermolecular interaction [208].
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Table 3.2: Transition temperature T1{2 (K), change in enthalpy ∆H
(k Jmol´1) and entropy ∆S (Jmol´1 K´1) change of the [Fe(L)2(NCX)2](X
= S, Se) family.

Compounds T1{2 ∆H ∆S
[Fe(phen)2(NCS)2] [209] 176.29 8.60 48.78
[Fe(phen)2(NCSe)2] [209] 231.26 11.60 51.22
[Fe(PM-PeA)2(NCS)2] T1{2Ò = 188, T1{2Ó = 255 8.86 59.65
[Fe(PM-PeA)2(NCSe)2] T1{2Ò = 305, T1{2Ó = 267 12.8 45.02
[Fe(PM-FIA)2(NCS)2] 165 5.19 31.45
[Fe(PM-FIA)2(NCSe)2] 236 6.68 28.31

[Fe(PM-abpt)2(NCS)2] [148] 180 5.80 33
[Fe(PM-abpt)2(NCSe)2] [148] 224 8.60 38

Variable temperature studies monitoring the unit cell evolution and character-
izing only the HS and LS structures were carried out [188]. The various transi-
tion profiles observed within this family illustrate the complex relationship between
structural parameters and magnetic properties. It is important to understand what
causes these differences in order to be able to control the magnetic behavior of spin-
transition materials and to make them suitable for different applications. Therefore,
it is crucial to investigate chemically similar compounds in order to reduce the pa-
rameters that could affect the spin transition features of these material. Several
structural studies have made it evident how factors like polymorphism, presence of
counteranions, solvent molecules, or host molecules can alter the crystal stacking
via hydrogen bonds, π´π, or van der Waals interactions, and hence change the spin
transition properties.

3.1 [Fe(PM-Bia)2(NCS)2]

Interestingly one of the most studied spin-crossover materials, Fe(PM-Bia)2(NCS)2
compound, is intriguing in many ways. Firstly, the presence of polymorphs in
this compound makes it possible to study the structural properties of SCO and
provide more precise insights into the relationship between the polymorphs’ crystal
structure and the nature of the spin transition. Secondly, Fe(PM-Bia)2(NCS)2
shows modest hysteresis and pressure-induced transitions making it of great interest
for potential caloric applications. Therefore, the Fe(PM-Bia)2(NCS)2 compound’s
ability to undergo reversible transitions under pressure, coupled with its polymor-
phism nature, opens avenues for exploring its suitability and performance in various
applications.

The complex [Fe(PM-Bia)2(NCS)2], where PM-Bia = N-(2’-pyridylmethylene)-4-
(aminobiphenyl), NCS´ = thiocyanate (Figure 3.3), was first reported about twenty
five years ago by Létard et al., [206]. This complex has two distinct crystallographic
forms depending on the synthesis route. The method of precipitation (slow or rapid
precipitation in combination with varying concentrations of reagents) determines the
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structure of the synthesized complex. The first polymorph, obtained by slow pre-
cipitation, crystallizes in the orthorhombic, space group Pccn, and the second poly-
morph, obtained by fast precipitation, crystallizes in the monoclinic, space group
P21/c [59]. The spin transition behavior of the two polymorphs is different, while
the orthorhombic polymorph shows a very abrupt SCO transition in a narrow tem-
perature range of about 1K at T1{2Ò = 181K, T1{2Ó = 177K and with a thermal
hysteresis of 4K (Figure 3.4(a)), the monolinic polymorph shows a gradual spin
transition at T1{2 = 210K, which, however, stretches over a large temperature range
from 150K to 250K (Figure 3.4(b)). The crystal structures of the orthorhombic and
monoclinic polymorphs have been reported only at two temperature points in the
HS and LS states in the literature [37, 38, 95]. Table 3.3 lists the lattice parameters
of the two spin states of the two polymorphs.

Table 3.3: Lattice parameter and unit cell volume for both polymorphs of
Fe(PM-Bia)2(NCS)2 in the HS and LS spin states as obtained from this study
and from references [33, 37].

Monoclinic (P21/c)
This study Reference [37]

Temperature 93K 270K 94K 293K
Spin state Low-spin High-spin Low-spin High-spin

a (Å) 17.1496(2) 17.3421(2) 17.28(1)) 17.570(5)
b (Å) 12.26250(10) 12.48360(10) 12.37(1) 12.602(5)
c (Å) 16.9243(2) 17.2399(2) 17.080(1) 17.358(5)
β (˝) 115.8137(16) 115.7397(15) 115.83(1) 115.68(1)

V (Å3) 3203.98(7) 3361.96(7) 3291(1) 3464(2)
Orthorhombic (Pccn)

This study Reference [33]
Temperature 85K 350K 140K 293K
Spin state Low-spin High-spin Low-spin High-spin

a (Å) 12.3332(2) 12.9662(8) 12.370(3) 12.949(7)
b (Å) 14.6757(2) 15.3404(2) 14.764(3) 15.183(2)
c (Å) 18.2772(2) 17.2399(2) 18.281(4) 17.609(5)
V (Å3) 3308.14(8) 3498.2(3) 3339(2) 3462(2)
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Chapter 3: Family of [Fe(PM-L)2(NCS)2] Compound

Figure 3.3: Schematic diagram of the ligands making up the Fe(PM-
Bia)2(NCS)2 compound.

Figure 3.4: Spin transition nature (γHS vs. T) of the orthorhombic (a)
and monoclinic (b) polymorphs obtained from this study (see Section 7.4).
Crystal structure arrangements of the high spin (right) and low spin (left)
states of the orthorhombic (c) and monoclinic (d) polymorphs obtained from
this study.
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3.2 Effect of pressure on [Fe(PM-Bia)2(NCS)2]

Pressure favors the lower-volume LS state by increasing the energy gap by (P∆VHL)
with respect to the low spin state (see Section 4.4.3). With a substantial entropy
change ∆S= 59 Jmol´1 K´1 (84 J kg´1 K´1) across the spin transition [33], an
ideal condition for harnessing a remarkable caloric effect is provided, which led
Sandman [28] to recognize Fe(PM-Bia)2(NCS)2 as a potential candidate for caloric
applications.

The effect of pressure on Fe(PM-Bia)2(NCS)2 has been examined using magnetic
susceptibility [34], optical reflectivity [210], and neutron diffraction investigations
[211, 212].

Ksenofontov [34] has shown that high-pressure magnetic susceptibility measure-
ments of the orthorhombic polymorph, can be divided into two regions of pressure,
as illustrated in Figure 3.5. In region I from 0.1 GPa to 0.6 GPa, the spin transition
temperature increases, and the hysteresis width becomes narrower, but in region
II from 0.73 GPa to 0.8 GPa, the width of the hysteresis loop increases to up to
25K and the transition becomes monotonically more gradual. A further increase in
pressure to about 1.3 GPa has no additional impact. The formation of this large
hysteresis for P > 0.7 GPa is fully reversible.

Figure 3.5: Magnetic susceptibility at hydrostatic pressures for the or-
thorhombic polymorph of the Fe(PM-Bia)2(NCS)2 determined in the heat-
ing and cooling modes while compression (filled squares) and decompression
(open circles) [60].

Based on neutron powder diffraction under high pressure, it has been suggested
that a pressure-induced structural phase transition from the orthorhombic to the
monoclinic polymorph takes place at a pressure of « 0.8 GPa [212]. This study
suggests that such a structural transition from one polymorph to another could
serve as a plausible explanation for the previously observed unusual increase in
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Chapter 3: Family of [Fe(PM-L)2(NCS)2] Compound

hysteresis width [211–213].

Research conducted by Rotaru et al. [210] investigated the effect of hydrostatic
pressure up to 0.18 GPa on the thermal spin transition of the orthorhombic
polymorph of [Fe(PM-Bia)2(NCS)2], using diffuse reflectivity. They concluded that
in this pressure range, a progressive transition towards a new cooperative phase
takes place. As the diffuse reflectance signature of this latter phase differs from that
of both polymorphs, the monoclinic and the orthorhombic one, the novel structural
phase was labeled as PIII.

A theoretical study based on DFT and molecular dynamic simulations was re-
cently applied to predict (P, T, hν) phase diagram of [Fe-(PM-Bia)2(NCS)2]. Uti-
lizing the experimental isobaric and isothermal structural parameter dependency,
theoretical calculations utilizing DFT and molecular dynamics techniques allowed
to characterize the complete (P, T) zones that the experiment barely reaches
[188, 213, 214]. At low temperatures and mild pressure, the complete phase diagram
shows that the spin state could change along with a change from one polymorph
to another, from a LS state orthorhombic polymorph to a HS state monoclinic
polymorph. Neutron diffraction experiments combining low temperature and high
pressure have verified some aspects of this calculated phase-diagram [211].
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Theoretical Background

4.1 Ligand field theory

An ideal starting point for explaining spin transitions is by utilizing crystal field
theory (CFT) [215]. The CFT electrostatic model [216] assumes that the ligands are
negatively charged, whereas the metal is positively charged. An electron distribution
described by CFT is used to explain the interaction between ligands in coordination
complexes with transition metals under various symmetries. For the purpose of this
thesis, the crystal field considerations will be focused on the octahedral transition
metal complex.

In an ideal isolated metal ion, all five d orbitals of the transition metal dx2´y2 , dz2 ,
dxy, dyz and dxz are energetically degenerate (Figure 4.1). If the metal is surrounded
by a sphere of negative charge, the d orbitals would remain degenerate, but their
energies will increase due to the repulsion between the electrons of the metal and
the ligand, i.e., the d orbital will be destabilized relative to the free metal. When the
metal ion is surrounded by six ligands in an octahedral geometry, the degeneracy
will break, resulting in different sets of orbitals of different energies (Figure 4.1).

Ligand Field Theory (LFT) is an extension of Molecular Orbital (MO) theory to
transition metals that rationalizes the interaction of ligands with metal ions [217]. In
contrast to CFT, this theory takes a covalent approach by considering the overlap of
symmetrical ligand and metal orbitals to generate bonding and anti-bonding molec-
ular orbitals. The analysis of the molecular orbitals (MOs) can help to understand
the interaction and establish a connection between the electronic configuration of
the metal and the binding energy. Molecular orbitals are usually expressed as linear
combinations of atomic orbitals of the different atoms or molecules that constitute
the studied system. The bonding MO has a lower-energy orbital and thus is more
stable, whereas the antibonding has a higher-energy orbital and is less stable, which
is considered a driving force for this interaction [216].

Ligands can, therefore, be classified as σ-donors, π-donors, and π-acceptors (Fig-
ure 4.2). σ-interactions occur with an axial orbital overlap and π interactions with
lateral overlap. The axial is more efficient than the lateral overlap; thus, σ bonds
are generally stronger than π bonds. Ligands with available p-orbitals have the
proper orbital symmetry to interact with the dxy, dxz, and dyz orbitals, allowing
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M-L π-interactions to occur. There are two types of ligands: those that acting as
"π-donors," where electrons are transferred from a full p-orbital in the ligand to an
unoccupied one in the metal, and the others that acting as "π-acceptors," where
electrons are transferred from full t2g orbitals in the metal to a full p-orbital in the
ligand. The latter occurs, especially when the ligand is strongly π-accepting, and is
referred to as π-backbonding.

Figure 4.1: Energy Levels of the 5d orbitals: Due to the crystal field splitting,
the free metal ion original degenerate 5d orbitals are split into two distinct
groups that have different energy levels, denoted as eg and t2g. Adapted from
[218].

Figure 4.2: (a) σ donation. π-interactions between ligand and metal orbitals;
(b) π-donor and (c) π-accpetor. Taken from [219].

The molecular orbital distribution will depend on the symmetry of the ligand
arrangement. Ligands approach the metal ion along the x-, y-, and z-axes as illus-
trated in Figure 4.3(a). For octahedral coordination, the d orbitals which are lying
along the axes pointing toward the ligands (dx2´y2 and dz2 orbitals, Figure 4.3(b))
will suffer destabilization and experience strong repulsion, which leads to raising
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energy to a greater extent forming anti-bonding combinations (eg). On the other
hand, the orbitals directed between the axes (dxy, dyz and dxz) are stabilized and
exhibit lower energy to form non-bonding orbitals (t2g). Thus, the degenerate d
orbitals are now split into two sets; 2-fold degenerated (eg) and 3-fold degenerated
(t2g), separated by ∆O =10 Dq1 and the process is called crystal field splitting. This
moderates the metal complex to a more stabilized energy by an amount known as
the Crystal Field Stabilization Energy (CFSE) (Figure 4.1) [221]. The degree of
stabilization and destabilization is inversely related to the degeneracies, 2/5∆O, and
3/5∆O, respectively (Figure 4.1). The anti-bonding orbitals eg (dx2´y2 and dz2) have
a higher energy than the non-bonding orbitals t2g (dxy, dyz and dxz) (Figures 4.1
and 4.3).

Figure 4.3: (a) Octahedral field, in which the central metal ion is located
at the origin, and the six ligands are approaching from the +x, -x, +y, -y,
+z, and -z directions. (b) Spatial orientation of the five d orbitals depicting
their orientation in space along different crystallographic axes. (c) Effect
of ligand field strength on the magnitude of ∆O and the occupation of the
d-orbitals for the case of a d6 metal ion in a weak (left) and a strong ligand
field (right).

This thesis primarily investigates a compound consisting of the Fe (II) ion.
Consequently, we will focus on the case study of Fe(II), which has 6d-electrons and
is in octahedral coordination. The distribution of the 6d-electrons along the two sets
of orbitals depends on whether ∆O is greater or less than the electron pairing energy

1Dq corresponds to a semi-empirical parameter related to crystal field force [220].
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P .1 When the spin pairing energy (P ) is greater than ligand field strength (∆O),
t2g and eg orbitals are occupied by obeying Hund’s rule (filling the orbitals with a
maximum number of unpaired electrons) in such a way that the spins of all electrons
are parallel, and according to the Pauli principle, the remaining electrons will align
anti-parallel in the lowest energy level and occupy t2g orbitals. This leads to the
paramagnetic HS state with configuration t42ge2g providing the net spin multiplicity
S = 2. When the ligands exert a stronger influence, the energy difference ∆O

increases. Above a certain level of ligand field strength, the difference in energy be-
tween the low-energy and high-energy orbitals gets too large and results in breaking
Hund’s rules; all six d-electrons are then in the t2g lower-energy orbitals. Therefore,
this spin state has no unpaired electrons, leading to the electronic configuration of
t62ge0g with a net multiplicity of S = 0, resulting in the so-called diamagnetic LS state.

If the energy difference between the LS and HS states is small enough, an
external stimulus such as temperature, pressure, light irradiation, or magnetic field
can induce a so-called reversible spin transition. Thus, it is possible to explain the
SCO phenomena as an intra-ionic electron transfer, in which the electrons switch
between the eg and the t2g orbitals [197].

The magnitude of P is constant for a specific metal ion in a given coordination
geometry, as being a function of its electron configuration and effective nuclear
charge. Almost all cases of thermal spin transition happen in coordination
complexes of 3d metal ions. On the basis of ligand field theory, this is not expected
for 4d and 5d transition element compounds, because the strength of the ligand
field increases significantly (by approximately 50% from 3d to 4d and also from 4d
to 5d) relative to analogous 3d compounds and is generally much greater than the
spin pairing energy; thus, virtually all 4d and 5d transition metal complexes exhibit
LS behavior. Spin transitions appear to occur most frequently in six-coordinate
iron (II) complexes with the subsequent change in electron configurations.

The magnitude of ∆O depends on several factors, including the metal and its
oxidation state, as well as the type, geometry, and number of ligands. The ability
of a ligand to split the ligand field depends on its position in the spectrochemical
series:

Low ∆O : I´
ă Br´

ă S´2
ă NCS´

ă Cl´ ă N´
3 ă F´

ă HO´

ă O´2
ă H2O ă SCN´

ă Pyd,NH3 ă Bpyd, Phen

ă ON´2
ă CN´

ă CO´ : High ∆O

(4.1)

Nevertheless, the ligand field strength ∆O also depends on the metal-ligand dis-
tance Fe ´ L by:

∆O9
1

pFe ´ Lqm
(4.2)

1The pairing energy P is the energy cost of placing two electrons in the same orbital, which
results from the electrostatic repulsion of adjacent electrons, P typically has a value of around
15 000 cm´1 (1.86 eV) for 3d elements [61].
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With m “ 5´6. The Fe´L bond lengths in a HS complex are much larger than
those in the corresponding LS complex due to the population of the anti-bonding
eg orbitals (in the low spin state, all the electrons are restricted to the non-bonding
orbitals t2g, which affects the electron back-donation between the metal ion and the
unoccupied π* orbitals of the ligands). The lengthening or shortening of the metal-
ligand bond length is influenced by both σ and π bonding [197]. For anti-bonding
orbitals, the density of electrons in the orbital is concentrated outside the bonding
region and acts in such a way that it pulls one nucleus away from the other, causing
repulsion between the metal-ligand, resulting in a weakening and lengthening of the
chemical bond. Typical values for Fe(II) SCO complexes with N6 donor sets are
1.95 – 2.00 Å for the LS and 2.1 - 2.2 Å for the HS state, hence the difference
∆(Fe ´ L) is about 0.2 Å [61, 222]. Consequently, during the spin conversion, a
dramatic change in molecular size and structure occurs, which will be discussed and
explored further in this thesis.

The effect of the ligand field strength is further visualized in the corresponding
Tanabe-Sugano diagram [223], where the energy of the ground and excited state
terms are plotted against the ligand field strength in the units of the so-called
Racah parameter B. The Racah Parameter B is a measure of the electrostatic
repulsion between individual d electrons [224]. A simplified Tanabe-Sugano diagram
for Fe(II) (3d6 configuration) along with the typical octahedral configuration and
LS/HS electron arrangements is illustrated in Figure 4.4.

Figure 4.4: Tanabe-Sugano diagram (adapted from [197]) for a 3d6 ion in an
ideal octahedral ligand field. The energy of the ligand field states is plotted
against the ligand field strength ∆0, given in the units of the Racah parameter
B of the electron-electron repulsion. For clarity, only the relevant states are
emphasized.

If the metal is a free ion then ∆O = 0 (y-axis). When the ligand field is applied,
the free state of the 5D ion splits into two states: the 5T2g HS ground state
and the 5Eg excited state. 5T2g retains the ground state until the critical value
∆c of the ligand field strength (∆O = P ) is reached. When ∆O > ∆c, the 1A1g
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state is energetically stabilized and becomes the ground state with no unpaired
electrons (S=0). SCO compounds are found close to the crossing point ∆c, where
the difference between ∆O and P is of the same order of magnitude as the thermal
energy (kBT). Therefore, a possible transition between 5T2g and 1A1g can occur,
leading to SCO behaviour. Thus, in this region, any external perturbation capable
of stabilizing one of the two states may result in a spin-state transition. The Tanabe-
Sugano diagram is insufficient to understand the phenomenon of spin crossover and
the full significance of the ∆c point because it only depicts the energies of excited
states with respect to the stable ground state.

In the harmonic approximation, the potential energy of the high spin ( 5T2g) and
low spin ( 1A1g) states can be condensed as two parabolic potential wells, displaced
vertically and horizontally relative to each other. Due to the higher energy of the
eg orbitals, the adiabatic potential of the HS state 5T2g is shifted towards higher
energy and a larger rFe´L in comparison to the LS state 1A1g, in which the vertical
displacement depends on the ligand properties.

Figure 4.5: A schematic illustration of the metal-ligand distance rFe´L and
the adiabatic potential well for the HS and LS states of a Fe(II) complex.
The horizontal lines represent the vibrational energy levels; ∆E0

HL is the zero-
point energy difference and ∆E˚

HL is the activation energy. The condition for
the spin transition is ∆E0

HL « kBT. Adapted from [61, 197].

The difference between E0
HS and E0

LS determines the zero-point energy difference
(∆E0

HL) between the two states, while the energy difference between the crossover
point (∆c) and E0

HS determines the activation energy (∆E˚
HL). When the difference

between the zero point energies of the LS and HS states ∆E0
HL falls within the range
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of available energy « kBT, the thermal population of the HS states may occur at
high temperatures. The transition happens because the entropy of the HS state
is greater (see Sections 4.3 and 4.4, for more details) due to its higher density of
vibrational states. The increase in the vibrational density of state is a consequence of
the relationship between angular frequency (ω) and momentum (k), as described by
the density of state expressions (DOS) Dp1Dqpωq “ 1

ω
1

dω{dk
and Dp3Dqpωq “ k2

2π2
1

dω{dk

[225].1 The potential energy (V ) of the molecule, when the distance between the
two atoms r is not equal to the bond length (r ´ r0), is given by:

V “
1

2
kpr ´ r0q

2 (4.3)

where k stands for bond stiffness parameters (which is the force constant of a
spring), and r0 corresponds to the spring elongation between neighboring molecules.
According to Hook’s law, the force is proportional to pr ´ r0q by:

F “ ´kpr ´ r0q (4.4)

Thus, the solution of this differential equation is given by:

rptq9 sinp

c

k

m
tq (4.5)

As ω is the angular frequency of the harmonic motion sinpωtq, thus, ω is propor-
tional to the force constant k and the reduced mass of the atom m:

ω “

c

k

m
(4.6)

The vibrational energy for the various levels Evib
i (i = HS or LS) is determined by:

Evib
i “ h̄ωvibpn `

1

2
q (4.7)

However, k can be obtained directly from the second derivative of the energy:

k “
B2E

Br2
(4.8)

The metal-ligand bond length in the LS state is shorter (stronger) than the HS
state [226]; therefore, resulting in a stiffer LS lattice as compared to the HS lattice
(kLS > kHS) [227]. The larger k means that the curvature of the potential energy
parabola is larger (Equation 4.8), resulting in a narrower, deeper potential energy
well around the equilibrium bond length. According to Equation 4.6, the larger
force constant results in higher vibrational energy for the LS state (ωLS > ωHS),
which leads to a greater spacing between vibrational energy levels as the number of
vibrational levels per unit of energy is larger for the HS state than for the LS state
(Equation 4.7). In other words, a stronger bond results in more spaced energy levels
and lower vibrational entropy.

1In more detail, the HS state is characterized by weaker bonds, resulting in smaller bond
stiffness k (Equation 4.4) and, consequently, lower angular frequencies ωvib (Equation 4.6). This
small angular frequency leads to an increased density of vibrational states, contributing to the
higher entropy observed in the high spin state.
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4.2 Magnetization

Studying spin crossover phenomena requires an understanding of magnetism, as it is
intimately related to the behavior of magnetic moments (spins) in materials and thus
provides a direct connection between the electronic configuration of metal ions and
their magnetic properties. Thus, the main characterization method of spin crossover
compounds is the measurement of the magnetic susceptibility (χ) as a function of
temperature (T ). Where χ indicates the ability of magnetization in response to an
applied magnetic field H (Equation 4.9). This is because the magnetic properties
of the HS state are fundamentally different from those of the LS state. In the HS
state, there are more unpaired electrons than in the LS state (see Section 4.1), so the
paramagnetic contribution to the complex magnetic moment is bigger. According
to Curies’ law (introduced later), the χ·T product is constant at all temperature
values in a paramagnetic material; therefore, any change in a χ.T vs. T plot may
be related to SCO in the system.

M “ χH (4.9)

Equation 4.9 is given in the SI system, in which M and H are measured in
the same unit Amperes{m pA{mq, χ is dimensionless. The susceptibility can also
be defined as molar magnetic susceptibility χM (referring to the number of moles
in the material) with the units of cm3 mol´1, in the cgs system. In this thesis,
molar susceptibility is used as the fundamental unit of measurement for magnetic
susceptibility.

The response of an ion to a magnetic field is given by two contributions. The
first is always present and induces a small magnetic moment opposite to the ap-
plied magnetic field. This so-called diamagnetic contribution is proportional to the
applied field and is temperature-independent. The plot of the magnetization (M)
for a diamagnetic material versus an external magnetic field (H) shows a linear
relationship with a negative slope, as illustrated in Figure 4.6.

χD
M “ χD

M ă 0 (4.10)

The second, so-called paramagnetic contribution is present only if the ion has a
permanent magnetic moment, in our case, originating from the partially filled 3d
electrons of Fe2`. The spin is the principal source of magnetic moment ms “ gµoS,
with g is the Landé g-factor for an electron (g = 2.0023), and S, the net sum of
the 3d electron spins, 1

2
for the spin up and ´1

2
for the spin down. According to

Figure 4.3(c) for Fe2` in the low-spin state, the spin up and spin down cancel out,
leading to no permanent magnetic moment, whereas for the high-spin state, there is
a spin moment of 4µB{Fe.1 If the permanent moment is present, the paramagnetic
contribution is typically much larger than the diamagnetic one. The molecular
susceptibility is the algebraic sum of the diamagnetic contribution (χD

M) and positive
paramagnetic contribution (χP

M):

1µB is the Bohr magneton µB “ eh̄{2me, where e is the elementary charge, h̄ is the reduced
Planck constant, and me is the electron mass. Its approximate value equals 9.27 ˆ 10´24J{T (=
0.927 ˆ 10´20 emu, in the cgs unit).
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χM “ χD
M ` χP

M (4.11)

Figure 4.6: Plot of M vs. H for diamagnetism, where χM= M
H

< 0.

For an ideal octahedral coordination, the orbital magnetic moment contribution
is up to 1µB{Fe in the high spin state. However, in our case, due to the significant
distortion (see Sections 2.3.2 and 7.4.2), this is likely quenched. The applied field
tends to orient the permanent moment into its direction, which is counteracted by
the disordering effects of the temperature. As a result, the (positive) magnetization,
which represents how strongly the material responds to an applied magnetic field, is
given by the so-called Brillouin function (see Appendix Section A for more details)
of the χ “ H{T going from 0 at x=0 to saturation (4µB) as x Ñ 8. For very small
x (which is the case for the range of fields and temperatures covered within this
work)1, the Brillouin function (plotted in Figure 4.7) translates into Curie’s law.
The magnetization (M) can be described using the Brillouin function (BJpxq) as
follows:

M “ Ms BJpxq (4.12)

The magnetization is said to be saturated in Ms given by:

Ms “ ngJµBJ (4.13)

where J is the total angular momentum quantum number, n represents the
number of atomic moments of the atomic system, g is Landé g-factor, µB is the Bohr
magneton. The value of Ms corresponds to the horizontal part of the magnetization
curve as shown in Figure 4.7.

1In sufficiently low magnetic fields and at not too low temperatures µBµ0H{KBT ! 1. The
magnetization of a paramagnetic varies linearly with the applied magnetic field yielding a field-
independent susceptibility. However, in higher fields and at lower temperatures the magnetization
is no longer a linear function of the magnetic field (and consequently Curie’s law is no longer valid).
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Figure 4.7: The black solid line represents the Brillouin function BJpxq and
red straight lines with a temperature-dependent slope can be used to graph-
ically determine the mean-field magnetization (Bmf ).

The unit for the magnetic moment is the Bohr magneton (µB). For param-
agnetic materials, the effective magnetic moment (µeff ) is often considered to be
temperature independent.

Figure 4.8: The inverse susceptibility of a paramagnetic material that fol-
lows Curie’s law exhibits a linear relationship with temperature and passes
through the origin.

It should be noted that magnetic ordering arises from magnetic interactions be-
tween magnetic ions, either dipolar (usually negligible) [228] or exchange (usually
super-exchange) [229]. Spin-carrier molecules are usually almost isolated in the
crystal, resulting in a very weak magnetic coupling between the spin-crossover sites,
which makes it difficult to observe bulk magnetization in the spin-crossover com-
plexes reported up to date. In a spin-crossover system, the spin sites have to be
directly connected by a tiny coordinating ligand to form a three-dimensional net-
work in order to establish magnetic ordering. In our case study, there is only one
magnetic ion per molecule and only weak intermolecular interaction (e.g., van der
Waals); thus, there is no significant magnetic interaction between magnetic ions.
As a consequence, our compounds indeed exhibit spin crossover behavior, but no
magnetic ordering is observed since the paramagnetic centers are isolated from one
another.
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4.3 Phase transition

"Phase" refers to a distinct, homogeneous region of a material with certain physi-
cal features, separated by a well-defined border. Structural transformations occur
as a consequence of a change between two phases. Many materials exhibit phase
transitions between two phases with entirely distinct characteristics, such as para-
to ferromagnetic or metal-insulator transitions. Nevertheless, the system’s physi-
cal features can be controlled by triggering the system transition with an external
parameter.

Figure 4.9: P–T diagram for water (solid-liquid-gas phase diagram). The
coexistence lines are signified in bold. That solid-liquid-gas coexistence at a
triple point "T", and the critical point "C" corresponding critical tempera-
ture. Taken from [230].

A schematic phase diagram, as illustrated in Figure 4.9, has regions that show
the different states or phases of a substance, such as solid, liquid, and vapor. The
lines shown in bold are known as phase boundaries or coexistence lines. A point on
this line indicates a substance that is occupying two different phases at the same
time, whereas crossing the phase boundaries signifies changing from one phase to
another, the so-called "phase transition", such as boiling, freezing, or melting. All
three coexistence curves can meet at the triple point T , at which all three phases
coexist. The region of critical phenomena is represented by point C, the "critical
point" corresponding to the "critical temperature". When two distinct phases are
present, there is no entropy of mixing. Surface tension causes solids and liquids
to cluster; as a result, even when there are many phases, they always remain
separated, and the mixing entropy is minimal, if not completely nonexistent [231].

The behavior of thermodynamic parameters when the material is changing from
one phase to another can be used to classify transitions. At constant temperature
and pressure, equilibrium is determined by minimizing the Gibbs free energy G
(Figure 4.10).

G “ mintGApT, pq, GBpT, pqu (4.14)
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Figure 4.10: (a) and (b) illustrate the behavior of the Gibbs potential G
and its derivatives with respect to temperature for the first and second-order
phase transitions at the transition temperature Tc, respectively. First-order
phase transitions depicted by the Gibbs free energy correspond to a discon-
tinuity in the entropy S, while second-order (continuous) phase transitions
have a corresponding non-discontinuous entropy S whereas the discontinuity
is instead seen in the heat capacity Cp. The red and blue curves represent
the Gibbs free energy of A and B phases, respectively. Taken from [232].

As shown in Figure 4.10, the Gibbs free energy G changes slope at Tc for a first-
order transition. A first-order phase transition takes place when a coexistence line
exhibits a "kink", when a critical temperature is crossed. Thus, the first derivative of
Gibbs free energy shows a discontinuity or singularity (Figure 4.10, Equations 4.15
and 4.16). Since, in this case, the entropy of mixing is absent, one phase completely
annihilates the other.

p
BG

BP
qT “ V (4.15)

46



4.3: Phase transition

as the slope is negative pBG
BT

qP ;

p
BG

BT
qP “ ´S (4.16)

The change in Gibbs free energy G(T, P), which is an essential thermodynamic
quantity to account for the effect of temperature and pressure on the system, is
described as the difference between the change in enthalpy (∆H), the product of
temperature (T), and the change in entropy (∆S) of the system (Equation 4.17).

∆GpT, P q “ ∆H ´ T∆S (4.17)

To evaluate the stability of a given phase from a thermodynamic perspective, we
consider the Gibbs energy, which is composed of both the enthalpy H and entropy
S terms. At equilibrium temperature or pressure, the Gibbs free energies of the two
phases are equivalent, so ∆G = 0 (therefore, from Equation 4.18, ∆H = T ∆S).

∆G “ GA ´ GB “ ∆H ´ T∆S “ 0 (4.18)

The second law of thermodynamics states that the system will tend to minimize
its Helmholtz free energy, F “ U ´ TS, where U is the system’s internal energy
and T is the temperature. It is obvious that a system at constant temperature
can reduce its free energy in one of two ways: either by increasing entropy S or by
decreasing internal energy U . Examining the statistical mechanical expressions for
entropy is necessary for gaining a better understanding of the factors that influence
phase transitions. The most basic starting point is to utilize Boltzmann’s expression
for the entropy of an isolated system of N particles in volume V with an energy U .

S “ kB ln pΩq (4.19)

where the proportionality constant kB is known as the Boltzmann constant, and
Ω represents the total number of (quantum) states available to the system. The most
common interpretation of Equation 4.19 is that the number of accessible states of a
system is a measure of the "disorder" in that system. The larger the disorder, the
greater the entropy (Section 4.1). In general, the entropy of mixing two phases A
and B can be approximated by the entropy of mixing an ideal mixture.

SidpXq “ ´NkBrX lnX ` p1 ´ Xq ln p1 ´ Xqs (4.20)

X represents one component’s molar fraction: XA “
NA

NA`NB
. Therefore, if phase

separation occurs, SidpXq will always decrease. This suggests that phase separation
can only occur if the resulting decrease in energy U is greater than the increase in
-TSid.

If, on the other hand, phases A and B are mixed together without interacting
with each other, the Gibbs free energy changes smoothly as a function of temperature
or pressure, as shown in Figure 4.10. In this circumstance, the role that the mixing
entropy plays is particularly significant. The mixing entropy has a significant impact
on the smoothness of the Gibbs free energy. Therefore, the first derivative of Gibbs
free energy is continuous (as the entropy and volume of the system remain constant1);

1Due to the absence of entropy S in the transition, there is also no enthalpy H in the transition.
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on the other hand, the second derivative is discontinuous. This is what is called
the second-order transition. As illustrated in Figure 4.10 the second-order phase
transition shows a discontinuity in the second derivatives of free energy, i.e., heat
capacity Cp (Equation 4.21), thermal expansion (Equation 4.22), and compressibility
(Equation 4.23).

B2G

BT 2
P

“ ´p
BS

BTp

q “ ´
Cp

T
(4.21)

B2G

BPBT
“ p

BV

BTP

q “ V α (4.22)

B2G

BP 2
T

“ p
BV

BPT

q “ ´V β (4.23)

Ehrenfest defined the order of phase transition as The order of the lowest
derivative of the Gibbs enthalpy G showing a discontinuity at the transition. Thus,
a transition showing a discontinuity in the first derivative of Gibbs free energy with
respect to pressure and volume is called a first-order phase transition (Equations
4.15 and 4.16), whereas a transition showing a discontinuity in the second deriva-
tive of G(T, P) is called a second-order phase transition (Equations 4.21, 4.22, 4.23).

The first-order transition is frequently associated with drastic changes in
structure, e.g., in bond lengths and angles. These changes are dramatic near the
transition point (discontinuity accompanied with ∆S ‰ 0), and associated with
significant latent heat. On the other hand, the absence of latent heat1 identifies the
continuous "second-order". As heat is added during a first-order phase transition
with a critical temperature of T1{2, the temperature remains constant at T = T1{2

until all of the matter has transformed into the new phase. The latent heat L is
given by L “

Q
M

= T∆S
M

.

According to Equations 4.15 and 4.16, volume (V ) and entropy (S) are the
first derivatives of the free energy with respect to pressure (P ) and temperature
(T ), respectively. They can be quantified, for example, using X-ray diffraction
and differential scanning calorimetry (DSC), as detailed in Sections 5.4.2, 5.4.3 and
5.3. While DSC is likely the simplest method for testing for phase transitions, not
all transitions are effectively detectable using DSC. The technique is particularly
effective for first-order transitions, where the heat capacity exhibits a sharp peak,
which provides a clear indication of the transition point. Nevertheless, in some cases,
the DSC peak may appear broadened, potentially due to specific disruptions caused
by disorder within the system undergoing a first-order transition. This disorder
can lead to a broader DSC peak, making it more challenging to precisely identify
and characterize the transition. Second-order transitions are more challenging to
measure because the changes are typically considerably smaller (there is no latent
heat).

1To understand latent heat, consider adding heat to a block of ice at a constant rate. Its
temperature gradually rises until we reach 0˝C. With the constant addition of heat, it remains
constant until all the ice has melted. All the heat input at 0˝C is utilized to dissolve the ice without
increasing its temperature; this heat is the latent heat of transformation.
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Second-order phase transitions are usually reversible. In the case of a first-order
phase transition, the internal state of a material may lag behind the change in
the external field acting upon it. This is referred to as hysteresis, and it will
be discussed further in Section 4.3.2. During the first-order transition, a system
absorbs or emits a fixed (and typically substantial) amount of energy.

In the hysteresis zone, an SCO system can be observed in either of two different
macroscopic states, depending on its recent history. Thermal hysteresis develops
as a result of a change in the transition temperatures depending on whether the
transition is approached from low or high temperatures (Figure 4.11). Hysteresis
has its origin in a material’s local ordering and, in a way, derives from the overall
response being slower than the field causing the transition (see Section 4.3.2 for
further details).

It is worth noting that the presence of symmetry-breaking is critical for phase
transition behavior. A process that breaks symmetry occurs whenever there is a
transition from a more symmetrical phase to a less symmetrical phase. For in-
stance, during the fluid-to-solid phase transition (a first-order transition), continu-
ous translation symmetry is broken. Symmetry-breaking transitions can be first- or
second-order.

4.3.1 Phase transition in spin crossover

In the early 1960s, Baker and Bobonich [43] reported the first experimental
evidence for discontinuous (first-order) spin transitions in the SCO compound
[Fe(phen)2(NCS)2] (which König and Madeja [233] later confirmed); however, the
presence of a thermal hysteresis loop (see section 4.3.2 for more details) was not
yet explicitly reported from the temperature-dependent magnetic susceptibility
measurements. Sorai and Seki [209, 234] confirmed the first-order nature of the
spin transition in this compound by reporting a sharp anomaly in the heat capacity
at the transition temperature from precise differential scanning calorimetry (DSC)
measurements.

In a spin crossover transition, the process of the transition can be substantially
shifted across the two polymorphs, going from a crossover (gradual spin-state con-
version) to a first-order transition (discontinuous change in the HS fraction) [235].
In the case of an abrupt spin transition exhibiting hysteresis, the transition is consid-
ered as a first-order phase transition. On the other hand, the gradual spin crossover
is a feature of a crossover transition [236]. Nevertheless, a discontinuity in a first-
order phase transition causes a significant entropy change compared to a continuous
transition. This is a key issue in determining a material’s suitability for caloric ap-
plications, as discussed in Section 1.1. It is worth noting that some spin crossover
compounds undergo a symmetry-breaking structural change accompanied by a spin
transition. Several literature reported structural phase transitions and discuss the
structure-property relationships in the corresponding compounds [95, 105, 237–239].
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4.3.2 Hysteresis

The temperature width of the transitional hysteresis is the key factor influencing
the reversibility of (baro)caloric materials. As a consequence of thermal hysteresis,
the phase transition on heating does not occur at the same temperature as on
cooling, which in turn reduces the range of temperature at which caloric materials
can operate, as well as limiting the ∆S available and consequently reducing the
thermal efficiency. Thus, one of the main goals of this thesis is to understand how
factors such as different scan rates might affect the thermal hysteresis width by
elucidating and understanding the mechanisms creating hysteresis.

The origin of hysteresis can be related to extrinsic effects (associated with mi-
crostructure) or intrinsic contributions (associated with atomic-scale electrical fea-
tures).

In the context of the spin crossover, the so-called cooperativity (explained in
detail in Section 4.5) causes the formation of macroscopic free energy coupled to the
phase transition in the solid, which gives its bistability. Bistability, which refers to
the ability of a compound to exist in two different electronic states under similar
external conditions, combined with distinct physical properties associated with each
spin state, provides these materials with a memory effect for potential applications.

Depending on whether the transition is approached from low or high tempera-
tures, as illustrated in Figure 4.11, thermal hysteresis results in a difference in the
transition temperatures. The transition does not take place at the actual equilib-
rium temperature Teq (when the free energy of the two phases are exactly equal) but
rather at higher and lower temperatures that are typically indicated by the letters
T1{2Ò and T1{2Ó, respectively, delimiting the metastable (hysteresis) zone.

Figure 4.11: A schematic diagram illustrating a thermal spin transition, fea-
turing a hysteresis loop. The transition temperatures when coming from high
or low temperatures are denoted as T1{2Ó and T1{2Ò, respectively. Teq is the
equilibrium temperature at which the free enthalpies of the LS and HS phases
are exactly equal. It is worth noting that in general, Teq ‰ pT1{2Ó ` T1{2Òq{2.
Small boxes show the usual evolution of the free enthalpy at various locations
of the thermal hysteresis loop. Adapted from [240].
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The principle of bistability is as follows: within the temperature range [T1{2Ò,
T1{2Ó], the material can exist in either the HS or LS states depending on its history.
This history refers to the cycles of heating and cooling it has undergone. There-
fore, regardless of its initial state, if the compound has experienced cooling to a
temperature below T1{2Ó and then heating to the domain T1{2Ò it will be in the LS
state within the temperature region defined by thermal hysteresis. Similarly, if it
has undergone heating to a temperature higher than T1{2Ò and then cooling to the
domain T1{2Ó, it will be in the HS state within the thermal hysteresis.

4.3.3 Volume compression and bulk modulus

When applying pressure (P ) to a volume (V ), the work done (W ) is given by
W “ ´P∆V , resulting in negative ∆V in compressed materials. The compress-
ibility of a solid is a measure of how much its relative volume changes in response
to a change in pressure. The inverse value of the compressibility is referred to as
the solid’s bulk modulus (hard materials always have high bulk moduli). Bulk
modulus is defined as how easily the material is deformable (the smaller the value
the more deformable the material). The volume change is linked to changes in both
intermolecular and intramolecular distances within the material. As the amount
of these changes is directly proportional to inter- and intramolecular distances, a
deep investigation of structural changes with pressure can reveal key information
about the different responses to compression of e.g., two polymorphs [241]. Fur-
ther investigation enables the characterization of individual bond compressibilities,
which can provide a hint as to the true nature of the material’s resistance to pressure.

The third-order Birch–Murnaghan equation of state [242, 243] given by:

P pV q “
3B0
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«

ˆ

V0

V

˙
2
3
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(4.24)

can be used to describe how a material’s volume changes with pressure when
the temperature remains constant. Here, V0 the unit cell volume at ambient condi-
tions, the bulk modulus (at ambient conditions) B0, and the first derivative of the
bulk modulus with respect to pressure B1

0, are commonly used to parameterize and
measure the equations of state [244].

4.4 Thermodynamic aspects

According to the First Law of Thermodynamics, a system’s heat, Q, is correlated
with its internal energy, U , and the work, W , the system performs on its surround-
ings. Clausius proposed in 1850 [245] the now-famous form of a differential equation
of internal energy U ;

dU “ δQ ´ δW (4.25)

If the system is in adiabatic isolation, dQ = 0 and dU = -dW . The differentials
of the heat and work variables indicate their path dependence, unlike the internal
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energy U , which is path-independent. Clausius also related the entropy "S" to the
transfer of heat Q to a closed system in the Second Law of Thermodynamics [245].

δQ “ TdS (4.26)

When Equations 4.25 and 4.26 are combined, the result is:

dU “ TdS ´ δW (4.27)

Depending on experimental conditions, the system can perform work in various
ways for the δW term. When the pressure in the system is different from atmospheric
pressure, the variation in internal energy (U) can be represented in terms of the work
done by the pressure (pV ) and the variation in enthalpy (H) as follows:

∆H “ ∆U ` p∆V (4.28)

Work in thermodynamics is characterized by changes in the properties of the sys-
tem, denoted as xi. The system properties, which can include volume (V ), magneti-
zation (M), polarization (p), and stress (σ), are considered variables that respond to
the application of generalized force, often referred to as Xi. These generalized forces
correspond to their conjugate properties of the system, such as pressure (P ), mag-
netic (B), electric field (E), or strain (ϵ). The relationship between these properties
(xi) and their conjugate generalized forces (Xi) is fundamental in thermodynamics,
dictating how the system evolves and adapts to external stimuli.

Xi “ p
BW

Bxi

qT (4.29)

Therefore, the first law of thermodynamics can be expressed as:

dU “ TdS ´ PdV ´ BdM ´ Edp ` ϵdσ (4.30)

The differential form of the Gibbs free energy Gpxiq is:

dG “ ´SdT ` V dP ´ MdB ` pdE ` ϵdσ (4.31)

In the following parts, we focus our discussion on changes in temperature and
pressure. By comparing the second derivatives of the thermodynamic potential
(p B2G

BPBT
qT = p B2G

BTBP
qP ), and by taking the derivative of both sides of 4.31, the Maxwell

relation is obtained:

p
BS

BP
qT “ ´p

BV

BT
qP (4.32)

The heat capacity Ci is a measure of the change in heat caused by a change in
temperature, i.e., δQ “ Ci dT (see Section 6.2). The heat capacity of a substance
is defined in general, with respect to a constant parameter, i as follows:

Ci “
dQ

dT
|i (4.33)

Entropy can be related to heat capacity by combining Equation 4.33 with the
Second Law of Thermodynamics:
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SpT, V q “

ż T

0

CpT 1, P q

T 1
dT 1 (4.34)

Integrating the Maxwell relation, Equation 4.32, with regard to an applied pres-
sure yields the following expression for the change in the entropy from initial to final
values:

∆S “ ´

ż Pf

Pi

p
V

T
qP dP 1 (4.35)

For adiabatic conditions, where dSsystem = 0, the adiabatic temperature change
(Equation 4.36) is obtained by combining the Maxwell relation 4.32 with Equa-
tion 4.34.

∆Tad “ ´

ż Pf

Pi

T

CpT, V q
p
BV

BT
qP dP 1 (4.36)

4.4.1 Thermodynamics of spin-crossover

Studying thermodynamic parameters (entropy and enthalpy) allows for the charac-
terization of spin transition behavior and provides insights into the driving forces
behind the switching process.

Gibbs’s free energy provides insight into the feasibility of a spin transition. Thus,
it is possible to describe the SCO phenomenon as the equilibrium between two
phases of HS and LS states in a system constituted by no interaction between the
assemblies of the isolated molecules. At equilibrium, G is constant; therefore, ∆G “

0 (Equation 4.17). The critical temperature for the spin transition (where ∆GpT1{2q

vanishes) is defined as the temperature at which half of the molecules are in the
high spin state (as illustrated in Figure 4.12).

T1{2 “
∆H

∆S
(4.37)

Figure 4.12: Thermal evolution of the High spin fraction γHS (blue line).
The equilibrium temperature T1{2, where γHS=0.5 is illustrated by a gray
dotted line
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4.4.2 Entropy driven spin crossover

The spin transition is driven by entropy and is nearly a quantitative process, as the
HS state has a greater density of vibrational states and a greater spin multiplicity. In
other words, the gain in entropy compensates for the enthalpy difference between the
two states, promoting a HS arrangement. In quantum physics, the LS state is always
the ground state, but once the temperature is high enough, the HS state becomes
the thermodynamically preferred configuration. The entropy change (∆SLH)1 is
expressed through the thermodynamic probability [246]:

∆SLH “ k lnpgHSq ´ k lnpgLSq “ k ln

ˆ

gHS

gLS

˙

ą 0 (4.38)

where gLS and gHS are the degeneracy of the HS and LS states, respectively; thus,
∆SLH is always positive. This is illustrated in equation 4.17 by showing that Gibbs
energy change is positive below a certain temperature T1{2 in which the enthalpy
dominates, and it is negative above T1{2 where entropy becomes the dominant factor.

The entropy variation has four main contributions, namely electronic, vibra-
tional, rotational, and configurational [197, 201, 247], and can be expressed as:

∆Stot “ ∆Sele ` ∆Svib ` ∆Srot ` ∆Sconf (4.39)

∆Sel is attributed to the change of the total spin momentum Stot:

∆Sele “ R ln

ˆ

2SHS ` 1

2SLS ` 1

˙

(4.40)

where R is the universal gas constant. For Fe(II), ∆Sel = 13.38 JK´1 mol´1

(SHS=2, SHS=0) [63], which represents approximately 25% of the total entropy
gain.
Heat capacity measurements in Fe(II)-based SCO complexes have demonstrated that
the ∆Stot during the spin crossover has typical values between 50´80 JK´1 mol´1

[248]. Since these values are considerably higher than those of a simple change
in spin multiplicity, an additional contribution having a vibrational origin, ∆Svib

has to be considered. Equation 4.41, which describes the vibrational limit at high
temperatures, provides a convenient expression for the entropy change between the
HS and LS forms. The adiabatic potential for the HS state is more flat, the force
constant is smaller, and the vibrational energy (wavenumber) is lower (see Section
4.1), which results in a higher vibration partition function Z for the HS state.
Therefore, the entropy increases as vibrational frequencies decrease in the HS state
[249] (a more detailed analysis is described in Ref [250]).

∆Svib “ R
ÿ

λ

ln

„

νLS
λ

νHS
λ

ȷ

(4.41)

Then, the variation in vibrational entropy can be deduced as follows:

∆Svib “ SHS
vib ´ SLS

vib “ R
15
ÿ

λ

ln

„

νLS
λ

νHS
λ

ȷ

“ 15R

„

νLS

νHS

ȷ

(4.42)

1∆SLH “ SHS ´ SLS with SHS and SLS correspond to the system entropy in the HS and LS
states, respectively.
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The vibrational contribution comes mainly from the stretching and distortional
modes of the FeN6 octahedron, (λ = 15 vibrational modes for octahedron [250]).
The energy of the stretching vibrational modes νFeN are greater in the LS state
than in the HS state with typical ratio

”

νLS
FeN

νHS
FeN

ı

ranging from 1.1 to 1.9 [251]. It
is worth noting that the total entropy ∆Stot can be calculated from calorimetric
data [209, 252, 253]. Raman and infrared spectroscopies, neutron and nuclear
inelastic scattering can be used to evaluate vibrational characteristics [251, 254, 255].

In most cases, the configurational (Scon) and rotational entropy (Srot) con-
tributions can be neglected. Nevertheless, care must be taken because SCO
can occur in some compounds along with changes in static and dynamic orien-
tational disorder or changes in rotational motions of ligands, counterions, and
guest molecules. According to crystallographic studies of the SCO compound
[Fe(DAPP)(abpt)](ClO4)2, the disordering of the DAPP ligand and one of the ClO4

ions contributed 11.5 JK´1 mol´1 to the total entropy change of 84 JK´1 mol´1 [256].

4.4.3 Pressure driven spin crossover

The spin crossover transition is known for its significant change in the volume of
the metal coordination sphere (see Section 4.1) and, consequently, a change in the
volume of the unit cell. Therefore, it is no surprise that materials of this sort are
susceptible to applying pressure. By applying pressure, the decrease in volume is
associated with a more closely packed ligand around the metal ion, the entropy is
minimized corresponding to an increase in ∆H, ultimately favoring the formation
and stabilization of the low spin state (refer to Section 4.1, Equation 4.28). It is
noteworthy, that it is also possible to induce a transition from the low spin state to
the high spin state at ambient temperature by exposing the sample to pressure less
than atmospheric pressure [257].

Applying pressure strongly influences the energy of the vibrational states and
alters the LS Ø HS equilibrium in SCO systems. As increasing pressure is applied,
the LS state is stabilized, leading to shifting the transition temperature to a higher
temperature. Referring to the energy diagram of Fe(II) systems (Figure 4.13) the
applied pressure (P2 > P1) raises the energy of the high-spin state potential well
(vertical shift) [53, 197]. As a result, the zero-point energy difference (∆E0

HL),
between the two spin states increases by p∆V 0

HL, which results in a decrease in the
activation energy (∆E˚

HL).

As pressure application favors a volume reduction, a pressure-induced HS Ñ

LS transition can take place in systems at temperatures where a thermally-driven
one would not occur. Transition temperature variations by more than 100K can be
obtained by increasing pressure from the ambient pressure to values of a few of GPa.
Most SCO systems have a linear relationship of T1{2pP q vs. P [53], and the mean-field
theory of phase transitions in SCO complexes predicts a decrease in hysteresis width
with increasing pressure [185, 193, 258]. Also, a smoother transition is predicted
with applying pressure [247]; however, some experimental studies contradict these
expectations [154].
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Figure 4.13: The effect of pressure on the adiabatic potential wells of the
HS and LS state. The HS potential well is shifted vertically towards higher
energy. The zero-point energy ∆E0

HL(P) is increased, whereas the activation
energy ∆E˚

HL(P) is decreased.

The influence of pressure on T1{2 can be modeled using the Clausius-Clapeyron
relation (Equation 4.32) [247].

δT1{2

δP
“

∆VHL

∆SHL

(4.43)

∆VHL, ∆SHL are the changes in volume and entropy, respectively, occurring in
a HS Ñ LS transition [54, 247].

4.5 Spin transition cooperativity

Cooperativity is one of the most difficult-to-track concepts in spin crossover
phenomena. The nature of the interactions has been a source of controversy for
physicists and theorists for more than 30 years and continues to be a source of
interest [259, 260].

The Slichter and Drickamer model from 1972 [191] for a solution approach and
the Sorai and Seki approach for a domain model from 1972 [234], are the two main
models that have been proposed to explain and predict the cooperative feature of
the spin transition. A number of theories, such as the electron-phonon coupling
[261], MaGarvey et al. [262], Zimmermann and Köning [263], Spiering et al. [193],
and Ising-like models [250] have been proposed to explain the spin transition, but
the cooperativity mechanism is still unknown [264]. Aside from theoretical research,
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a number of empirical evaluations of these phenomena have also been conducted.
Very dilute metal systems exhibit slow spin changes, which can be explained by a
Boltzmann distribution, which clearly highlights the importance of intermolecular
interactions in controlling the nature of the spin transition, but it also demonstrates
that spin crossover is a feature of individual molecules rather than of the bulk
material.

The cooperativity nature of the spin transition is directly linked to the efficiency
of communication between SCO centers to transfer spin transitions throughout the
material; the faster the transfer of the spin transitions, the higher the cooperativity
(see Section 1.4).

4.5.1 Non-interacting molecules

In the absence of intermolecular interactions, it is possible to introduce the Gibbs
free energy expression (G) and mixing entropy term (Smix) corresponding to the loss
of statistical information for a system. Smix has been introduced due to the fact that
there are numerous ways to distribute the HS entities among all of the molecules
present. This term is expressed as:

Smix “ ´RrγHSlnpγHSq ` p1 ´ γHSqlnp1 ´ γHSqs (4.44)

Smix has a maximum value when γHS = 0.5 and vanishes when all the molecules
are purely in the HS state or in the LS spin state. By taking into account the Smix

term, the Gibbs free energy becomes:

G “ γHS GHS ` p1 ´ γHSq GLS ´ TSmix ` I (4.45)

with GHS and GLS corresponding to the Gibbs free energies for the electronic
states HS and LS, respectively. Where the intermolecular interaction term I in this
approximation is neglected [246]. At the thermodynamic equilibrium in the SCO at
constant temperature and pressure, the partial derivative of G as a function of γHS

equals zero ( BG
BγHS

= 0).

BG

BγHS

|T “ GHS ´ GLS ` RT ln

ˆ

γHS

1 ´ γHS

˙

“ 0 (4.46)

so that the HS fraction can be expressed as:

γHS “
1

1 ` exp
”

p∆H
R

qp 1
T

´ 1
T1{2

q

ı (4.47)

According to this model, at T “ 0, all molecules are in the LS state. However, an
incomplete SCO transition with γHS < 1 is predicted at the high-temperature limit
(Figure 4.14). The SCO transition curve is fairly gradual across a wide temperature
range. As a consequence, no phase transition actually takes place. Such a condi-
tion can be observed in solutions where the mechanism of spin crossover is almost
molecular in nature, with a loss of cooperativity, as observed in diluted materials,
e.g., [Fe1´xZnx(2-picolylamine)3]Cl2. . . EtOH [265].
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Figure 4.14: High spin fraction γHS evolution as a function of temperature
for a non-interacting model by illustrating Equation 4.47 (T1{2 = 175K).

4.5.2 Domain model (Sorai and Seki model)

In the Early 1970s, Sorai and Seki proposed that molecules with the same spin state
form domains and interact in the crystal lattice based on experimental investiga-
tions using heat capacity measurements of cooperative compounds Fe(II)(phen)2(X)2
(with phen = 1,10-phenanthroline, X = NCS´ and NCSe´) [209]. Regardless of the
temperature, the size of these domains remains constant. There is no interaction
between domains. The authors have proposed two related factors, "N" and "n,"
where "N" is the number of domains per mole of a substance and "n" is the number
of molecules per domain (nN “ 1). The larger the n value (the larger the domain
size), the smaller the number of domains (smaller N value), and the more abrupt the
transition. These domains are randomly located in the crystal lattice (Figure 4.15),
and the value, which is often referred to as T1{2 is the temperature at which the
number of domains in the LS and HS state is equivalent. Equation 4.48 can be used
to determine the value of n by fitting the thermal dependence of high spin fraction
γHS.

γHS “
1

1 ` exp
”

n∆H
R

´

1
T

´ 1
T1{2

¯ı (4.48)

This model emphasizes the fact that the evolution of γHS as a function of
temperature shows increasing transition abruptness with increasing numbers
of particles per domain (Figure 4.16). However, this method is used only to
analyze abrupt transitions in the absence of thermal hysteresis. Contrary to the
non-interacting model, a model with a large value of n, predicts a complete SCO
transition at high temperatures (Figure 4.16).

The domain model is partially successful in interpreting calorimetric measure-
ments, like the Cp vs T curve, which is λ-shaped around T1{2. It cannot account
for the hysteresis effect when domains remain clustered uniformly. Nevertheless,
hysteresis might manifest if the size of the domains during the heating and cooling
are different.

58



4.5: Spin transition cooperativity

Figure 4.15: Schematic diagram of the domain model [266]. The crystal
lattice is thought to be made up of domains that are all the same size and
have the same amount of spin-crossover complexes in each one. T1{2 is the
temperature where the number of LS domains equals the number of HS
domains.

Figure 4.16: The spin transition becomes more abrupt as the number of
particles per domain n increases (Equation 4.48, ∆H{R “ 500 K, T1{2 =
175K).

4.5.3 Solution model (Slitcher and Drickramer model)

The previously described model of the isolated molecules with no interactions sys-
tem corresponds to the so-called Gibbs-Boltzmann thermodynamics approach, which
accounts for the SCO phenomenon through intramolecular modifications but com-
pletely ignores the fact that in a real system, the molecules interact with each other.
Slitcher and Drickramer model [191] introduces a new factor, Γ, where the coopera-
tivity is taken into account. It is worth noting that cooperativity in SCO compounds
is predominantly positive, meaning that when one SCO center undergoes a spin tran-
sition, it often enhances or encourages nearby molecules to follow; thus, for “isolated
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molecules”, where there is minimal interaction between SCO centers, it is expected
that Γ “ 0 [267]. The cooperativity is related to the intermolecular interaction I
via:

I “ ΓγHSp1 ´ γHSq (4.49)

and the free energy can be expressed in the following way [249]:

G “ γHSGHS ` p1 ´ γHSq ˆ GLS ` ΓγHSp1 ´ γHSq ´ TSmix (4.50)

where Γ describes the effective cooperativity parameter strength, and Smix is
the mixing entropy. By taking the derivative of Equation 4.50, and considering
the equilibrium condition of temperature and pressure ( BG

BγHS
|T “ 0), the following

expression is obtained [249]:1

T “
∆H ` Γp1 ´ 2γHSq

R lnp
1´γHS

γHS
q ` ∆S

(4.51)

where R (J mol´1) is the universal gas constant. There are three distinct scenar-
ios that can be identified using Equation 4.51, depending on the magnitude of the
interaction coefficient (Γ). Figure 4.17 illustrates the evolution of γHS as a function
of temperature.

Figure 4.17: Simulation of thermally-induced spin transition with the Slichter
and Drickamer model for different interaction strengths. Variations in en-
thalpy and entropy are 10.5 k Jmol´1 and 59 k Jmol´1 K´1, respectively.
Three different values of Γ have been chosen to illustrate three different situ-
ations: the spin conversion (gradual, blue dashed line) Γ 2000 k Jmol´1 K´1

< 2 R T1{2, the abrupt transition (green dashed line) Γ = 5000 k Jmol´1 K´1

> 2 R T1{2, and the first-order transition with hysteresis phenomenon (red
full line) Γ = 6000 k Jmol´1 K´1 > > 2 R T1{2.

1This is not a mathematical function since one γHS corresponds to a multi-value of temperature.
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4.5: Spin transition cooperativity

• If Γ < 2 R T1{2, the cooperativity is small and the transition is a gradual curve
(blue curve in Figure 4.17).

• If Γ ě 2 R T1{2, the transition is abrupt (green curve in Figure 4.17).

• If Γ " 2 R T1{2, the curve shows hysteresis and represents a strong molecular
interaction (red curve in Figure 4.17).

The cooperativity coefficient C, defined as C = Γ
2RT1{2

, has also been employed
[203, 267]. The three cases of weak, strong, and very strong contacts are represented
by C < 1, C = 1, and C > 1, respectively. In the case of weak contacts, C < 1, the
system experiences a spin transition, and the evolution of HS fraction with respect
to temperature is relatively gradual, as seen in diluted systems. When C > 1,
the transition becomes steeper for stronger interactions as the interaction between
molecules dominates the spin phenomenon. It is worth noting that the solution
model is capable of describing the hysteresis effect.
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Chapter 5

Experimental Methods

5.1 Sample preparation

According to the methods described in the previous study [59], the monoclinic
polymorph of compound Fe(PM-Bia)2(NCS)2 was produced. In an inert N2

atmosphere, single crystals of the monoclinic polymorph were made by a layered
solution of [Fe(NCS)2(py)4] (12.2mg, 0.025mmol) in methanol (1mL) with a
solution of the ligand Bia-PM (12.9mg, 0.05mmol) in diethyl ether (1mL). A layer
of the 1:1 mixed solvents (1mL) was inserted between the two layers to delay the
reaction in order to control the reaction kinetics. Single crystals formed after a week.

Single crystals of the orthorhombic polymorph were obtained by inserting
[Fe(NCS)2(py)4] powder (48.8mg, 0.1mmol) and Bia-PM powder (51.6mg,
0.2mmol) on opposite sides of an H-shaped tube. Methanol was gently added until
the solvent linked the two solids, and the process was repeated until single crystals
formed. After two weeks, single crystals were obtained.

Elemental analysis and powder X-ray diffraction verified the purity of the sam-
ples. The synchrotron PXRD results show that the orthorhombic polymorph is
pure, while the monoclinic polymorph has approximately 5% impurities of the or-
thorhombic phase (Figure 5.1).
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Figure 5.1: Refinement of the powder diffraction pattern using the Rietveld
method for: (a) monoclinic polymorph; data measured at PSI at 270K and
(b) orthorhombic polymorph; data measured at ESRF at 250K. The blue
and green ticks represent the Bragg reflections from the orthorhombic and
monoclinic polymorphs, respectively. Small impurity peaks can be seen in
(a). These peaks correspond to the orthorhombic polymorph that has a
phase fraction of about 5%. The solid black line corresponds to the Rietveld
fit, whereas the open red circles are observed data points. The difference
between observed and calculated patterns is shown by the pink solid line.

5.2 Magnetization

The effects of the spin transition on the magnetic susceptibility of SCO materials
were investigated by a Magnetic Property Measurement System MPMS XL [268]
and a Physical Property Measurement System Quantum Design PPMS DynaCool
[269]. Both magnetometers are based on the principle that a moving or changing
magnetic moment induces a current in a detection coil.

5.2.1 Methods and instruments

5.2.1.1 SQUID

The Magnetic Property Measurement System MPMS XL is a Superconducting
Quantum Interference Device (SQUID) magnetometer, which is very sensitive
and used to measure extremely small magnetic fields and magnetic moments and
detect subtle changes within the material. The SQUID does not measure the
magnetization directly from the sample, but it is a flux-to-voltage transducer which
converts a slight change in magnetic flux (which is hard to measure) into voltage
(which is easy to measure).

Through the superconducting pick-up coil, the sample is moved up and down
(known as flux transformers). The change in magnetic flux generated by the sample
motion, by crossing the magnetic field line, induces a current, which flows within
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the pick-up coils. The current is then carried along superconducting wires to the
SQUID input coil. As the pick-up coils, superconducting wires, and SQUID input
coil are all part of a closed system, the current recorded at the SQUID is directly
proportional to the change in magnetic flux generated by the moving sample. The
SQUID sensor itself is located in a protected environment, immersed in liquid
helium, away from the sample chamber.

The basic SQUID consists of a small loop of superconducting material with one
(AC-SQUID) or two Josephson junctions (DC-SQUID). A schematic diagram of a
SQUID is shown in Figure 5.2. Josephson junctions consist of two superconductors
separated by thin insulating layers. Two parallel Josephson junctions are connected
on a closed superconducting loop. If the SQUID is symmetrical and the junctions
are identical, a DC current I that enters the device through A, will be divided into
two parts, I1 and I2. The currents I1 and I2 undergo a phase shift while crossing
the Josephson junctions P and Q and become I 1

1 and I 1
2 respectively. The currents

I 1
1 and I 1

2 interact at B.

Figure 5.2: A schematic diagram of a dc SQUID loop consisting of two
Josephson junctions (Q and P ) arranged to a ring structure. A Josephson
junction is an insulating layer between two superconductors.

The SQUID magnetometer can be operated in two modes; the RSO (Recip-
rocating Sample Option) and the DC mode. The RSO allows to average over a
number of repeated movements of the sample through the pick-up gradiometer
within a reasonable time frame. In the DC mode, the sample moves linearly (a DC
motion) along the symmetry axis.

The most crucial factors to avoid measurement errors in SQUID magnetometry
are sample size and location. The 2ˆ2mm2 bunch of crystals used in this work for
magnetometry measurements allowed for the best magnetic resolution to be obtained
by using the RSO method (Figure 5.3). Once the sample was placed on the sample
holder and inserted into the device, a centering scan was carried out in order to
locate the sample at the optimum measurement position inside the gradiometer.
A small magnetic field was applied to the sample inside the chamber in order to
cause a magnetic response. A stepper motor was then used to raise and lower the
sample inside the chamber. The response is displayed as a "Voltage vs. Position"

65



Chapter 5: Experimental Methods

graph by the MPMS program (Figure 5.3). A sample is perfectly centered when
the raw magnetic response from the sample aligns with the fit to the dipole model
generated by the instrument (Figure 5.3). The MPMS computer software interface
allows for simple programming of a measurement sequence, that includes control
over the applied field, temperature, field sweep rate, temperature sweep rate, AC
frequency, etc.

Figure 5.3: Representation of a low-amplitude RSO measurement. (a) dis-
plays the optimal SQUID response for a dipole, and (b) illustrates the move-
ment of the sample inside the pickup coils of the SQUID.

5.2.1.2 PPMS Dynacool

The Quantum Design Physical Property Measurement System PPMS DynaCool
is very sensitive and reported to be less than 10´6 emu by the manufacturer
and measurements can be performed in a temperature range between 1.4K and
400K [269]. The investigation of the magnetic susceptibility was performed with a
Vibrating Sample Magnetometer (VSM) option.

The principle at the basis of a Vibrating Sample Magnetometer (VSM) is the
detection of magnetic flux changes when a vibrating sample is inserted in a uniform
magnetic field. According to Faraday’s law, the magnetization variation due to the
sample’s motion induces an AC voltage between pickup coils, which is then amplified,
and finally converted to magnetic moment [270]. The mathematical relationship
between magnetic flux, time, and voltage induced can be expressed by Equation
5.1.

Vcoil “
dϕ

dt
(5.1)

For a sinusoidal motion, their relation is given by:
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Vcoil “ 2πfCmA sinp2πftq (5.2)

where f is the frequency of the oscillation, C is coupling constant, A is the
amplitude of the sinusoidal oscillation, and m is the magnetic moment of the sample.

5.2.2 Measurements

5.2.2.1 SQUID measurements

The magnetic properties of single crystal samples presented in this thesis were
studied using SQUID, RSO option of a Quantum Design magnetic property
measurements system MPMS XL with applying a constant field of µ0H= 2T and
500Oe for the orthorhombic and monoclinic polymorphs, respectively,1 with a
temperature range between 5K - 300K at different scan rate of 0.2 , 0.5 , 1 , 2 ,
5 , 8 , 10K{min were carried out. In addition, several measurements were carried
out using magnetic fields of varying strengths (µ0H= 0.8T, 2T, 3T) in order to
investigate the effect of the magnetic field on the spin transition.

The magnetic susceptibility measurements for both polymorphs were performed
on bunches of single crystals tapped with scotch on drinking straws used as sample
holders. The straw was fastened to the end of the sample rod and inserted into the
MPMS.

Two types of magnetization measurements were carried out in the measurements
for this thesis (see section 7.1): zero-field cooled (ZFC), and field-cooled (FCC:
Field Cooled Cooling and FCW: Field Cooled Warming). These protocols allowed
for a comprehensive examination of the magnetization characteristics of the sample
while varying the temperature under the influence of a constant magnetic field.
In the case of the ZFC protocol, the sample was cooled down in the absence of a
magnetic field, once the sample reached the desired temperature, a magnetic field
was applied and the magnetization of the sample was measured on warming. For
the FCC protocol, the magnetic moment of the sample was measured while cooling
in a magnetic field and for obtaining FCW the moment was measured by applying
the field upon warming.

For the field-dependent magnetization measurements, the magnetic moment was
measured in RSO mode by applying a field of ´2T to 2T at different temperatures
350 , 220 , 170K. The temperature-dependent measurements were corrected for the
diamagnetic and paramagnetic contribution of the sample and the sample holder
(see Section 6.1 for more details).

1In order to keep the diamagnetic contribution to magnetization to a minimum, the measure-
ment for the monoclinic polymorph was carried out with a low value of the external field (50 mT).
For the orthorhombic polymorph, measurements under an applied field of 50 mT resulted in very
noisy data. Thus, in order to improve the statistics, the magnetic field was raised to a value (2 T)
at which the magnetization could be measured more reliably.

1It should be noted that even when the applied field is zero, a residual magnetic field may still
exist. This remnant field can be corrected by applying a field of 1 or 2 Oe while performing the
ZFC measurement.
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5.2.2.2 Dynacool measurements

The investigation of the magnetic susceptibility of the polycrystalline sample in this
thesis was performed using PPMS Dynacool, VSM option [269]. The polycrystalline
samples were weighed, then filled into a plastic sample holder, coated with Teflon,
and tightly placed inside a brass tube (Figure 5.4). The brass tube was attached at
the end of the sample rod. Before each experiment, a centering process was carried
out to make sure that the sample oscillations were centered in the pickup coils. The
amplitude of the sample oscillations were typically between 2´ 3mm depending on
the amount of material (usually a few mg).

Figure 5.4: (Left) Sample filled into a VSM plastic capsule. (Right) The
plastic capsule covered with Teflon is loaded into the brass sample holder in
preparation for the VSM measurement.

DC-magnetization measurements were performed as a function of temperature
with an applied magnetic field (H) of 500Oe at a slow rate of 0.2K{min. In addition,
several measurements were performed at different scan rates of 0.2 , 0.5 , 1 , 2 , 5 , 8 ,
10K{min. To check the effect of the magnetic field on the spin transition, several
measurements with different magnetic field µ0H= 0.8T, 2T and 3T were carried out.
Raw data were corrected for diamagnetism and paramagnetic contributions of the
sample holder and the sample itself. The extraction of the magnetic susceptibility χ
via the relation M “ χH is then straightforward from the ratio M{H (see Equation
5.3) and knowing the sample weight as well as the molar mass of the compounds.

χM .T “
M ˆ Molecular mass

H ˆ sample mass
T (5.3)

5.3 Differential scanning calorimetry (DSC)

5.3.1 Methods and instruments

Differential scanning calorimetry (DSC) is a technique used to investigate the pres-
ence and the nature of thermal phase transitions in a solid material. A DSC experi-
ment monitors the change in heat capacity of a sample as the temperature is varied
by comparing the heat flow, i.e., the amount of heat required to raise its temperature
at a constant rate, with respect to a reference. The sample is placed in a pan and
heated/cooled in a predetermined temperature range. The heat flow, usually taken
as the difference in heat flow between the sample and the reference (empty pan),
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can be either positive for exothermic transitions, or negative for endothermic ones.
A typical DSC thermogram for an SCO material displays a peak in correspondence
of the LS to HS transition on heating (endothermic) and an inverse peak on cooling
when the HS to LS conversion occurs (exothermic), as illustrated in Figure 5.5.

Figure 5.5: Thermogram of a SCO material featuring SCO with hysteresis.
The spin transition is endothermic on heating (LS Ñ HS) and exothermic
on cooling (HS Ñ LS).

5.3.2 Measurements

The DSC measurements were performed using a Perkin Elmer Pyris Diamond
DSC-2000 calorimeter (Figure 5.6: 4). A few mg of material1 (polycrystalline
sample) were placed in the aluminum pan (Figure 5.7 (a) & (b)) and sealed with
the capsule press (Figure 5.7(c)). The DSC instrument is made up of an insulated
chamber with two platforms in the shape of discs, as illustrated in Figure 5.7d. One
platform houses the sample, while the other houses the reference. The experiments
were running under constant nitrogen flow (50mL{min).

All the measurements were carried out while cooling and heating in the
temperature range of 300K and 140K with a scan rate of typically 10K{min with
an equilibration time of 1 minute at 300K and at 140K. Several thermal cycles
(up to 6 cycles) were carried out for each measurement. The final temperature was
gradually increased from 300K to 310K, 320K, 330K, 340K, and up to 350K to
investigate the response of the sample to higher temperatures.

The DSC measurements for the orthorhombic polymorph involved a special pro-
tocol to map and obtain detailed information on the intermediate transition:

1. Initial cooling without any measurement :
1Since the sample’s mass is exactly related to the Cp of the substance, hence its exact mass

value should be recorded.
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• The sample was initially cooled from 350K to 210K at a rate of 10K{min.

• Once the temperature reaches 210K, the sample was held at this tem-
perature for 15min.

• The sample was then slowly cooled from 210K to 140K at a rate of
0.2K{min. This slow cooling rate allowed for detailed observations of
any transitions occurring in this temperature range.

• After reaching 140K, the same rate of 0.2K{min was used to slowly heat
the sample to 179K.

2. Start of measurement:

• The DSC measurement was started while heating the sample from 179K
to 350K at a rate of 10K{min.

3. Measurements on cooling:

• After reaching 350K, the same cooling process was repeated to measure
the behavior of the sample.

• The measurement was taken from 180K to 350K and subsequently from
181K to 350K.

4. Investigation on the influence of the cooling rates:

• Finally, several cooling rates were used.

• The cooling rates applied were: 20K{min, 7K{min, 4K{min, 2K{min,
1K{min, and 0.5K{min.

• The heating scan rate was maintained constant at 10K{min during these
experiments.

Figure 5.6: The differential scanning calorimeter (DSC) used in this study,
includes the following components: 1: Sample encapsulating press, 2: Mi-
crobalance to weigh the samples. 3: Nitrogen hose, 4: Perkin Elmer Pyris
Diamond DSC-2000, 5: Desktop computer.
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Figure 5.7: (a) Aluminium containers with lids utilized to securely encapsu-
late the samples (´140˝C < T < 600˝C). (b) Capsule press to seal a sample
inside pan and lid. (c) Sample inside Aluminum pan and lid sealed with
capsule press. (d) The sample pan and empty reference pan on the two plat-
forms.

5.4 Powder diffraction

Powder diffraction is fundamentally different from single-crystal diffraction (dis-
cussed later in Section 5.4.3) due to the random orientation of the numerous crys-
tallites present in the sample. This gives rise to a series of diffraction rings rather
than the discrete spots seen from the diffraction of a single crystal.

Figure 5.8: Schematic of a powder diffraction experiment. A diffracted cone
of neutrons/X-rays is recorded as a ring on the detector.

5.4.1 Neutron powder diffraction

Due to the high sensitivity of neutrons to hydrogen, neutron diffraction is a valuable
tool for investigating hydrogen-bonding interactions in spin crossover compounds.

The High-Resolution Powder Diffractometer for Thermal Neutrons (HRPT)
[271, 272] situated at the SINQ neutron spallation source within the Paul Scherrer
Institute (PSI) in Villigen, Switzerland was used in this thesis. This instrument
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is specifically designed for the study of structural and magnetic order in materials
using neutron diffraction techniques. The HRPT neutron powder diffractometer
operates at wavelengths ranging from 0.84Å and 2.96Å, allowing two different
modes for data acquisition - high intensity and high resolution.

The collimated neutron beam is monochromatized and directed to the sample
position by a focusing Ge(h k k) monochromator [271]. Incoming neutrons are
counted using a neutron beam monitor. A position-sensitive 3He detector is used
to detect the scattered neutrons.

The measurement at HRPT was performed on the monoclinic polymorph at
different temperature points at ambient pressure between 1.5K, 100K and 300K.
Temperature control was achieved using a standard Orange He cryostat. For the
measurement, about 3g of the monoclinic polycrystalline sample was filled into a
vanadium can (10mm diameter, and 55mm height). The sample container was
continually rotated to minimize the effect of inhomogeneity and preferred orienta-
tion. At room temperature, the incoherent scattering from hydrogen dominated
the scattering at large Q, so a wavelength of 2.45Å was used to optimize the
measurement towards Q-resolution with exposure time « 16h. At 100K, a shorter
wavelength (λ = 1.8857Å) was used to increase the Q-range with exposure times «

7h, as peaks at large Q could be clearly distinguished from the background at this
temperature. At 1.5K two different wavelength were used 2.45Å with exposure
times « 10h and 1.8857Å with exposure time « 7h.

5.4.2 X-ray powder diffraction

5.4.2.1 In-house PXRD instrument

Powder X-ray diffraction experiments were performed on a HUBER Imaging Plate
Guinier Camera G670 (HUBER Diffraktionstechnik GmbH & Co. KG, Rimsting,
Germany, [273]) using monochromatized Cu Kα radiation with λ “ 1.54Å. The
imaging plate detector has a curved shape and covers an angular range of up to
100˝ in 2θ.

A schematic drawing of the diffractometer (Figure 5.9) illustrates the transmis-
sion geometry. The diffractometer comprises an X-ray tube, a monochromator, a
divergence slit, located between the X-ray source and the sample, and a detector.
A closed-cycle cryostat is integrated with the powder diffractometer and employed
to achieve the desired temperatures. The closed-cycle Helium cooling System is
supplied by an air-cooled compressor. The in-house powder diffractometer was used
to determine the evolution of lattice parameters and unit cell volume as a func-
tion of temperature and to verify the phase purity of the synthesized polycrystalline
samples.
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Figure 5.9: Schematic drawing of the setup of the HUBER G670 powder
diffractometer.

5.4.2.2 In-house measurement

For the measurements, a few milligrams of powder were distributed on a thin foil
on top of the sample holder. To improve the homogeneity of the sample dispersion,
a drop of solvent (isopropanol) was added. A second foil was placed on top of the
powder and secured by a metal ring pressed onto the sample holder. To reduce
the effect of sample inhomogeneities and increase the statistics, the sample holder
oscillated horizontally at a frequency of about 1Hz.

The same protocol was followed for all temperature-dependent powder diffraction
measurements. The sample was initially cooled to 25K. The measurements were
carried out on heating from 25K to 300K with a step size of 5K at a rate of 6K{min.
Each temperature point had 15min waiting time. 8 scans were preformed with a
measurement time of 360min at each measurement point.

5.4.2.3 Synchrotron measurement

Data were collected at the material science beamline X04SA-MS at the Swiss Light
Source (SLS), PSI, Switzerland [274]. A MYTHEN II (microstrip system for time-
resolved experiments) detector by DECTRIS (covering 120˝ with over 60,000 chan-
nels) was used. The high-resolution data were collected at a resolution of 3.7 mdeg
in 2θ.

A sample capillary of 0.01mm-thick borosilicate glass with an outer diameter
of 0.3mm and a length of 80mm was utilized. The capillary was mounted in the
sample holder and rotated at a certain speed during data collection to reduce
inhomogeneity and preferred orientation. An OXFORD cryojet was used to cool
the sample.

The high-resolution powder diffraction data on the monoclinic polymorph was
collected using the wavelength of λ =0.708Å following the protocol (Figure 5.10):

1. First run:

• One measurement was carried out at room temperature.
• The sample was cooled down from room temperature to 100K with a

cooling rate of 6K{min without any measurement.
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• Another measurement was carried out at 100K.

• The sample was heated up to 150K with a rate of 6K{min.

• The data collection started while warming up with a rate of 6K{min from
150K to 250K, with 5K temperature steps.

• The sample was heated up to 300K with a rate of 6K{min and a mea-
surement at room temperature was carried out.

2. Second run:

• The data were collected while cooling down at a rate of 2.5K{min from
300K to 120K, with 5K temperature steps.

3. Third run:

• The data were remeasured while warming up from 120K to 250K at a
rate of 2.5K{min, with 5K temperature steps.

Figure 5.10: Data acquisition procedure for the monoclinic polymorph, in-
cluding cooling and warming steps, temperature ranges, and rates. Dashed
lines signify temperature ranges where no measurements were conducted,
while straight lines indicate the execution of sequential measurements.

5.4.3 Single crystal X-ray diffraction

5.4.3.1 In-house instrument

The main instrument used for laboratory single crystal diffraction experiments was
the 4-circle diffractometer Rigaku SuperNova equipped with a Si monochromator
and a dual source with molybdenum Kα (λ = 0.709Å), and copper Kα (λ = 1.54Å)
microfocus tubes (Figure 5.11) [275]. The detector is a charge-coupled device area
detector (CCD).

The 4-circle κappa geometry diffractometer incorporates four rotation axes:
ϕ, ω, κ, and 2θ-axes (Figure 5.11). Figure 5.12 shows the outline of the 4-circle
diffractometer axes. Three of them are orthogonal axes: omega (ω), chi (χ), and
phi (ϕ) in which the ω-axis coincides with the 2θ-axis. 2θ represents the rotation of
the detector around the sample. The ϕ-axis is responsible for rotating the sample
by rotating the goniometer head. By changing the value of ϕ, the sample can be
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rotated around the vertical axis of the goniometer head. The κ-axis is positioned
on the κ-block, which can rotate independently. When κ is 0˝, the ϕ angle coincides
with ω-and θ-axes and can rotate on the same axes and when κ is 90˝ its axis is
perpendicular to that of ω and 2θ.

5.4.3.2 In-house measurement

The in-house single-crystal diffractometry was used to assess the quality of single
crystals for later synchrotron X-ray investigations. In addition, complete measure-
ments at 90K and at 300K were carried out to verify the HS and LS crystal structure
of the two polymorphs.

Figure 5.11: Experimental set-up of SuperNova: 1- X-ray tube, 2- X-ray
shutter, 3- Collimator,4- Cryojet, 5- Beamstop, 6- Video microscope, 7-
Beryllium window, 8- Sample holder and goniometer head, 9- Detector.

Figure 5.12: Schematic Kappa 4-circle diffractometer geometry showing the
relation between the angles with the κappa-geometry.

Single crystals of dimension 50´100 µm were chosen under polarized light.
Once a suitable single crystal was selected, it was mounted on the diffractometer
and centered. Nevertheless, before performing a complete measurement of a single
crystal X-ray diffraction experiment, a pre-experiment (a set of « 100 XRD-frames
which can be collected for a relatively short time « 30min) was carried out to test
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the crystal quality and to optimize the experimental parameters.

The measurements were recorded using ω scans at different ϕ settings. Parame-
ters defining the individual data collection for the experiment on both polymorphs
at low temperature in the LS state and at room temperature at the high spin state.

5.4.3.3 Synchrotron single crystal diffraction

The single crystal X-ray diffraction experiments as a function of temperature were
performed at the Swiss Norwegian Beamline, BM01 at the ESRF (the European
Synchrotron Radiation Source) in Grenoble, France.

The general layout of the optics enclosure of BM01 is shown in Figure 5.13. The
beam is vertically collimated using a Rh-coated X-ray mirror with a reflection angle
of 3 ˆ 10´3 rad (approximately 0.17˝). A pair of two parallel Si monochromator
crystals produces a monochromatic beam.

Figure 5.13: Schematic layout of BM01 at SNBL, ESRF [276].

5.4.3.4 Synchrotron measurement

Single crystal samples were measured using an ω-scan, which rotates the crystal
360˝ about the vertical axis. A Pilatus 2M detector [277] was set up to record
frames during the rotation with a step size of typically 0.1˝ (Figure 5.14). During
the measurements, the beam size at the sample was about 300 µm ˆ 270 µm. An
Oxford Cryostream 700+ was used for cooling. The in-house software program
Pylatus controls the measurements [277]. The SNBL ToolBox, a Swiss army knife
for Pilatus data, was used to process the data [277] (see Section 6.4.5).

LaB6 (NIST standard 660, a « 4.156 46Å) powder and a single crystal of Alaun
(KAl(SO4)2) was used as a standard to calibrate detector parameters prior to the
measurements.

For the monoclinic polymorph, the measurements were performed using a wave-
length of 0.630p5q Å, and data were collected while cooling from 270K to 93K with
a 3K temperature step. The temperature was changed at a rate of 6K{min with a
1.5min waiting time at each step (Appendix Table B.1).
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Figure 5.14: (a) Experimental setup at BM01 beamline at the ESRF demon-
strating the principle components showing the multipurpose diffractometer
PILATUS2M. (b) Close-up of the sample environment showing the primary
beam, the camera, the beam stop, and the motorized stages.

Cyclic measurements were carried out for the orthorhombic polymorph using a
wavelength of 0.650p5q Å with an exposure time of 0.5 s and a waiting time of 2min
at each temperature (Appendix Table B.1). The following steps were followed
(Figure 5.15):

1. First run:

• The sample was heated up to 350K at a rate of 6K{min without mea-
suring and kept at this temperature for 2min.

• Data were collected on cooling from 350K to 85K with 5K temperature
steps at a rate of 6K{min with a waiting time of 3min per step.

2. Second run:

• Data were collected on warming in temperature steps of 5K from 85K
to 350K at a rate of 6K{min.

3. Third run:

• Data were remeasured on cooling from 300K to 200K in 50K increments
at a rate of 6K{min.

• To map the transition region in more detail, finer temperature steps of
1K were chosen.

• Data collection was carried out during this step from 190K to 165K with
1K step with no waiting time.

4. Final run:

1After the second cycle, the crystal was removed from at 330K and kept for the next 48 h at
room temperature.
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• Data were re-measured during warming from 165K to 190K with a scan
rate of 6K{min.

• The temperature steps were 1K during this stage with no waiting time.

Figure 5.15: Data acquisition procedure for the orthorhombic polymorph, in-
cluding cooling and warming steps, temperature ranges, measurement rates,
and waiting times.

5.4.4 High pressure diffraction

A diamond anvil cell (DAC) is an apparatus that can generate exceptionally high
pressures by compressing samples between two diamonds. Diamonds are extraordi-
narily resilient and transparent to a broad spectrum of electromagnetic radiation,
including X-rays, gamma rays, and visible light. Figure 5.16 illustrates a diamond
anvil cell in schematic form.

Figure 5.16: A schematic of a DAC. The direction of compression is shown by
arrows. P, C = steel body, S = seats, D = diamond anvils, G = gasket, and
PC = pressure chamber. For details of the pressure chamber: Cul = Culet,
X = crystal, D = diamond-anvils, M = pressure-transmitting medium, G =
gasket, and R = ruby.

The most crucial component of a DAC are the two diamond anvils, which are
separated by a gasket, a thin metal disk. In the center of the gasket, a hole is drilled;
its diameter corresponds to about half the diameter of the culet (front smallest
facet) of the diamond (Figure 5.16). This gasket hole holds the sample, a ruby for
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pressure measurement, and the pressure-transmitting medium. The latter serves
the purpose of translating the uniaxial pressure to hydrostatic pressure conditions.
Various fluids have been reported to be good hydrostatic pressure-transmitting
media, yet all pressure mediums only ensure hydrostatic conditions up to a limiting
value. Diamonds with culet sizes of 500´ 600 µm are utilized for experiments
up to 20 GPa, whereas diamonds with smaller culets are utilized for higher
pressure generation up to 150 GPa. The diamond backing plates have apertures
which allow X-ray radiation to enter the sample chamber. The opening angle of
the DAC determines the accessibility to reciprocal space in a diffraction experiment.

For the high-pressure investigations in this study (see Section 7.6), the Boehler-
Almax DAC [278] has been utilized. The Boehler-Almax type DAC generates
pressure by bending the backing plates, which have a conical aperture angle of 90˝

[278]. As a pressure mechanism, a "screw-drive" is used, which applies pressure
to the culets of the diamond by tightening three screws in the steel body (Figure
5.17).

Some challenges arise during high-pressure experiments:

a) The coverage of reciprocal space is limited because of the restricted angular
access to the sample.

b) The diffraction signal from the sample is contaminated by contributions from
parts of the DAC such as the two single-crystal diamond anvils, backing plates,
pressure transmitting medium, gasket, etc. Hence, careful consideration of
experimental conditions and careful interpretation of diffraction data are es-
sential for obtaining reliable results (see Section 6.5).

Figure 5.17: Boehler-Almax Diamond Anvil Cell is made from stainless steel
with a screw drive to apply pressures.

For single-crystal XRD measurements in the diamond anvil cell, the sample
must be the right size to fit in the sample chamber. To prevent the crystal from
damage between diamonds, the thickness of the crystal should be less than the
thickness of the pressure chamber at the maximum anticipated pressure.

5.4.4.1 Pressure determination

The ruby luminescence method is a standard technique for determining the pressure
within a diamond anvil cell (Figure 5.18).
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Figure 5.18: A ruby sphere is loaded in the cell and the laser-induced fluo-
rescence is measured. The wavelength shift of the ruby fluorescence is used
to measure the pressure in the DAC.

Ruby is a doped aluminum oxide (Al2O3) with Cr3` ions. The ruby crystal has
three distinct energy states that are used: the ground state (E1), the metastable
state (E2), and an excited state (E3), with E3 > E2 > E1. When a photon with
a suitable energy hits an electron in the ground state, the electron absorbs the
energy and jumps into an excited state, which has a lifetime in nanoseconds (E3 in
Figure 5.19). It is followed by a rapid non-radiative transition of the electron to the
metastable state (E2 in Figure 5.19), which is split into two energy levels. Electrons
will eventually fall from the split E2 levels to the ground state, by emitting a photon.
The R1 and R2 ruby spectrum lines are represented by the photons produced as a
result of the higher and lower of the two split E2 states, respectively. The R1 and
R2 fluorescence lines of ruby are located at 6942.4Å and 6929Å, respectively, under
ambient pressure and temperature.

Figure 5.19: Energy level diagram for fluorescence of ruby.

Two characteristics of the energy levels from which these lines are emitted are
crucial for the use of ruby luminescence for pressure estimation. First, they are
very narrow, resulting in significantly sharp emission lines. This allows for accurate
wavelength determination of these lines. Second, the applied pressure affects the
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energy level because the neighboring ions within the crystal structure are pushed
closer together, leading to shifting the energy level to higher energy [279]. Under
pressure, both R1 and R2 lines initially shift to longer wavelengths at a rate of
+3.646Å GPa´1 [280]. The R1 line can be shifted in response to changes in pressure,
as shown in Equation 5.4:

P pGPaq “
A

B
rp

λ

λ0

q
B

´ 1s (5.4)

where λ is the measured wavelength of the ruby R1 line, λ0 = 694.24 nm at
ambient pressure value at 298K, and A = 1904 and B = 5 are the least-squares-
fit parameters. The ruby luminescence pressure scale [281] can then be used to
figure out the pressure by measuring the change in the R1 wavelength in a given
experiment.

5.4.4.2 Synchrotron high pressure diffraction

5.4.4.2.1 P24 PETRA III
The high-pressure X-ray diffraction experiments were carried out using synchrotron

X-ray radiation at beamline P24 at the synchrotron X-ray source PETRA III at
DESY in Hamburg, Germany [282]. The X-ray radiation is generated in an undula-
tor, which produces a narrow radiation cone of high brilliance (see Reference [283]
for details). After being narrowed by a slit system, at least one attenuator and
two mirrors in the beam path act as band-pass filters to reduce the thermal load
on the subsequent components. To define the energy (wavelength) of the radiation,
a monochromator is employed. At P24, it consists of a pair of either Si(111) or
Si(311) crystals, which allow energies between 2.4 k eV (λ “ 5.17Å) and 44 k eV
(λ “ 0.28Å). To focus the beam after monochromatization, a series of beryllium
compound refractive lenses (Be CRL) is inserted. Afterwards, a collimator is placed
to limit the beam divergence.

5.4.4.2.2 Measurement
Our experiment was conducted at EH1 on the four-circle κappa diffractometer,

with a Pilatus CdTe 1M area detector and a beam energy of 30 k eV (λ “ 0.413Å).
The Boehler-Almax type of diamond anvil cells with culet size of 500 µm, pre-loaded
with a single crystal of roughly 50 µm ˆ 50 µmˆ 50 µm, a ruby chip, and isopropanol
as pressure-transmitting medium (remain hydrostatic up to 4 GPa at room tempera-
ture), were used to perform the high-pressure experiments for both polymorphs. Uti-
lizing a ruby luminescence system, the pressure was determined for all high-pressure
measurements. At each pressure point, two ϕ-scan and two ω-scans were measured.
Each polymorph has been measured at four different pressure points. The precise
run parameters, which can be found in Appendix Table B.2 for the orthorhombic
and the monoclinic polymorph, were selected in accordance with the diamond anvil
cells (opening angle) and the exposure time needed. After each pressure measure-
ment, the cells were given approximately one day for pressure equilibration, then
the pressure was increased and the newly set pressures were measured again.
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Data Processing

6.1 Magnetization data

High-spin SCO materials do have unpaired electrons which contribute to the
paramagnetic behavior above the spin transition temperature (see Figure 6.1). The
paramagnetic susceptibility decreases with an increase of temperature and follows
Curie’s law. The paramagnetic susceptibility is in general independent of field
strength but markedly dependent on the temperature.

The total measured magnetic susceptibility, denoted as χmeas, can be expressed
as the sum of the paramagnetic (χpara) and diamagnetic (χDia) contributions:

χmeas “ χpara ` χDia (6.1)

Figure 6.1: Raw data of the magnetic moment (emu) versus temperature
(K).

An example of raw magnetization data is illustrated in Figure 6.1, in which
three distinct regions can be observed: one above the spin transition (230K -
350K), one around the transition region (100K - 230K), and one below the
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spin transition (5K - 100K). While the high-temperature susceptibility obeys
Curie’s law, the low-temperature susceptibility indicates the existence of some
paramagnetic impurities (possibly high spin `2Fe residuals), which are not expected
in a complete spin transition.

It is common to use Pascal’s constants to estimate the diamagnetic correction
for organic compounds [284]. Yet, either field-dependent or temperature-dependent
magnetization experiments can yield a more accurate estimation. In this work, a
correction using variable temperature plots at a constant field is employed to adjust
the susceptibility data.

The measured susceptibility must be corrected for the underlying diamagnetic
effects, because most of the materials do contain paired electrons in valance or
deeper shells. The diamagnetic correction could be applied to provide a more
precise depiction of the magnetic unique behavior of the spin crossover transition,
enabling a better understanding of the real magnetic properties of the SCO
material in connection to its spin transition. Diamagnetic susceptibility is generally
temperature-independent. It should be noted that the diamagnetic corrections were
applied not only for the contribution of the sample itself but also for the sample
holder.

The diamagnetic and the paramagnetic components in the two spin states can be
estimated by performing a least square fit to the data using the following expression:

Moment “
α

T
` β (6.2)

where α and β are the free parameters, representing the paramagnetic
(temperature-dependent) and diamagnetic (temperature-independent) contribu-
tions, respectively. Both temperature regions are utilized for the fitting in a largely
independent way; however, using the constraint the diamagnetic contribution (β)
is set to be the same in the high-spin and low-spin states.

Due to the unpaired electrons, the high spin state exhibits a significantly large
value of the paramagnetic parameter (α2) as compared to the value (α1) obtained
at low temperatures, which originates only from impurities (Figure 6.2). The dia-
magnetic parameter (β) is obtained from fitting the two regions simultaneously.
Subsequently, the corrected magnetic moment, denoted as Momentcorr, can be cal-
culated using the following equation:

Momentcorr “ Momentraw ´

”α1

T
` β

ı

(6.3)
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Figure 6.2: The two temperature regions, where the solid line represents the
best fitting of the data using Curie’s law. The diamagnetic parameter is set
to be equal in both regions.

6.2 Differential scanning calorimetry

The excess heat capacity ∆Cp, measured by varying the temperature of a sample, is
related to phase transitions of a compound when it undergoes SCO transition. The
change in enthalpy can be computed by integrating the change in the specific heat
∆Cpp“ dQ{dT ) over the desired temperature range.

∆H “

ż T2

T1

dQ

dT
dT (6.4)

The data obtained from the calorimetric measurements include the temperature
(T ), the heat flow (dQ{dt), and time (t). The analysis of these data is carried out
using the Universal Analysis 2000 acquisition system (version 4.5A, Build 4.5.05),
which is preinstalled in the DSC instrument. The following sequence of steps de-
scribes in detail the method followed for obtaining the values of entropy and enthalpy.

• Calculation of Heat Capacity (CP ): To calculate the heat capacity CP , the heat
flow is divided by the corresponding rate of change of temperature (dT {dt), and
the entire quantity is then normalized with respect to mass. The mathematical
expression used for this calculation is given below;

Cp “
1

m

δQ

δT
“

1

m

δQ
dt
δT
dt

(6.5)

where m represents the sample weight, δQ{dt is the heat flow, and δT {dt is
the rate of temperature change.1

1Note that 1W = 1 J s´1, so that CppJ{g˝Cq “
pHeat F low, mJqˆp60, minq

pWeight of Sample, mgqpScan Rate, ˝C{minq
.
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• Calculation of enthalpy (∆H): To calculate the enthalpy change (∆H), a rel-
evant peak associated to a transition is identified. Then a baseline correction
is applied to this peak using spline functions to remove the background con-
tribution (Figure 6.3) [285, 286]. Following this, in accordance with Equation
6.4, this peak is integrated within appropriate temperature limits to obtain the
area under the curve. For our calculations, a temperature range was chosen
which covers 80% of the spin transition, starting from the temperature point
where 90% of the molecules are in the high-spin (HS) state at high temper-
ature (T90) to the temperature point where 10% are in the HS state at low
temperature (T10). The corresponding temperature ranges are defined from
magnetization measurements. The final expression is then given as follows;

∆H “

ż T90

T10

dQ

dT
dT (6.6)

• Calculation of entropy (∆S): The change in entropy can be calculated using
the value of enthalpy ∆H and T1{2. T1{2 corresponds to the transition tem-
perature and can be defined as the temperature which divides the area being
integrated in half. The expression governing the relationship between these
variables is given as:

T1{2 “
∆H

∆S
(6.7)

The analysis of cyclic measurements followed the same protocol as explained
above.

Figure 6.3: Schematic diagram of a peak in DSC data, depicting the baseline
correction, the area under the peak (∆H), and the transition temperature
(T1{2) [285, 286].

6.3 Powder diffraction data analysis

In order to determine the lattice parameters of polycrystalline samples of both poly-
morphs, Le Bail refinements [287] on the collected neutron and synchrotron X-ray
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powder patterns have been performed with the program JANA2006 [288]. The
Le Bail Method (Figure 6.4) is an iterative method and ideally suited to follow
the change in lattice parameter as a function of thermodynamic variables like e.g.
temperature or pressure [289, 290].

Figure 6.4: Illustration of the Le Bail refinement.

For the application of the Le Bail method, a pre-determined approximate lattice
parameter, either from a structural model provided in the literature or deduced
from indexing, must be available. Ideally, the space group of the crystal is also
known. The lattice parameter in combination with the space group symmetry,
define all possible 2θhkl positions of reflections in a powder diffraction diagram [289].

The temperature-dependent powder patterns were refined using the following
refinement strategy, and parameters:

• Background: The background was fitted by Legendre polynomials (10 polyno-
mial coefficients) combined with 30-40 background points assigned manually.

• Zero shift: Zero shift describes an instrumental error (detector zero point error)
which results in systematic shifts of the peak positions (2θ).

• Lattice parameter: The initial values were taken from single crystal data which
were collected at BM01, SNBL/ESRF.

• Peak fitting: The peaks were fitted using a pseudo-Voigt profile function which
combines a Lorentzian (LY ) and an angle-dependent Gaussian (GW ) contri-
bution: A simplified pseudo-Voigt function is used [291, 292]:

PV pH, xq “ ζ

»

—

–

2

πbL

1

1 `

´

2x
bL

¯2

fi

ffi

fl

` p1 ´ ζq

„

1
?
2πbG

e´x2{p2b2Gq

ȷ

(6.8)

where b2G “ H2
G{p8ln2q and bL “ HL. HG and HL describe the full widths at

half maximum (FWHM), they are given by:

HL “ LX tan θ `
LY

cos θ
(6.9)

HG “
a

GW ` GV tan θ ` GU tan2 θ (6.10)
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ζ is a mixing parameter, which defines the contribution of the Lorentzian and
Gaussian parts to the total profile function. The actual value of ζ depends
on the shape of the observed peaks and ranges from 0 to 1. LX is directly
proportional to crystallite size, whereas LY is connected with the microstrain
on the sample. Equation 6.10 defines the half width of the Gaussian com-
ponent. GW is a constant, GV and GU are proportional to the diffraction angle.

In addition, anisotropic stain broadening (St400, St004, and St103 ) was also
taken into account while fitting the data [293].1 Bérar’s correction was applied
to the standard uncertainties of all refined parameters (profile, elementary cell,
and structure) [294] as it results in more realistic and larger standard deviation
values.

Sequential Le Bail refinements were performed using the procedure available in
the JANA2006 software [288]. The sequential refinement process commences with
the first data file, representing the highest temperature for cooling measurements
or the lowest temperature for heating measurements. The parameter values for
the second refinement are based on the results of the first convergence, and so
on. The program also offers an option for the easy export of parameters for analysis.

For the le Bail fit of the neutron powder data from HRPT, the lattice parameters
a, b, c, and β, the peak-shape parameters GW and LY , and the Zero-shift parameter
were refined. The background was refined with about 30 manually set points and
5 refined Legendre polynomial terms. Bérar’s correction [294] was applied to the
estimated standard uncertainties.

6.4 Single crystal X-ray diffraction data analysis

6.4.1 Data pre-processing

For analyzing the single-crystal X-ray diffraction data (SCXRD) collected from
BM01, ESRF, the data frames first needed to be converted to the Esperanto (*.par)
format. The Esperanto format is specifically designed to handle X-ray diffraction
data and is recognized by CrysAlisPro as the preferred file format for analysis.
The converted files were then further processed using the software CrysAlisPro [295].

For this first step, the files for data processing were prepared using the SNBL
ToolBox [277] with the Crysis software. While converting from the Pilatus (*.cbf )
to the Esperanto format, the same experimental parameters were kept for all data
sets using a calibration file obtained by measuring Alaun single crystal (see Section
5.4.3.3).

1P. W. Stephens [293] provided a phenomenological model of anisotropic broadening in powder
diffraction, taking into account the distribution of lattice metric values within the sample. Each
crystallite in this model is assumed to have its own lattice parameters, distributed in multidimen-
sions throughout the powder sample. The width of each reflection can be expressed in terms of
moments of this distribution, which leads to parameters that can be altered to obtain optimal fits.
The anisotropic strain is described by a symmetrical 4th order tensor.
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The SC data obtained from the laboratory instrument were already in a format
which could be processed using CrysAlisPro; no additional conversion was required.

6.4.2 Searching, indexing, integration and data reduction

Each frame was visually inspected to ensure no corrupted frames were included
before the data processing began. The following is a general overview of the data
processing steps using CrysAlisPro (v171.42.80A; Rigaku Oxford Diffraction, 2023):

1. Peak Search: The first step is "Peak hunting". CrysAlisPro uses a search
algorithm in which the intensity of each pixel in the image is compared with
the local background. Smart peak hunting has been used. At the end of this
process, CrysAlisPro creates a "Peaktable file".

2. Peak Indexing: Peak indexing is the process of assigning Miller indices (h, k, l)
to each of the diffraction peaks observed in the X-ray diffraction pattern. This
step is necessary to determine the orientation of the unit cell. The orientation
matrix relates the reciprocal axes of the crystal to the Cartesian reference
system of the diffractometer [296]. The orientation matrix UB describes the
relationship between the crystal vector h =ha˚ + kb˚+ lc˚ and the instrument
vector r0 as follows:

r0 “ UBh (6.11)

The elements of the matrix contain information about the size and orientation
of the unit cell of the crystal.

CrysAlisPro includes an automated peak indexing routine that uses the mea-
sured peak positions to search for a consistent set of lattice parameters that
match the observed diffraction pattern. The orientation matrix is used to
predict the Bragg reflection position matching the lattice. The orientation is
considered to be correct if a certain percentage of peak position matches the
obtained orientation matrix, which can be a criterion to evaluate the indexing
success.1 Once the orientation matrix and the unit cell are assigned, a refine-
ment is performed to optimize the fit between the observed and calculated
peak positions.

3. Intensity Integration: After determining the orientation matrix, the next step
is intensity integration. The program predicts the positions of the reflections
based on the UB-matrix, and then reconstructs reflections with split profiles
over several frames. The integrated intensity of each reflection is then de-
duced based on the reflection shape and the background. Each Bragg peak
is integrated around the centroid of the predicted Bragg peak position, with
specified radii for integration and the outer and inner radii of pixels surround-
ing the peak for a background estimate. It is worth noting that the integration
mask can be adjusted. The background signal, which includes contributions
from sources such as air scattering and detector noise, is approximated and
subtracted from the observed reflections.

1The indexing percentage is defined as the number of indexed patterns over the number of
initially identified diffraction peaks hunted.
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4. Data Reduction: The final step in the X-ray diffraction data processing is data
reduction, which involves scaling the intensity data from multiple diffraction
runs to obtain a single dataset with an improved signal-to-noise ratio. It also
involves applying a series of correction factors to the integrated intensities of
the diffraction peaks. These factors are absorption, and Lorentz-polarization
correction (see Section 6.4.3 for more details).

In CrysAlisPro, the data finalization command applies a frame scaling and an
empirical absorption correction to the intensities of the reflections and outputs
the final corrected values in the *.hkl file. By default, an automatic procedure
is performed after each data reduction. One can inspect the XRD data quality
by merging the intensities of the symmetry -equivalent reflections [Rsigma,
I2obs{σ

2
intpI

2
obsq and Rint]. The frame scaling factors can help in the detection of

serious problems in the data. The Rint value indicates the overall quality of
the data collection. The value of Rint is obtained by merging the intensities of
certain groups of reflections, (those reflections which are symmetry-equivalent
under the chosen Laue symmetry). Rint is defined as [297]:

Rint “
ÿ

j

„ř

i |Iobs ´ xIobsy|
ř

ixIobsy

ȷ

(6.12)

where Iobs stands for the intensity of a single reflection, and xI2obsy is the av-
erage intensity of a set of symmetry equivalent reflections. All independent
reflections i are included in the inner summation, and all symmetry equivalent
reflections j, which correspond to the ith independent reflection, are covered
in the outer summation. In other words, Rint represents the weighted differ-
ence between the average intensity and individual Bragg reflections. Rsigma is
defined by the ratio:

Rsigma “
ÿ

j

„ř

i σintpIobsq
ř

i Iobs

ȷ

(6.13)

where the summation is as in Equation 6.12, and the σintpI
2
obsq is the calculated

standard uncertainty of the intensity of the merged reflection, which is given
by:

σintpF
2
obsq “

d

ÿ

i

pIobs ´ xIobsyq2

|Nred|
(6.14)

where Nred is the number of redundant reflections. Note that only observed
quantities are required to calculate Rint and σint. The higher the symmetry,
the larger the number of merged reflections. This is represented by the "Re-
dundancy," which is the average number of observed reflections merged into
symmetry-independent reflections. By measuring reflections more than once,
the redundancy can be enhanced. High redundancy helps in the detection of
outliers. Insufficient intensities in a data set lead to poor F 2

obs{σintpF
2
obsq and

high-Rsigma values (3 and > 20%, respectively, for the outermost resolution
d-shells), and consequently, high Rint values.
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6.4.3 Structure solution and the phase problem

The process of determining the approximate crystal structure of a material from
X-ray diffraction data is called structure determination. In this process, the goal
is to determine the positions of all atoms in the unit cell of the crystal and their
corresponding displacement parameters (isotropic or anisotropic parameters). The
method is based on the expression for the intensity of a reflection, which can be
given as:

Ihkl “ k.Lp.AF
2
phklq (6.15)

where k, LP , and A are the scale, Lorentz-polarization correction, and the ab-
sorption factors, respectively. The polarization factor is given by [296]:

P “
1 ` A cos2p2θq

1 ` A
(6.16)

where A “ cos2p2θMq and θM is the Bragg angle of the monochromator crystal.
The Lorentz factor (Equation 6.17) results from the fact that the time needed for
a reciprocal lattice point to travel across the sphere of reflection is not constant
but rather varies with its position in reciprocal space and the direction in which it
approaches the sphere.

L “
1

sin2θ
(6.17)

Since both corrections (polarization and Lorentz factor) depend on the experi-
mental conditions but not on the structural model, they are typically combined to
provide a single correction factor, the so-called Lorentz-polarization correction, LP ,
for a particular experimental geometry. The LP factor is given by [296]:

LP “
1 ` A cos2p2θq

p1 ` Aq sinp2θq
(6.18)

Absorption effects in the integrated intensities are described by Beer-Lambert’s
law given by [296]:

I “ I0e
´µτ (6.19)

where I0 and I are the intensity of the incident and the attenuated beam,
respectively, τ in the total beam path, and µ is the linear absorption coefficient.
Spherical crystals have the advantage of having a more uniform absorption
correction [296]. Several methods can be employed to correct absorption effects,
among them empirical [298], semi-empirical (multiscan) [299] absorption correction
derived from the reflection intensity, as well as numerical absorption correction
[300] (Gaussian [301], spherical) based on the crystal shape.

The F term denotes the structure factor, which is defined as the sum of the
contributions of all atoms in the unit cell to the amplitude and phase of the diffracted
X-ray wave (Equation 6.20).

Fphklq “

N
ÿ

i“1

fie
´2πiphxi`kyi`lziq (6.20)
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where h, k, and l are the Miller indices of the reflection (h,k,l), x, y, and z are the
coordinates of the ith atom in the unit cell, N is the total number of atoms in the
unit cell, and fi is the atomic scattering factor of the ith atom. The scattering factor
(f0) represents the scattering power of a specific atom, quantified in relation to the
scattering power of an equivalent number of electrons situated at the nucleus atomic
position. The scattering factor of each atom is a function of the atom type and the
scattering angle (sinθ/λ), as illustrated in Figure 6.5. f0 reaches its maximum when
(θ=0). Thus, f0 is equal to the atomic number Z, and it decreases as a function of
the angle of incidence.

Figure 6.5: The scattering factor of different atoms plotted as a function of
Bragg angle for incident X-ray of a specific wavelength [302].

Up to this point, the aforementioned equations have been formulated under the
assumption of rigid atoms at an absolute temperature of 0K. However, when the
temperature increases (T > 0K), the atoms start to vibrate around their equilibrium
positions. These vibrations lead to a reduction in the intensity of the Bragg peaks as
the scattering angle (θ) increases. This atomic vibration depends on the temperature
and the mass of the atom. In general, the higher the temperature, the greater the
vibration. The effect of the thermal motion is to spread an electron cloud over a
larger volume and thus cause the scattering factor to fall down more rapidly. Thus,
the real scattering factor is no longer the simple f0, but rather the given combined
expression:

f “ f0e
´Bpsin2 θq{λ2

(6.21)

where B-factor can be related to the mean displacement of a vibrating atom xuy

by the Debye-Waller equation:

B “ 8π2
xu2

y (6.22)

The correction of the thermal motion can be applied to the structure factor at
two different approximations. The simplest assumption is the isotropic vibration, in
which all the atoms vibrate in a spherical shape. The second assumption assumes
anisotropic movement in which the single atomic thermal parameter is replaced by
six atomic displacement parameters (ADPs) that describe the size and the orienta-
tion of the ellipsoid of vibration. They are represented by a 3 ˆ 3 matrix:
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U “

¨

˝

U11 U12 U13

U21 U22 U23

U31 U32 U33

˛

‚ (6.23)

In the context of ADPs, the "diagonal elements" (U11, U22, U33) represent the
mean square displacement of an atom along the corresponding crystallographic
principle axes. They characterize the atom’s thermal vibrations in specific direc-
tions. On the other hand, the "off-diagonal elements" of the matrix (U12, U13, U21,
U23, U31, U32) denote the correlation between the displacements along different
axes. For isotropic vibrations, the ellipsoids have zero off-diagonal terms and
identical diagonal terms, indicating that the thermal ellipsoids are spherical. It
is worth noting that ADP values corresponding to the diagonals can not be negative.

The process of structure solution relies on the determination of the structure
factor F from the observed experimental intensities (Equation 6.24).

?
I “ |F |epiϕhklq (6.24)

In order to determine the electron density, both the amplitudes and the phases
are needed. However, experimentally, it is only possible to measure the intensity of
the reflections (I), which provides information about the amplitude of the structure
factor, but not the phase. Therefore, it is required to recover the missing phases by
providing a close enough "starting structure". For this structure solution step, there
are several methods that can be used: Direct methods [303] e.g., with the program
SIR92 [304], SHELXT [305] or charge flipping methods [306, 307] e.g., Superflip
[308]. It is worth noting that the initial model for the crystal structure can be
obtained from the literature.

6.4.4 Structure refinement

The crystal structure corresponding to the lowest temperature of the single crystal,
which was collected at the SNBL beamline at ESRF, was solved via direct methods
using the SHELXT software [305]. Structure refinement was performed using
SHELXL [309]. Laboratory data were refined with the program JANA2006 [288].

As the structure solution sometimes does not find all the atoms in the model,
a difference Fourier synthesis is utilized to find the missing atoms which were not
found at the solution stage. A difference Fourier synthesis uses the difference between
the calculated structure factor Fcalc and the observed structure factor Fobs (|Fcalc| -
|Fobs|, as shown in Equation 6.25). The result is a residual electron density map that
highlights discrepancies between the model and the observed data, thereby helping
to identify missing or excess atoms within the crystal structure.

∆ρpx, y, zq “
1

V

ÿ

hkl

`

F calc
hkl ´ F obs

hkl

˘

e´2πiphx`ky`lzqei∆ϕhkl (6.25)

We used the difference Fourier synthesis to locate all atoms apart from hydrogen
atoms. Then the structural refinement was started with the atomic positions and
the isotropic as well as anisotropic ADPs were subsequently refined, starting with
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the heaviest atoms (Fe, S, N, and C).

Finally, all hydrogen atoms were placed in calculated positions using the riding
model1 with C-H bond distances set to 0.93Å. All non-hydrogen atoms were refined
anisotropically.

As the anisotropic displacement parameters of one of the phenyl groups in the
monoclinic polymorph were very large, this group was treated as disordered and
splitted over two positions. The disordered phenyl group was treated as a rigid
group with C-C and C-H bond distances set to 1.39Å and 0.93Å, respectively. The
sum of the occupancies for the disordered phenyl group was restricted to be 1.

The basic principle of refinement is the statistical adjustment of atomic param-
eters in the model to fit the intensities of the diffraction data as well as possible.
This is achieved by using least squares refinement [296] (see Appendix SectionC.1).
Various mathematical parameters are used to assess the quality of the structure
determination. The most important ones are the overall R-factor (Equation 6.26)
and the weighted R-factor (Equation 6.27). They are generally based on the dif-
ference between the observed and calculated structure factors (Fobs and Fcalc). The
GOF (Goodness Of Fit), depends on the number of observations and parameters (n
and p). The lower the value for these statistical measures, the better the fit of the
calculated model to the observed data.

R “
ÿ

i

|Fobs| ´ |Fcalc|

|Fobs|
(6.26)

Rw “

d

ř

i wip|Fobs| ´ |Fcalc|q
2

ř

i wi|Fobs|
(6.27)

GOF “

d

ř

wp|Fobs| ´ |Fcalc|q
2

pn ´ pq
(6.28)

where n is the number of independent reflections and p is the number of least-
square refined parameters [288]. It should be noted that the Goodness of Fit is
always based on refinements against F 2, in SHELX software [309].

GOFSHELX “

d

ř

wp|F 2
obs| ´ |F 2

calc|q
2

pn ´ pq
(6.29)

6.4.5 Sequential processing of multiple temperature single
crystal diffraction data set

Performing sequential data reduction for a large set of data points in CrysAlis
can be efficiently done by utilizing the batch processing capabilities of CrysAlis
software. The process is described in detail in Appendix Section C.2.1. When batch

1The riding model assumes that the hydrogen atom position is directly related to the position
of the heavy atom it is bonded to. Also, it considers that the thermal displacement of the hydrogen
atom as a fraction of thermal displacement of the heavy atom.
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processing is run, sequential data reduction begins, where the initial orientation
matrix of each dataset is the matrix from the prior one.

The sequential refinement of variable temperature diffraction data using
SHELXL [309] and the seq_Shell software involves several steps. Initially, the pro-
cess begins with refining the lowest temperature data set using SHELXL to obtain
an initial structural model. Subsequently, the seq_Shell software is employed to
perform batch refinement for each subsequent data set. This software copies the
refined structural model from the previous temperature step as the starting point,
executes SHELXL for refinement, and extracts relevant information. The entire pro-
cedure ensures a systematic and easy refinement process for temperature-dependent
structural analysis (see Appendix Section C.2.2 for more details).

6.5 High pressure single crystal X-ray diffraction

6.5.1 Pre-Processing: Conversion of XRD images with
CrysAlisPro software

The studies under high-pressure conditions were carried out at P24 beamline
at Petra III in Hamburg, Germany (see Section 5.4.4 for experimental details).
Therefore, the *.cbf had to be converted to the Esperanto format.

The detailed procedure for converting data into the CrysAlisPro format, ES-
PERANTO, is provided in Appendix Section C.3.1. A series of parameter settings
are outlined in Appendix Figure C.1.

6.5.2 Peak search

The first step in the data analysis is the peak search, which has been discussed
previously (in Section 6.4.2). Before starting the procedure, it was checked whether
the first and last frames of an experiment contain of diffraction rings from the
gasket, and if so, these frames were eliminated from peak hunting. A traditional
peak hunting1 with different thresholds and a 5 for 7 x 7 average was used to harvest
reflections from the raw frame data. It should be noted that in the initial peak search
process, some diamond peaks or reflections on powder rings (e.g., from the gasket)
may be selected.

6.5.3 Indexing

The Ewald Explorer tool was utilized to clearly distinguish between the diffraction
patterns originating from the diamond, the gasket, and those originating from the
sample itself (see Appendix Section C.3.2 for details). Diamond peaks exhibit the
highest intensities and the peaks on the powder rings occur manifest at specific

1CrysAlisPro employs two parameters to locate a peak for traditional peak hunting: threshold
value and 7ˆ7 average. First, only image pixels with an intensity greater than the selected threshold
are considered for peak localization. When such a pixel is identified, sequence of neighborhood
tests are conducted. Calculated are the average intensities of I3ˆ3, I5ˆ5, and I7ˆ7 pixel areas. If
I3ˆ3 ą I5ˆ5 ą I7ˆ7, then the pixel in the center is a peak.
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angles (corresponding to the same d-values). Based on these criteria, the peaks
were excluded before starting the indexation. The indexing process was carried out
by automatic indexing. In order to get an accurate orientation matrix, the lattice
parameters were refined. Additionally, the parameters describing goniometer offsets
were also refined. However, the sample to-detector distance d and the values of
x0 and y0 describing the position of the primary beam were restricted. For higher
pressure data points, the orientation matrix, which had been determined from the
previous pressure point, was imported. For the data at higher pressure points, the
refined instrument parameters obtained at lower pressure were kept fixed and used
for all other pressure points. This is important to ensure consistency of the unit cell
parameters at all pressures.

6.5.4 Intensity integration

Once the orientation matrix was refined, the data reduction for the two phi-runs
together was performed (see Section 6.4.2). During the integration, a proper
mask was applied to the beam stop, the detector stripes, and the regions of the
deteriorated pixels on the detector. Regions shadowed by the body of the DAC
were also excluded (Appendix Section C.3.3 for a detailed step-by-step manual).

The integrated data set may still contain outliers with falsified intensities, which
were detected by comparing the intensities of symmetry-equivalent reflections. For
the outlier rejection, the Laue symmetry mmm was chosen for the orthorhombic
polymorph and 2/m with a b-unique axis for the monoclinic polymorph.

In the final data reduction stage, the output intensities were corrected for the
Lorentz-polarization factor, and the absorption correction was applied empirically
by the Scale3 Abspack program implemented in CrysAlisPro [295]. To reduce noise
in the final dataset, we applied a resolution cutoff at the sin θ{λ values, where
13% of the reflections had an intensity > 3σ(I). Thus, only reflections which are
within the specified value in the "2 Theta max threshold" are considered in the
data reduction.

Reflections with falsified intensities (overlap with diamonds, in the shadowed
region, lay on powder rings), which were not rejected during the integration proce-
dure, were identified and removed at a later stage in the refinement process using the
manual culling options based on the intensities of symmetry equivalent reflections,
which is implemented in JANA2006 [310]. To confirm that the reflection was an
outlier, we cross-verified it against the original frame in CrysAlisPro.

6.5.5 Structure solution and refinement

In a high-pressure single-crystal X-ray diffraction experiment, the amount of
symmetry independent reflections is low due to the limited opening angle of the
DAC. As none of the samples investigated at high pressure had higher symmetry
than orthorhombic, structural solution and refinement were complicated due to the
low availability and completeness of the data.
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In general, the structures at ambient conditions were used as starting points for
the refinement of the high pressure data. The refined model from each pressure
point was used as a starting model for the subsequent pressure points.

Due to the limited amount of data, the displacement parameters were modeled
isotropically (Uiso) to improve the data-to-parameter ratio. For the monoclinic poly-
morph, restraints were applied to the atomic displacement parameters of the carbon
atoms in the same aromatic ring (pyridine or biphenyl rings) and sulfur atoms to
enforce identical values, again to improve the data-to-parameter ratio. Finally, all
hydrogen atoms were placed in calculated positions using the riding model with C-H
bond distances set to 0.93Å.
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Chapter 7

Results and Discussion

7.1 Magnetic properties: Effect of particle size and
scan rate

The magnetic property measurements for both polymorphs were performed on a
bunch of single crystals using a SQUID magnetometer. The cooling and heating
cycles were recorded with a scanning rate of 0.5K{min. The product of the molar
magnetic susceptibility with temperature, χMT , as a function of temperature, T
is shown in Figure 7.1 for both polymorphs. The diamagnetic and paramagnetic
corrections have been applied (see Section 6.1).

At room temperature, χMT is near 3.2 cm3 Kmol´1, corresponding to what is
expected for a triplet HS state (S=2) (Figure 7.1) [59]. Upon cooling, χMT decreases
sharply for the orthorhombic polymorphs, while for the monoclinic polymorph, the
magnetic signal decreases gradually. Below 120K, the magnetic responses of both
phases are almost zero, indicating the presence of a singlet LS state. In the heating
cycle, χMT of the monoclinic polymorph increases smoothly, showing a gradual
spin transition at T1{2= 207K, spanning a large transition region from 250K to
150K. In contrast, the orthorhombic polymorph exhibits an abrupt spin transition
with transition temperatures of T1{2Ò= 173K and T1{2Ó= 167K, resulting in a
thermal hysteresis width of 5K. These results are in a good agreement with the
magnetic properties recorded in the literature for these two polymorphs [33, 34, 206].

The measurements on polycrystalline samples of both polymorphs were con-
ducted under comparable conditions (Figure 7.1). The measurements show that
the polycrystalline sample of the monoclinic polymorph, exhibits a transition
curve similar to the one of single crystal, while the orthorhombic polymorph, a
two-step transition with an intermediate state is observed during the heating cycle
between 179K and 188K (Figure 7.1), which was not observed for the single crystal.

Further studies of the magnetic properties have been performed on a bunch of
single crystals and on polycrystalline material of both polymorphs at different scan
rates (0.2K{min, 0.5K{min, 1K{min, 2K{min, 5K{min, 8K{min, and 10K{min
(see Section 5.2)). For single crystalline samples of both polymorphs, the shape of
the transition is similar with different scan rates (Figure 7.2) and the thermal hys-
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teresis width shows negligible dependence on the scan rate (« 0.8K for monoclinic;
« 6.5K for orthorhombic, Figure 7.2(right)).

Figure 7.1: Product of magnetic molar susceptibility with temperature as a
function of temperature (χMT vs. T ) measured at a scan rate of 0.5K{min
with an applied field of µ0H = 2T. The measurements were performed on the
monoclinic (left) and the orthorhombic polymorph (right). The abbreviations
‘poly’ and ‘SC’ stand for polycrystalline and single crystals, respectively. The
solid blue and the dashed red lines correspond to the cooling and heating
cycles, respectively. Diamagnetic and paramagnetic corrections were applied
for the sample holder and the sample itself.

On the other hand, for the polycrystalline samples of both polymorphs, a
remarkable scan rate dependence is revealed, in which the width of the hysteresis
loop increases with increasing scan rate. For the monoclinic polymorph, the
hysteresis width undergoes a monotonic increase from 0.6K to 12.3K (∆T =
11.7K) (Figure 7.2 (right)), while for the orthorhombic polymorph, the hysteresis
width increases from 3.2K to 17.9K (∆T = 14.7K) (Figure 7.2).

The different scan rate dependencies of the thermal hysteresis width observed
between single crystals and polycrystalline material can be explained by considering
the kinetic properties of the surface-to-volume ratio [311]. This phenomenon
suggests a complex interplay between grain size and the kinetics of the material
(Appendix Section D.1).

It should be noted that for the orthorhombic polymorph, there is also a difference
in transition temperatures between measurements conducted on powder and those
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on single crystals at the slowest scan rate. However, the hysteresis width is almost
the same at the slowest scan rate (Figure 7.2).

Figure 7.2: (Left) χMT as a function of temperature measured at two differ-
ent scan rates at 0.5K{min (blue) and 5K{min (red) for both polymorphs.
(Right) The observed T1{2, while cooling (blue) and heating (red), as a func-
tion of the scan rate for both polymorphs. The abbreviations ‘poly’ and ‘SC’
stand for polycrystalline and single crystals, respectively. The solid and the
dashed lines correspond to the cooling and cooling cycles, respectively.

The two-step transition which is observed on the polycrystalline sample of the
orthorhombic polymorph corresponds to an intermediate state between the high
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and low spin states. It is exclusively observed during heating cycles (Figure 7.2
(bottom left)). The slower scan rates make the two-step nature of the transition
more apparent and pronounced (Figure 7.3). Earlier investigations on the magnetic
characteristics of the orthorhombic polymorph, which were conducted at faster scan
rates, did not report this two-step behavior [33, 59, 60, 203]. However, interestingly,
a similar two-step behavior has been reported in diffuse reflectivity measurements
at high hydrostatic pressures, by Rotaru et al., [210] and was attributed to the
existence of a new phase which was denoted as polymorph (III).

This intermediate state may arise due to the presence of energy barriers that need
to be overcome for the complete transition between spin states. These barriers prob-
ably results from the existence of two crystallographically independent SCO Fe(II)
sites with slightly different coordination environments, leading to dissimilar transi-
tion temperatures delimiting a plateau (or shoulder) [109]. When the orthorhombic
polymorph is subjected to a faster scan rate, the transition process within each
domain maintains its synchronization. As a result, the material tends to exhibit
a direct transition from the LS-to-HS transition, leading to the disappearance of
the intermediate state. Conversely, a slower scan rate results in effectively passing
through the intermediate state with the existence of distinct domains. It is worth
noting that it has been reported in the literature that the two-step spin transition
was connected to a dramatic change in the hydrogen-bonding system [312].

Figure 7.3: (Left) The magnetic susceptibility measurement on a polycrys-
talline sample of the orthorhombic polymorph at different scan rates ranging
from 0.2K{min to 10K{min. (Right) Zoom into the stability region of the in-
termediate state which is observed only on heating, illustrating its evolution
with different scan rates. The dashed and solid lines correspond to heating
and cooling cycles, respectively.

To draw further conclusions on the nature of the intermediate phase, and in
order to completely comprehend the relevance and consequence of this two-step
behavior and its connection to a slow scan rate and pressure-induced phase
transitions in the orthorhombic polymorph, it is essential to carry out additional
single crystal diffraction investigations to elucidate the crystal structure. However,
these studies are out of the scope of this thesis.
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The stability and reproducibility of the magnetic behavior of both polymorphs
were demonstrated by carrying out many heating cycles at the same scan rate (Ap-
pendix Figure E.1). Furthermore, additional measurements on both samples in
different fields reveal no significant field effects, apart from small shifts in T1{2 (<
1KT´1, Appendix Section E.2, Figures E.2 and E.3).

7.2 Differential scanning calorimetry

Differential scanning calorimetry (DSC) has been used to examine the thermal char-
acteristics of the spin transition of the monoclinic polymorph of Fe(PM-Bia)2(NCS)2
over the temperature range of 140K- 310K, in both warming and cooling modes,
with a temperature scan rate of 10K{min at ambient pressure. Figure 7.4 (left)
shows the heat flow as a function of the temperature. The two broad peaks shown
in the graph correspond to a gradual crossover transition. The peak observed during
heating is an endothermic peak, representing the LS to HS transition (Table 7.1).
The peak observed on cooling is an exothermic peak that corresponds to the HS to
LS transitions. The two peaks are separated by a thermal hysteresis of 3.1p40qK, as
detected by magnetization measurement at fast scan rate measurements (see Sec-
tion 7.1). The spin transition is associated with a change of enthalpy ∆H. The
change in entropy ∆S is calculated using the relation ∆S =∆H

T1{2
(see Section 4.4.1 for

more details). Considering the fact that the electronic contribution is equal to R ln5
=13.4 Jmol´1 K´1 (for SHS=2, SLS=0) for iron(II) SCO compounds, the vibrational
contribution to the entropy variation is calculated (Table 7.1).

Figure 7.4: DSC curves of the monoclinic (left) and the orthorhombic (right)
polymorph of Fe(PM-Bia)2(NCS)2 recorded at 10K{min upon heating and
cooling.

The DSC study for the orthorhombic polymorph has been performed in the
temperature range 120K - 310K, with a temperature scan rate of 10K{min in
both heating and cooling modes. The heat capacity as a function of temperature
(Figure 7.4 (right)) shows sharp peaks, which are characteristics of a first-order
phase transition as is the apparent hysteresis. The endothermic and exothermic
peaks are observed on heating and cooling; the corresponding changes in enthalpy
and entropy, are shown in Table 7.1.
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The orthorhombic polymorph shows higher changes in enthalpy and entropy
values than the monoclinic polymorph (Table 7.1), and a slightly larger value than
the one reported in the literature (∆ S = 59 Jmol´1 K´1 [33]). Nevertheless, the
obtained values of the change in enthalpy and entropy are in the same range as
those reported in the literature for compounds of the same family or, more generally,
compounds containing thiocyanate or selenocyanate groups (Table 3.2 in Section 3).

Table 7.1: Thermodynamic parameters obtained from differential scanning
calorimetry measurements of both polymorphs of Fe(PM-Bia)2(NCS)2. En-
thalpy (∆H) is expressed k Jmol´1, the transition temperature T1{2 is given
in K, and entropy (∆S) is in Jmol´1 K´1. M represents the monoclinic
polymorph and O represents the orthorhombic polymorph. Symbols Ó and
Ò indicate cooling and heating cycles, respectively.

∆H T1{2 ∆S ∆Svib

Ó Ò Ó Ò Ó Ò Ó Ò

M 9.7(6) 10.0(9) 205.6(4) 208.7(3) 47.1(3) 48.0(4) 34.6(3) 35.6(4)
O 10.7(3) 11.5(2) 174.8(2) 180.3(2) 61.3(6) 63.7(7) 34.6(6) 35.6(7)

7.2.1 Effect of thermal history

To investigate the thermal behavior of both polymorphs and to explore their
response to higher temperatures, DSC experiments were carried out by gradually
increasing the final temperature from 300K to 310K, 320K, 330K, 340K, 345K,
and up to 350K (temperature scan rate of 10K{min).

The results of the DSC experiments are presented in Figure 7.5, as a function
of temperature for the monoclinic (left) and the orthorhombic (right) polymorphs.
The measurements confirm that the spin transition occurs almost at the same
temperature value regardless of the thermal history (Figure 7.5). Also, the enthalpy
and the entropy changes are hardly influenced by the cooling and heating cycles
with different maximum temperatures (Appendix Figure E.4).

Up to six successive thermal cycles, with a maximum temperature of 350K, were
performed on the monoclinic polymorph (scanning rate of 10K{min) (Figure 7.6).
They confirm that the thermal properties of this polymorph are hardly changed
by cycling (Appendix Figure E.4). Also, the transition temperatures, entropy, and
enthalpy changes mainly remained unchanged.
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Figure 7.5: Change in the heat flow as a function of temperature with differ-
ent maximum temperatures upon heating and cooling at a rate of 10K{min
for the monoclinic (left) and the orthorhombic (right) polymorph. Temper-
ature profiles are shown on top.
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Figure 7.6: (Left) DSC measurement at a rate of 10K{min illustrating the
temperature change as a function of time during DSC experiments (top).
(Bottom) shows the change in heat flow as a function of temperature upon
several thermal cycles on cooling and heating for the monoclinic polymorphs.
(Right) Enthalpy changes (a), transition temperature (b), and entropy
changes (c) obtained upon six thermal cycles during cooling and heating.
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7.2.2 Effect of scan rate

To map and obtain detailed information on the intermediate step observed in the
magnetization data (see Section 7.1) of the orthorhombic polymorph, a DSC mea-
surement has been carried out by following the protocol shown in Figure 7.7 (see also
Section 5.3). Although different temperature endpoints were reached while cooling
and subsequent heating of the sample at a rate of 0.2K{min (without any measure-
ment),1 no significant effect on the enthalpy or transition temperature was observed
during the heating process at a rate of 10K{min.

Figure 7.7: (a) Illustrates the protocol followed for the measurement of the
orthorhombic polymorph. For a better comparison, the right figure mirrors
Appendix Figure E.4 for the orthorhombic polymorph, with additional points
highlighted in yellow circles (175K, 176K, and 177K). Enthalpy changes
(b), transition temperature (c), and entropy changes (d) values are indicated
in yellow circles, were obtained with different temperature endpoints while
cooling and heating the sample slowly.

Cooling the orthorhombic polymorph with varying scan rates and subsequently
heating it up with the same scan rate of 10K{min (for detailed measurement pro-
tocol, see Section 5.3) shows that the enthalpy and transition temperature observed

1The sample was cooled down and subsequently heated up with a rate of 0.2K{min without any
measurement during this heating phase. The measurement then started at different temperature
points, as highlighted in yellow in Figure 7.7, and the heating rate was 10K{min (see Section 5.3
for experimental details).
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during the heating process remained unaffected by the different scan rates employed
during cooling (Appendix Figure E.5).

7.3 Temperature-dependent powder X-ray diffrac-
tion

The evolution of the powder X-ray diffraction pattern with temperature for the
orthorhombic and monoclinic polymorphs, respectively, in the temperature range
from 250K to 150K are shown in Figures 7.8 and 7.9, respectively.

For the orthorhombic polymorph, the appearance of new diffraction peaks on
cooling is evidence for the HS Ñ LS phase transition between 170K and 165K.1
These new peaks appear in low-temperature regions corresponding to the low spin
state. This observation is in good agreement with the magnetic data, which show
a transition from the high to the low spin state at T1{2Ó = 167K. It is worth
noting that the positions of the characteristic peaks show minimal variation with
temperature within the same spin state.

For the monoclinic polymorph, the evolution of the diffraction patterns shows
a gradual shifting of the peak positions as a function of temperature (Figure 7.9).
This behavior is consistent with the gradual nature of the spin transition of this
polymorph.

Figure 7.8: Thermal evolution of the XRD patterns of the orthorhombic poly-
morph as a function of the temperature. The asterisk (*) shows the positions
of new peaks formed, which correspond to the LS state (the measurement
has been performed while cooling at a rate of 6K{min at the BM01 beamline
at the ESRF synchrotron). Only selected temperatures are shown for clarity.

1While the characteristic HS phase peak, i.e., (110) and (002), starts to vanish at low temper-
atures, characteristic peaks corresponding to the LS state starts to appear.
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Figure 7.9: Thermal evolution of the XRD patterns of the monoclinic poly-
morph as a function of the temperature (the measurement has been per-
formed during cooling at a rate of 6K{min at PSI synchrotron). Only selected
temperatures have been shown for clarity. The inset shows an enlargement
for the yellow shaded peaks around 4.15˝, for a better view of the shift of the
peak positions.

7.4 Temperature-dependent single crystal X-ray
diffraction

Obtaining high-quality crystal structures allows us to characterize the two spin
states from three different aspects: the coordination sphere, the molecular arrange-
ment, and finally, the crystal packing. Understanding how these crystal structures
change with temperature sheds light on the behavior and mechanism of the spin
crossover.

Experimental parameters for the structural refinement, as well as information
about the crystal lattice, are summarized in Table 7.2 (for more details on the
refinement process, see Section 6.4.4). Assuming the same sinθ/λ limits, the overall
agreement refinement factors are significantly better than those published in the
literature [33, 37].

The SCO occurs in both polymorphs without a change in the space group sym-
metry. Figures 7.10 and 7.11 show the HS and the LS structures, respectively, for
the monoclinic and orthorhombic polymorphs. These structures are made up of
layers of molecular units arranged differently in each polymorph. In the case of
the monoclinic polymorph, the molecular layers are arranged in the b, c plane, and
stacked along the a-axis; neighboring layers, which are shifted by 1

2
b⃗, form the crys-

tal stacking. For the orthorhombic polymorph, the molecular layers are arranged in
the a, c plane, and stacked along the b axis; neighboring layers are shifted by 1

2
a⃗.
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Table 7.2: Experimental Crystal Data for both polymorphs of Fe(PM-
Bia)2(NCS)2 in the HS and LS states at selected temperatures.

Monoclinic Orthorhombic
Chemical Formula FeN6S2C38H28

Temperature (K) 270 93 350 85
a (Å) 17.3421(2) 17.1496(2) 12.9662(8) 12.3332(2)
b (Å) 12.4836(10) 12.2625(10) 15.3404(8) 14.6757(2)
c (Å) 17.2399(2) 16.9243(2) 17.5869(8) 18.2772(2)
V (Å3) 3361.96(7) 3202.98(7) 3498.2(3) 3308.14(8)

Density (g cm´1) 1.3606 1.428 1.308 1.383
µ (mm´1) 0.456 0.4695 0.439 0.454

Radiation type Synchrotron
λ ( Å) 0.630(5) 0.630(5) 0.650(5) 0.650(5)

Diffractometer Multipurpose PILATUS@SNBL diffractometer

No. of measured 25238 23716 36859 34317
symmetry independent 7835 7435 6983 6472

observed [I>2σ(I)] reflections 6678 6986 2327 4872
Redundancy 3.79 3.39 15.8 7.5

Rint 0.0313 0.0351 0.1024 0.0703
(sinθ/λ)( Å´1) 0.67 0.67 0.84 0.83

No. of parameters 457 457 213 213
R[F2>2σ(F2)] 0.0393 0.0334 0.1137 0.0643

wR(F2) 0.1137 0.0937 0.1938 0.118
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Chapter 7: Results and Discussion

Figure 7.11: Individual molecules of the monoclinic (top) and orthorhombic
(bottom) polymorphs, in high spin (right) and low spin (left). For clarity,
hydrogen atoms are omitted. The dotted red circles highlight the changes in
the NCS´ branches.

A striking difference is the disorder present in one of the external phenyl rings,
which is exclusively observed in the monoclinic polymorph and not present in the
orthorhombic one (Figure 7.11). This disorder persists over the whole temperature
range. The occupation probabilities of the two positions of the disordered phenyl
ring also show a remarkable trend: while in the HS state the two positions have
within error constant occupation probabilities, in the LS state, one of the two
positions becomes dominant (Figure 7.12).

According to [313], the corresponding configurational entropy for a two-
configurational structural model (config. A and config. B) with respective pop-
ulations ρconfig.A and ρconfig.B can be calculated as S “ ´kBΣρj ln pρjq, taking into
account the various thermally accessible configuration states. This implies that the
entropy changes obtained during the spin transition may be partially attributed to
configurational disorder (Appendix Figure E.6). However, the contribution is less
than 1.2% of the total entropy change.
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7.4: Temperature-dependent single crystal X-ray diffraction

Figure 7.12: (Left) Temperature evolution of the occupation probability of
the two disordered sites of the phenyl group in the monoclinic polymorph.
(Right) A structural diagram of the monoclinic polymorph illustrating the
disorder exhibited over two distinct sites, denoted as A and B.

7.4.1 Unit cell volume and lattice parameters

By tracking how the lattice parameters change with temperature, one gets an
overview of the different behavior of both polymorphs during the spin crossover
transition. For both polymorphs, the evolution of the normalized lattice parameters
and the unit cell volume is monitored over the entire temperature range from 93K
to 270K and 85K to 350K for the monoclinic and the orthorhombic polymorph,
respectively. The normalized lattice parameters exhibit distinct behavior for each
polymorph and show excellent agreement with literature data (Figure 7.13) and
with the temperature-dependent PXRD results (Appendix Figure E.7).

The lattice parameters of the orthorhombic phase undergo sudden changes within
a very small temperature range, reflecting the abrupt behavior of the transition. The
discontinuous change in the lattice parameter is an indication of a first-order phase
transition. In contrast, the monoclinic polymorph exhibits smoother variations
in lattice parameters over a wider temperature range, indicating a gradual crossover.

During the spin transition, the unit cell volume of both polymorphs decreasess.
However, the decrease is significantly larger for the monoclinic polymorph, with
-4.92% (-4.65%) of single crystalline (polycrystalline) material, compared to the
orthorhombic polymorph, with a decrease of -3.97% (-3.26%).

A highly anisotropic behavior of the lattice parameters, in particular around
the phase transition temperature, is observed (Table 7.3).1 The lattice param-

1The difference in percentage values for the single crystal and powder samples, despite exhibit-
ing the same trend of increasing or decreasing, may be attributed partially to differences in the na-
ture of these two samples (single crystal and polycrystalline). In addition, it should be noted that
the measurements were carried out using different synchrotron facilities and even different rates of
temperature change.
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eter aligned with the stacking direction of the sheets (a in monoclinic and b
in orthorhombic) shows different behavior. Notably, the a lattice parameter in
the monoclinic polymorph shows an anomaly around the transition temperature
(Figure 7.13), and the a-axis increases by +0.97% (+0.31%) for single crystal
(powder) material. Conversely, the b-axis in the orthorhombic polymorph decreases
by -0.6% (-1.26%), during the HS-LS transition.

Figure 7.13: The normalized unit cell parameters and unit cell volume (nor-
malized to the values at 300K) as a function of temperature for both poly-
morphs; monoclinic (left) and orthorhombic (right) polymorphs. Filled sym-
bols in black, red, and blue, represent data from the current study. Open
stars are from references [37, 314].

Table 7.3: Changes of the lattice parameter for both polymorphs in percent
around their corresponding transition temperatures. The calculated values
correspond to the range from 220K to 180K for the monoclinic polymorph
and from 180K to 170K for the orthorhombic polymorph.

Single crystal Polycrystalline
a b c a b c

Monoclinic +0.97% -1.53% -1.53% +0.31% -1.11% -1.1%
Orthorhombic -4.1% -0.6% +3.2% -4.6% -1.26% +4.3%

Within the molecular plane of both polymorphs, the c lattice parameter in the
monoclinic polymorph is reduced by -1.53% (-1.1%), while in the orthorhombic
polymorph around the transition, it sharply increases by +3.2% (+4.3%). The third
direction (b in monoclinic and a in orthorhombic) decreases in both polymorphs,
but with different magnitudes. The monoclinic polymorph shows a decrease of
-1.53% (-1.1%). On the other hand, the orthorhombic polymorph exhibits a
significant decrease of -4.1% (-4.6%).

From the evolution of the lattice parameters, the thermal expansion tensors can
be calculated for both spin states, HS and LS (Table 7.4). These calculations were
carried out with the PASCal program (Principal Axis Strain Calculator) [315] in
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the temperature ranges far from the transition. For the HS state, the calculations
spanned from 185K to 350K and from 250K to 270K for the orthorhombic and
monoclinic polymorphs, respectively. In the LS state, the temperature ranges were
85K to 170K and 93K to 150K for the orthorhombic and monoclinic polymorphs,
respectively. The expansion axes X1, X2, and X3 correspond to the three crystal-
lographic axes [315]. Positive values indicate that the crystal lattice is expanding
along the corresponding direction, while negative values correspond to contraction
as the temperature increases.

Table 7.4: Principal axes and coefficients of thermal expansion with their
components along the three crystallographic axes and the coefficient of vol-
ume thermal expansion. The correspondence HS state values are calcu-
lated from the lattice parameters of the orthorhombic polymorph (185K
and 350K) and the monoclinic polymorph (250K and 270K). The corre-
spondence LS state values are calculated from the lattice parameters of the
orthorhombic polymorph (85K and 170K) and monoclinic polymorph (93K
and 150K). Note the re-definition of the principle axis for the monoclinic
phase in the HS and LS states.

Orthorhombic
HS LS

Axes α (MK´1) Axes α (MK´1)
X1 = c⃗ -11.4(7) X1 = c⃗ -38.0(7)
X2 = a⃗ 24.1(10) X2 = a⃗ 35.4(9)
X3 = b⃗ 163.6(23) X3 = b⃗ 120(2)

V 177.0(26) V 118(2)
Monoclinic

HS LS
Axes α (MK´1) Axes α (MK´1)

X1 = -0.1258 a⃗ - 0.9921 c⃗ 8.7(1.7) X1 = 0.2499a⃗ + 9683 c⃗ -31(2)
X2 = b⃗ 46.0(3) X2 = b⃗ -20(3)

X3 = -0.9506 a⃗ - 0.3105 c⃗ 157(7) X3 = -0.9808 a⃗ - 0.1953 c⃗ 213(4)
V 212(5) V 167(10)

In the high-spin phase of both polymorphs, the direction with the highest
thermal expansion is the direction of molecular stacking, the b- and the a- direction
for orthorhombic and monoclinic polymorph, respectively. On the other hand, the
c-direction within the molecular plane, exhibits similar behavior of negative thermal
expansion for both polymorphs (Table 7.4). The other directions within the molecu-
lar plane (a- and b- directions for orthorhombic and monoclinic polymorph) exhibit
similar thermal expansion; however, the b direction for monoclinic has a higher value.

In the low-spin state for the orthorhombic polymorph, the c-axis still shows
negative expansion, while the a-axis has larger thermal expansion compared to the
HS state, and the b-axis exhibits less thermal expansion than in the HS state (Ta-
ble 7.4). In the low-spin state for the monoclinic polymorph, both the c and b-axes
exhibit negative expansion, and the a-axis continues to show the highest thermal
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expansion. It is worth noting that the volume expansion coefficient for the mon-
oclinic polymorph has a lower thermal expansion coefficient in the LS state when
compared to the HS state. For the orthorhombic polymorph, the volume thermal
expansion remains nearly constant in the HS and LS states. Thus, the direction of
the molecular stacking and the orientation of the thiocyanate group plays a crucial
role in influencing the thermal expansion characteristics of both polymorphs in the
HS state.

7.4.2 Intramolecular geometry

The FeN6 octahedron undergoes the most substantial structural changes during the
spin transition. Three pairs of nitrogen atoms from three distinct ligands surround
the Fe2` ion (the inset in Figure 7.14); the pyridylmethylene ligand (NPM), the
aminobiphenyl ligand (NBia), and the thiocyanate ligand (NCS). As mentioned in
Section 4.1, the Fe ´ N distances in the HS state are longer than those in the LS
state. During the high-spin to low-spin (HS-LS) transition, the Fe´N distances in
both compounds are shortened by approximately 0.2Å (Figure 7.14). These Fe´N
distances are consistent with the limited data available in the literature [33, 37, 38].

Figure 7.14: Fe ´ N bond length evolution as a function of temperature
for monoclinic (left) and orthorhombic polymorph (right). The squares
and the filled circles (green, red, and blue) represent data from our study.
Stars, diamonds, and open circles correspond to two data points from ref-
erences [33, 37, 38]. The inset shows the schematic diagram of the Fe(PM-
Bia)2(NCS)2 and the temperature-dependence of the Fe ´ N bond length
of the orthorhombic polymorph at the spin transition (between 169K and
190K, with 1K temperature step). Lines are guides for the eyes. Error bars
are the same size or smaller than the symbols.

The fine temperature steps that have been chosen in our X-ray diffraction
(XRD) measurements enables us to monitor the temperature evolution of the
transition and clearly demonstrates the differences between the two polymorphs in
their transition nature.

In the orthorhombic polymorph, a sharp change in the Fe ´ N distances occurs
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within a very narrow temperature range of about 1K difference, between 177K and
178K (see inset in Figure 7.14). In contrast, the changes in Fe´N bond lengths in
the monoclinic polymorph are more gradual, spanning a broad temperature range
from 250K to 150K.

The spin transition also induces changes in the N ´Fe´N angles. In particular,
the NPM ´Fe´NPM and NBia ´Fe´NCS angles (Figure 7.15(top)), show striking
structural changes in both polymorphs during the spin transition. The NPM ´Fe´

NPM and NBia ´ Fe ´ NCS angles display an increased linearity in the low spin
state, indicating more symmetric configuration of the coordination sphere around
the central metal ion.

Figure 7.15: Temperature dependence of angles; (Top) NPm ´ Fe ´ NPm

(left) and NBia ´ Fe ´ NNCS (right), (middle) NBia ´ Fe ´ NBia (left) and
NBia ´Fe´NNCS (right), and (bottom) NPm ´Fe´NCS. Results from this
study are shown in full red circles (orthorhombic) and black and gray squares
(monoclinic). Open black and gray stars are from reference [37]. Lines are
guides to the eyes. Error bars are the same size or smaller than the symbols.

Furthermore, in the low spin state, the NBia ´ Fe ´ NBia and NBia ´ Fe ´ NCS

angles tend to approach the ideal value of 90˝ (Figure 7.15(middle)). The
NPM ´ Fe ´ NCS branches related to the disordered phenyl rings in the mono-
clinic polymorph exhibit significant anomalies around the transition temperature
(Figure 7.15(bottom)).
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To quantify the degree of distortion in the octahedral coordination, several key
parameters have been proposed, such as ζ (bond length distortion) [103], Σ (angu-
lar distortion) [37], and Θ (the deviation from a perfectly octahedral geometry, Oh,
towards a trigonal prismatic structure) (see Section 2.3.2 for more details) [37, 316].
Our calculations reveal a higher distortion of the orthorhombic polymorph as com-
pared to the monoclinic polymorph in the high spin state (see Figure 7.16), with the
difference being maximum for the parameter Θ. The values of parameters Σ, ζ, and
Θ are consistent with those reported in the literature for the same family of com-
pounds [316, 317]. During the spin state transition for both polymorphs, the maxi-
mum relative change is observed in ∆ζHL

1 ( 84%). For the monoclinic polymorph,
∆ΣHL exhibits a higher value than ∆ΘHL. However, due to the higher distortion of
the orthorhombic polymorph, the relationship between ∆ΣHL and ∆ΘHL changes.
In the orthorhombic case, ∆ΘHL exhibits a higher value than ∆ΣHL, reversing the
relationship between these two parameters compared to the monoclinic polymorph.
In the low spin state, the values of all the distortion parameters converge towards
the ideal values of an octahedron, creating a more symmetrical surrounding of Fe.

Figure 7.16: (a) Angular distortion parameter (Σ) representing the devia-
tions of the 12 N -Fe-N bond angles from 90˝. (b) Bond length distortion
parameter (ζ) indicating deviation in bond lengths from the average value.
(c) Deviation parameter (Θ) illustrating the deviation from ideal octahedral
to trigonal prismatic coordination. Data from this study are represented by
the black and red circles (monoclinic and orthorhombic, respectively). Open
red and black stars are from reference [103]. Open red circles and open black
squares are from reference [37]; open red and black diamonds are from refer-
ence [316]. Lines are provided as guides to the eyes. Error bars are the same
size or smaller than the symbols.

The NCS ´Fe´NCS angles of the two thiocyanates (Figure 7.11) are decreased
at the HSÝÑLS transition, particularly in the orthorhombic polymorph, forming a
scissor-like closing effect in the molecule (Figure 7.17). As a consequence of this
scissor-like mechanism, the material shows a negative thermal expansion, and the
orthorhombic polymorph expands with decreasing temperature along the c-axis
(see Section 7.4.1).

During the HSÝÑLS transition, the N ” C ´ S triple bonds undergo noticeable
increases with decreasing temperature (Figure 7.11). Figure 7.18 (left) demonstrates

1∆ζHL, ∆ΣHL, and ∆ΘHL, denote transitions from the high-spin (HS) states (ζHS , ΣHS ,
ΘHS) to low-spin (LS) states (ζLS , ΣLS , ΘLS).
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that one of the NCS´ branches in the monoclinic phase undergoes an unusually
abrupt and pronounced change during the transition. Also, the C ´S bond lengths
of the thiocyanate ligands get longer at the HSÝÑLS transition in both polymorphs,
but the changes are much more pronounced in the orthorhombic polymorph (Fig-
ure 7.18 (right)). In fact, the increased back bonding within the LS state is respon-
sible for the lengthening of the N ” C bond length during the HSÝÑLS transition.
The back bonding is explained by the fact that the metal ion donates electrons to
the ligand, and as a consequence, the bonds in its vicinity are weakened [126].

Figure 7.17: (a) View in the bc plane of the orthorhombic polymorph at
room temperature indicating the angle presented in (c). (b) Illustration of
the “scissor-like” geometric mechanism in the HS to LS transition. Closing is
observed upon decreasing temperature; opening is associated with LS to HS
transition. (c) The NCS-Fe-NCS angle as a function of temperature. The
red circles correspond to the orthorhombic polymorph and the black squares
correspond to the monoclinic polymorph. Filled symbols are obtained from
the current study. Open star symbols are obtained from reference [37]. Lines
are guides to the eyes. Error bars are the same size or smaller than the
symbols.

In both polymorphs, the Fe ´ N ” CpSq angles show a deviation from linearity
(Figure 7.19 (left)). This deviation from linearity is less pronounced in the low-spin
state than in the high-spin state. In the case of the orthorhombic polymorph, the
degree of linearity in the thiocyanate group (NCS´) is only slightly decreased at
the HS to LS transition. However, in the monoclinic polymorph, more significant
changes in the Fe ´ N ” CpSq angles are observed during the HS to LS transition,
as one of the branches of the thiocyanate group becomes significantly less linear in
the LS state (Figure 7.19 (right)). Consequently, this alteration brings the sulfur
atom in this branch more closer to the carbon atoms in the phenyl rings associated
in the nearest neighboring molecular unit.1 On the other hand, the second branch
exhibits an anomalous change around the transition region (Figure 7.19 (right)).

1This lead to the formation of H-bonds (discussed later in Section 7.4.3).
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Figure 7.18: Temperature dependence of the N ” CpSq bond length (left)
and C ´ S bond length (right) for both polymorphs. Filled blue and open
dark blue squares (monoclinic), and red circles (orthorhombic), are from this
study. The two colors are utilized to distinguish the two (NCS´) branches.
Open blue and dark blue stars are from reference [37]. Open red stars are
from reference [33]. The shaded area indicates the standard deviations.

Figure 7.19: Temperature dependence of the Fe ´ N ” CpSq angle (left),
N ” C ´ S angle (right) for both polymorphs. Filled blue and open dark
blue squares (monoclinic), and the red circles (orthorhombic), are from this
study. The two colors are utilized to distinguish the two (NCS´) branches.
Open blue and dark blue stars are from reference [37]. Open red stars are
from reference [33]. The standard deviations are indicated by the shaded
area. Lines are guides to the eyes.

The spin transition has almost no effect on the intramolecular distances
in the pyridine and phenylene rings, which tend to stay mainly constant (Ap-
pendix Figure E.9) or only slightly increase as the temperature decreases (see
Appendix Figure E.10). However, a notable exception is observed in the monoclinic
polymorph, where the C ´ C bond lengths in one of the pyridine ring (linked to
the disordered phenylene ring) show significant anomalies around the transition
temperature (Appendix Figure E.10).

A noticeable difference between the two polymorphs is observed for the in-
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tramolecular torsion angle of the biphenyl rings (as defined in Figure 7.20), which
exhibits distinct behaviors during the spin transition in each polymorph. In the
orthorhombic polymorph, the intramolecular torsion angle of the biphenyl rings ex-
periences a strong and abrupt decrease upon the HS to LS transition, following a
pattern similar to the abrupt changes observed in the Fe´N distances (Figure 7.14).
However, the monoclinic polymorph behaves differently: the intramolecular torsion
angle of both biphenyl ligands gradually increases (Figure 7.20) at the HS to LS
transition. Moreover, within the monoclinic polymorph, the torsion angle of the
disordered biphenyl ring that is influenced by the disorder is found to be larger
than the angle for the ordered biphenyl ligand. This difference in the torsion an-
gles contributes to the asymmetry between the two branches of the molecule in the
monoclinic polymorph.

Figure 7.20: The torsion angles of the monoclinic (a) and the orthorhombic
(b) polymorph. (c) Torsion angles of the two biphenyl rings for the two
polymorphs as a function of temperature (black symbols: monoclinic; red
symbols: orthorhombic). The lines are guides to the eyes. Error bars are the
same size or smaller than the symbols.

7.4.3 Intermolecular contacts

Earlier studies on spin-crossover compounds have indicated that the strength of
cooperativity is directly related to several factors, amongst which the strength of
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π-π interactions [95, 205], the van der Waals forces [93, 103, 318], and the H-bonding
within the system [96, 97] are the most relevant (see Section 1.5 for more details).

7.4.3.1 π - π interactions

On the basis of our data, we investigated the strength of intermolecular interactions
in these two polymorphs with the Mercury program [319].1 The contrasting behavior
of π- π interactions between the two polymorphs sheds light on their distinct roles in
the spin-crossover behavior. In the case of the orthorhombic polymorph, no strong
π- π interactions between the phenyl rings were observed in either spin state (HS or
LS). On the other hand, for the monoclinic polymorph, the investigation revealed
the presence of several strong π- π interactions between two phenyl rings, and these
interactions exhibit a similar strength in both the LS and HS states, indicating
that π- π interactions persist across the spin-crossover transition in the monoclinic
polymorph (Figure 7.21). It is worth noting that in the transition region around
225K, some of the moderate π- π interactions in the monoclinic polymorph become
stronger, however; in the low spin state, these π- π interactions return to their
moderate strength (Table 7.5).

Figure 7.21: Illustration of the 3D packing of the monoclinic polymorph
showing the shortest contacts between phenyl rings. The strength of the
π ´ π interactions depends on the distance between the two centroids and
the angle between the normal vectors of the two centroids (see Section 1.5.3
for more details). The interaction between the inner phenyl rings (centroid 1
and centroid 5) is strong at all temperature points; however, centroid 7 and
centroid 1, and centroid 3 and centroid 5, have moderate strengths in the HS
state. At 225K, π ´ π interactions become strong and in the LS state, they
restore their moderate strength.

1Mercury software utilizes the ‘UNI Intermolecular Potentials’ [320, 321] for force-field inter-
molecular energy calculations [319].
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Chapter 7: Results and Discussion

7.4.3.2 Van der Waals interactions

Intermolecular interactions in the studied polymorphs can be classified into two
main categories: intrasheet contacts, occurring within the molecular plane, and
intersheet contacts, involving molecular units from different sheets (Figure 7.10).
Both polymorphs, exhibit van der Waals interactions with C ¨ ¨ ¨ ¨C contacts with
distances less than 3.4Å, smaller than the sum of van der Waals radii [322]. The
changes in various intra- and intersheet contacts during the transition to LS state,
show different trends, with some contacts decreasing through the HS-LS transition
while others increase (Figure 7.22).

The monoclinic polymorph in the HS state displays the shortest C ¨¨¨¨C contacts,
with a distance of 3.326p11q Å, which persists even in the LS state (Figure 7.22,
Appendix Figure E.11). It should be noted that the C2A ¨ ¨ ¨ ¨C14 shortest contact
in the intrasheet layers shows a similar change in its trend similar to the anomaly
observed in the a lattice parameter (as shown in Figure 7.13). In contrast, the
orthorhombic polymorph exhibits fewer C ¨ ¨ ¨ ¨C contacts and these interactions are
weaker in the HS state compared to those observed in the monoclinic polymorph,
with a distance of 3.429p9q Å (Figure 7.22, Appendix Figure E.12). Part of these
C ¨ ¨ ¨ ¨C contacts (e.g., C14 ¨ ¨ ¨ ¨C14), exhibits a significant decrease (becomes stronger)
during the transition to the LS state (Figure 7.22, Appendix Figure E.12). However,
one of these contacts (C11 ¨ ¨ ¨ ¨C1) in the orthorhombic polymorph exhibits a sharp
increase around the transition to the LS state which is similar to the abrupt increase
observed in the c lattice parameter during the transition to LS state (Figure 7.13).1

Figure 7.22: (a) The shortest C ¨ ¨ ¨ ¨C intermolecular distances as a function
of temperature in the monoclinic polymorph (see Appendix Figure E.11).
C2A ¨ ¨ ¨ ¨C30 shortest contact in the intrasheet layers shows a similar change in
its trend similar to the anomaly observed in a lattice parameter (as shown in
Figure 7.13). (b) The shortest C ¨ ¨ ¨ ¨C intermolecular distances as a function
of temperature in the orthorhombic polymorph (see Appendix Figure E.12).

1It is not surprising as the C11 ¨ ¨ ¨ ¨C1 contact aligns in the direction of the c lattice parameter.
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7.4: Temperature-dependent single crystal X-ray diffraction

7.4.3.3 Hydrogen bonds

Another critical interaction that influences the cooperativity in these spin-crossover
complexes is the intermolecular hydrogen bonding involving the sulfur atoms of
the NCS´ branches with the closest -C atom in one of the internal biphenyl rings
(Figure 7.23). In the case of the orthorhombic polymorph, a short S ¨ ¨ ¨ ¨pHq ´ C
contact is present in the HS state, with a distance less than 3.5Å [322]. Conversely,
for the monoclinic polymorph, the shortest S ¨ ¨ ¨ ¨pHq ´ C contact in the HS state
exceeds 3.5Å, and a value smaller than 3.5Å is only attained at lower temperatures
during the spin-crossover process (Figure 7.24 and Figure 7.25).

Figure 7.23: Crystal packing in the LS of the monoclinic (a), and orthorhom-
bic (b) showing H-bonding. The red and the cyan dashed line highlights the
interaction of the S ¨ ¨ ¨ ¨C contacts. The evolution of these S ¨ ¨ ¨ ¨C contacts
as a function of temperature is shown in Figure 7.24.

It is worth noting, that the S ¨ ¨ ¨ ¨pHq ´ C intermolecular contacts in both
polymorphs, become almost identical in the LS state due to an increase in this
distance when the orthorhombic polymorph undergoes the HS to LS transition
(Figure 7.24). This indicates a significant structural reconfiguration associated with
the LS state.

For hydrogen bonding, the ideal the S ¨ ¨ ¨ ¨pHq ´ C angle should be 180˝ (see
Section 1.5.1). However, in the orthorhombic polymorph, in the high-spin state,
this angle is smaller than 120˝, and in the low-spin state, it is more than 125˝. On
the other hand, for the monoclinic polymorph, the S ¨ ¨ ¨ ¨pHq ´C angle as a function
of temperature shows a similar anomaly as observed in the a lattice parameter
(Figure 7.13). In both polymorphs, the H-bond angle in the low-spin state is larger
than in the high-spin state.

As a summary, one can say that in the HS state, the monoclinic polymorph shows
a number of intrasheet and intersheet contacts, which correspond to van der Waals
and π- π interactions, whereas the orthorhombic polymorph in the HS state, does not
show any intrasheet contact, but it shows only one intersheet contact corresponding
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Chapter 7: Results and Discussion

to hydrogen bonding. Upon transition to the low spin state the intersheet contacts
in both polymorphs, are formed by hydrogen bonding, while the intrasheet contacts
are in the form of van der Waals interactions in the orthorhombic polymorph.

Figure 7.24: The change in the shortest S ¨ ¨ ¨ ¨pHq ´C contacts as a function
of temperature for the orthorhombic polymorph (small filled red circles) and
the monoclinic polymorph (black squares). Open large symbols are from
references [37, 38, 103]. Lines are guides to the eyes. Error bars are the same
size or smaller than the symbols.

Figure 7.25: The evolution of the S ¨ ¨ ¨ ¨pHq ´ C angles for the monoclinic
polymorph (left) and the orthorhombic polymorph (right). Open stars are
from reference [103]. Error bars are the same size or smaller than the symbols.

7.4.4 Intra and intermolecular changes impacting the lattice
parameters anomalies

An anomalous behavior in the lattice parameter within the transition region is ob-
served only in the a direction in the monoclinic polymorph1 (Figure 7.13). A closer

1In the monoclinic polymorph, the a-axis is in the direction of molecular packing.

126



7.4: Temperature-dependent single crystal X-ray diffraction

examination reveals clear connections between this anomaly and intra and inter-
molecular changes during the HS-LS transition (Figure 7.26).

Figure 7.26: A comparison of the evolution a-lattice parameter of the mono-
clinic polymorph with different parameters. (a) Comparison to the high spin
fraction calculated from magnetization measurements. (b) Comparison to
the angle formed by the Fe ´ N ´ C atoms in the thiocyanate branch. (a)
Comparison with the torsion angle formed by two biphenyl rings.(c) Com-
parison of the van der Waals contact of two carbon atoms. Two temperatures
(219K and 183K) were depicted by two red dashed lines, which emphasize
a change in the a-lattice behavior trend. The temperature range (243K to
219K), where some of the π´π interactions are changing their strength from
moderate to strong is shown by the gray shaded patches.
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Chapter 7: Results and Discussion

For instance, during the HS to LS transition, the intramolecular Fe ´ N ” CpSq

angle in one of the branches of the thiocyanate group exhibits an anomalous change
mirroring the behavior of the a-lattice parameter around the transition region (Fig-
ure 7.26 (b)). Furthermore, the intramolecular torsion angle of both biphenyl lig-
ands exhibits a gradual increase during the HS to LS transitions which aligns with
the anomalous behavior of the a-lattice parameter, as shown in Figure 7.26 (c).
The intermolecular interactions probably also contribute to the anomalous behav-
ior of the a- lattice parameter. In the transition region around 225K, some of the
moderate π ´ π interactions become stronger. Intriguingly, these π ´ π interactions
restore their moderate strength in the low-spin state (Table 7.5). In addition, some
van der Waals interactions, such as the C2A ¨ ¨ ¨ ¨C14 shortest contact within the
intrasheet layers, exhibit a similar change in response to temperature variations, to
the behavior observed for the a-lattice parameter (Figure 7.26 (d)).

7.5 Mechanism of transition (Formation of do-
mains)

The extent and nature of domain formation will influence properties such as hystere-
sis and reproducibility, which are important for potential applications. Therefore,
understanding how different polymorphs exhibit varying domain formation is
crucial in tailoring spin-crossover materials for specific uses. To investigate the
transition mechanism, we examined the evolution of the Bragg peaks as a function
of temperature for both polymorphs from the reconstructions of reciprocal space
(Figure 7.27). For the orthorhombic polymorph, a splitting in the Bragg peaks
is seen in the region where the transition takes place. As seen in the reciprocal
reconstruction of the h0l plane (Figure 7.27(a)), the splitting of the peaks is ob-
served at 177K on cooling and at 182K on heating (Figure 7.27(b)). The resulting
diffraction pattern can be indexed by the superposition of two distinct reciprocal lat-
tices with cell parameters corresponding to a purely HS state and a purely LS state.1

As the transition progresses, part of the crystal collectively undergoes the spin
transition. This cooperative behavior leads to the formation of HS and LS domains.
The coexistence of HS and LS domains is a further sign of a first-order transition
(the presence of hysteresis is support this observation, see Sections 7.1 and 7.2).
The Braggs peaks corresponding to both HS and LS states are comparatively sharp,
indicating large domain sizes. However, the experimental resolution during this
experiment does not make it possible to investigate the sizes precisely. It is worth
noting that even after 4 thermal cycles (as depicted in Figure 7.27), the splitting
of the Bragg peak is still observed, evidence of the reproducibility of the domain
formation.

In the case of the monoclinic polymorph, the Bragg peaks show a different be-
havior compared to the orthorhombic polymorph. The positions of the Bragg peaks
continuously shift with temperature (Figure 7.27(c)), reflecting the gradual spin

1For the data sets which show peak splitting (177K on cooling and 182K on heating), the peak
integration procedure was carried out by integrating only the higher peak intensity; whereas the
lower intensity peaks were rejected.
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7.5: Mechanism of transition (Formation of domains)

transition nature, and unlike for the orthorhombic phase, there is no splitting of the
Bragg peaks. This continuous shift of the Bragg peak positions can be understood
assuming that the HS and LS molecules are randomly distributed throughout the
crystal lattice. In other words, the HS and LS states are not organized into clearly
separated domains (Figure 1.2).

Figure 7.27: Line of diffraction spots as a function of temperature and its
evolution from HS to LS for orthorhombic polymorph while cooling (a) and
heating (b) in the (h, 0, -2 ) where -3 < h < 3, and the monoclinic polymorph
(c) in the (0, k, -2) where 7 < k < 12. Note the different temperature scales.

To further explore and understand the mechanism of the spin transition, we
investigated the atomic displacement parameters (ADP), which are derived from
the anisotropical structure refinements. The schematic representation of the
anisotropic thermal parameters of the nitrogen atoms within the coordination
sphere of the Fe in the monoclinic polymorph at 210K is shown in Figure 7.28.
The figure clearly shows that the ADPs of the nitrogen atoms exhibit remark-
ably elongated shapes, indicating either significant thermal motion or static disorder.

The comparison of the temperature dependence of the ADPs for the six nitrogen
atoms coordinating Fe for the monoclinic and the orthorhombic polymorphs shows
clear differences (Figure 7.29). For the monoclinic polymorph, the temperature evo-
lution clearly demonstrates two distinct regimes; one close to the SCO temperature
and the other outside the transition range. When the sample is purely HS or purely
LS, the ADPs parameters decrease with temperature, as expected. However, around
the spin transition (T1{2), a clear λ-type anomaly is observed in the U22 component
of the ADP for two of the nitrogen atoms attached to the two thiocyanate groups.
This anomaly indicates a significant change in the motion of the nitrogen atom in a
direction perpendicular to the Fe ´ N bond. We assume that this anomaly results
from the disorder at T1{2, where 50% of the Fe2` ions are in the high spin state and
the other 50% are in the low spin state. The instrumental resolution in the diffrac-
tion experiment is only 0.8Å, making it impossible to resolve the disorder clearly;
instead, it is modeled in terms of the average between the HS and LS positions,
and the atomic displacement parameters try to approximate the electron density
corresponding to both states [108].
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Chapter 7: Results and Discussion

Figure 7.28: Schematic representation of the monoclinic polymorph at 210K
with anisotropic atomic displacement parameters at a 50% probability level.

Figure 7.29: The evolution of U22 of the N atoms as a function of temperature
for the monoclinic (a) and orthorhombic (b) polymorphs. The grey dashed
line indicates the transition temperature. The inset shows a schematic dia-
gram illustrating the associated ADPs of the N atoms surrounding the Fe
atom.

A similar anomaly is not observed around T1{2 for the orthorhombic compound
(Figure 7.29(b2)) when measuring with a temperature step of 5K. However, a
measurement with a finer temperature step of 1K clearly shows increased ADP
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parameters resulting from the superposition of the two spin states for the Fe atom.
This is particularly seen in U11 and can be related to the significant increase in the
x-coordinate of Fe across the spin crossover (Figure 7.30). For the lighter atoms,
this effect is not visible, due to the larger standard deviations of the ADPs.

Figure 7.30: Temperature dependence of Fe-N distances, Fe(U11), and
Fe(x) for the orthorhombic polymorph during the second cooling (a) and
heating (b) cycles covering the SCO transition with 1K temperature step
between 169K and 190K.

7.6 Pressure-dependent crystal structure

High-pressure single-crystal X-ray diffraction measurements were conducted using
DACs, on both polymorphs under hydrostatic pressure ranging between 0.33 GPa
and 2.02 GPa (see Section 5.4.4). Experimental data for measurements under pres-
sure for both compounds are summarized in Appendix Tables E.1 and E.2.
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7.6.1 Equation of state and anisotropic compressibility

By applying pressure on the monoclinic polymorph, the structure maintains the
monoclinic P21/c symmetry across the range of pressures measured. The same is
true for the orthorhombic polymorph, which remains orthorhombic (space group
Pccn), but only up to 1.36 GPa. At a higher pressure of approximately 2.02 GPa,
we observe the emergence of a superstructure characterized by a doubling of the
c-axis.

The bulk modulus, derived from the unit cell volume as a function of pressure,
yields values of 3.26(22) GPa and 6(1) GPa for the orthorhombic1 and monoclinic
polymorphs, respectively (Figure 7.31). These values are obtained through fitting us-
ing the third-order Birch–Murnaghan equation of state2 [242, 243] (see Section 4.3.3,
Equation 4.24 for more details).

Figure 7.31: Normalized unit cell volume with respect to the ambient pres-
sure HS volume, as a function of pressure. Results are shown for the mon-
oclinic polymorph (open black squares) and the orthorhombic polymorph
(filled black circles). The red line represents the fit of the third-order Birch–
Murnaghan equation of state to the data.

The obtained values are comparable to those reported in the literature for
other SCO materials [249]. The low bulk modulus of both polymorphs reflects
the significantly stronger compressibility of Fe(Pm-Bia)2(NCS)2 compared to the
other compounds [324]. In general, the bulk moduli of SCO compounds range from
4 GPa to 13 GPa [324]. The monoclinic polymorph, having a larger bulk modulus,
is less compressible than the orthorhombic polymorph. In other words, the crystal
lattice of the monoclinic structure is more rigid and resistant to volume changes

1Only in the HS phase.
2Program EoS-Fit V5.2 [323]. The experimental value for unit-cell volume at ambient pres-

sure is V0 “ 3468.8p1q Å3 and V0 “ 3361.9p1q Å3 for orthorhombic and monoclinic, respectively.
The fitted values of the first pressure derivative of the bulk modulus B1

0 = 24(1) and 15(7) for or-
thorhombic and monoclinic, respectively (Figure 7.31).
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7.6: Pressure-dependent crystal structure

under external pressure. Conversely, the orthorhombic polymorph with a lower
bulk modulus and a high compressibility of the HS molecular lattice has a crystal
lattice that is more flexible, allowing for more substantial volume adjustments. It
is worth noting that the LS materials are found to be relatively stiffer [188, 325].

The evolution of unit cell volume and lattice parameters of the monoclinic
polymorph, as a function of pressure at ambient temperature, in the pressure
interval 0.36 GPa < P < 1.34 GPa is shown in Figure 7.32. All the unit cell
parameters decrease as a function of pressure, leading to an isotropic compression.
At 1.34 GPa, the unit cell volume is approximately 11.95% smaller than the
ambient pressure value, with the a, b, and c-axes shortening by -2.9%, -2.8%, and
-5.6%, respectively. The β angle changes by less than 0.1˝ across the investigated
pressure range.

For the orthorhombic polymorph, the variation of unit cell volume and lattice
parameters as a function of pressure is illustrated in Figure 7.32 for pressures between
0.44 GPa and 2.02 GPa. All unit cell parameters are isotropically compressed, with
the lattice parameters a, b, and c-axes decreased by -2.1%, -11.4%, and -0.03%,
respectively, up to 1.36 GPa. The compressed unit cell volume at 1.36 GPa is
approximately 13.7% smaller than the volume at ambient pressure. Interestingly,
from 1.36 GPa to 2.02 GPa, the unit cell parameters exhibit anisotropic responses to
the pressure, in which the a lattice parameter decreases by -4.8%, the b-axis increases
by +2.5%, and the c-axis decreases by -2.9% (referring to c{2). This response to
pressure is reflected in decreasing the unit cell volume by -5% (referring to v/2) at
2.02 GPa.

7.6.2 Presence/Absence of HS-LS transition

The evolution of unit cell volume and lattice parameters for the monoclinic
polymorph as a function of pressure, indicates a spin transition to the LS state in
the pressure range between 0.36 GPa and 1.33 GPa (Figure 7.32).

However, the best criteria to figure out whether a pressure-induced spin
transition takes place, is to compare the change in Fe ´ N bond lengths under
pressure to those at ambient pressure at high and low temperatures.

From the decrease of the Fe ´ N bond lengths (Figure 7.33),1 one can deduce
that the monoclinic polymorph undergoes a HS-to-LS transition below 0.81 GPa.2
This transition seems to be gradual in the pressure range of atmospheric pressure to
0.81 GPa. As the bond lengths do not decrease further with pressure above 0.81 GPa,
the HS to LS transition is either fully completed or a further completion is hindered
at this pressure. At a pressure of 1.36 GPa, a minimal amount of approximately
10(5)% remains in the HS state. The evidence that the spin transition might not

1The decrease for the Fe ´ NBia is less pronounced than for Fe ´ NCS and Fe ´ NPm.
2It is noteworthy that the pressure point at 0.81 GPa for the monoclinic polymorph exhibits

a less satisfactory Rint value and consequently not a satisfactory structural refinement. This
observation can be attributed to the fact that the pressure point, 0.81 GPa, is in the vicinity of
the spin transition.
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be fully completed at the final pressure comes from the superimposed figures of the
crystal structures (Appendix Figure E.13).1

Figure 7.32: Pressure dependence of the unit-cell parameters and unit-cell
volume of of the monoclinic polymorph (left) and the orthorhombic poly-
morph (right) at ambient temperature. At 2.02 GPa, the lattice parameters
for the orthorhombic polymorph correspond to the superstructure; displayed
values of the volume V and the c- lattice parameter correspond to V {2 and
c{2. The lattice parameters of the two polymorphs are shown in pairs that
reflect the crystal packing (see Section 7.4). The black circles represent data
obtained from pressure-dependent measurements. The red and blue stars
represent values in the HS (300K and 270K for the orthorhombic and the
monoclinic polymorph, respectively) and in the LS state (95K and 93K for
the orthorhombic and the monoclinic polymorph, respectively) at ambient
pressure, respectively. Lines are guides to the eyes. Error bars are smaller
than symbols.

1Figure E.13 shows the differences between the crystal structures with applied pressure and
the LS/HS crystal structures at ambient pressure.
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7.6: Pressure-dependent crystal structure

Figure 7.33: Change in Fe ´ N bond length as a function of pressure for
the monoclinic polymorph (left) and the orthorhombic polymorph (right).
The red and blue star symbols represent values in the HS and LS at ambient
pressure, respectively. Error bars are smaller than the symbols.

Apart from the change in the Fe´N bond length, a reduction in the distortion
parameter (Σ) is commonly observed for spin crossover compounds when undergo-
ing a HS-LS transition. For the monoclinic phase, the distortion parameter Σ is
in fact reduced as a function of pressure, in accordance with the assumption of a
pressure-induced HS to LS transition (Figure 7.34).

A thorough comparison of the bond lengths and bond angles obtained under
pressure with those observed previously at room temperature and ambient pressure
reveals differences. The most noticeable changes affect the thiocyanate NCS´ group
in the monoclinic polymorph (as shown clearly in Appendix Figure E.13), in which
the shortening of the Fe´NCS bond length is observed indicating the transition to
the LS state. All the C´S bond lengths of the thiocyanate ligands show an apparent
increase with applying pressure for the monoclinic polymorph (Figure 7.35), similar
to the behavior observed during the thermal-induced spin transition to the LS state.
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Figure 7.34: The evolution of the angular distortion parameter (denoted as
Σ) as a function of temperature at ambient pressure (left) and as a function
of pressure at ambient temperature (right) for both the orthorhombic (red
circles) and monoclinic (black squares) polymorphs.

Figure 7.35: The C ´ S bond length (corresponds to the NSC´ group) as a
function of temperature (left) and pressure (right). Red circles correspond to
the orthorhombic polymorph, and the full and open black squares correspond
to the monoclinic polymorph. Lines are guides to the eyes.

Further structural changes corresponding to the thiocyanate NCS´ group are
presented in Figures 7.36 and 7.37, illustrating the changes in the Fe ´ N ” C, and
the N ” C ´ S bond angles, respectively. In the monoclinic polymorph, one of the
two NCS´ branches exhibits a tendency toward linearity with increasing pressure
(similar behavior as the thermal induced LS state) (Figure 7.36). On the other
hand, the other branch behaves differently from the thermal-induced LS state by
becoming less linear as pressure increases. The N ” C´S bond angle (Figure 7.37)
exhibits deviation from linearity with applying pressure.This behavior is similar to
the temperature-induced LS transition.1

1It is worth noting that in the monoclinic phase, for the thermal-induced spin transition, one of
the two branches exhibits an anomaly around the transition temperature, as previously discussed
in Section 7.4.
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7.6: Pressure-dependent crystal structure

In the monoclinic polymorph, the structural properties associated with the pres-
sure induced LS structure spin state are comparable to those related to the thermal
induced LS structure, with the exception that the bond lengths and distortion pa-
rameters are slightly larger than those observed at 93K.

Figure 7.36: The Fe ´ N ” CpSq angle (corresponds to NSC´ group) as a
function of temperature (left) and pressure (right). Red circles correspond to
the orthorhombic polymorph and the full and open black squares correspond
to the monoclinic polymorph. Lines are guides to the eyes.

Figure 7.37: The N ” C ´ S angle (corresponds to NSC´ group) as a func-
tion of temperature (left) and pressure (right). Red circles correspond to the
orthorhombic polymorph and the full and open black squares correspond to
the monoclinic polymorph. Lines are guides to the eyes.

In the case of the orthorhombic polymorph, in the temperature-dependent
study, the sharp spin transition that occurs at T1{2 = 175K, was related to a sharp
increase of the unit cell parameter c with decreasing temperature (see Figure 7.13).
Thus, it seems reasonable to consider that change in the same parameter c has to
be related to the HS to LS transition induced by applying pressure.
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However, the true evidence of spin transition can be observed from Fe ´ N
bond lengths in the orthorhombic polymorph, which are basically not influenced
by the application of pressure up to 1.36 GPa (Figure 7.33). They persist at values
corresponding to Fe´N bond lengths observed in the HS state at ambient pressure
(Figure 7.33)1 indicating that the HS state is maintained up to 1.36 GPa.

By comparing superimposed crystal structure figures (Appendix Figure E.14),
one can observe that the crystal structure of the orthorhombic polymorph remains
similar to the HS-ambient pressure crystal structure, and with applying pressure,
it does not exhibit signatures of a HS to LS transition.

Furthermore, the distortion parameter for the orthorhombic polymorph is not
much influenced by pressure, indicating again that it remains in the high spin state
and does not undergo any spin transition (Figure 7.34).

The intramolecular distances and angles, within the standard deviation, remain
almost constant with applying pressure for the orthorhombic polymorph. For
example, the C ´ S bond lengths and the Fe ´ N ” C, and the N ” C ´ S bond
angles of the thiocyanate ligands (Figures 7.35, 7.36 and 7.37) are hardly influenced
by applying pressure.

7.6.3 High pressure in orthorhombic polymorph

A doubling of the c-axis (a ˆ b ˆ 2c) was observed at hydrostatic pressure of
2.02 GPa, demonstrated by the appearance of supercell reflections at (h, k, l ± 1/2)
relative to the lattice at ambient pressure and temperature (Figure 7.38).

Figure 7.38: The reconstruction of reciprocal space in the h1l plane for the
orthorhombic polymorph, at two different pressure points (a) 0.85 GPa and
(b) 2.02 GPa at room temperature.

Careful analysis of the extinction rules shows that in the hk0 plane h`k ‰ even,
which indicates that the n-glide plane does not exist anymore. The systematic
absences are an indication of a change in the original space group Pccn. Also
it worth noting that α, β, γ angles slightly deviate from 90˝ (α, β, γ = 89.97(3)˝,

1At 2.02 GPa the crystal structure is not solved yet.
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90.12(5)˝, 89.88(5)˝, respectively). Importantly, these structural changes do not
align with the HS state of the monoclinic polymorph.

Due to the low symmetry of the structure and the limited coverage of reciprocal
space (not unusual for high-pressure single crystal data, due to the limited open-
ing angle of the DAC cells), we encountered severe problems in solving the crystal
structure. Neither Charge Flipping nor Direct Methods led to an acceptable solu-
tion that would yield an appropriate initial model. Starting the refinement from a
derived model from the low-pressure structures, also did not allow for a satisfactory
refinement of the data. This serves as evidence that the atomic arrangement has
undergone significant changes with respect to the ambient pressure structure. The
crystal structure above 2.02 GPa could thus not be solved with the available data.

7.6.4 Comparative analysis with previous studies

The stabilization of the orthorhombic polymorph in the high spin state up to
1.36 GPa at ambient temperature without undergoing a spin transition1 is in good
agreement with the reported magnetic measurements under pressure (Figure 3.5)
[34], which show that at room temperature the orthorhombic phase remains in the
high spin state up to 1.36 GPa. On the other hand, this observation contradicts
the findings reported in the literature based on neutron powder diffraction at
room temperature. Legrand et al., [211] assume that the orthorhombic polymorph
remains in the high spin state up to 0.84 GPa at 260K and that at a higher
pressure of 1.07 GPa, the orthorhombic polymorph transforms from the HS spin
orthorhombic to the HS monoclinic polymorph. A change of symmetry from
the orthorhombic to the monoclinic polymorph should be clearly visible in the
reconstruction of reciprocal space, and we do not observe this (see Section 7.6.3).
Furthermore, the fact that the monoclinic polymorph is already in the low spin
state at 1.07 GPa makes it highly unlikely that the HS state is formed from
the orthorhombic polymorph at this pressure. The discrepancies between our
observations and Legrand [211] might be attributed to the lack of hydrostaticity
conditions associated with the use of powder diffraction, and also powder diffraction
offers limited information about the crystal structure.

Rotaru et al. [210] employed diffuse reflectivity to investigate the effect of hy-
drostatic pressure up to 0.18 GPa on the thermal spin transition of orthorhombic
polymorph. They showed that the orthorhombic polymorph undergoes a structural
phase transition to a new phase. As the diffuse reflectance feature of this new phase
is different from the ones of monoclinic and orthorhombic polymorph, they labeled
the new structural phase as polymorph (III). It is worth noting that the surface
behavior probed by diffuse reflectance may significantly differ from that of the bulk,
which we are studying in our case.

1It is worth noting that, in rare cases, stabilization of the HS state under pressure has also been
reported [38, 54, 150, 326, 327]. One of the examples is the SCO compound [Fe(btre)2(NCS)2] with
btre=1,2-bis(1,2,4-triazol-4-yl)ethane remains HS even at 1.2 GPa [327]. It has also been reported
that increasing pressure leads to a shift of the transition to lower temperatures, equivalent to a
stabilization of the HS state [34].
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7.6.5 The role of intermolecular interaction for stiffness, com-
pressibility, and transition

The crystal packing as a function of pressure is shown in Figures 7.39 and 7.40
(also Appendix Figures E.15 and E.16), for the monoclinic and the orthorhombic
polymorph, respectively.1 Molecular units are arranged as layers within the b, c-
plane for monoclinic polymorphs and the a, c-molecular plane for orthorhombic
polymorphs (as previously discussed in Section 7.4).

The observed strong enhancement of stiffness in the HS and LS networks of
the monoclinic polymorph (see Section 7.6.1) is probably a result of the differences
in intermolecular interactions that emerge in response to applying pressure. The
monoclinic polymorph forms additional strong intermolecular contacts via π ´ π
stacking (see Appendix Table E.3). Furthermore, in both polymorphs, many
van der Waals C ¨ ¨ ¨ ¨C shortest contacts are observed between neighboring
molecules within the intrasheet and with the intersheet with increasing pressure
(see Figures 7.41, 7.42, and 7.43, also for a clear view of these short structural
contacts, see Appendix Figures E.20, E.21, and E.22).

Differences are seen with respect to the hydrogen bonding S ¨ ¨ ¨ ¨pHq´C, which is
established between the sulfur atom of the NCS´ branches and a carbon atom in one
of the internal phenyl rings in both polymorphs. While the orthorhombic polymorph
shows the formation of two hydrogen bonds with applying pressure (Figure 7.44, see
Appendix Figure E.23 for more detail of the structural H-bonding), the monoclinic
polymorph shows the development of four hydrogen bonds with applying pressure
(Figure 7.44, see Appendix Figure E.24 for more detail of the structural H-bonding).

Furthermore, it can be seen visually that the orthorhombic and the monoclinic
polymorphs behave differently (Figures 7.39 and 7.40). A significant anisotropic
compressibility is observed in both polymorphs (Figure 7.32). For instance, within
the molecular plane, the thiocyanate groups align along the c-direction for both
polymorphs. With applying pressure, in the case of the monoclinic polymorph, the
c-axis is the most compressible direction (-5.6%). In contrast, the orthorhombic
polymorph maintains the c-axis as the least compressible direction, exhibiting a
minimal decrease of -0.03% at 1.36 GPa. This can be explained by the fact that
the packing of the HS orthorhombic phase is locked by strong intermolecular inter-
action, namely the S ¨ ¨ ¨ ¨pHq ´ C contacts. These contacts predominantly occur in
the c-direction, and their influence most likely prevents the compound from being
compressed effectively in this particular direction. Probably, one can speculate that
a pressure of 2.02 GPa is incompatible with the H-bonding, prompting a significant
rearrangement of atoms, leading to the transition and formation of the superstruc-
ture.

1Appendix Figures E.17 and E.18 show the differences between the crystal packing with applied
pressure and the LS/HS crystal structures at ambient pressure.
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7.6: Pressure-dependent crystal structure

Figure 7.41: Evolution of the shortest intermolecular distance C ¨ ¨ ¨ ¨C for
the orthorhombic polymorph as a function of temperature (left) and pressure
(right). C11 ¨ ¨ ¨ ¨C1 and C12 ¨ ¨ ¨ ¨C1 are the shortest contact in the intersheet
layers. C14 ¨ ¨ ¨ ¨C14, C19 ¨ ¨ ¨ ¨C10, and C19 ¨ ¨ ¨ ¨C11 are shortest contact in the
intrasheet layers.

Figure 7.42: Evolution of the shortest intermolecular distance C ¨ ¨ ¨ ¨C for
the monoclinic polymorph as a function of temperature (left) and pressure
(right). C15 ¨ ¨ ¨ ¨C11 and C27 ¨ ¨ ¨ ¨C6A are the shortest contact in the intersheet
layers. C31 ¨ ¨ ¨ ¨C6A, C2A ¨ ¨ ¨ ¨C14, C3A ¨ ¨ ¨ ¨C29, and C19 ¨ ¨ ¨ ¨C10 are shortest
contact in the intrasheet layers.
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Figure 7.43: Evolution of the shortest intermolecular distance C ¨ ¨ ¨ ¨C ob-
served only under applying pressure for the monoclinic polymorph as a func-
tion of temperature (left) and pressure (right). C5A ¨ ¨ ¨ ¨C1, C15 ¨ ¨ ¨ ¨C10, and
C6A ¨ ¨ ¨ ¨C28, are the shortest contact in the intersheet layers. C3A ¨ ¨ ¨ ¨C6,
C19 ¨ ¨ ¨ ¨C10, and C5A ¨ ¨ ¨ ¨C30 are shortest contact in the intrasheet layers.

Figure 7.44: The variation in the shortest intermolecular S ¨ ¨ ¨ ¨pHq ´ C
distance for the orthorhombic (top) and monoclinic (bottom) polymorph as
a function of temperature and as a function of pressure.

Concerning the other perpendicular direction within the molecular layer, the
b-direction in the monoclinic polymorph is the stiffest direction which decreases
by -2.8%; similarly, the a-direction for the orthorhombic polymorph at 1.36 GPa,
decreases by -2.1%. However, between 1.36 GPa to 2.02 GPa the a-axis of the
orthorhombic polymorph undergoes a more pronounced reduction of -4.9%.
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7.6: Pressure-dependent crystal structure

The lattice parameter associated with the stacking direction of the sheets re-
veals further differences. The b-axis in the orthorhombic polymorph is the most
substantial compressible one by -11.4% (at 1.36 GPa) which decreases faster in
comparison with the a-direction in the monoclinic polymorph, which decreases by -
2.9%. A plausible explanation for this dissimilarity lies in the distinct arrangements
of the NCS´ groups along the stacking direction (Figures 7.39 and 7.40). In the
monoclinic polymorph, the linear alignment of NCS´ groups along the a-direction
possibly hinders compression in the stacking direction. However, the orthorhombic
polymorph presents a different scenario with the NCS´ groups not linearly oriented
along the stacking direction (b-direction); consequently, the stacking direction of the
orthorhombic polymorph undergoes more pronounced compression behavior. This
is in line with the presence of weak intersheet interactions along this direction, com-
pared to stronger intrasheet interactions in the ac-plane.

7.6.6 Comparison of high-pressure and low-temperature
crystal packing

The HS-to-LS transition increases the density of the crystal structure. It has
been assumed that the occurrence of cooperative SCO behavior can be thought
of in terms of internal pressure [326], that induces the HS to LS transition. The
orthorhombic polymorph undergoes the spin transition after a contraction of the
unit cell with decreasing temperature at a unit cell volume of 3343.6p9q Å (-3.97%,
compared to room temperature). However, the high-pressure unit-cell volume at
1.36 GPa is 3048p2q Å which is much smaller than the low-temperature LS unit
cell volume at 85K and the spin transition to the LS state is still not observed
(Figure 7.45). From ambient pressure up to 1.36 GPa the unit-cell volume decreases
by ∆V = 418.8p3q Å3 compared to a temperature-induced decrease of ∆V =
123.2p2q Å3, and still no HS-LS transition is triggered.

For the orthorhombic polymorph, a linear decrease in lattice parameters with
volume is observed in pressure-dependent measurements (Figure 7.45). On the
other hand, for the monoclinic polymorph, which undergoes a spin transition in
both pressure-dependent and temperature-dependent measurements, it is difficult
to judge whether the lattice parameters from pressure-dependent and temperature-
dependent measurements follow the same trend due to the limited data points
available in the pressure dataset (Figure 7.45).

While it is often assumed that cooperativity increases with stronger and more
numerous intermolecular interactions, the reality is far more intricate. A striking
example of this complexity can be observed when comparing the thermal transition
of the two polymorphs (see Section 7.4.3 for more details).

The cooperative thermal behavior of SCO materials could arise from strong inter-
actions, like hydrogen bonding, between neighboring molecules. These interactions
promote simultaneous alignment and switching between the spin states. It is be-
lieved that, as a result, the spin transition is cooperative and leads to an abrupt
transition. In the absence of strong interaction, the individual molecules may switch
their spin states more independently, leading to a gradual spin transition.
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Chapter 7: Results and Discussion

Figure 7.45: The lattice parameter as a function of unit cell volume: De-
picted for both the monoclinic polymorph (left) and orthorhombic poly-
morph (right). The red and black symbols are obtained from temperature
and pressure studies, respectively. At 2.02 GPa, the lattice parameters for
the orthorhombic polymorph correspond to the superstructure, where the
displayed values of the volume V and the c- lattice parameter correspond
to V {2 and c{2. The lattice parameters of the two polymorphs are ordered
in a way similar to the crystal packing, for easier comparison. The vertical
green line represents the unit cell volume corresponding to the transition tem-
perature (T1{2 = 210K and 177K for the monoclinic and the orthorhombic
polymorph, respectively) at ambient pressure. The horizontal and vertical
dashed blue lines represent the values of the lattice parameters and unit cell
volume at ambient pressure at 300K. Lines are guides to the eyes. Error
bars are smaller than the symbols.
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7.7: Thermal cycling

We believe that in the case of the orthorhombic polymorph, the presence of the
H-bonding facilitates the cooperative change of spin states in adjacent molecules
(Figure 7.24). H-bonding leads to synchronized behavior, which can be considered
a domino-like effect where one molecule spin transition triggers the neighboring
molecules to follow, resulting in an abrupt, cooperative spin transition across the
crystal lattice. The H-bond network could be assumed to be a "glue", which holds
the spin-crossover units together and ensures their simultaneous thermal switching.

On the other hand, in the monoclinic polymorph, the absence of a strong
H-bonding "glue" between molecules and the presence of several van der Waals
and π ´ π interactions result in smearing out the transition over a wide range of
temperatures. Different parts of the lattice could have different degrees of the π ´π
and van der Waals interactions. As a consequence, individual molecules or smaller
groups within the crystal switch their spin states more independently.

The application of pressure strongly influences the intermolecular interactions.
In the orthorhombic polymorph, at elevated pressures, the hydrogen bonding
intensifies through the formation of more hydrogen bonds (Figure 7.44) and
becomes stronger than the ones observed during HS-LS transitions at ambient
pressure. As a consequence, this intensified hydrogen bonds probably hinders
the transition to the low-spin state due to the fact the twofold decrease of
the volume related to the HS-LS transition is not compatible with the space
requirements of the hydrogen bonds. Moreover, an increase in the number and
strength of van der Waals contacts is observed (Figure 7.41). Some of these
pressure-induced intermolecular contacts were not observed in the LS state
at low temperatures as shown in Figure 7.41. Strikingly, π ´ π interactions are
not observed neither as a function of temperature or pressure (Appendix Table E.3).

Conversely, for the monoclinic polymorph, it is worth noting that strong π ´ π
interactions are observed at ambient conditions (see Section 7.4.3 for more details),
and the number of observed π ´ π interactions under pressure is similar to what is
observed at temperatures around 225K during the thermal transition. This obser-
vation indicates that π ´ π interactions might in this case play a role in facilitating
the spin transition. In addition, with applying pressure additional hydrogen bonds
are formed (Figure 7.44) and the number of van der Waals interactions increases
(Figures 7.42 and 7.43).

In conclusion, cooperativity is a complex phenomenon which is not solely
determined by a single factor, like one particular type of intermolecular interaction.
The specific behavior of cooperativity can vary significantly from one SCO material
to another, and it is influenced by a complex interplay of factors and their response
to external stimuli like temperature or pressure.

7.7 Thermal cycling

Given the importance of reproducibility for potential applications, we conducted
consecutive cooling and heating cycles, utilizing DSC, magnetization (see Sec-
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tion 7.2.1 and Appendix Section E.1) and X-ray diffraction techniques, to investigate
whether the observed spin crossover phenomena is reproducible.

The unit cell parameters and unit cell volume of the monoclinic polymorph
upon consecutive thermal cycling (Figure 7.46) show that the changes in the volume
with cycling are not reproducible: with respect to the initial value1; the volume in
the LS state increases by 0.42%, while in the HS state, it increases by 0.22%. We
attribute the increase of the unit cell volume on cycling to radiation damage. The
spin crossover process seems to be affected by the accumulated radiation exposure,
which favors the stabilization of the high spin state. This in turn leads to shifting
the transition temperature to lower temperatures, reducing it from 210.6K to
208.8K. Radiation damage possibly decreases the cooperativity of spin crossover
compounds by introducing defects that disrupt the regularity of the crystal lattice,
leading to increases in the width (a decrease in the steepness) of the spin transition
at the transition temperature.

Moreover, the individual lattice parameters of the monoclinic polymorph, are
also not fully reproducible and show different deviations in the LS state and HS
state from the initial value. The a parameter increases by 0.23% and 0.5% in the
LS and HS states, respectively, whereas the b and c parameters slightly increase
in the LS state by 0.085% and 0.053%, and exhibit a decrease in the HS state by
0.088% and 0.32%.

In contrast, the unit cell volume of the orthorhombic polymorph is perfectly
reproduced in all measured cycles using X-ray diffraction (cooling down two times
and warming up two times), although the same is not true for the behavior of
the individual lattice parameters (Figure 7.46). While in the first cooling and
warming cycle, all the lattice parameters are fully reproducible in the LS state,
lattice parameters on cooling and heating in the HS state are different: the a lattice
parameter is slightly smaller than its initial value (0.23%), the b lattice parameter
is slightly larger (0.35%), and the c lattice parameter remains unchanged. These
discrepancies between initial and reproduced values get even larger for the second
cooling/warming cycle: the a lattice still remains unchanged in the LS state but
decreases even more in the HS state (0.37%). The b lattice parameter exhibits a
larger value in both the LS and HS states during the second cycle (0.22%), and the
c lattice parameter has a significantly smaller value in the LS state (0.24%) and a
slightly larger value in the HS state (0.2%).

Nevertheless, it is worthwhile to delve into the examination of crystalline mosaic-
ity2 concerning cycling. The evolution of mosaicity values e1, e2, and e3 obtained
from CrysAlisPro software [295], is shown in Figure 7.47. Even after four cycles,
the mosaicity values are found to be reproducible. The mosaicity only increases at
temperatures where both phases coexist in a mixed HS/LS state (as expected). We
deduce from these observations that, despite the abruptness of the transition of the

1It is worth noting that the calculation in Figure 7.46 employs the expression ˚xnormalized “
xpLSqcycle1´xpT q

xpLSqcycle1´xpHSqcycle1 , where x is the lattice parameter or the unit cell volume.
2The concept of “mosaicity” introduced by Bragg et al., in 1926, which defined the crystals as

a mosaic of blocks (known as domains), each differing slightly in orientation [328].
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orthorhombic polymorph, the crystal maintains its quality throughout the cycling
process. This exceptional robustness can be attributed to the strong intermolecular
interactions, particularly the H-bonds.

Figure 7.46: Evolution of the relative change in the normalized lattice param-
eters and unit cell volume (see text for the expression), during consecutive
thermal cycles for the orthorhombic and the monoclinic polymorph. The
filled blue and red triangle symbols represent the values obtained from the
first cooling and first warming, respectively. The open blue and red triangles
correspond to the second cooling and second warming, respectively. Lines are
guides to the eyes. Error bars are the same size or smaller than the symbols.
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Figure 7.47: During thermal cycle measurements, the mosaicity evolution of
the orthorhombic polymorph. Crystal mosaicity is measured by the e1, e2,
and e3 values that are derived from the CrysAlisPro software [295].

For the orthorhombic polymorph where cycling was also carried out during the
single crystal measurements, we also inspected the intra- and intermolecular changes.
No significant change was observed when taking into account the standard deviations
(see Figure 7.48). Therefore, the overall change in the lattice parameters during the
cyclic measurements must be induced from a collection of several small changes
across the lattice, as depicted in the plots of the structural features (bond length
and angles) and intermolecular contacts (H-bonding and VdW contacts, Figures 7.48
(a)&(b)).
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Figure 7.48: Evolution of the intermolecular contacts: van der Waals in-
teraction (a), and hydrogen bonding (b) in the orthorhombic polymorph.
Changes in Fe ´ N bond lengths and Fe ´ N ´ C(S) bond angle, upon
consecutive thermal cycles, are shown in (c) and (d). Lines are guides to
the eyes. Error bars are the same size or smaller than the symbols.

7.8 Effect of scan rate and intermediate state

The appearance of an intermediate state during the heating cycles with a slow
scan rate in the magnetization measurement (see Section 7.1) of the orthorhombic
polymorph prompted further investigation. To explore this phenomenon, we
performed powder X-ray diffraction with two different scan rates on cooling
and heating cycles (see Section 7.8 for experimental details). At a temperature
corresponding to the intermediate state, with a fast scan rate of 6K{min, the
cooling and heating patterns coincide (Figure 7.49 (left)). However, at a slower scan
rate of 0.2K{min, additional peaks are observed during the heating cycle, as shown
in Figure 7.49 (right). It is remarkable that these additional peaks are not observed
in the corresponding cooling cycle. The difference in heating cycles is clearly visible
if one overlays the collected powder patterns measured with different scan rates
(Figure 7.50). The additional peaks which appear in the heating cycles with the
slow scan rate can be indexed with a supercell in which the c-lattice parameter is
doubled (a = 13.00p4q Å, b = 14.87p7q Å, c = 33.81p8q Å; space group = P1).

It is noteworthy that the observed intermediate state, which is indexed with a
supercell with a doubled c- lattice parameter, is surprisingly similar to the supercell
which has been observed under pressure of 2.02 GPa.
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Figure 7.49: Powder patterns of the orthorhombic polymorph measured at
two different scan rates 6K{min (left) and 0.2K{min (right) at the interme-
diate temperature of 185 K while heating (red line) and cooling (blue line).
The yellow-shaded areas highlight the additional peaks.

Figure 7.51 (right) illustrates the evolution of the unit cell parameters with
temperature upon cooling and heating cycle a scan rate 6K{min. As expected, the
evolution of the unit cell parameters reveals a thermal hysteresis about 10K with
this fast scan rate.1

Figure 7.50: Overlay of the powder patterns of the orthorhombic polymorph
at 185K for two different scan rates 6K{min (blue) and 0.2K{min (orange)
while heating. The yellow-shaded area highlights the additional peaks.

1The data set collected upon cooling with a rate of 6K{min shows three different regions
(Figure 7.51 (right)). The first region, covering from 250K to 170K represents the high spin state.
The second region, ranging from 170K to 161K, is found to be a mixture of the high and low
spin phases. The third region, extending from 160K to 150K, represents a pure low spin state.
In the heating cycle at the same rate of 6K{min, three distinct regions are observed. The first
region, spanning from 150K to 174K, is characterized by a pure low spin state. The second region,
covering temperatures from 174K to 179K displays a mixture of both high and low spin states.
The third region, ranging from 180K and 250K, is purely in the high spin state.

152



7.8: Effect of scan rate and intermediate state

Figure 7.51: Evolution of the lattice parameters and unit cell volume, during
the cooling and heating cycle for the orthorhombic polymorph at a rate of
6K (right) and 0.2K (left). The blue and red symbols represent the values
obtained from the cooling and heating, respectively. The green squares (left,
at 0.2K) correspond to the superstructure, where the displayed values of
the volume V and the c- lattice parameter correspond to V {2 and c{2. The
vertical dashed light blue and red lines divide the region of the spin state
during cooling and heating respectively. Lines are guides to the eyes.
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Figure 7.51 shows a comparison of the lattice parameters derived from the data
measured at the two different scan rates. The evolution of the unit cell parameters
reveal a thermal hysteresis of about 5.2K with the slow scan rate. During the
cooling cycle, three distinct temperature regions (HS: 250K - 175.2K, HS + LS:
175.1K - 158.6K, and LS: 158.5K to 150K) are observed similar to the fast scan
rate of 6K{min. However, for the heating cycle four regions can be distinguished
(Table 7.6).

Table 7.6: Temperature regions and corresponding spin states for the heating
cycle with a scan rate of 0.2K{min.

Temperature Range Spin state
150K - 169.8K Pure low spin state
169.9K - 185K Mixture of high spin and low spin states
185K - 202K Mixture of supercell and high spin state
202K - 236K Pure high spin state

The observed coexistence of the HS and LS phases is an indicator of formation of
LS and HS domains. The domain behavior observed in the PXRD is consistent with
the domain formation observed in the single crystal diffraction data (see Section 7.5).

In summary, the choice of the scan rate during heating and cooling plays a pivotal
role in the formation or disappearance of intermediate states in polycrystalline SCO
materials.

7.9 Analysis of cooperativity and entropy change
with Slichter and Drickamer model

In order to acquire an estimation of the thermodynamic parameters ∆H and ∆S
and to get an idea about cooperativity associated with the spin conversion, we
employed the Slichter and Drickamer model [191] by utilizing both magnetic and
structural studies. This model reproduces different forms of SCO curves following
the Equation 4.51.

γHS has been calculated at each temperature from the magnetic susceptibility
data using the relation:

γM
HS “

pχMT pLSq ´ χMT pT qq

pχMT pLSq ´ χMT pHSqq
(7.1)

where χMT (LS) and pχMT (HS) are the values of χMT in the LS and HS states,
respectively.1

Additionally, the γHS was deduced from the structural data by using the relation:

γXRD
HS “

pdFe´NpLSq ´ dFe´NpT qq

pdFe´NpLSq ´ dFe´NpHSqq
(7.2)

1Values of χMT for the pure high-spin (χMT (HS)) and pure low spin (χMT (LS)) forms are
directly obtained from the magnetic susceptibility data in the temperature intervals corresponding
to pure HS and LS states.
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model

where dFe´N(LS) and dFe´N(HS) are the Fe ´ N bond lengths in the LS and
HS states, respectively. At the equilibrium temperature T1{2, where γHS = 0.5 [329],
the enthalpy change ∆H in equation (4.51) can be related to the change in entropy
using the relation ∆H = ∆ST1{2. By substituting this relation into equation (4.51),
the modified Equation 7.3 is obtained.

T “
∆ST1{2 ` Γp1 ´ 2γHSq

R lnp
1´γHS

γHS
q ` ∆S

(7.3)

To obtain the best fit, the parameters ∆S and Γ were chosen as variables.
Figures 7.52 and 7.53 show the resulting fit for both polymorphs.

DSC measurements have been used to further verify the value of cooperativity
(Γ) derived from the single crystal structure and magnetization data. In order to
do this, the value of ∆S obtained from the DSC measurement was used to fit γHS

acquired from the Fe ´ N bond lengths (Figure 7.54). The value obtained by this
fit is found to be in excellent agreement with the one obtained by treating both ∆S
and Γ as free parameters (Table 7.7).

Equation 7.3 is a continuous mathematical equation. Therefore, in the case
of the monoclinic polymorph, which exhibits a gradual transition, the fitting of
the data is straightforward; however, this is not the case for the orthorhombic
polymorph, which exhibits an abrupt and discontinuous transition. As a con-
sequence, a fit using both ∆S and Γ as free parameters cannot be performed.
To address this issue, the value of ∆S was fixed to the reported value deduced
from previous DSC measurements [33]. With ∆S fixed, the only variable param-
eter left in Equation 7.3 for the orthorhombic polymorph is then the cooperativity Γ.

Figure 7.52: Temperature dependence of the γHS fraction, calculated from
the magnetic susceptibility measurement for the monoclinic (a) and the or-
thorhombic (b) polymorph. The experimental magnetization data are shown
in blue circles. The dashed orange line represents the fit according to the
Slichter and Drickamer model (Equation 7.3).
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Figure 7.53: Temperature dependence of the γHS fraction, calculated from
the Fe´N bond lengths for the monoclinic (a) and orthorhombic (b) poly-
morphs. The data derived from the synchrotron single crystal structure data
are shown by red circles. The dashed line line represents the fit correspond-
ing to the Slichter and Drickamer model (Equation 7.3).

Figure 7.54: Temperature dependence of the γHS fraction, derived from the
crystal structure data for the monoclinic polymorph, fitted with the Slichter
and Drickamer model. The ∆S value was fixed to the values obtained from
the DSC measurements.

The resulting parameters estimated from the Slichter and Drickamer model are
summarized in Table 7.7. Estimated values for the entropy and enthalpy change
are in good agreement with the values obtained from the DSC measurements. As
expected, ∆S for both polymorphs is significantly larger than the entropy change
resulting from the change in electronic entropy ∆S= Rln[(2SHS+1)/(2SLS+1)])=
13.4 Jmol´1 K´1 (for SHS = 2, and SLS = 0). The excess of entropy corresponds
mainly to the vibrational, configurational, and rotational entropy changes [255].

According to the classification given by comparison of Γ with 2RT1{2 (see Section
4.5.3 for more details), the values of Γ and T1{2 for the monoclinic and orthorhombic
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7.9: Analysis of cooperativity and entropy change with Slichter and Drickamer
model

fall within the respective ranges, which indicate the nature of the spin crossover
transitions. In the monoclinic polymorph, Γ is less than 2RT1{2 (3.1 k Jmol´1 <
3.46 k Jmol´1), in which the gradual transition is consistent with weak coopera-
tive interactions. On the other hand, for the orthorhombic polymorph, the abrupt
transition aligns with strong cooperative interactions, as Γ is greater than 2RT1{2

(5.01 k Jmol´1 > 2.94 k Jmol´1).
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Chapter 8

Conclusion and Outlook

The main findings of this thesis, which are based on diffraction measurements, mea-
surement of magnetic properties, and DSC investigations on both polymorphs of the
[Fe(Pm-Bia)2(NCS)2], are:

• The orthorhombic polymorph exhibits a sharp temperature-induced HS-LS
transition in a very narrow temperature interval of 1K. Upon applying pres-
sure at room temperature, it does not experience any spin transition to the LS
state, yet at 2.02 GPa, a superstructure emerges. The pressure-induced super-
structure does not appear to be a simple modified structure of the orthorhom-
bic polymorph. The monoclinic polymorph exhibits a gradual temperature-
induced HS-LS transition over a wide temperature interval (100K). Upon
applying pressure up to 1.36 GPa at room temperature, it shows an incom-
plete HS-LS transition.

• The monoclinic polymorph exhibits several anomalies (in e.g., lattice parame-
ters, torsion angles, C ¨¨¨¨C bond lengths, and ADP’s) in the temperature range
of the HS-LS transition, which are absent in the orthorhombic polymorph.

• Both polymorphs show reproducible transitions in their magnetic and thermal
properties. Structural investigations on cycling show excellent reproducibility
for the orthorhombic polymorph. However, the monoclinic polymorph shows
clear signs of radiation damage up on cycling in the scattering experiments.

• The behaviour of the thermal hysteresis upon varying the scan rate depends
on the grain size (polycrystalline versus single crystal). A novel scan rate-
dependent intermediate state of the orthorhombic polymorph for polycrys-
talline sample on heating is visible in the magnetization data.

• Diffraction experiments show that the intermediate state observed with slow
scan rates and the superstucture observed under pressure for the orthorhombic
polymorph can both be indexed as supercells with a doubled c-lattice parame-
ter. It can thus be speculated that the orthorhombic polymorph has a similar
structural transformation in response to the slow scan rates and to pressure.

• The microstructure within the abrupt transition of the orthorhombic poly-
morph is characterized by the formation and coexistence of domains in the
HS- and LS- states. On the other hand, the gradual transition of the mono-
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clinic polymorph is most probably due to a random distribution of HS and LS
Fe centers throughout the lattice.

• In the thermally induced spin transition of the monoclinic polymorph, π ´ π
interactions are present in both spin states, while H-bonding is observed only
in the low spin state. In the orthorhombic polymorph, H-bonding is present
both in the HS and in the LS states. Under pressure, for the monoclinic
polymorph, π ´ π interactions persist, and H-bonding starts to form at a
pressure of 0.36 GPa. In the orthorhombic polymorph, no π ´ π interactions
are observed under pressure, and only H-bonding is present.

• We attribute the resilience of the orthorhombic polymorph to radiation expo-
sure and the formation of HS and LS domains in the thermal transition to the
H-bonding network. The absence of these strong interactions in the monoclinic
polymorph results in radiation damage and in random HS/LS entities.

• We assume the following relation between intermolecular interactions and the
cooperativity which determines the nature of the HS-LS transition: in the
monoclinic polymorph, the presence of π ´ π interactions leads to smearing
out the transition over a wide range of temperatures. The π ´ π interaction
effect persists under pressure, helping the system to undergo a spin tran-
sition to the low spin state. However, the emergence of H-bonding under
pressure presumably hinders the completion of the spin transition to the LS
state. For the orthorhombic polymorph, the presence of H-bonds triggers the
sharp temperature-induced HS-LS transition. However, we believe that at high
pressures, (where the volume is compressed and less space is available), the
H-bonds sterically hinder the HS-LS transition, which would limit the avail-
able space even more. At a critical pressure of 2.02 GPa, a severe modification
occurs in the H-bonding, resulting in the formation of a superstructure.

• Entropy and enthalpy change, as well as cooperativity, Γ, for the temperature-
induced HS-LS transition in both polymorphs were obtained within the frame-
work of Slichter and Drickamer model. The values of ∆S are significantly larger
than the entropy variation resulting from the change of spin state. Obtained
values for cooperativity reflect the relationship, small Γ ÐÑ weak interactions,
ÐÑ gradual transition, and large Γ ÐÑ strong interactions, ÐÑ abrupt tran-
sition, respectively.

• The monoclinic polymorph might be a potential candidate for barocaloric ap-
plication as it shows a transition to the LS state at room temperature by
applying relatively low pressure, albeit only incomplete. The orthorhombic
polymorph, on the other hand, does not seem to be suitable as up to 2 GPa,
the HS-LS transition is not observed.

Based on our findings, several approaches for further investigation are suggested:

Ź Determination of the superstructure(s):
The pressure and scan rate-induced superstructures of the orthorhombic poly-
morph have to be determined to gain insight on the behaviour of the crystal
structures and, in particular, the role of the H-bonding in the transition to the
superstructure.
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Ź Structure - Property - dynamic relation:
The investigations presented here are focused on the relation between the
structures and properties of the two polymorphs and neglect the role of dy-
namics. To elucidate the dynamic of the system, vibrational spectroscopy
experiments (which would also elucidate the contribution of the vibrational
entropy) and inelastic scattering experiments are warranted.

Ź Verification of H-bonding hypothesis:
The utilization of deuterated samples would lead to an expansion of the lattice
due to the larger size of deuterium in comparison to hydrogen. This expansion
would provide additional space in the structure and could drastically change
the behaviour observed under pressure. Substituting sulfur within the thio-
cayanate group with larger atoms like selenium could have similar effects.

Reflecting on our findings and our (hypothetical) interpretation of them, we sug-
gest to look for potential SCO candidates for barocaloric applications that combine
strong intermolecular interactions (as they lead to large cooperativity and sharp
transitions) with open structures so that the volume change produced by pressure
and the HS/LS spin transition can be accommodated and the pressure-induced tran-
sition is not hindered by space restrictions.
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Appendix A

Theory

The Brillouin function BJpxq is defined by:

BJpxq “
2J ` 1

2J
coth p

2J ` 1

2J
xq ´

1

2J
coth p

x

2J
q (A.1)

with

x “
gJµBB

kBT
J (A.2)

where , kB is the Boltzmann’s constant, and B is the magnetic field.

Weiss proposed the concept of the molecular field (Bmf ). Each individual mo-
ment will experience an effective field that is a superposition of the effects of its
interactions with all of the other moments that are present in the material. Weiss
hypothesized that the strength of this "effective field" is directly related to the mag-
netization of the material. Thus, the net field experienced by a moment is the result
of the applied field B0 and the molecular field Bmf , where:

Bmf “ λMs (A.3)

Furthermore, constant λ is called the molecular field constant or the Weiss field
constant.

Btot “ B0 ` λMs (A.4)

Here, B0 is the external magnetic field. To obtain the spontaneous magnetization,
B0 is set to be zero.

Thus, Equation A.2 can be written as:

x “
gJµBλM

KBT
J (A.5)

Therefore,

M “
KBT

gJµBλJ
x (A.6)

By combining Equation 4.12 and Equation 4.13, the magnetization of the mate-
rial can be expressed as follows:

M “ ngJµBJ BJpxq (A.7)
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The solution M is obtained by the intersection of the M versus x curves of both
Equations A.6 and A.7. As depicted in Figure 4.7, M takes a non-zero value below
the critical temperature, denoted as TC , where the tangent line of the Brillouin
function coincides with the slope of the linear line of M “

KBT
gJµBλJ

x.

The Taylor expansion of the Brillouin function is expressed as the following:

BJpxq “
2J ` 1

3J
x ´

rp1 ` Jq2 ` J2spJ ` 1q

90J3
x3 (A.8)

For small x (small B, high T ), we see that BJpxq «
pJ`1q

3J
x. Consequently, for

simplicity, the first term is retained only.

M “ ngJµBJ BJpxq “ ngJµBJ ˆ
1 ` J

3J
ˆ

JgJµBB

KBT
“

ng2Jµ
2
BJpJ ` 1qB

3KBT
(A.9)

Therefore, at the critical temperature (TC) the two slops are equal, and thus:

KB

gJµBλJ
TC “ ngJµBJ

p1 ` Jq

3J
(A.10)

The critical temperature (TC) is so-called the Curie temperature.

TC “
npgJµBJq2λ

KB

p1 ` Jq

3J
(A.11)

Using Equation A.9 (recall that B “ µ0H, where µ0 is the permeability of free
space), the magnetic susceptibility is given as:

χ “
nµ0g

2
Jµ

2
BJpJ ` 1q

3KBT
“

C

T
(A.12)

We see that in the small-field, high-temperature regime, the susceptibility is inde-
pendent of the field and is inversely proportional to the temperature. Equation A.13
is called Curie’s law. The constant of proportionality C is called Curie’s constant
and is given by:

C “
nµ0g

2
Jµ

2
BJpJ ` 1q

3KB

(A.13)

Figure 4.8 shows a schematic plot of 1{χ vs. T , with a straight line through the
origin. Curie’s constant can be determined from its slope. This may be rewritten
by introducing the effective magnetic moment of an atom, which is characterized by
total-angular-momentum quantum number J .

µeff “ gµB

a

JpJ ` 1q (A.14)

Thus, Curie’s constant can be expressed as:

C “
NAg

2µ2
B

3kB
JpJ ` 1q (A.15)

ùñ C “
NA

3kB
µ2
eff (A.16)
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According to Equations A.13 and A.14, this leads to:

µeff “

c

3kB
NA

?
C “ 2.828

?
C (A.17)
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Appendix B

Measurement and Refinement
Details

Table B.1: Experimental parameters for monoclinic polymorph and or-
thorhombic polymorph (first and second run) carried out at the SNBL at
ESRF.

Monoclinic Orthorhombic
Scan rate (K{min) 6 6
ω-scan range (˝) 0-360 0-360
Scan width (˝) 0.5 1

Exposure time (s) 0.5 0.5
Waiting time (min) 1.5 2

Temperature steps (K) 3 5
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Table B.2: List of the experimental parameters used for the scans in the pressure-
dependent synchrotron X-ray single-crystal measurements for the monoclinic (de-
noted as "M") and the orthorhombic polymorph (denoted as "O") at P24, PETRA
III, DESY, using the Boehler-Almax type DAC. The only difference between runs
of the two polymorphs is the exposure time: 12 s for the monoclinic polymorph 8 s
for the orthorhombic one. respectively.

scan

No. angle start end width M texp O texp 2θ χ ω κ

#1 ϕ 248˝ 132˝ 0.5˝ 12 s 8 s 40˝ 40˝ 90˝ 0˝

#2 ϕ 228˝ 312˝ 0.5˝ 12 s 8 s 40˝ 40˝ 90˝ 0˝

No. angle start end width M texp O texp 2θ χ ϕ κ

#3 ω ´42˝ 142˝ 0.5˝ 12 s 8 s 40˝ 90˝ 110˝ 1109.47˝

#4 ω ´42˝ 142˝ 0.5˝ 12 s 8 s 40˝ 90˝ 180˝ 1109.47˝
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Data processing

C.1 Least square approach

Based on the atomic model, Fourier transformation is used to calculate the struc-
ture factors. By comparing the calculated intensities with the measured intensities,
the best model is determined as the one that provides the minimum value for the
minimization function M [330].

M “
ÿ

wpF 2
o ´ F 2

c q
2 (C.1)

or

M “
ÿ

wp|Fo|
2

´ |Fc|
2
q
2 (C.2)

Fo and Fc are the observed and calculated structure factors, and w is the
weighting factor related to the standard deviation σ.

It is worth noting that weak reflections might be assigned negative intensity
due to a high background during data integration. Consequently, refining against
F might be problematic since F incorporates the square root of negative intensity.
To address this, negative intensities should be set to zero or assigned a very small
arbitrary value. Weak reflections do carry information, and discarding them can
influence the crystal structure.

The refinement against F introduces another problem. Due to the high sensi-
tivity of least square refinement to reflection weights (Equations C.1 and C.2), any
uncertainty in σ(F) estimation can create inaccuracies in refinement. The difficulty
arises from estimating σ(F) from σ(F2). σ(F2) is determined during data reduction.
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C.2 Processing of temperature-dependent single
crystal x-ray data

C.2.1 Integration methodology for multiple data set

Here is a step-by-step guide on how to perform sequential data reduction with a
large data set using CrysAlisPro:

• Import Data: From the multiple data sets, select "the lowest temperature
file".

• Define Data Processing Parameters: Once the first data is imported, the "Data
integration" should be carried out (see Section 6.4.2) with adjusting param-
eters according to the specific experimental setup and requirements. This
should be followed by data reduction, where scaling and absorption correction
is applied.

• Set up Batch Processing: Once the lowest temperature data set is integrated,
typing the command xx proffitbatch in the command shell will open a new
window with a file named "proffitbatch.mac" where the output directories
for all data sets can be specified.

• Run Batch Processing: Type in the command shell script then select the file
which has created in the previous stage (proffitbatch.mac). This initiates
the sequential data reduction process. A batch file is created which can read in
experimental data, and processes the data sequentially, with the orientation
matrix for the second dataset based on the orientation matrix of the first
dataset, and so on. (The orientation matrix is refined at every point and
transferred to the next temperature). This batch processing can be monitored
with viewing any error messages which might arise.

• Export Processed Data: Once satisfied with the processed data sets, they can
be exported for further analysis or structure determination.

• Extracting Data: The seq shel software can be used to extract the unit cell
information versus temperature for tables or plots.

C.2.2 Sequential refinement of variable temperature diffrac-
tion data using SHELXL and seq_Shell Software

The sequential refinement of large amounts of temperature dependent diffraction
data using SHELXL [309] with the seq_Shell software [331] involves the following
steps:

• Initial Refinement: The refinement process starts with the most appropriate
starting data set, typically the one obtained at the lowest temperature. This
data set is refined using SHELXL to obtain an initial refined structural model.

• Batch refinement: The command prompt is used to initiate the seq_shel soft-
ware for a sequential refinement of each subsequent data set in the series. The
seq_shel software works via the following steps:
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1. Copy *.res to *.ins: The structure file (*.res) is copied as the input file
(*.ins) for the next temperature data set. This ensures that the structural
model from the previous refinement is used as the starting point for the next
refinement.

2. Update Unit Cell Dimensions: The unit cell dimensions are updated in the
newly created *.ins file. The updated unit cell dimensions are obtained from
the CrysAlisPro*.par file.

3. Run ShelXL: The ShelXL software is executed using the updated *.ins file as
input. ShelXL performs the refinement based on the specified parameters and
generates refined structural models.

4. Repeat Steps 1-4: The refinement process is repeated for each subsequent
temperature data set. The output from each refinement is saved for further
analysis.

5. Data extraction: seq_shel software can extract numerical information or any
parameter from any specific line of the CIFs for tables or graphs.
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C.3 Processing of pressure dependent single crystal
x-ray data

C.3.1 Conversion of XRD Images with the CrysAlisPro Soft-
ware

For data from P24, from EH1

The red rectangles in the Figure C.1 represent the steps and parameters that have to
be set up in a proper configuration for importing and processing Pilatus 1M frames
(*.cbf) with CrysAlisPro. For this, open CrysAlisPro and load any *.par file. By
following these steps:

1. Choose an input image format with the appropriate configuration, in this case
"Sapphire 2048 ˆ 20248 1 ˆ 1 binning."

2. On the left side toolbar, click the "Image Import" icon.

3. Choose "Import" option.

4. Select the Multi-settings option. Then, OK.

5. Choose the image format. It could be cetrian MAR images, Bruker SAXI,
ESPERANTO, etc. Select "DECTRIS/PILATUS" from the drop-down menu.

6. Click on "Add N Runs" and enter the location of the experiment’s first and
last frames. A new window will open for each run list, and one should proceed
following steps (7-10) for each run.

7. Set alpha and Beta [deg] to 90 and 0. This simulates a theoretical Eulerian
diffractometer.

8. Enable "Scan info" and select the proper Scan type. For example, use the
"Phi" scan and provide the values for "omega", "Theta", and "Kappa" (all
should refer Eulerian geometry).

9. Provide the starting angle, the step size and the exposure time of the scan.

10. Then press OK!

11. For "Esperanto output". Select 90 for "Rotation [deg]".

12. Enable "Flip horizontal (square with value -1)".

13. For "Detector info and Auto-gap detection". Enter the detector’s pixel size in
mm (0.172).

14. Provide the parameters of the Beamstop x0=x0 ` 32 (520) and y0=y0 (533).

15. Check the "overflow" box and set it to be larger than (20000).

16. Check "Use the auto-gap detection" with value ´1.
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17. For the "Instrument common info". Enable "synchrotron" for the instrument
type and provide the x-ray wavelength.

18. Set "Gain" to 1.

19. Select "Mirror/SYNCHROTRON/MICRO_ED" from the drop down menu of
the Monochromator.

20. Set "Polfact" the polarization factor to 0.02.

21. Provide the sample to detector distance in mm.

22. Check "HPAD, module thickness" and set it to 1.

23. Check for "CdTe" detector.

24. Start the conversion procedure.
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C.3.2 Peak indexing for high pressure data

There are several options for indexing:

• Automatic indexing that considers all detected peaks.

• Search for a known unit cell while taking into account all identified peaks.

• Automatic indexing after excluding the diamond and ruby reflection from the
peaks table.

• Setting the orientation matrix manually (for example, if the prior pressure
point is known).

• Manual unit cell selection using Ewald Explorer.

If automated indexing fails but the approximate lattice parameters are known,
the command um searchcell can be used to search for the known unit cell.

If the search for a known cell fails to produce a reasonable result (due to a large
number of peaks that do not belong to the sample) or if the lattice parameters are
unknown, the user should determine which peaks belong to a diamond or ruby and
eliminate them first. For this, it is practical to examine the peak table by typing
pt e in Command Shell. Typically, diamond peaks have the highest intensities and
they can be removed using intensity filter.

Ewald Explorer is a very useful tool for distinguishing sample peaks from
diamond and ruby peaks; it is activated by entering pt ewald. Initially, it is
necessary to investigate histograms displaying the distributions of intensities and
d-values( Figure C.2). Consequently, the cluster of extremely intense reflections
in the upper histogram of Figure C.2 corresponds probably to diamond peaks,
whereas the numerous peaks at specific d-values (lower histogram of Figure C.2)
are frequently contributions of the powder rings of the gasket (appearing at fixed
angle), which produces numerous and intense reflections at the characteristic
d-values.

By dragging the mouse on the corresponding histograms, reflections can be omit-
ted. Since many peaks constituting the arcs have same d-values, they are not effec-
tively cleaned using the distribution histograms, and should be removed by hand.
The most convenient option for this is to use Ewald Explorer. The reciprocal space
can be rotated in a way that one can see the rows of sample peaks. Then unwanted
peaks can be skipped. Peaks flagged skip will not be considered for the unit cell
findings.
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Figure C.2: Histograms displaying the distribution of intensities and d-values.

To copy the orientation matrix from a previous pressure point the command ty
u is used to print the orientation matrix, the command um s is used to set the
orientation matrix for the data set. The matrix can then be refined by the command
um i.

C.3.3 Data integration

During the integration process, the Edit DAC angle command is used to set the
DAC opening angle. For the Boehler-Almax DAC, the value 40-45 is employed and
for the YaoDAC, the value 53-60 is utilized. Nevertheless, one should take care of
numerous things before the final integration:

• Skip areas shaded by additional equipment (e.g. burned areas of the detector).

• Set up the beamstop mask correctly.

• Ensure that the integration parameters are the most appropriate for the cur-
rent data.

The command script, can be used to skip the undesired regions. Click Options
RED in CMD, choose the tab Beam stop, and turn on Put beam stop overlay
to define the beam stop. Using the tabs in the same window, change the orientation
and size of the beam stop.

C.3.4 Background evaluation

The procedure of determining the average background in CrysAlisPro is governed by
two parameters: the evaluation range Re and the repeat frequency Fr. The evalu-
ation range determines the number of frames used to compute a single background
image, whereas the repeat frequency indicates the number of times the procedure
is repeated. By default, Re=Fr equals 25. Typically, for high-pressure data, these
values must be substantially lower. In the case of high-pressure data collection
relatively stable background, Re=Fr=5 has proved to be useful.
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C.3.5 Outlier rejection

Although high-pressure data are typically not very redundant, it is still possible
to apply outlier rejection in the case of high symmetry structures. Identifying and
rejecting these outlying intensities is crucial for a successful structure solution and
high pressure data refinement. This option can be selected during the data inte-
gration procedure. Click Use outlier rejection and the Laue group. If one is
uncertain about the precise symmetry, one should not select this option.

C.3.6 Data Reduction

In general, dc proffit executes fully automated data reduction procedures, which
involves frame scaling. Nevertheless, CrysAlisPro comes with a data finalization tool
that one can use to modify certain parameters, carry out numerical absorption cor-
rection, and filter the data. The data finalization window has to be activated. This
window displays all necessary information on data coverage, completeness, detected
outliers, absorption correction model, and any errors and warnings that happened
during the data integration, in addition to Rint and Rσ. In the Sample group, the
chemical formula as well as the number of formula units can be set. The absorption
correction can be performed by choosing either the "Empirical correction" or "Nu-
merical correction" option under the Correction tap. The latter one can be used
when crystal faces are determined while the former provides an "Automatic" and a
"Manual" correction option. The "Automatic" option employs SCALE3 ABSPACK
while when using the advanced option in "Manual correction" one can control indi-
vidual parameter.
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Non-equilibrium kinetics for SCO

D.1 Non-isothermal kinetics of spin conversion

The system approaches equilibrium faster than temperature variation if the rate of
temperature change is slow. As a result, it is possible to quantify the equilibrium
percentage of HS states or γeqpT q. When the rate of temperature variation exceeds
the system’s ability to return to equilibrium, a non-equilibrium fraction of HS
states denoted as γnepT q, is measured.

At room temperature (T0= 300K) a pure HS state (γeqpT0q = 1) is present.
After cooling using the ramp rate β, the HS fraction is measured instantaneously.
We propose a normalized measurement of spin conversion, which is as follows:

α “
1 ´ γ

1 ´ γeq
(D.1)

Spin conversion is occurring at the following rate:

dα

dt
“

dα

dT

dT

dt
“ β

dα

dT
“ Aer´

Ea
T

p1´αqs (D.2)

and

dα

dT
“ β

dα

dT
“

A

B
er´

Ea
T

p1´αqs (D.3)

As equilibrium is reached, (1-α) guarantees that kinetics stops. The expression
for a non-isothermal measure of spin conversion obtained by separating variables
and integrating is as follows:

ż a

0

dα

p1 ´ αq
“

A

β

ż T0

T

e
´Ea
T dT (D.4)

Using IpT, T0, Eaq to represent integral on the right side and considering:
ż a

0

dα

p1 ´ αq
“ ´ ln p1 ´ αq (D.5)

α “ 1 ´ e´A
β
IpT,T0,Eaq (D.6)

229



Chapter D: Non-equilibrium kinetics for SCO

The non-equilibrium proportion of the high-state (HS) as a function of temper-
ature, as determined during cooling, is as follows:

γÒ
nepT q “ γeqpT q ` e´A

β
IpT,T0,Eaq

p1 ´ γeqpT qq (D.7)

or,

γÓ
nepT q “ e´A

β
IpT,T0,Eaq

` γeqpT q

´

1 ´ e´A
β
IpT,T0,Eaq

¯

(D.8)

For a heating branch; we begin with the pure LS condition;

α “
γ

γeq
(D.9)

As a result, a non-equilibrium fraction of the HS state during heating as a func-
tion of temperature is obtained;

γÒ
nepT q “ γeqpT q

´

1 ´ e´A
β
IpT,T0,Eaq

¯

(D.10)

It is evident that the cooling and heating branches converge on the equilibrium
curve with extremely slow ramp rates. It should be noted that the equations above
are derived under the assumption that A is independent of both temperature and
spin fraction. Boukheddaden et al. [332] assumed that cooperativity is ignored.

Figure D.1 provides an illustration of Equations D.9 and D.10, showing how the
cooling curve overlaps the equilibrium and demonstrating the difference in kinetics
between the heating and cooling systems, which must begin at distinct temperatures.
As a result, one must assume a temperature dependence for A, that is, an unknown
function summing up contributions for phonon modes interacting with spin states
[332, 333]. The simple model presented above cannot thus fully explain a symmetric
expansion of the apparent hysteresis observed experimentally (Figure 7.1). Experi-
mentally, its explicit form can be determined by monitoring the relaxation kinetics
of thermally quenched HS states within the spin crossover temperature range.
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Figure D.1: A spin crossover transition with a low degree of cooperativity
with apparent hysteresis (difference between cooling and heating regimes),
with parameters taken from Table 7.7 (crystal structure data), A/β 0.025
and Ea « 1000.
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E.1 Effect of thermal cycling

Figure E.1: χMT versus T measured on polycrystalline samples at the scan
rate of 0.2K{min in two consecutive cycles. The measurements were per-
formed with applying a field of µ0H = 50mT in a temperature range be-
tween 5K- 350K on both polymorphs (monoclinic (a) and the orthorhombic
(b)). The solid blue and the dashed red lines correspond to the cooling and
heating cycles, respectively. Diamagnetic and paramagnetic corrections have
been applied.

E.2 Effect of different magnetic field

Magnetization measurements were conducted on both the monoclinic and or-
thorhombic polymorphs under various external magnetic fields. The results are
presented in Figures E.2 and E.3 for the monoclinic and orthorhombic polymorphs,
respectively. These figures demonstrate that the change in transition temperature
(∆T1{2) in response to the magnetic field (∆B) is small for both polymorphs: the
value of ∆T1{2{∆B for the orthorhombic polymorph is approximately 0.9KT´1, for
the monoclinic polymorph, ∆T1{2{∆B is approximately 0.16KT´1.
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Figure E.2: χMT versus T for a polycrystalline sample of the monoclinic
polymorph in different fields 50mT, 0.8 T, 2 T and 3 T measured with
different scan rates (a) 2K{min, (b) 10K{min in both cooling (blue-line)
and heating modes (red-line). The dashed and the solid black lines pass
through T1{2 while cooling and heating, respectively.
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Figure E.3: χMT versus T for a bunch of single crystals of the orthorhombic
polymorph in different fields 3 T (top), 2 T (middle), and 0.8T (bottom)
measured with different scan rates 2K{min (blue-line) 10K{min (red-line) in
both cooling and warming modes in blue and red, respectively. The dashed
and the solid black lines pass through the T1{2 while cooling and heating,
respectively.
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E.3 DSC measurements

Figure E.4: Enthalpy changes (∆H) (a), transition temperatures (T1{2) (b),
and entropy changes (∆S) (c) values obtained during cooling and heating
cycles with different maximum temperatures for the monoclinic (left) and
the orthorhombic (right) polymorph.
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Figure E.5: (a) Illustrates the protocol followed in the orthorhombic poly-
morph measurement. The sample was cooled down with different scan rate
of 20K{min, 7K{min, 4K{min, 2K{min, 1K{min, and 0.5K{min and sub-
sequently heated up with a constant rate of 10K{min. (b) Heat flow as a
function of temperature depicted for different scan rates during cooling. (c)
Entropy changes with different scan rates during cooling. The yellow shaded
rectangle in (c), represents the results from previous measurements (section
7.2.1) during cooling and heating at a rate of 10K{min.

E.4 Temperature-dependent crystal structure
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Figure E.6: (Top) Temperature evolution of the occupation probability of
the two disordered sites of the phenyl group in the monoclinic polymorph.
(Bottom) The change in the configuration entropy ∆Sconfig obtained from
the disorder of the two positions of the phenyl rings A and B. It is worth
noting that a selected set of points has been calculated for the sake of figure
clarity.
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Figure E.7: Evolution of the relative change in the normalized lattice pa-
rameters and unit cell volume for the monoclinic (left) and the orthorhombic
(right) polymorph. The calculation employs the expression ˚Xnormalized “
xpLSq´xpT q

xpLSq´xpHSq
, where x is the lattice parameters or the unit cell volume. Lines

are guides to the eyes. Error bars are the same size or smaller than the
symbols.
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Figure E.9: Temperature dependence of the C-C bond length in the phenyl
rings. (a1) & (a2) monoclinic,(b) orthorhombic. Lines are guides to the
eyes. See Appendix Figure E.8 for atom labeling.
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Figure E.10: Temperature-dependence changes of the C–C bond length in
one pyridine ring (a), (b) in the second pyridine ring (linked to the disor-
dered phenyl ring) in the monoclinic polymorph, and (c) in the orthorhombic
polymorph. Lines are guides to the eyes. See Appendix Figure E.8 for atom
labeling.
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Figure E.11: The shortest C ¨ ¨ ¨ ¨C intermolecular distances in the monoclinic
polymorph. Contacts are considered short if C ¨ ¨ ¨ ¨C < 3.5Å. C27 ¨ ¨ ¨ ¨C6A

and C15 ¨ ¨ ¨ ¨C11 are the shortest contacts in the intersheet layers. C31 ¨ ¨ ¨ ¨C6A,
C2A ¨ ¨ ¨ ¨C14, C3A ¨ ¨ ¨ ¨C29, C19 ¨ ¨ ¨ ¨C10 are shortest contacts in the intrasheet
layers. The evolution of these C ¨ ¨ ¨ ¨C contacts as a function of temperature
is shown in Figure 7.22.
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Figure E.12: The shortest C ¨ ¨ ¨ ¨C intermolecular distances in the orthorhom-
bic polymorph. Contacts are considered short if C ¨ ¨ ¨ ¨C < 3.5Å. C14 ¨ ¨ ¨ ¨C14

and C11 ¨ ¨ ¨ ¨C1 are the shortest contact in the intersheet layers. C19 ¨ ¨ ¨ ¨C10

is the shortest intrasheet contact. The evolution of these C ¨ ¨ ¨ ¨C contacts
as a function of temperature is shown in Figure 7.22.
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E.5 Pressure-dependent crystal structure
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Figure E.19: The N ” CpSq bond length as a function of temperature (left) and
pressure (right). Red circles correspond to the orthorhombic polymorph, and the
full and open black squares correspond to the monoclinic polymorph. Lines are
guides to the eyes.
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Figure E.25: Evolution of shortest Fe ¨ ¨ ¨ ¨Fe distance as a function of tem-
perature (left) and pressure (right) for both polymorphs. The red circles and
black squares are for orthorhombic and monoclinic polymorphs, respectively.
Lines are guides to the eyes.
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Chapter E:

E.6 Neutron

Figure E.26: Room temperature neutron powder diffraction pattern for the
monoclinic polymorph (λ =2.45Å).

Figure E.27: Temperature dependence of the unit cell volume of the mono-
clinic polymorph, obtained from neutron powder diffraction data obtained by
the Le Bail method by using the program JANA2006 [288]. The black and
green symbols represent the data for λ= 2.45Å and 1.89Å, respectively. The
red and blue symbols correspond to the data obtained from powder X-ray
diffraction during heating and cooling, respectively.

261





Schriften des Forschungszentrums Jülich 
Reihe Energie & Umwelt / Energy & Environment 

 
Band / Volume 618 
Na5YSi4O12-type Na+ superionic conductors for solid-state batteries 
A. Yang (2023), X, 150 pp 
ISBN: 978-3-95806-731-8 
 
Band / Volume 619 
Development of industry-scalable processes for nanocrystalline 
silicon oxide in silicon heterojunction solar cells 
D. Qiu (2023), 202 pp 
ISBN: 978-3-95806-734-9 
 
Band / Volume 620 
Photonic Sintering of Garnet-Based Solid-State Batteries 
W. S. Scheld (2024), XII, 153 pp 
ISBN: 978-3-95806-737-0 
 
Band / Volume 621 
Ceria-based composites for application in Oxygen transport membranes 
L. Fischer (2024), xiii, 216 pp 
ISBN: 978-3-95806-739-4 
 
Band / Volume 622 
Investigations of Air Quality Aspects with the Urban Climate Model 
PALM4U 
R. Wegener, U. Javed, R. Dubus, and D. Klemp (2024), 93 pp 
ISBN: 978-3-95806-741-7 
 
Band / Volume 623 
The Chemical Budget of Radicals and Reaction Mechanisms  
of the Atmospheric Oxidation of Monoterpenes Investigated  
in the Atmospheric Simulation Chamber SAPHIR 
Y. S. Pang (2024), VI, 158 pp 
ISBN: 978-3-95806-742-4 
 
Band / Volume 624 
Optimizing spectral electrical impedance tomography technology for 
improved subsurface characterization 
H. Wang (2024), xxix, 113 pp 
ISBN: 978-3-95806-744-8 
 
Band / Volume 625 
On a multi-spectral method for measuring aerosol properties,  
suitable for operation on iagos passenger aircraft 
P. Weber (2024), ca 123 pp 
ISBN: 978-3-95806-746-2 
 
 



Schriften des Forschungszentrums Jülich 
Reihe Energie & Umwelt / Energy & Environment 

 
Band / Volume 626 
Modellierung der flächendifferenzierten Grundwasserneubildung  
für Schleswig-Holstein 
Endbericht 
I. McNamara, B. Tetzlaff, T. Wolters, F. Wendland (2024), 96 pp 
ISBN: 978-3-95806-748-6 
 
Band / Volume 627 
Modeling orographic gravity waves from source to termination to improve 
parameterization schemes in climate models 
S. Rhode (2024), xii, ii, 138 pp 
ISBN: 978-3-95806-750-9 
 
Band / Volume 628 
Abscheidung kolumnarer Wärmedämmschichten mittels 
Suspensionsplasmaspritzen (SPS) und Plasma Spray – Physical Vapor 
Deposition (PS-PVD) Prozess 
J. Joeris (2024), vii, 133 pp 
ISBN: 978-3-95806-752-3 
 
Band / Volume 629 
Structure and properties of electrochemical interfaces  
from first principles simulations 
R. Tesch (2024), xvi, 161 pp 
ISBN: 978-3-95806-753-0 
 
Band / Volume 630 
Elucidation of Barocaloric Effect in Spin Crossover Compounds 
H. Shahed (2024), x, 261 pp 
ISBN: 978-3-95806-758-5 
 
 
 
Weitere Schriften des Verlags im Forschungszentrum Jülich unter 
http://wwwzb1.fz-juelich.de/verlagextern1/index.asp 





Energie & Umwelt / Energy & Environment
Band / Volume 630
ISBN 978-3-95806-758-5

Energie & Umwelt / Energy & Environment
Band / Volume 630
ISBN 978-3-95806-758-5

Elucidation of Barocaloric Effect in  
Spin Crossover Compounds
Hend Salim Abdel Raof Shahed

630

En
er

gi
e 

& 
Um

w
el

t
En

er
gy

 &
 E

nv
ir

on
m

en
t

El
uc

id
at

io
n 

of
 B

ar
oc

al
or

ic
 E

ff
ec

t i
n 

Sp
in

 C
ro

ss
ov

er
 C

om
po

un
ds

H
en

d 
Sa

lim
 A

bd
el

 R
ao

f S
ha

he
d


	Introduction
	Motivation
	Introduction to spin crossover
	Polymorphism in spin crossover system
	Cooperativity
	Intermolecular interactions
	Hydrogen bond
	Van der Waals interactions
	pi - pi interactions
	Intermolecular interactions in SCO compounds

	Outline

	Overview on Spin Transition
	Spin transition nature
	Factors influencing spin transition
	Thermal cycling and scan-rate dependence
	Pressure and magnetic field
	Radiation of light

	Detecting spin crossover behaviour
	Magnetic measurements
	 X-ray diffraction
	Differential scanning calorimetry and other techniques


	Family of Fe(PM-L)2(NCS)2 Compound
	[Fe(PM-Bia)2(NCS)2]
	Effect of pressure on [Fe(PM-Bia)2(NCS)2]

	Theoretical Background
	Ligand field theory
	Magnetization 
	Phase transition
	Phase transition in spin crossover
	Hysteresis
	Volume compression and bulk modulus

	Thermodynamic aspects
	Thermodynamics of spin-crossover
	Entropy driven spin crossover
	Pressure driven spin crossover

	Spin transition cooperativity
	Non-interacting molecules
	Domain model (Sorai and Seki model)
	Solution model (Slitcher and Drickramer model)


	Experimental Methods
	Sample preparation
	Magnetization 
	Methods and instruments
	SQUID
	PPMS Dynacool

	Measurements
	SQUID measurements
	Dynacool measurements


	Differential scanning calorimetry (DSC) 
	Methods and instruments
	Measurements

	Powder diffraction
	Neutron powder diffraction
	X-ray powder diffraction
	In-house PXRD instrument
	In-house measurement 
	Synchrotron measurement

	Single crystal X-ray diffraction
	In-house instrument
	In-house measurement 
	Synchrotron single crystal diffraction
	Synchrotron measurement

	High pressure diffraction 
	Pressure determination
	Synchrotron high pressure diffraction
	P24 PETRA III
	Measurement




	Data Processing
	Magnetization data
	Differential scanning calorimetry
	Powder diffraction data analysis
	Single crystal X-ray diffraction data analysis
	Data pre-processing
	Searching, indexing, integration and data reduction
	Structure solution and the phase problem
	Structure refinement
	Sequential processing of multiple temperature single crystal diffraction data set

	High pressure single crystal X-ray diffraction
	Pre-Processing: Conversion of XRD images with CrysAlisPro software
	Peak search
	Indexing
	Intensity integration
	Structure solution and refinement


	Results and Discussion
	Magnetic properties: Effect of particle size and scan rate
	Differential scanning calorimetry
	Effect of thermal history
	Effect of scan rate

	Temperature-dependent powder X-ray diffraction
	Temperature-dependent single crystal X-ray diffraction
	Unit cell volume and lattice parameters
	Intramolecular geometry
	Intermolecular contacts
	pi - pi interactions
	Van der Waals interactions
	Hydrogen bonds

	Intra and intermolecular changes impacting the lattice parameters anomalies

	Mechanism of transition (Formation of domains)
	Pressure-dependent crystal structure
	Equation of state and anisotropic compressibility
	Presence/Absence of HS-LS transition
	High pressure in orthorhombic polymorph
	Comparative analysis with previous studies
	The role of intermolecular interaction for stiffness, compressibility, and transition
	Comparison of high-pressure and low-temperature crystal packing

	Thermal cycling
	Effect of scan rate and intermediate state
	Analysis of cooperativity and entropy change with Slichter and Drickamer model

	Conclusion and Outlook
	Bibliography
	List of Figures
	List of Tables
	Theory
	Measurement and Refinement Details
	Data processing
	Least square approach
	Processing of temperature-dependent single crystal x-ray data
	Integration methodology for multiple data set
	Sequential refinement of variable temperature diffraction data using SHELXL and seq_Shell Software

	Processing of pressure dependent single crystal x-ray data
	Conversion of XRD Images with the CrysAlisPro Software
	Peak indexing for high pressure data
	Data integration
	Background evaluation
	Outlier rejection
	Data Reduction


	Non-equilibrium kinetics for SCO
	Non-isothermal kinetics of spin conversion

	
	Effect of thermal cycling
	Effect of different magnetic field
	DSC measurements
	Temperature-dependent crystal structure
	Pressure-dependent crystal structure
	Neutron

	Leere Seite
	Leere Seite



