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"In Wirklichkeit aber hatte man eben etwas Neues gelernt,

an das man vorher nicht gedacht hatte."

W. Heisenberg

in "Kausalgesetz und Quantenmechanik" (1931)





Abstract

Photoemission orbital tomography (POT) is an established technique to investi-
gate the electronic properties of organic adsorbates on surfaces. In POT, a com-
bined experimental and theoretical approach, angle-resolved photoelectron spec-
troscopy data are measured in a large angular range at a constant kinetic energy
and compared to calculated wave functions of organic molecules. To simulate the
photoemission process, the �nal state of the photoelectrons is approximated by
a plane wave (PW). Then, the experimentally-obtained photoemission intensity
distribution can be correlated directly to theoretical density of states to identify
individual orbitals. Due to the used PW approximation (PWA), POT is commonly
restricted to π orbitals of large, planar molecules, and a particular experimental
geometry. Yet, some reports in literature suggest that POT is not �xed to these
conditions. In this work, we verify the limits of POT and thus extend its potential.

To this end, we demonstrate that POT is applicable to σ orbitals allowing to
extract orbital energies of both, π and σ orbitals, in a large binding energy range.
Using an example of bisanthene on Cu(110), we show that POT of σ orbitals can
be successfully used to reveal the exact chemical state of on-surface synthesized
reaction products. Moreover, POT of frontier π orbitals allows to shed light on
the nature of π stabilization in organic molecules. In particular, the aromatic
state of kekulene, which was long disputed to be of either Clar or superaromatic
type, is investigated with POT. To this end, specially designed precursor molecules
were used in an on-surface synthesis to produce kekulene/Cu(111). If Cu(110) is
used instead of Cu(111), we observe the formation of planar kekulene and an
isomeric nonplanar derivative of kekulene, iso-kekulene. Hence, opposed to the
preconditions of the technique mentioned earlier, POT is capable of di�erentiating
between planar and nonplanar isomers of kekulene.

The application of a simple PW as �nal state in POT is inspected in this work in
two ways. First, we exploit the fact that the PWA is equivalent to the more cor-
rect independent atomic center approximation, if the photoemission experiment is
recorded in a speci�c way. To this end, we conducted incidence-angle-dependent
measurements on three organic systems to obtain POT data ful�lling the ideal so-
called ϵ ∥ kf condition. Second, photon-energy-dependent POT data of graphene
were compared to the results of three calculations using di�erent levels of theory
and �nal-state descriptions. We found clear deviations between the simple PWA
and the experimental data. Yet using higher level theory allowed us to extract
experimental photoemission cross sections and understand the �ndings in a com-
prehensive physical picture.
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1 | Introduction

The wave function Ψ is the central mathematical entity in quantum mechanics and
is related to the chance to �nd a quantum system at a particular point in space.
This probability distribution is, for instance, used to describe the spatial distri-
bution of electrons in atoms and molecules, the so-called atomic and molecular
orbitals, respectively.

The mathematical foundations of Ψ were established by Schrödinger [1], Dirac
[2], and Bohr [3] among others in the late 1920's. About 50 years later, it was
realized in the surface science community that the "photoemission AD [angular
distribution] contains detailed information on the chemisorption bond geometry
and the angular variations of the atomic orbitals involved in the bond" [4] and
expressed "the hope that the photoemission technique can be used to identify not
only the bond orbitals of chemisorbed atoms but also the symmetry of adsorption
site." [5]. This proves the awareness in the community of the opportunity to image
orbital patterns experimentally in photoelectron spectroscopy (PES).

Yet, it was clear that such angle-resolved ultraviolet photoelectron spectroscopy
(ARUPS) measurements need to be rationalized by simulations calling for reason-
able models of the photoemission process which "must properly treat both the
initial and �nal states" [4]. Therein, the focus is on the �nal state as it contains
information about the actual photoemission process [5]. Although N.V. Smith
and J. W. Davenport saw the unique potential of this combined experimental and
theoretical approach "to determine possible both the plane wave decomposition of
the �nal state and the shapes of the atomic orbitals" [6], "to identify the levels"
[7] and "to �nd the orientation of the molecule relative to the surface" [7], Smith
also stated that "the plane-wave �nal state at UPS energies is too crude to expect
detailed quantitative agreement" [8]. Not only would the outgoing photoelectrons
be described better using spherical waves, but also interaction processes, interfer-
ence e�ects, and scattering events within the molecule and by the environment
(e.g., the substrate or neighboring molecules) would not be accounted for if the
plane wave approximation (PWA) was used. Although electron analyzers provid-
ing angular resolution of photoemission intensity were already in use [8, 9], "the
amount of data available [...] is already far too overwhelming!" [8]. Due to the
theoretical and experimental challenges, the technique's further development was
thus not pursued after the 1980's, despite of experimental studies in favor of the
PWA [10].
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1 Introduction

Nevertheless, the combination of experimental angle-resolved photoemission spec-
troscopy (ARPES) data and simulations based on the PWA was reconsidered in
2009 by Puschnig et al. who presented the "Reconstruction of Molecular Orbital
Densities from Photoemission Data" [11]. This photoemission (orbital) tomogra-
phy (PT or POT) technique has been developed further using varying theoretical
advancements and was applied to many molecular systems focusing on di�erent
aspects of the individual electronic properties.

POT combines experimental and theo-
retical views on the photoemission re-
sults, namely the photoelectron dis-
tribution in reciprocal- (momentum-)
space, the so-called k maps. In the ex-
periment, k maps are generated by col-
lecting photoelectrons in a large range
of emission angles at a constant kinetic
energy and recalculating the photoelec-
tron distribution into reciprocal-space
coordinates kx and ky. On the theo-
retical side, the photoemission process
has to be simulated �rst, starting from
the electron in its initial state to its �-
nal state as an emitted photoelectron
traveling freely in vacuum with a par-
ticular velocity corresponding to the ki-
netic energy. If the �nal free state
of the photoelectron is treated as a
plane wave (PW), a simple mathemat-
ical correlation between the initial and
�nal states can be achieved in theory.
The simulated k maps are obtained by
Fourier transforming the calculated ini-
tial state wave function of a particular
orbital and correcting them by a geo-
metrical factor [11]. Thereby, the sim-
ulated k maps serve as unique �nger-
prints for individual molecular orbitals.
Comparing experimental and theoreti-
cal k maps �nally allows to identify and
image single molecular orbitals in the
experimental data.

y
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z

kz

ky

ky

kx

kx

ky

electron 
analyzer

angular distribution
of photoelectrons

oriented molecule
on surface

experimental
k map

theoretical
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momentum
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wave
function

Figure 1.1: POT
Photoelectrons excited from an ordered
molecular layer using photons (purple)
and collected by the momentum mi-
croscope resulting in an experimental
k map. The theoretical one is obtained
by a hemispherical cut (red, Ewald
sphere) through the three dimensional
Fourier transform of the orbital's wave
function. After Ref. [12] and shown
with permission.
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Since the PW �nal state approximation is the key element of POT, it is assumed
[11] that the technique can only be applied in speci�c cases, namely (i) π orbitals
from (ii) large, (iii) planar (iv) molecules, and (v) a particular experimental ge-
ometry. Moreover, the molecules should consist of many light atoms (H, C, N, O)
expected to lead to rather weak and structureless angular patterns [11, 13, 14]. The
success of POT following these guidelines has been proven by many publications in
a variety of application �elds within the last 13 years [AH3, AH4, AH5, AH6, AH8,
AH9, AH10, AH12, 11, 12, 15�38]. Contradictory to previous assumptions, it was
proven that POT can also be successfully applied to, e.g., small molecules such
as CO, CN [39], and benzene [34], three-dimensional buckyball C60 molecules [40],
strongly bent organic species [AH10], or metalated porphyrin molecules [AH5].
Therefore, it is crucial to test the original limits of POT based on the PW approx-
imation and push these further through novel and unique applications.

Instead of the basic PWA, a more realistic model description of the photoelectron's
�nal state is based on spherical waves as formulated in the independent atomic cen-
ter (IAC) approximation introduced by W. D. Grobman [41]. Therein, the author
analytically proved that the PW and IAC approximations become qualitatively
similar if the investigated initial molecular orbital is composed of atomic orbitals
of the "same chemical and orbital character" [41]. This condition is ful�lled for
pz-derived π states. However, a molecule naturally also consists of σ states built
from s, px, and py orbitals. Therefore, the natural question arises, whether POT
can be applied to molecular orbitals other than π orbitals such as σ orbitals or
bent molecules which have nonplanar delocalized π states.

The predicted photoemission intensity resulting from the IAC and PW �nal state
approximations can even emerge into exactly the same result if, in addition to the
consistent orbital type, a particular experimental geometry of sample and photon
beam is maintained. Namely, the polarization vector of the photon beam ϵ and
the direction of the emitted electron in its �nal state kf should be parallel (ϵ ∥ kf

condition commonly referred to asA∥k condition). Such a particular experimental
validation of POT results is of great interest as it was already suggested in a critical
report by A. M. Bradshaw and D. P. Woodru� in 2015 [42]. Estimating the
agreement between photoemission results recorded at typically used experimental
geometries and the mentioned idealized case remains to be clari�ed. Its outcome
would serve as a general feasibility test of POT for π orbitals.

Another issue related to the simplicity of the PWA is observed in photon-energy-
dependent POT of organic molecules. A deviation between experiment and theory
was attributed to scattering at the substrate and correlated to the adsorption
height of the molecules [22]. To understand the experimental results, veri�cation
using a specially selected system and higher level theory is required.
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1 Introduction

Summarizing the above mentioned aspects, �ve principal questions open up to
justify the applications of POT and revisit its limitations: (1) Is POT applicable
to a broader range of electronic states, particularly σ orbitals and bent π systems?
(2) Using these extended possibilities, can POT shed light on details about the
chemical state of molecules or (3) identify adsorbed molecules such as the reac-
tion products of on-surface syntheses? (4) Is it possible to obtain experimental
k maps ful�lling the ideal ϵ ∥ kf condition and how strong is the deviation to
typically-recorded ones? (5) Which theoretical model can appropriately reproduce
experimental photon-energy-dependent POT and shed light on the nature of the
observed resonances?

This thesis contains six main chapters. In the subsequent chapter 2, the exper-
imental technique and the theoretical models are introduced. The subsequent
chapters aim to answer the questions formulated above.

In Chapter 3, we expand the so-far experimentally accessible orbital range of POT
from π to σ orbitals expected at much higher binding energies than π orbitals.
This is investigated using the example of bisanthene/Cu(110). First and foremost,
we will prove that σ orbitals can be successfully measured and identi�ed with
POT. Additionally, the study will deliver important insight into local chemical
modi�cations of the adsorbed molecules by the substrate. In particular, POT of
σ orbitals will allow to identify the chemical state of the adsorbate. Moreover,
we extract actual experimental binding energies and spectral lineshapes for each
identi�ed orbital and we compare the results to predicted energies in order to
benchmark four widely used functionals.

In Chapters 4 and 5, we will utilize POT to reveal information about the �nal
products of thermally induced chemical reactions from a speci�cally designed pre-
cursor molecule on the Cu(111) and Cu(110) surfaces, respectively, focusing on
di�erent aspects of the systems.

In Chapter 4, the major reaction product on Cu(111) is a prototypical polycyclic
aromatic hydrocarbon � kekulene � that provoked substantial dispute in the scien-
ti�c community already in the 1970's. The discussion dealt with the ambiguously
characterized concept of aromatic stabilization in kekulene, which can be described
in two di�erent manners. With our POT results, the molecule's aromatic state is
identi�ed from an electronic perspective in contrast to previous scanning tunneling
microscopy (STM) studies focusing on geometrical properties [43].

In Chapter 5, we show that the on-surface synthesis of the same precursor molecules
on Cu(110) results in three adsorption species - one is planar kekulene and the other
two are the same isomeric derivative of kekulene (iso-kekulene) adsorbed in two
di�erent nonplanar con�gurations. Nevertheless, we �nd that POT is capable of
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di�erentiating between these species on the metal surface and identify iso-kekulene
as a major reaction product in agreement with STM results. Contrary to neutral
kekulene on Cu(111), we determine charge transfer (CT) of more than two electrons
from Cu(110) to the adsorbate.

In Chapter 6, we evaluate the deviation between typical k maps recorded at one
incidence angle and k maps ful�lling the ideal ϵ ∥ kf condition. This is per-
formed using three systems, namely (i) a quasi zero-dimensional example of small-
est delocalized π system benzene/Pd(110), (ii) a well-known organic molecule of
typical size used in POT studies (bisanthene/Cu(110)), and (iii) an extended two-
dimensional material epitaxial monolayer graphene (EMLG) on SiC(0001). After
processing the incidence angle dependent data sets, synthetic Iϵ∥kf

(kx, ky) maps
are obtained in which the desired ϵ ∥ kf condition is ful�lled in the complete k
space. Thereby, we �nd with which experimental incidence angle conventionally
recorded k maps and ideal Iϵ∥kf

(kx, ky) maps become as similar as possible. This
will head to the ideal incidence angle which should be used in the future and re-
veal if the recorded and investigated k maps in the literature were close to the IAC
approximation.

In Chapter 7, we address the issue of reproducing photon-energy-dependent POT
results with the PW approximation and show rich POT data sets of EMLG and
quasifreestanding monolayer graphene (QFMLG) on 6H-SiC(0001). In agreement
with an earlier photon-energy-dependent POT study and the expectations of ex-
perts in the �eld of photoemission, both extracted photoemission intensity vs. pho-
ton energy distributions are genuinely more complex than the simple PW model
[42, 44, 45]. To overcome this issue, we employ two theoretical models that give
improved �nal state descriptions, namely time-dependent density functional the-
ory (TDDFT) and a recently-developed simple but powerful model that we term
the scattered-wave approximation (SWA). Finally, we are able to reproduce our
experimentally-observed intensity modulation and even yield an intuitive physical
picture of the photoemission process.

In this thesis, we prove that POT can be successfully applied to a broad range
of electronic states including π and σ orbitals. The technique can be used to
study a variety of surface materials from quasi zero-dimensional benzene to two-
dimensional graphene and even permits to identify chemical states, reaction prod-
ucts of on-surface syntheses, and interactions at interfaces. Nevertheless, the uti-
lized PWA in POT reaches its limits particularly in reproducing photon-energy-
dependent POT data. To overcome this issue, higher level theory is consulted.
Finally, we on the one hand signi�cantly extend the applicability of POT beyond
the limitations given by Puschnig et al. in 2009 [11]. On the other hand, we specify
phenomena that cannot be properly explained using the theoretical key element
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1 Introduction

of POT, the PWA, which requires further theoretical development.
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2 | Concepts of Photoemission
Orbital Tomography

The viability and extended applicability of the POT technique is in the focus
of this work. Therefore, this chapter introduces the basic principles behind the
technique starting with PES and ARPES. Finally, the theoretical and experimental
details of POT are discussed in more detail. Additionally, the electron analyzer
and synchrotron beamline utilized to perform the POT experiments presented in
this work are described including the procedure to normalize the experimental
measurement data. Note that this chapter targets to inform about speci�c details
of POT needed to understand the presented results of this work but cannot provide
a full review of the method.

2.1 Photoelectron spectroscopy

Electronic properties of surfaces and crystals are nowadays routinely studied using
PES. The fundamental principle of the method goes back to the 1880's, when Hertz
[46] �rst discovered the photoelectric e�ect. That an electron is emitted from
a solid material as a consequence of the absorption of a photon was explained
later in 1905 by Einstein [47] and related to the quantum nature of light. In
a typical photoemission experiment, a sample is illuminated by (monochromatic)
light with energy hν, where h is the Planck's constant and ν the photon frequency.
If this energy is large enough to overcome the binding energy Eb of the electronic
state and the work function of the sample Φs (typically 4�5 eV for metals), the
electrons can escape into the vacuum in some direction with a residual kinetic
energy Ekin. Finally, the emitted electrons traveling through space are detected
by an electron spectrometer (analyzer) providing their intensity (photocurrent) as
a function of measured Ekin. Applying the principle of energy conservation, one
can thus determine Eb of the emitted photoelectron by:

Ekin = hν − Φa − |Eb| (2.1)

using the work function of the analyzer Φa (see Eq. 2.2).
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2 Concepts of Photoemission Orbital Tomography

In this work, we are interested in the electronic properties of organic molecule/-
substrate systems, in particular weakly bound valence levels that participate in
chemical bond formation. Using photon energies in the range of 10 eV to 110 eV
as typically used in UPS holds several bene�ts, e.g., a relatively high cross sec-
tion for excitation. Additionally, a good surface sensitivity is achieved in this
energy range considering the mean free path λ of only a few Ångströms [48]. If
larger photon energies in a range of 1 keV�10 keV are used, core-electron states
are excited or one can look at valence levels with bulk sensitivity (HAXPES). The
measurement and analysis of these photoelectrons is employed in x-ray photoelec-
tron spectroscopy (XPS) to reveal the chemical composition of an adsorbate layer.
Similar energies are used in the normal-incidence x-ray standing wave (NIXSW)
technique to ful�ll the condition of Bragg re�ection from a crystalline substrate
in order to analyze the vertical positions of atoms in molecules. As a result the
molecules' adsorption height is revealed and can be directly related to the inter-
action strength between molecule and substrate. Details about XPS and NIXSW
can be found in Refs. [49�52]. UPS and ARPES experiments performed in home
laboratories typically utilize He discharge lamps that are restricted to certain pho-
ton energies (hνHe I = 21.22 eV, hνHe II = 40.81 eV). In synchrotron facilities, the
photon energy can be tuned in a wide range depending on the beamline design.
Experimental results presented in this work were acquired at the Metrology Light
Source (MLS) insertion device beamline of the Physikalisch-Technische Bunde-
sanstalt (PTB) in Berlin [53] using photon energies between 15 eV to 115 eV.
Details about the employed photon �ux calibration are described in Section 2.4.6.

In the conversion from Ekin to Eb, the analyzer work function Φa has to be consid-
ered in Eq. 2.1. The work function Φ is de�ned as the minimum energy required
to remove an electron from a solid into the vacuum far away from the surface.
More speci�cally in the de�nition by Wandelt [54], Φ is de�ned by the energetic
di�erence of two states, namely the Fermi level, in which the electron is in the
highest occupied level of the neutral ground state, and the electron at rest in in-
�nity (at the absolute vacuum level Evac(∞)) with the solid singly ionized. In
reality, we, however, investigate �nite surfaces, where the electron in the second
state is localized just outside the solid at Evac(s). In the measured UP spectrum,
electrons stemming originally from the Fermi level can have kinetic energies of as
much as Emax

kin , while minimum kinetic energy corresponds to either electrons which
have just enough energy to escape from the solid or were previously higher energy
electrons that have lost their energy via scattering on their way to the surface.
Summing up the kinetic energy of the secondary low kinetic energy cut-o� (Emin

kin )
and the photon energy hν represents the local vacuum level Evac(s) of the sample
as depicted in Fig. 2.1. Subtracting the energy of the electrons originating from
the Fermi level of the sample Emax

kin then results in Φa.
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2.1 Photoelectron spectroscopy
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Figure 2.1: Photoemission process and UP spectrum
Left: Core levels and valence states of the sample with the Fermi level EF. Elec-
trons from the sample are excited by photons with energy hν above the vacuum
level Evac. Right: Photoexcited electrons are detected by the analyzer with kinetic
energy Ekin. The position of the vacuum level from the sample to the analyzer is
translated by one hν. Emitted photoelectrons can have kinetic energies of mini-
mum Emin

kin or maximum Emax
kin . Adapted from Ref. [55].

Since the work function of the analyzer Φa is typically smaller than that of the
sample [55, 56], all photoelectrons with Emin

kin gain kinetic energy before they reach
the entrance of the electron analyzer. The energy gain amounts to the di�erence
in work functions of sample and analyzer. The measured Ekin at the analyzer
therefore has to be corrected by that energy gain according to

Ekin = hν − Eb − Φs + (Φs − Φa) = hν − Eb − Φa (2.2)

In this work, the energies of photoemitted electrons are either given by their bind-
ing energy Eb related to EF (Eb = EF − Ekin) or as E − Evac = hν − Ekin

1.
1E − Evac = hν − Ekin was used, if the calibration of EF was ambiguous.
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2 Concepts of Photoemission Orbital Tomography

2.2 Photoemission di�erential cross section

That a photoelectron is emitted from its single-particle initial state i with wave
vector kf has a particular probability per unit time (or transition rate) Wi,kf

that
is described in detail in Ref. [AH12]. Within the sudden approximation of the
one-step model of photoemission, this probability is given by Fermi's golden rule:

Wi,kf
=

2π

ℏ

∣∣∣〈ψkf
| e
m
A · p̂|ψi

〉∣∣∣2 δ (εi − εkf
− Φ + hν

)
=

2πe2ℏ|A0|2

m2

∣∣∣〈ψkf
|ϵ · ∇|ψi

〉∣∣∣2 δ (εi − εkf
− Φ + hν

)
,

(2.3)

Herein, |ψi⟩ is the initial (bound) state vector with energy εi < 0, |ψkf
⟩ is the

�nal (unbound) state vector with kinetic energy Ekin = εkf
, and Φ > 0 is the

work function. The photon �eld is characterized by the vector potential A and
the polarization vector ϵ. p̂ is the momentum operator of the (photo)electron, and
e and m are the electron's charge and mass, respectively. The perturbing operator
A · p̂ arises from the minimal coupling principle by taking into account that the
momentum operator commutes with the vector potential in the Coulomb gauge.

If photoelectrons with kinetic energy Ekin = ℏ2k2f/2m emitted from initial state
i into any direction Ωkf

= (θ, ϕ) are considered, the probability per unit time
evolves into Pi,kf

which can be calculated as

Pi,kf
=

1

vkf

∫
|k′

f |=kf

d3k′
fWi,k′

f
, (2.4)

where vkf
= (2π)3/V is the kf -space volume per kf vector. V is the (illuminated)

real-space volume of the sample, in which
∫
V
ψ∗
kf
ψkf

d3r = 1. Note that for a given
initial state ψi with energy εi and due to energy conservation enforced by the delta
function in Eq. 2.3, the integration in Eq. 2.4 projects out the angular dependence
at a �xed absolute value kf , i.e., kinetic energy as described in Ref. [11]. Using
Eq. 2.3, this becomes

Pi,kf
=

V

(2π)2
e2ℏ|A0|2

m2

∫
2π

dΩk′
f

∫
k′f

2
dk′f

∣∣∣〈ψk′
f
|ϵ · ∇|ψi

〉∣∣∣2 × δ(k′f − kf )
1

|s′(kf )|

=
V

(2π)2
e2|A0|2kf

ℏm

∫
2π

dΩkf

∣∣∣〈ψkf
|ϵ · ∇|ψi

〉∣∣∣2
(2.5)

10



2.2 Photoemission di�erential cross section

where s(k′f ) ≡ εi − ℏk′f
2/2m− Φ + hν.

The total cross section σi,kf of the photoemission process from initial state i is
related to Pi,kf

by
σi,kf
A□

≡ ni,kf
= Pi,kf

∆t, (2.6)

where A□ is the illuminated area on the sample and ni,kf
is the fraction of emitted

photoelectrons per photon hitting the area A□ in the time interval ∆t. A□ is given
by Vph/(c∆t), where Vph is the volume, in which the energy of the photon �eld
amounts to hν and c the velocity of light.

The di�erential cross section is thus given by

dσi,kf
dΩ

=
Vph
c

dPi,kf

dΩ
(2.7)

after di�erentiation with respect to the solid angle Ω. It is important to note here
that the di�erential cross section is a function of kf , Ω = (θ, ϕ), the photon energy
hν (which selects possible initial states i according to their orbital energies εi,
because of the delta function in Eq. 2.14), and light polarization ϵ. Therefore, we
write dσ

dΩ
(kf ,Ωkf

;hν, ϵ) from now on.

In a next step, we normalize the light �eld to the energy of one photon in the
volume Vph, which consequently �xes the amplitude A0 of the vector �eld to

|A0|
2 =

ℏ
πVphϵ0ν

. (2.8)

As a result, the di�erential cross section is converted by using Eqs. 2.5 and 2.7 to

dσ

dΩ
(kf ,Ωkf

;hν, ϵ) =
dσi,kf
dΩ

=
V

4π3

e2kf
cmϵ0ν

∣∣∣〈ψkf
|ϵ · ∇|ψi

〉∣∣∣2 (2.9)

where we have also summed over all initial states i, taking into account a factor
of 2 due to the spin degeneracy of the electron.

To correlate this di�erential cross section with our experimental data, we �rst �g-
ure out which intensities we actually measure at the analyzer. The photoelectron
intensity I(kf ,Ωkf

;hν, ϵ) measured at the analyzer originates from the photoemit-
ted electrons from the area A□ on the sample which contains N photoemitters.

The calibrated beamline produces a known monochromatic photon �ux Fph(hν, ϵ),
yielding a photon intensity Iph(hν, ϵ) = F (hν, ϵ)A□ on the area A□ from which
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2 Concepts of Photoemission Orbital Tomography

photoelectrons are detected with e�ciency χ(kf ). If the photoemission data are
obtained at a carefully calibrated beamline the photoelectron intensity is given by

I(kf ,Ωkf
;hν, ϵ) = χ(kf ) Iph(hν, ϵ)N

dσ
dΩ
(kf ,Ωkf

;hν, ϵ)

A□
∆Ω. (2.10)

Thus, the intensity ratio I(kf ,Ωkf
;hν, ϵ)/Iph(hν, ϵ), if obtained at a carefully cal-

ibrated beamline with a carefully characterized linear response χ(kf ) of the an-
alyzer, is a direct measure of the di�erential photoemission cross section. If we
assume that the volume density of the photoemitters in the sample is ϱ, we can re-
place the ratio N/A□ in the above equation by ϱd, where d is the e�ective sampling
depth. The relation in Eq. 2.10 in utilized in Chapter 7 to obtain photoemission
cross sections from experimental POT data. The preliminary explanations and
equation about the photoemission di�erential cross section are part of the respec-
tive journal article [AH12].

2.3 Angle-resolved photoemission
spectroscopy

As a result of the photoelectric e�ect, electrons leave the sample and travel along
di�erent directions through vacuum with particular velocities, i.e., kinetic energies
Ekin. If the directions of the photoelectrons are precisely detected, as in ARPES,
it is possible to study the momentum-dependent electronic properties, e.g., the
band structure of solids. In general, the wave vector or momentum kf = p/ℏ
describes the wave vector of the photoelectron outside the crystal in the vacuum.
Its modulus can be determined by kf =

√
2meEkin/ℏ, in which me is the mass

of the electron. The vector kf can be split into its parallel and perpendicular (to
the surface) components k∥ and k⊥, respectively [57].

When an electron passes through an ordered surface, the component parallel to the
surface is conserved due to translational symmetry and can be determined from
the polar (θ) emission angle of the photoelectrons de�ned in the experimental
geometry visualized in Fig. 2.2.

k∥ =

√
2meEkin

ℏ
· sin(θ) (2.11)

The k∥ range obtained in a measurement is, however, limited by the �nite θ ac-
ceptance angle de�ned by the design of the particular measurement system. The
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2.3 Angle-resolved photoemission spectroscopy

typical acceptance angle of common hemispherical analyzers is limited to up to
± 15◦ [58, 59]. A broader range has been demonstrated as well (EW 4000 Scienta
[60] and ASTRAIOS 190 2D-CMOS (± 30◦) [61]). Note that a popular instrument
in the 1970's had an angular accpetance of ± 4◦ [8].

x

y

z

a q
hn

f

e

k , Ef kin

k||

k

Yi

Yf

Figure 2.2: Experimental geometry of PE experiments
Excitation and emission of electrons from an initial molecular state ψi with inci-
dent p polarized photon beam with energy hν, incidence angle α (purple color),
and polarization vector ϵ. Emitted photoelectrons in the �nal state ψf are charac-
terized by their kinetic energy Ekin and the polar and azimuthal emission angles
θ and ϕ, respectively. The consequential momentum vector kf can be divided
into two components parallel and perpendicular to the sample surface k∥ and k⊥,
respectively.

The largest acceptance angle ranges are provided by the toroidal electron analyzer
(TEA) (± 85◦) [62] or photoemission electron microscopy (PEEM)-based systems
[63�65] using specially designed electron lenses. The measurement of ARPES band
maps with a large k∥ range correspondingly may require to tilt the sample if the
analyzer has an insu�ciently large acceptance angle or to use higher excitation
energies. The latter would, however, lead to stronger substrate contributions in
the photoemission signal that may cover emission from the adsorbate under inves-
tigation.

In a cartesian coordinate system with the z-axis along the sample normal, kz = k⊥,
while k∥ can be split into the two components kx and ky, where x and y can be
chosen to be, e.g., along high symmetry directions of the surface. Plotting the
photoemission intensity against kx and ky at a constant Ekin results in so-called
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2 Concepts of Photoemission Orbital Tomography

k maps of photoemission. The interpretation of these experimental k maps is only
adequately possible if theoretical simulations are consulted. The combination of
those experimental photoemission data with sophisticated simulations lead to the
development of POT which will be explained in the following.

2.4 Photoemission orbital tomography

The electronic properties of the investigated interfaces in this work are studied
within the framework of POT � a combined experimental and theoretical approach
introduced in 2009/2011 by P. Puschnig et al. to "characterize discrete orbitals
of large π-conjugated molecules" [11, 16]. In POT, conventional ARPES data
are presented and interpreted in a speci�c way, which allows to extract additional
information. Namely, instead of band maps, where the photoemission intensity is
presented as a function of energy and momentum parallel to the surface, so-called
k maps are presented I(kx, ky). These quantify the photoelectron momentum
distributions that can be related to spatial distributions of initial state orbitals.

Technically, this is done by transforming the raw angle-resolved photoemission
data I(Ekin, θ, ϕ) into reciprocal-space coordinates resulting in a three-dimensional
ARPES data cube I(Ekin, kx, ky), where kx and ky are components of k∥. The
experimental photoemission data recorded at one speci�c Ekin then give a two-
dimensional intensity distribution � the k map.

To interpret experimental photoemission data, it is crucial to evaluate how and to
which quantity accessible by simulations, they can and should be related to gain
valuable information.

From Section 2.2, we know that the ratio of intensities I/Iph is a direct measure of
the di�erential cross section. Therein, I is the photoemission intensity measured
at the analyzer originating from the photoemitted electrons from the area A□ on
the sample and Iph is the photoemission intensity produced by the beamline. The
di�erential photoemission cross section dσ/dΩ(kf ,Ω;hν, ϵ) describes the probabil-
ity to detect a photoelectron of kinetic energy Ekin and wave vector kf at a solid
angle Ω = (θ, ϕ) with the polar and azimuthal angles θ and ϕ, respectively, after
illumination with photons of energy hν and polarization vector ϵ.

The photo-excitation is treated as one single coherent event during which an elec-
tron is transferred from its initial state i with wave function ψi to a �nal state f
with wave function ψf. This is commonly referred to as one-step model of pho-
toemission (PE) [57, 66�69] which is the more realistic, yet also more complex
approach in comparison to the three-step model [68, 70, 71]. Within the one-step
model, the sudden approximation states that the system instantaneously responses
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2.4 Photoemission orbital tomography

to the photoexcitation, i.e., the creation of the photohole. The remaining (N-1)-
electron system thus does not interact with the emitted photoelectron [48].

In consequence of the sudden approximation within the one-step model, the proba-
bility per unit time (or transition rate)Wi,kf

that a photoelectron with wave vector
kf is emitted from the one particle initial state i is given by Fermi's golden rule

Wi,kf
=

2π

ℏ

∣∣∣〈ψkf
|Hint|ψi

〉∣∣∣2 δ (εi − εkf
− Φ + hν

)
(2.12)

Therein, |ψi⟩ is the initial (bound) state vector with energy εi < 0 and |ψkf
⟩ is the

�nal (unbound) state vector. The energy conservation during the photoemission
process is preserved by the δ-function with kinetic energy Ekin = εkf

, and Φ > 0
as the work function. The interaction of the N -electron ground state with the
photon is treated as a perturbation given by

Hint =
e

2mc
(Ap̂+ p̂A) +

e2

2mc2
AA ≈ e

mc
Ap̂ (2.13)

taking the electron momentum operator p̂ and the vector potential of the photon
�eldA into account. e andm are the electron's charge and mass, respectively. The
perturbation can be simpli�ed by neglecting the quadratic term in A (A2 ≈ 0)
as it describes two-photon processes. Additionally, we use the Coulomb gauge
(∇ · A = 0) and set A as a constant A = A0 (dipole approximation), because
with the used photon energies the wavelength of the photon beam is considerably
larger than interatomic distances [48, 49].

Fermi's rule (Eq. 2.12) can thus be rewritten as:

Wi,kf
=

2π

ℏ

∣∣∣〈ψkf

∣∣∣ e
mc

A0 · p
∣∣∣ψi

〉∣∣∣2 δ (εi − εkf
− Φ + hν

)
(2.14)

with p = ℏ
i
∇⃗. Using the polarization vector ϵ (assumed to be constant in

space) [30] instead of the vector potential of the photon �eld and that the
normalization of the light �eld to the energy of one photon in the volume Vph
�xes the amplitude A0 of the vector �eld, changes the probability per unit time
for a photoelectron to be emitted to:

Wi,kf
=

2πe2ℏ|A0|2

m2

∣∣∣〈ψkf
|ϵ · ∇|ψi

〉∣∣∣2 δ (εi − εkf
− Φ + hν

)
(2.15)
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2 Concepts of Photoemission Orbital Tomography

with
|A0|

2 =
ℏ

πVphϵ0ν
. (2.16)

Bringing together the matrix element

Mkf ,i
=

〈
ψkf

|ϵ ·∇|ψi

〉
. (2.17)

and the relation of dσi,kf/dΩ in Eq.2.9, we �nd that dσi,kf/dΩ ∝ |Mkf ,i
|2.

Considering that the measured photoemission intensity is proportional to
dσ/dΩ(kf ,Ω;hν, ϵ) (Eq. 2.10) as discussed in Section 2.2, we �nally conclude that

I(kf ,Ω;hν, ϵ) ∝ |Mkf ,k
|2. (2.18)

Since this matrix element is dependent on the one-particle initial (ψi) and �nal
states (ψkf

), as well as on the polarization of the incoming photon �eld, it strongly
modulates the photoemission cross section beyond the spectral function and thus
provides rich information regarding the initial-state wave functions [11, 30]. There-
fore, we are particularly interested in the description of the matrix element Mkf ,i

.

As soon as e�ects in the angular distribution of photoemitted electrons were noted
theoretically [66, 72]and observed experimentally in the early 1970's [73�75], it
was clear that "a complete theory must properly treat both the initial and �nal
states on an equal footing" [4]. This, however, quickly developed into a pursuit
of a correct description of the �nal state, since "the essential ingredient of our
microscopic one-step model for the photoemission process lies in the description of
the �nal state" [5]. To this end, the simple PWA was discussed [4�6, 8, 68, 76�78],
which at �rst glance appears reasonable, because the superposition of multiple
spherical wavelets results in a wave-front that can indeed be described as a PW
according to the Huygens-Fresnel principle. Therefore, it was hoped to unravel
the unique potential of the combined experimental and theoretical photoemission
approach [7]. The results of the PWA [79] were, however, found to be "qualitatively
wrong" [80] and �nally it was pointed out that "the plane-wave �nal state at UPS
energies is to crude to expect detailed quantitative agreement" [8]. The simulation
of the photoemission process has been re�ned over the last 50 years improving the
applicability of the PWA. How is it used in the modern POT technique, is described
in the following section.
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2.4 Photoemission orbital tomography

2.4.1 Plane wave �nal state approximation

If the �nal state of photoemission is approximated as a simple PW [11], the matrix
element becomes proportional to the Fourier transform (FT) of the initial state
times a momentum-dependent pre-factor:

M2
kf ,k

∝ ϵ · kf × ψ̃i(r)(kf ). (2.19)

This describes a direct relation between the photoemission intensity measured at
a particular Ekin from a given initial state i and the FT of the initial state wave
function ψi apart from a correction using the polarization factor ϵ · kf :

Ii(θ, ϕ) ∝ (ϵ · kf )
2|ψ̃i(r)(kf )|2 (2.20)

This allows a one-to-one correlation between individual molecular orbitals provided
by, e.g., an appropriate level of theory in the simulation and the experimentally
measured k maps.

The procedure to relate calculated real-space orbitals with experimentally mea-
sured k maps is depicted in Fig. 2.3 exemplary for a π orbital of bisanthene.
First, the initial state WF ψi(x, y, z) of the respective orbital is calculated by den-
sity functional theory (DFT) calculations of the free molecule. Fig. 2.3a shows a
real-space representation of a π orbital that is built out of pz orbitals with electron
density located above and below the molecular plane with a node in the plane of the
molecule. The three-dimensional FT of ψi(x, y, z) leads to ψ̃i(r)(kf ) (Fig. 2.3b).
To be able to compare the experimental k maps recorded at a constant Ekin, the
FT of the orbital has to be evaluated on a hemispherical cut with constant radius
kf =

√
2me Ekin/ℏ2 indicated by the red dome (Ewald sphere) in Fig. 2.3 b.

The ψ̃i(r) distribution at the hemisphere is then projected onto the (kx, ky) plane,
and modulus squared, resulting in the intensity distribution shown in Fig. 2.3 c
as a function of momentum components kx and ky.

For atomic 2pz orbitals with quantum numbers {nlm} = {210}, the analytic form
of the FT in the PW �nal state prediction can be written as follows [22]:

ψ̃pz
(r)(k, θk) = ψ̃210(k, θk)] =

√
8πi

(
Z

aB

) 7
2 k(

k2 + Z2

4a2
B

)3 cos θk (2.21)

Here, k and θk are the length and the polar angle of the wave vector k, Z the
nuclear charge, and aB the Bohr radius.
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Figure 2.3: Theoretical k maps from real-space π orbitals distribution
Exemplary procedure to produce k maps from real-space orbitals of bisanthene. a
Real-space ψi(r) representation. The 3D FT of ψi(x, y, z) leads to b the k space
representation of the orbital ψ̃i(r)(kf ). A hemispherical cut (red) at constant
Ekin = 30 eV, i.e., kf =

√
2meEkin/ℏ2 multiplied with the polarization factor

leads to the c photoemission intensity Ii (kx, ky), the k map. Note the perspective
projection in panels a and b.

Z is only dependent on the investigated atom type, while aB is constant. Therefore
one can abbreviate k0 = Z

2aB
. In combination with cos θk = kz/k and a second

�t parameter a0, Eq. 2.21 can be reduced to:

ψ̃pz
(r)(kz, θk) = a20

kz
(k2 + k20)

3
(2.22)

If normal emission (θk = 0) is assumed, this function has a speci�c form. For
kz → 0, it rises as ∼ kz

k6
0

, peaks at kmax = k0√
5
, and decreases again for kz → ∞

proportional to k−5
z . The PW �nal state prediction of π states, correspondingly,

forecasts one peak when plotting ψ̃pz
(r)(kz) versus kz [22].

This relation (ψ̃pz
(r)(kz) vs. kz) has been compared to experimental data for

the highest occupied molecules orbital (HOMO) and lowest unoccupied molecu-
lar orbital (LUMO) of 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA) on
Ag(110) by Weiss et al. [22]. To this end, Eq. 2.20 is employed, where kf is
replaced by kz and the polarization factor is calculated by

|ϵ · kf | = |ϵ||kf | cos(∠(ϵ,kf )) ∝
√
Ekin · cos(θ + α− 90◦). (2.23)
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2.4 Photoemission orbital tomography

The experimental Ekin are converted into kz using k = 2meEkin

ℏ2 and Pythagorean

kz =
√
k2 − k2∥ [22], where k∥ is de�ned by the position of the photoemission

feature under investigation. Since the experimental intensities are divided by the
polarization factor, which includes Ekin, the experimental intensities are diminished
with increasing Ekin. Nevertheless, the experimentally-observed photoemission
intensity distribution presented in Ref. [22] was not captured by the simple PW
approximation.

The discrepancies of experimental photoemission data and the results of the cal-
culations based on the PW �nal state can be tackled in di�erent ways. We pursue
two approaches in this work. First, we keep the PW �nal state but measure POT
of di�erent π systems in specially-designed experimental geometries in order to
bring the experimental results mathematically closer to the PW prediction. The
underlying ideas are explained in Section 2.4.2 and the results are shown in Chap-
ter 6. In the second approach, we consult more sophisticated models for the �nal
state. Namely, the scattered-wave approximation (SWA), which allows for inter-
ference of partial Coulomb waves with di�erent orbital angular momenta emitted
from each atom. Additionally, we consult time dependent density functional the-
ory (TDDFT) which adequately describes the photoelectron excitation process.
We use both methods and the PWA to describe the photoemission cross section
of graphene [AH12]. Mathematical descriptions behind the SWA model that were
developed further by S. Moser (Universität Würzburg) are presented in Section
2.4.3.The results are published in Ref. [AH12] and shown in Chapter 7.

2.4.2 Independent atomic center approximation

The discrepancies of experimental photoemission data and the results of the cal-
culations based on the PW �nal state were observed about 50 years ago when
angle-resolved photoemission intensities were �rst related to the PW �nal state
description [4�6, 8, 68, 76�78]. Some authors realized that the PW based calcula-
tions did not correctly describe experimental results for large organic molecules on
metal surfaces (lead-phthalocyanine/Cu(110)) [10]. Richardson [81] recalculated
the observed angular ARPES distribution using spherical harmonics expansions
for the �nal state and claimed to �nd a better agreement with the experimental
data. His "point emitter model" was also used to approximate the angle resolved
ultraviolet photoelectron spectroscopy (ARUPS) results of benzene/Pd(100) [82]
and pyridine/Cu(110) [83]. However, it was soon recognized that approximating
a molecule as a single-point emitter is too simpli�ed for large, complex organic
molecules.

Since that time, the critical discussion about the applicability of the PW �nal
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2 Concepts of Photoemission Orbital Tomography

state approximation continued in the photoemission and surface science commu-
nities [13, 84�88]. To achieve a physically more correct �nal state description,
Grobman [41] developed the independent atomic center (IAC) approximation in
1978, which describes the photoemission amplitudes from individual atomic cen-
ters from oriented molecules. The IAC approximation was successfully combined
with molecular orbital calculations (IAC/MO) and single-scattering (SS) approx-
imations to analyze quantitative photoelectron angular distributions in the group
of N. Ueno at the University of Chiba [13, 84, 85, 89�92].

Puschnig et al. [11] showed in 2009 that the PWA based calculation describes the
photoemission from frontier π orbitals of organic molecules quantitatively adequate
in a broad k space range. They also noted that the IAC and PW approximations
become mathematically equivalent if particular conditions are ful�lled, namely
if atomic orbitals of the same chemical and orbital character are investigated in
an experimental geometry where the polarization vector of the incident photon
beam ϵ and the wave vector of the emitted photoelectron in the �nal state kf

are parallel. The photoelectron wave function A is then directly related to the
measured photoemission intensity (I ∝ |A(R, Ekin)|2) as will be shown in the
following.

In the early description of the IAC approximation by Grobman [41], the total
photoemission amplitude A(R, ϵ) of �nal state energy Ek = ℏ2

2m
k2 at a detector

at the position R is calculated. With kinetic energy Ekin, the IAC expression for
the photoelectron wave function A(R, Ekin) can be written as follows:

A(R, Ekin) =
∑
α

∑
nml

Cα,nmle
ikRα

∑
LM

MLM
α,nml(Ekin)Y

M
L (R̂) (2.24)

Here, the initial wave function is treated as an atomic orbital ϕα centered at the
position Rα. If the photoemission from a molecular orbital is considered, a linear
combination of atomic orbitals ϕα,nml is used to describe its initial state ψi(r),
where nml represent the principal and angular-momentum quantum numbers of
the atomic orbitals and α the atomic center on which ψi(r) resides [11],

ψi(r) =
∑
α

∑
nlm

Cα,nlmϕα,nlm(r −Rα) (2.25)

The sum over the �nal state angular-momentum quantum numbers LM represents
the atomic factor, where the matrix elements are dipole matrix elements between
the atomic wave functions ϕα,nml and solutions of the Schrödinger equation in an
atomic potential at the energy Ekin and angular momentum LM .
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2.4 Photoemission orbital tomography

In the 1990's, the IAC approximation was applied to various systems in the group of
N. Ueno at the University of Chiba. Extended by single scattering theory combined
with molecular orbital (MO) calculations, the authors performed quantitative anal-
yses of photoelectron angular distribution to reveal the molecular orientation of
thin �lms of functional organic molecules. This included for example sexiphenyl on
Ag/Cu �lms [90] and naphthacene on highly oriented pyrolytic graphite (HOPG)
[89] with π states solely composed of C 2pz orbitals. Importantly, successful sim-
ulations were also obtained for larger molecules such as bis(1,2,5-thiadiazolo)-p-
quinobis(1,3)-dithiole (BTQBT) [85, 92] on MoS2 with an extended π electron sys-
tem composed of C, N, and S on HOPG. Additionally, Cu-phthalocyanine (CuPc,
Cu-C32H16N8) and H2Pc with atomic C 2pz and N 2pz orbitals were investigated
on cleaved MoS2 [91].

It is crucial to note that the IAC simulations were successful for molecular orbitals
composed of di�erent chemical and orbital characters. Because already in 1978,
Grobman [41] realized that Eq. 2.24 can be simpli�ed if the initial molecular orbital
consists of atomic orbitals of the same chemical and orbital character. This is, e.g.,
ful�lled for π orbitals of planar polyatomic molecules as studied in this work. In
this case, the coe�cients Cα,nlm in Eq. 2.24 only become non-zero for atomic pz
orbitals leading to

A(R, Ekin) =
∑
α

Cα,2pz
eikRα

∑
LM

MLM
2pz

(Ekin)Y
M
L (R̂) (2.26)

If only 2pz orbitals are assumed for all contributing atoms, only the type of the
atomic orbital is decisive. Additionally, one can omit the individual positions of
the atoms α in the transition matrix elements. The atomic factor in Eq. 2.26 can
thus be abbreviated as

N2pz
(Ekin, R̂) =

∑
LM

MLM
2pz

(Ekin)YLM(R̂) (2.27)

and put in front of the summation over α resulting in a simpli�ed expression for
the photoemission amplitude at the detector for explicitly π states:

A(R, Ekin) = N2pz
(Ekin, R̂)

∑
α

Cα,2pz
eikRα (2.28)

Therein, the atomic factor N2pz
(Ekin, R̂) only acts as a weakly varying envelope

function as has been already noted by Grobman [41]. The last term, which is
closely related to the FT of the initial molecular orbital, produces the main angular
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2 Concepts of Photoemission Orbital Tomography

dependence of the photoemission intensity. This can be easily recognized by taking
the FT on both sides of Eq. 2.25

ϕ̃(k) = ψ̃2pz
(k)

∑
α

Cα,2pz
eikRα (2.29)

in which ψ̃2pz
(k) is the FT of a pz orbital with its angular part simply given by the

spherical harmonic, Y10(θ, ϕ) ∝ cos θ [4]. Combining Eqs. 2.28 and 2.28, we get

A(R, Ekin) =
N2pz

(Ekin, R̂)

ψ̄2pz
(k)

× ϕ̃(k) (2.30)

which is very similar to the PW �nal state (Eq. 2.20), if the initial molecular
orbital is composed of atomic orbitals of the same type, e.g., planar π conjugated
molecules.

According to Grobman [41], a further simpli�cation can be introduced if the ge-
ometry of molecule (sample), energy analyzer, and light polarization are chosen
appropriately. Namely, the polarization vector of the photom beam ϵ should be
perpendicular to the molecular plane. Then, the prefactor N2pz

/ϕ̃2pz
can be shown

to become completely independent of the emission direction (θ, ϕ). This was like-
wise described by Goldberg et al. [78] who formulated that there are cases in
which the exact photoemission cross sections from atoms are identical to calcula-
tions based on the PW if the polarization vector ϵ is parallel to the wave vector kf

of the emitted photoelectrons. In this particular geometry, the photoemission in-
tensity resulting from the IAC, which is the square of A(R;Ekin), reduces exactly
to the intensity emerging from the plane wave �nal state assumption. In 2015,
Bradshaw and Woodru� [42] suggested to perform a control experiment, where
the photoelectrons are always measured in the direction of the polarization vector
of the incidence light. Using such experimental test measurements in the ϵ ∥ kf

geometry, it would be possible to evaluate the in�uence and importance of the
spherical wave character of the initial outgoing photoelectron wave�eld. Results
of such experimental measurements are presented in Chapter 6.
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2.4 Photoemission orbital tomography

2.4.3 Scattered-wave approximation

In the SWA, the PW �nal-state is replaced by a partial wave expansion of the
unbound solutions of the Coulomb potential � the Coulomb waves. Scattering
e�ects of this outgoing partial waves in the Coulomb potential of the ion core are,
therefore, included via angular-momentum- and kinetic-energy-dependent phase
shifts between partial waves of the outgoing Coulomb wave. There are two dipole-
allowed l±1 partial wave channels in the �nal state. Their interference is dependent
on the kinetic energy. This was already described in the photoemission of gas phase
molecules [41, 84, 85, 93]. In our work [AH12], this approach is formally extended
to the photoemission from C 2p2 in graphene as periodic system using the Bloch
nature of the initial and �nal states. In a second step, nearest-neighbor (NN)
Coulomb scattering of the outgoing photoelectrons is included. The supplementary
information of our publication [AH12] includes a detailed description of the so-
obtained photoemission �nal state in a general form based on the publication by
Moser [94] and limited to C 2p2 orbitals either without or with nearest-neighbor
scattering. The therein included formalism is summarized in this section using the
most essential formula and approximations.

The simulated SWA photoemission intensity distributions and obtained photoe-
mission cross sections of graphene at one speci�c binding energy in comparison
the experimental data are presented in Chapter 7.

General framework

As mentioned earlier, the SWA is based on a partial wave expansion where the
emitted photoelectrons are described as Coulomb waves. Its partial waves from the
partial wave expansion [95�98] are characterized by angular momentum quantum
numbers l andm, as well as the dimensionless Sommerfeld parameter η = Z/(a0kf )
(a0 is the Bohr radius), which describes the distortion of the outgoing photoelec-
tron wave with spherical wave vector kf in the Coulomb �eld of the ion that is
left behind. Note that the Sommerfeld parameter takes the role of the principal
quantum number n that characterizes bound solutions.

χηlm(r) = ⟨r|χηlm⟩ = Rηl(r)⟨r|lm⟩ = Rηl(r)Y
m
l (Ωr). (2.31)

The Coulomb wave |kf⟩ [99, 100] can be expanded in partial waves

|kf⟩ = 4π
∞∑
l=0

l∑
m=−l

il eiσl⟨lm|kf⟩|χnlm⟩ (2.32)
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2 Concepts of Photoemission Orbital Tomography

resulting in

χkf
(r) = ⟨r|kf⟩

= 4π
∞∑
l=0

l∑
m=−l

il eiσlRηl(r,kf )⟨r|lm⟩⟨lm|kf⟩

= 4π
∞∑
l=0

l∑
m=−l

il eiσlRηl(r,kf )Y
m
l (Ωr)Y

m∗
l (Ωkf

)

(2.33)

where σl = arg Γ(l + 1 + iη) is the Coulomb phase. This expression should be
compared to the partial-wave expansion of the plane-wave �nal state

eikf ·r = 4π
∞∑
l=0

l∑
m=−l

iljl(kfr)Y
m∗
l (Ωr)Y

m
l (Ωkf

), (2.34)

where jl are spherical Bessel functions.

The �nal-state wave function of a photoelectron with wave vector kf from a lattice
of atoms is given by a coherent superposition of Coulomb waves |kf⟩ emanating
from all sites,

Ψkf
(r) =

1√
V

∑
R

eikf ·R
∑
Rj

eikf ·Rjχkf
(r −R−Rj), (2.35)

in which the sums are carried out over all lattice vectorsR and basis sitesRj within
a unit cell of the lattice, respectively. The prefactor 1√

V
with the normalization

volume (= sample volume) V assures that ⟨Ψkf
|Ψkf

⟩ = 1.

Since we need both, initial and �nal state wave functions, to describe the matrix
element, we use the following initial Bloch state with band index κ:

|Ψκ
k⟩ =

1√
V

∑
R

eik·R
∑
Rj

∑
nlm

cκjnlm(k)|R+Rj, nlm⟩. (2.36)

This initial-state Bloch state is expanded in terms of atomic states given by bound
atomic orbitals (negative energy)

Φnlm(r) = ⟨r|0, nlm⟩ = Rnl(r)Y
m
l (Ωr) (2.37)
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2.4 Photoemission orbital tomography

with quantum numbers nlm centered at sites R+Rj.

To calculate the photoemission matrix elementMκ
kfk

between the initial-state wave
function Ψκ

k(r) (Eq. 2.36) and the �nal-state wave function Ψkf
(r) (Eq. 2.35), we

use several conversion steps. Namely, we exclude inter-site �nal-state scattering,
which is commonly referred to as IAC approximation, by assuming R = R′ and
Rj = R′

j. G is the reciprocal lattice vector.

Mκ
kfk

∝
∫
d3rΨ∗

kf
(r) ϵ · ∇Ψκ

k(r)

=
1

V

∑
R′

e−ikf ·R′ ∑
R′

j

e−ikf ·R′
j

∑
R

eik·R
∑
Rj

∑
nlm

cκjnlm(k)

×
∫
d3r χ∗

kf
(r −R′ −R′

j +R+Rj) ϵ · ∇Φnlm(r)

≈ 1

V

∑
R

ei(k−kf )·R
∑
Rj

∑
nlm

cκjnlm(k)e
−ikf ·Rj

×
∫
d3r χ∗

kf
(r)ϵ · ∇Φnlm(r)

=
N

V

∑
G

δ(k−kf )∥,G

∑
Rj

∑
nlm

cκjnlm(k)e
−ikf ·Rj ϵ ·Mnlm(kf )

(2.38)

Therein, Mnlm(kf ) is de�ned as

Mnlm(kf ) ≡
∫
d3r χ∗

kf
(r)∇Φnlm(r). (2.39)

The gradient of atomic orbitals ∇Φnlm(r) taken from Ref. [101] is

∇Φnlm(r) = ∇[Rnl(r)Y
m
l (Ωr)]

= −
√

l + 1

2l + 1

[
∂

∂r
− l

r

]
Rnl(r)Y l,l+1,m(Ωr)

+

√
l

2l + 1

[
∂

∂r
+
l + 1

r

]
Rnl(r)Y l,l−1,m(Ωr)

= −
√

l + 1

2l + 1
fnl(r)Y l,l+1,m(Ωr) +

√
l

2l + 1
gnl(r)Y l,l−1,m(Ωr),

(2.40)
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where we de�ned

fnl(r) ≡
(
∂

∂r
− l

r

)
Rnl(r),

gnl(r) ≡
(
∂

∂r
+
l + 1

r

)
Rnl(r).

(2.41)

In Eq. 2.40, the vector spherical harmonics Y J,L,M(Ωr) are constructed according
to [101]

Y J,L,M(Ωr) =
L∑

m=−L

1∑
m′=−1

⟨L,m; 1,m′|J,M⟩Y m
L (Ωr) ϵm′ , (2.42)

with Clebsch-Gordon coe�cients ⟨j1,m1; j2,m2|J,M⟩.

If the last form of ∇Φnlm(r) in Eq. 2.40 is inserted in Eq. 2.39, we yield the �nal
general form of the matrix element to be calculated for a speci�c initial state with
quantum numbers nlm:

Mnlm(kf ) = −
√

l + 1

2l + 1
e−iσl+1 f̃n,l,l+1(kf )Y l,l+1,m(Ωkf

)

+

√
l

2l + 1
e−iσl−1 g̃n,l,l−1(kf )Y l,l−1,m(Ωkf

),

(2.43)

with the Coulomb phases of the two emission channels σl+1 and σl−1.

Therein, the spatial integrals on f̃nl(r) and g̃nl(r) are de�ned as

f̃n,l,l+1(kf ) ≡ 4π(−i)l+1

∫
dr r2R∗

ηl+1(r)fnl(r),

g̃n,l,l−1(kf ) ≡ 4π(−i)l−1

∫
dr r2R∗

ηl−1(r)gnl(r),

(2.44)

and describe the kinetic(kf )-energy-dependent amplitudes of the photoemission
l+ 1 and l− 1 channels, respectively, for photoemission from an initial state with
quantum numbers nlm.
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2.4 Photoemission orbital tomography

Photoemission from C 2pz orbitals without NN scattering

In this work, the SWA is applied to the photoemission of graphene's π band. The
atomic structure of graphene is illustrated in Fig. 2.4a. We therefore adapt the
general form of the matrix element derived in Eq. 2.43 to the C 2pz orbitals with
quantum numbers {nlm} = {210} resulting in

M 210(kf ) = −
√

2

3
e−iσ2 f̃2,1,2(kf ) Y 1,2,0(Ωkf

)

+

√
1

3
e−iσ0 g̃2,1,0(kf ) Y 1,0,0(Ωkf

)

= −f̃(k) Y 1,2,0(Ωkf
) + g̃(k) Y 1,0,0(Ωkf

),

(2.45)

Note that the constants and phases (e−iσ2 and e−iσ0) in the �rst line of Eq. 2.45
are combined with the kf -dependent amplitudes g̃2,1,0 and f̃2,1,2 in the second line.

The vector spherical harmonics are given according to Eq. 2.42 [101] by

Y 1,2,0(Ωkf
) =

(√
3
10
Y −1
2 (Ωkf

),−
√

2
5
Y 0
2 (Ωkf

),
√

3
10
Y 1
2 (Ωkf

)
)⊤

and

Y 1,0,0(Ωkf
) = (0, Y 0

0 (Ωkf
), 0)⊤. Y J,L,M emerges from the angular-momentum

coupling of the ordinary spherical harmonic Y m
L with angular momentum quantum

number L to the complex vector u = xex + yey + zez, (x, y, z) ∈ C3 with angular
momentum quantum number 1 � the eigenstates of the L̂z operator in the three-
dimensional complex space of u are the ϵm′ , given by ϵ+1 = (−1/

√
2,−i/

√
2, 0)⊤,

ϵ0 = (0, 0, 1)⊤, and ϵ−1 = (1/
√
2,−i/

√
2, 0)⊤. correspondingly, we can de�ne the

polarization vector (ϵ+, ϵ0, ϵ−) if the experimental geometry is known.
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Figure 2.4: Atomic structure and phase of graphene
a Atomic structure of graphene, with sublattices A (red) and B (orange), primitive
unit cell (black), non-primitive unit cell including all nearest neighbors of a sub-
lattice (yellow), and vectors n0, n1 and n2 (green). b Relative geometric phase ϑk

c Amplitude (bottom) and phase (top) of the initial-state structure factor [AH12].
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According to Eq. 2.38, M±
kfk

then becomes

M±
kfk

= δk,kf∥

(
ϵ+ ϵ0 ϵ−

)
·
(
M 210(kf ) M 210(kf )

)
· 1√

2

 1

±eiϑkf∥


= δk,kf∥

(
ϵ+ ϵ0 ϵ−

)
·M 210(kf ) ·

(
1 1

)
· 1√

2

 1

±eiϑkf∥



=

−f̃(kf )

[√
3

10
ϵ−Y

1
2 (Ωkf

)−
√

2

5
ϵ0Y

0
2 (Ωkf

) +

√
3

10
ϵ+Y

−1
2 (Ωkf

)

]
︸ ︷︷ ︸

d channel

+ g̃(kf ) ϵ0Y
0
0 (Ωkf

)︸ ︷︷ ︸
s channel


× 1√

2
(1± e

iϑkf∥ )

(2.46)

with the relative geometric phases ϑk at graphene's lattice sites (see Fig. 2.4b).

This expression for the photoemission matrix elements can be simpli�ed, if speci�c
experimental geometries are considered. Following the two incidence settings in
our work, where kinetic-energy-dependent POT data of graphene are recorded for
α = 0◦ and 45◦, which we refer to as normal (NI) and oblique incidence (OI)
geometries, we adapt Eq. 2.46 considering p polarized light as in our experiment.

For NI geometry, the vector potential is along ϵx, i.e., in the surface plane, leading
to a polarization vector of ϵNI = (ϵ+, ϵ0, ϵ−) = (− 1√

2
, 0, 1√

2
). The spherical harmon-

ics are expressed explicitly as Y 1
2 (Ωkf

) = −
√

15
8π

sin θ cos θ e+iϕ, Y 0
0 (Ωkf

) = 1
2
√
π
,

Y 0
2 (Ωkf

) =
√

5
4π
(3
2
cos2 θ − 1

2
), and Y −m

l = (−1)mY m∗
l . The photoemission matrix

element in NI geometry without NN scattering in the SWA model �nally reads

M±
kfk,NI = δk,kf∥

3

8
√
π
f̃(kf ) sin 2θ cosϕ(1± e

iϑkf∥ ) (2.47)

leading to the following relation with the measured photoemission intensity after
Eq. 2.18

I±(kf , θ, ϕ;hν, ϵNI) ∝ |M±
kfk,NI|

2 = δk,kf∥

9

64π
|f̃(kf )|2 sin2 2θ cos2 ϕ |1± e

iϑkf∥ |2.
(2.48)
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Accordingly, we �nd that with dNI(ϕ, θ) = sin(2θ) cosϕ

INI ∝ |f̃(kf )|2 dNI(θ, ϕ)2|1 + e
iϑkf∥ |2. (2.49)

Comparing this expression with the photoemission matrix element in Eq. 2.46,
we see that g̃(kf ) is absent, which means that photoemission in the s channel is
suppressed. Photoemission data recorded in the NI geometry is therefore suit-
able to extract the (square) modulus of the complex, kinetic-energy-dependent
photoemission amplitude in the d channel (f̃(kf )).

In OI geometry, the vector potential is in the −x, z half plane leading to a polar-
ization vector of ϵOI = (ϵ+, ϵ0, ϵ−) = (−1

2
, 1√

2
,1
2
). Following Eq. 2.46, this leads to

a photoemission matrix element of

M±
kfk,OI = δk,kf∥

1

8
√
2π

[
f̃(kf ) (3 sin 2θ cosϕ+ 3 cos 2θ + 1) + 2

√
2 g̃(kf )

]
×(1±eiϑkf∥ )

(2.50)

and

I±(kf , θ, ϕ;hν, ϵOI) ∝ |M±
kfk,OI|

2

= δk,kf∥

1

128π

[
|f̃(kf )|2 (3 sin 2θ cosϕ+ 3 cos 2θ + 1)2 + 8 |g̃(kf )|2

+ 4
√
2|f̃(kf )||g̃(kf )| (3 sin 2θ cosϕ+ 3 cos 2θ + 1) cos∆σ

]
× |1± e

iϑkf∥ |2

(2.51)

which simpli�es to

IOI ∝
[
|f̃(kf )|2dOI(θ, ϕ)2 + 8|g̃(kf )|2

+ 4
√
2|f̃(kf )||g̃(kf )|dOI(θ, ϕ) cos∆σ

]
|1 + e

iϑkf∥ |2,
(2.52)

abbreviating dOI(θ, ϕ) = 3 sin 2θ cosϕ+ 3 cos 2θ+ 1 and ∆σ(kf ) ≡ arg
f̃(kf )

g̃(kf )
as the

energy-dependent relative phase between the s and d photoemission channels.

This expression and consequently the photoemission data recorded in OI geometry
include interference from both, s and d channels. Using the results from Eq. 2.49
extracting the contribution from the s channel, we can also pinpoint the input of
the d channel from Eq. 2.52.
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2 Concepts of Photoemission Orbital Tomography

Photoemission from C 2pz orbitals including NN scattering

In the previous section, we evaluated the photoemission matrix element from C 2pz
orbitals in graphene prohibiting the on-site scattering in the �nal state, i.e., the
scattering of photoelectrons emitted from sublattice A into the Coulomb wave
centered at one of the neighboring B sites. This constraint was implemented
by assuming that R′ = R and R′

j = Rj saying that the initial-state orbital
and �nal-state partial wave were required to be centered on the same carbon
atom (independent-center approximation). The corresponding formula Eq. 2.38 is
therefore replicated here:

Mκ
kfk

∝
∫
d3rΨ∗

kf
(r) ϵ · ∇Ψκ

k(r)

=
1

V

∑
R′

e−ikf ·R′ ∑
R′

j

e−ikf ·R′
j

∑
R

eik·R
∑
Rj

∑
nlm

cκjnlm(k)

×
∫
d3r χ∗

kf
(r −R′ −R′

j +R+Rj) ϵ · ∇Φnlm(r).

(2.53)

In the next step, we want to loosen up the previous constraint by allowing an
electron originating from a certain basis atom to be emitted in a partial wave
centered on another basis atom (R′

j ̸= Rj) in the same unit cell (R
′ = R) [AH12].

As a consequence, scattering between nearest neighbors within the unit cell is
allowed during the photoemission process. Eq. 2.53 then becomes

Mκ
kfk

≈ 1

V

∑
R

ei(k−kf )·R
∑
R′

j

e−ikf ·R′
j

∑
Rj

∑
nlm

cκjnlm(k)

∫
d3r χ∗

kf
(r −R′

j +Rj) ϵ · ∇Φnlm(r)

=
1

V0

∑
G

δ(k−kf )∥,G

∑
R′

j

e−ikf ·R′
j

∑
Rj

∑
nlm

cκjnlm(k)

∫
d3r χ∗

kf
(r −R′

j +Rj) ϵ · ∇Φnlm(r).

(2.54)

In the previous case without nearest neighboring scattering, it was possible to sim-
plify the integral or a single set of quantum numbers nlm using Eq. 2.39, i.e., by
introducing Mnlm(kf ). In the present case, this is not possible anymore. Instead,
the shift ∆ = Rj − R′

j between the centers of the χkf
and Φnlm requires an

expansion in terms of angular momentum eigenfunctions for all quantum num-
bers {n′l′m′}, with so-called Shibuya Wulfmann integrals [102, 103] S

R′
jn

′l′m′

Rjnlm
as

expansion coe�cients.
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2.4 Photoemission orbital tomography

Using

∫
d3r χ∗

kf
(r −R′

j +Rj) ϵ · ∇Φnlm(r) =
∑
n′l′m′

S
R′

jn
′l′m′

Rjnlm
ϵ ·Mn′l′m′(kf ) (2.55)

and adjusting the nomenclature to the photoemission from π bands with band
index κ = ± and quantum numbers {nlm} = {210} of graphene with its two
sublattices A and B, we get the following expression:

Mκ
kfk

≈ 1

V0

∑
G

δ(k−kf )∥,G

∑
R′

j

e−ikf ·R′
j

∑
Rj

∑
nlm

cκjnlm(k)
∑
n′l′m′

S
R′

jn
′l′m′

Rjnlm
ϵ ·Mn′l′m′(kf )

=
1

V0

∑
G

δ(k−kf )∥,G

∑
j∈{A,B}

c±j (k)
∑

j′∈{A,B}

2∑
∀j′ ̸=j:i′=0

e−ikf ·nji′
∑
n′l′m′

Sj′n′l′m′

j210 (nji′)ϵ ·Mn′l′m′(kf ).

(2.56)

The next changes in the description of Mκ
kfk

are a result of the system under in-
vestigation: pz orbitals in graphene. Namely, we identify that the vector pointing
from an atom in sublattice j to a neighboring atom in sublattice i′, nji′ , is equiv-
alent for pz orbitals with the same C3 symmetry. As a result, SBn′l′m′

A210 = SAn′l′m′
B210

and the sublattice indices j, j′ in the Shibuya Wulfmann integrals can be omit-
ted. According to Eq. (78) in Ref. [103], the Shibuya-Wulfmann integrals are the
proportional to

Sn′l′m′
210 (ni′) ∝

∑
N,L

√
6n′N(2l′ + 1)⟨l′,−m′; 1, 0|L,−m′⟩fNL(ni′)Y

−m′

L (Ωni′
).

(2.57)

The Shibuya-Wulfmann integrals perform a basis change between C 2pz orbitals
centered at sublattice B to a linear combination of orbitals n′l′m′ centered at sub-
lattice A and vice versa [102, 103]. The radial contributions fNL decay exponen-

tially with orbital distance, i.e., fNL ∝ e
− 2Z

a0n
′ |ni′ |/2with e�ective nuclear charge Z

and Bohr radius a0, where |ni′ | in our nearest-neighbor model is equivalent to the
sublattice distance ni′ = 1.421 Å, which justi�es our nearest-neighbor scattering
approximation.
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2 Concepts of Photoemission Orbital Tomography

Since the angular components Y −m′

L included in Sn′l′m′
210 (ni′ (Eq. 2.57) transform

under ν-fold rotation Cν as C i′
ν Y

−m′

L = e−i2π/νi′m′
Y −m′

L , the Shibuya-Wulfmann

integrals can be simpli�ed to Sn′l′m′
210 (ni′) = C i′

3 S
n′l′m′
210 (n0) = e−iπ 2i′

3
m′
Sn′l′m′
210 (n0).

In another simpli�cation step, we evaluate which quantum numbers would in fact
make sense in our case. To this end, we consider that there is centrifugal bar-
rier that electrons need to overcome in order to e�ectively scatter into channels
with angular momentum l′ at another sublattice, Naturally, we set this barrier at
kmax
f ≥ 3 Å−1 where we observe a considerable experimental scattering. Assuming
that k2f ≥ l′(l′+1)/a2, where a is the atomic radius (acarbon ∼ 0.7 Å), we �nd that
only channels with l′ < 1.67 signi�cantly contribute to the scattering process. The
lowest orbital order contributions thus originate from l′ = 1 and m′ = 0 leaving
behind Sn′l′m′

210 (ni′) = e−iπ 2i′
3
0Sn′10

210 (n0) = Sn′10
210 (n0)

Inserting Eq. 2.57 into Eq. 2.56 with the simpli�ed Shibuya-Wulfmann integrals
due to 3-fold rotational symmetry of the graphene and using c±A(k) = 1√

2
and

c±B(k) = ± 1√
2
eiϑk leads to

M±
kfk

≈
δk,kf∥√
2V0

ϵ·
[
(1± eiϑk)M 210(kf ) +

∑
n′

Sn′10
210 (n0)Mn′10(kf )

2∑
i′=0

(e−ikf ·ni′ ± eiϑkeikf ·ni′ )

]
.

(2.58)

In the above equation, we simplify

2∑
i′=0

(e−ikf ·ni′ ± eiϑkeikf ·ni′ ) = h∗(kf∥)± eiϑkh(kf∥) = e
−iϑkf∥ ± eiϑke

−iϑkf∥ |h∗(kf∥)|

(2.59)

and introduce the complex function u(kf ) which essentially describes the overlap
between initial-state 2pz orbitals and scattered Coulomb waves on neighboring
sites

u(kf ) =
∑
n′

Sn′10
210 (n0)Mn′10(kf ) (2.60)
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2.4 Photoemission orbital tomography

In Eq. 2.58, the two sums are then simpli�ed to

M±
kfk

=
δk,kf∥√
2V0

ϵ ·
[
(1± eiϑk)M 210(kf )+

(e
−iϑkf∥ ± eiϑke

iϑkf∥ )|h∗(kf∥)|
∑
n′

Sn′10
210 (n0)Mn′10(kf )

]
=
δk,kf∥√
2V0

ϵ ·
[
(1± eiϑk)M 210(kf ) + (e

−iϑkf∥ ± eiϑke
iϑkf∥ )|h∗(kf∥)| u(kf )

]
=
δk,kf∥√
2V0

ϵ ·M 210(kf )

[
(1± eiϑk) + (e

−iϑkf∥ ± eiϑke
iϑkf∥ ) u(kf )

]
=

1√
2V0

ϵ ·M 210(kf )︸ ︷︷ ︸
dipole selection

[
(1± e

iϑkf∥ )︸ ︷︷ ︸
horseshoe

+
(
e
−iϑkf∥ ± e

i2ϑkf∥

)
u(kf )︸ ︷︷ ︸

nearest-neighbor scattering

]
(2.61)

Here, (e
−iϑkf∥ ± eiϑke

iϑkf∥ ) u(kf ) collapses into (e
−iϑkf∥ ± e

i2ϑkf∥ ) u(kf ) due to
momentum conservation.

The �nal expression in Eq. 2.61 is split in three parts. The �rst part denoted
as "dipole selection" constrains the possible transitions of a system from one
quantum state to another. The second term "horseshoe" represents the struc-
ture factor and therefore explains the intensity distribution that we will later refer
to as horseshoe pattern in Chapter 7. This structure factor is proportional to
| 1√

2
(1 ± eiϑk)|2 = 1 ± cosϑk and results from the scattering of initial state Bloch

waves at graphene's sublattices A and B. The last part in Eq. 2.61 represents the
nearest-neighbor scattering in the �nal state. It is dominated by (e

−iϑkf∥ ± e
i2ϑkf∥ )

which re�ects the structural interference between initial and �nal state wave func-
tions that are both scattered in both sublattices of graphene. u(kf ) varies only
slowly on the photoemission hemisphere Ωkf

. For a given photoelectron momentum

de�ned by the used kinetic energy (kf =
√
2mEkin/ℏ2): u(kf ) ∼ |u(kf )|ei arg u(kf ),

which means that u(kf ) is a merely kinetic-energy-dependent (but not momentum-
vector-dependent) �t parameter that is constant across the horseshoe.

Adapting Eq. 2.18 which essentially says that the photoemission intensity is pro-
portional to the squared matrix element, we �nd that

I(kf ,Ωkf
;hν, ϵ) ∝ |ϵ ·M 210(kf )× [1 + eiϑk +

(
e
−iϑkf∥ + e

i2ϑkf∥

)
u(kf )]|2δk,kf∥

(2.62)

which will �nally allow to extract the kinetic-energy-dependent intensity distribu-
tion of u(kf ) from experimental data (Chapter 7).
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2 Concepts of Photoemission Orbital Tomography

2.4.4 Toroidal electron analyzer

To get a �ngerprint k map of a particular orbital, its photoemission intensity needs
to be measured in a wide k range. Therefore, we use the "second generation"
toroidal electron analyzer (TEA) constructed by J. Riley and R. Leckey from
the La Trobe University, Australia [104] in this work. The analyzer is owned
and operated by Peter Grünberg Institut (PGI-3), Forschungszentrum Jülich and
currently located at the U125 insertion device beamline at the MLS in Adlershof,
Berlin [53]. Figure 2.5 shows a photo of the instrument at MLS consisting of
a preparation chamber, an intermediate chamber called "transfer cube", and an
analyzer chamber marked in light blue, red, and yellow, respectively. The ultrahigh
vacuum (UHV) chamber has a base pressure in the range of 10-10 mbar.

To clean and prepare molec-
ular layers on metal surfaces,
the preparation chamber is
equipped with a standard
Ar+ ion-sputter gun, a quarz-
microbalance, and a mass
spectrometer. For the deposi-
tion of layers, it has two slots
for connecting two (typically
molecular or metal) evaporators
simultaneously. After preparing
the sample, it is transferred
through the "transfer cube" to
the analyzer chamber onto a
�ve-axes (x, y, z, polar θ, and
in-plane azimuthal rotation ϕ)
manipulator located on the
symmetry axis of the analyzer.

MLS
beamline

2D detector

toroidal 
analyzer

preparation
chamber

cube

hn
...

Figure 2.5: Photo of TEA
Photo of experimental setup at
the beamline at MLS in Berlin.

The analyzer chamber is attached to the insertion beamline providing an absolutely
calibrated photon �ux (see Section 2.4.6). This analyzer itself was developed for
angle-resolved photoemission experiments, in which photoelectrons are collected
over the full hemisphere above the surface. In contrast to conventional hemispher-
ical analyzers that typically enable the collection of photoelectrons in a polar angle
range of ± 15 ◦, this angular acceptance is nearly 180 ◦ in the TEA.

Schematic drawings of the analyzer's internal structure are presented in
Fig. 2.6a, b. The cross section in b shows that the sample is located in front
of the input lens having two purposes. First, the emitted photoelectrons are
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2.4 Photoemission orbital tomography

re-focused from the sample into the entrance of the toroidal sector given by the
gap between the inner and outer energy dispersive elements (toroids). Only
electrons with the selected pass energy Epass are allowed to enter the toroidal
sector. The input lens secondly reduces the kinetic energy of the photoelectrons
to match Epass. Electrons with kinetic energies in an energy window of ∆Ekin = ±
4%Epass pass through the toroidal sector, reach the ring-shaped exit slit, pass
through the output lens, and are imaged onto the two-dimensional detector.

The detector consists of a multichannel plate (MCP) and a phosphorous screen.
The illumination on the latter is recorded by a charge-coupled device (CCD) cam-
era and schematically looks like the sketch in Fig. 2.6c. The detected photoemis-
sion intensity forms an arc centered at the mid-point of the MCP, where the radial
direction denotes the kinetic energies Ekin of the photoelectrons from the smallest
(Epass− 4%Epass) at the inner edge to the highest (Epass+4%Epass) at the outer
edge, while the location around the arc is related to the polar emission angle θ.
Thereby, the middle of the arc corresponds to normal emission.

output lens
2D detector

hn
outer
toroid

in
ne

r
to

ro
id

2D detector

a

q

exit 
slit

b

forward
emission

q = -90°

E  - DE/2 kin

Ekin

E  + DE/2 kin

backward
emission

q = +90°

q = 0°

c

input lens
entrance slit

Figure 2.6: Schematic drawing of TEA
a Schematic drawing of the analyzer structure. Incident light beam (green) il-
luminating the sample (gray) that leads to the emission of photoelectrons in all
directions. Those electrons in direction of the energy slit can either emit in for-
ward (blue) or backward (red) emission for positive or negative θ. The trajectories
of these electrons are bent between the inner and outer toroids and reach the 2D
detector at the bottom of the analyzer. b Cross-section of the analyzer structure.
c Photoemission "arc" as seen by 2D detector, a CCD camera. The electrons ar-
rive between the two thick black lines that de�ne the "arc". The radial distance
to the center of the detector is indicative of Ekin with maximum (minimum) Ekin

at outer (inner) border of the arc. The total width of the arc corresponds to
∆Ekin ≈ 4% Epass. The symmetry axis of the system is throughout indicated by a
straight, black line. Adapted from X. Yang [105] after Refs. [62, 106] and shown
with permission.
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Backward and forward emission directions are de�ned depending on the sign of
θ relative to normal emission in respect to the incidence beam. In Fig. 2.6,
backward emission (negative θ) is indicated in red and forward emission (positive
θ) is indicated in blue. The latter is exemplary drawn into Fig. 2.6a at the
2D detector. To obtain the intensity as a function of Ekin and polar angle, the
LabVIEW-based measurement software requires the user to graphically de�ne the
outer and inner circular arcs (bolt black lines in Fig. 2.6c), as well as the energy and
polar angle steps. Considering the chosen Epass, the program calculates Ekin and θ,
digitizes the image measured by the CCD camera in terms of its bit rate interpreted
as the photoemission intensity which �nally leads to the intensity distribution
I(Ekin, θ). Rotating the sample around its normal and measuring I(Ekin, θ) for
each ϕ angle, the three-dimensional data cube I(Ekin, θ, ϕ) is obtained. The
data acquisition program, which controls the sample positioning via a LABVIEW
hardware interface, is able to record the photoemission data in two di�erent modes
explained in the next section.

2.4.5 Measurement modes

In the experimental POT experiments, the TEA measures Ekin and the emission
angle θ of the emitted photoelectrons. Additionally, the sample can be rotated
around its normal (azimuthal rotation ϕ) during the measurement leading to a
three-dimensional data cube I(Ekin, θ, ϕ). The angles can be recalculated into the
reciprocal-space coordinates kx and ky considering Ekin (Eq. 2.11). Using EF and
the work function of the analyzer, Ekin is converted into the binding energy Eb

(Eq. 2.1). Finally, the raw data cube I(Ekin, θ, ϕ) is converted into I(Eb, kx, ky)
as illustrated in Fig. 2.7a. The photoemission intensity data included in this data
cube is typically illustrated in two di�erent modes, namely as k maps or band
maps.

In one mode, the data cube is cut at a constant Eb as depicted in Fig. 2.7a resulting
in a two-dimensional (kx, ky) intensity distribution, the k map. An example is
shown for three di�erent Eb of bisanthene on Cu(110). To record photoemission
data for the k maps technically, the settings of the analyzer are �xed to collect
electrons of a chosen Ekin and the sample is rotated azimuthally. Note that for each
azimuthal orientation of the sample, a polar angle range of approximately ±85◦
is collected. For the conversion of θ and ϕ into kx and ky, one can choose to use
either positive (forward emission) or negative (backward emission) polar angles,
i.e., either [0...+85◦] or [0...−85◦], relative to the incidence geometry. Note that in
normal incidence geometry, these are supposed to be identical except for additional
technical e�ects, e.g., related to an inhomogeneous sensitivity of the MCP. The
used ϕ angle range is chosen depending on the sample, particularly dependent on
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2.4 Photoemission orbital tomography

the rotation symmetry of the substrate. For example, for molecular layers adsorbed
on fcc(110) surfaces, it is su�cient to record the photoemission distribution in a
ϕ range of slightly more than 90◦. To avoid artifacts, typically a ϕ range of 180◦

is recorded in this case. This allows to reduce the total acquisition time, which
is important to minimize beam damage. The incomplete map is completed by
applying symmetry operations of the sample surface. Measuring full 360◦ ϕ range
is thus usually not necessary. As already mentioned, the measured Ekin ranges in
an energy window of ∆Ekin = ±4%Epass. Dependent on the preformed settings of
the digitization of the image recorded by the CCD camera by the measurement
program, individual k map slices are recorded where the Ekin of two adjacently
recorded slices di�ers by ∆Ekin/number of slices.
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Figure 2.7: Illustration of POT data cube I(Eb, kx, ky)
a Three dimensional data cube I(Eb, kx, ky) with three exemplary k maps of
π orbitals of bisanthene/Cu(110) recorded at di�erent Eb. The red and blue slice
planes mark the cuts through the data cube for the creation of the two b band
maps recorded along kx = 0 Å−1 (red slice) and ky = 0 Å−1 (blue slice) on the left
and right sides (only shown for positive k values). The white dashed lines denote
the Eb for the k maps shown in a. The sketches illustrating the two measurement
modes for c k maps and d band maps are adapted from Ref. [105].
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The upper and lower limits of Ekin then yield Ekin = E +(−) ∆Ekin/2 with average
energy E as displayed in Fig. 2.7c. The �nally presented k maps are often averaged
k maps taking into account several k map slices in the energy range of interest.

In the alternative data representation mode, the data cube is sliced vertically
through its center ((kx, ky) = (0,0)) resulting in two-dimensional (Eb, k) intensity
distributions � the band maps. In the example of bisanthene on Cu(110) presented
in Fig. 2.7, the data cube schematically represented by three k maps in panel a
is cut along kx = 0 Å−1 (red slice) and ky = 0 Å−1 (blue slice) resulting in the
combined band maps presented in Fig. 2.7b (only shown for positive k values)
on the left and right sides. Here, the x and y axes correspond to the [001] and
[1̄10] directions of Cu(110). Because of the speci�c orientation of molecules on a
given surface and a strong anisotropy of emissions from particular π states only
the band map along kx contains emission intensity from the molecules. To be
able to visualize the emission features present in the two other k maps of larger
binding energies in band maps, the 3D data cube has to be cut in the directions
of the desired emission features. This can be realized by rotating the sample to
the desired azimuthal angle. During the acquisition of photoemission data for the
band maps, the azimuthal rotation of the sample is �xed, while Ekin is scanned in
a de�ned energy range. As de�ned by the electron analyzer and the set Epass, an
energy window of ∆Ekin = ±4%Epass is recorded in one shot with some mean Ekin.
To record a band map in a de�ned Ekin range, the measurement is repeated with
varying the mean Ekin in the desired Ekin range. Averaging multiple band maps
then results in the �nal band map as depicted in Fig. 2.7d.

In the employed experimental setup, additional parameters can be changed,
namely the incidence angle α by tilting the sample around the optical axis of
the TEA (perpendicular to the symmetry axis of the system indicated by black,
straight lines in Fig. 2.6, i.e., direction of the photon beam marked in green (Fig.
2.6)a), or the photon energy by employing di�erent settings of the synchrotron
beamline. Correspondingly, the parameter space of our experimental POT
experiments can be signi�cantly extended, �nally having a multi-dimensional
experimental dataset I(Ekin, kx, ky, hν, α) which allows to study a broad range
of e�ects related to the photoemission from molecules and metals.

A proper calibration and normalization of the so-obtained POT data is vital, if
experimental measurement conditions such as the incidence angle (Chapter 6) or
the photon energy (Chapter 7) are varied. In the latter, the total intensities of the
k maps recorded at di�erent photon energies need to be compared, which requires
the normalization of the total k map intensity to the photon �ux at varying photon
energies. The analysis of POT data was performed with the analysis software MOZI
written by X. Yang during his PhD thesis at Forschungszentrum Jülich.
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2.4 Photoemission orbital tomography

2.4.6 Photon �ux calibration

Typically, the photon �ux of the synchrotron beamlines is strongly photon-energy-
dependent, which means that the intensity of the beam changes drastically if the
beam energy is varied. Therefore, a precise normalization of the data is needed
in order to allow for reasonable comparison of the experimental data measured at
di�erent photon energies. Synchrotron beamlines commonly o�er to monitor the
photon �ux using a drain current caused by beam-induced photoemission from
some elements of the beamline, e.g., a mirror or speci�cally introduced meshes
such as gold meshes [53]. Since the material of those elements has its own speci�c
photoionization cross sections which is in turn dependent on the photon energy,
an additional absolute calibration is required.

At the beamline at MLS in Berlin employed in this work, special care is taken
to �lter out parasitic contributions of the higher harmonics of the beam. This is
done using a set of solid state �lters (foils) introduced to the beam line during
experiments for particular photon energy ranges [53]. The experiments presented
in this work were performed in a photon energy range from 15 eV to 111 eV, which
comprises the utilization of six di�erent beamline con�gurations.The entire photon
energy range is consequently split into six ranges realized by varying monochro-
mator, undulator harmonics, and �lter settings, namely 15 eV to 31 eV (NI, 3rd

harmonic, no �lter), 25 eV to 45 eV (GI, 3rd harmonic, Mg �lter), 45 eV to 59 eV
(GI, 6th harmonic, Al �lter), 59 eV to 71 eV (GI, 10th harmonic, Al �lter), 71 eV
to 87 eV (GI, 10th harmonic, Be �lter), and 87 eV to 111 eV (GI, wiggler mode,
Be �lter) also summarized in Tab. 2.1.

Photon energy range undulator �lter

14 eV � 31 eV 3rd harmonic �

25 eV � 45 eV 3rd harmonic Mg

45 eV � 59 eV 6th harmonic Al

59 eV � 71 eV 10th harmonic Al

71 eV � 87 eV 10th harmonic Be

87 eV � 115 eV wiggler mode Be

Table 2.1: Beamline settings
Undulator, monochromator and �lter settings for di�erent photon energy ranges
at the beamline at MLS in Berlin.
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2 Concepts of Photoemission Orbital Tomography

The beamline at MLS in Berlin produces a known monochromatic photon �ux
Fph(hν, ϵ), yielding a photon intensity Iph(hν, ϵ) = F (hν, ϵ)A□ on the area A□

from which photoelectrons are detected. The photon �ux F (hν, ϵ) dependent on
the photon energy and the light polarization ϵ is due to the photon yield η(hν)
and the mirror current im.

The �nal photon �ux F (hν, ϵ) used to calibrate experimental photon-energy-
dependent POT data is then given by

F (hν, ϵ) = η(hν)im. (2.63)

Therein, the drain current caused by photoemission at the beamline mirror im(t)
and used for calibration is e�ected by false light contributions. It is measured in
nanoampere during each measurement, i.e., for every kinetic energy measured by
the TEA, and is saved with each measurement (for k maps and band maps).

To measure the photon yield η(hν), an absolutely calibrated semiconductor photo-
diode has to be inserted into the beam path and thus cannot be measured during
the measurements. Instead, η(hν) is obtained separately from the actual measure-
ments and also saved in a separate �le only including hν, η, and the mean error of
η. The energy-dependent photon yield curve η(hν) is measured in units of photons
per seconds and nanoampere for each of the six beamline con�gurations.

In the present work, three sets of photon-energy-dependent POT data are ana-
lyzed, namely for three di�erent graphene samples: epitaxial monolayer graphene
(EMLG), quasifreestanding monolayer graphene (QFMLG), and quasifreestand-
ing twisted bilayer graphene (QFtBLG) (Chapter 2). For normalization, separate
η(hν) measurements have been performed to enable precise photon �ux normal-
ization. Note that the �rst has been recorded in March 2019 and the other two
in July 2019 directly after another. In general, the U125 insertion beamline at
MLS guarantees at a metrological level of accuracy that the calibrated photon
yield is stable and reproducible. Figure 2.8 shows the calibrated photon yield η
measured in three di�erent time intervals plotted against the photon energy. The
overall shape of the curves is highly similar for each calibration series and the
curves belonging to di�erent settings of the beamline adjoin each other reasonably
well except for the two settings before and after 87 eV. Note here that the 87 eV
to 111 eV range is measured at a signi�cantly di�erent operation mode of the
beamline, namely the wiggler mode.

However, one can distinguish that the curve recorded in March 2019 is shifted to
higher values, which means that the photon yield was slightly increased at that
time. Moreover, the gap in the photon yield at the transition from the purple to
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2 Concepts of Photoemission Orbital Tomography

2.4.7 Treatment of experimental data

The experimental k maps measured at di�erent photon energies need to be nor-
malized properly regarding the photon �ux Fph(hν, ϵ) (see Section 2.4.6), the
acquisition time (t), and the background intensity. To this end, a step-by-step
normalization procedure using the example of EMLG k maps recorded at ED

(E − Evac = 4.74 eV) is presented in Fig. 2.9. To trace the intensity of the emis-
sion feature in focus, a region of interest (ROI) around the Dirac point is de�ned in
the k map. The intensity within this ROI (white ellipse in Fig. 2.9a) is integrated
in each k map. For a set of k maps recorded at di�erent photon energies, the
integrated photoemission intensity within the ROI is plotted against hν.

Due to photon-energy-dependent photon �ux variations, the measured photoe-
mission intensity changes. As a result, the acquisition time t has to be adopted
during the experiment and accounted for in the normalization procedure. If the
integrated intensity I is solely divided by the acquisition time t, the intensity dis-
tribution shown in Fig. 2.9c is obtained. The abrupt jumps in the photoemission
intensity at photon energies coinciding with the minimum and maximum photon
energies of used beamline con�gurations indicated by di�erent symbols in Fig. 2.8
suggest a correlation to the measured photon �ux Fph(hν, ϵ).

If also the photon �ux F (hν, ϵ) is taken into account in the normalization (I/(t·F )),
an experimental photon-energy-dependent intensity distribution as presented in
Fig. 2.9d is obtained. In particular the intensity increase at higher photon energies
of the �rst beamline con�guration (15 to 25 eV) points at an insu�ciently treated
normalization of the integrated photoemission intensity.

Therefore, the intensity of the background is considered in the next step. To this
end, four rectangular areas of same size are de�ned at varying kx, ky positions in the
k map in Fig. 2.9a. The intensities within these rectangular areas are integrated
(IBG) and plotted against the photon energy in Fig. 2.9b without normalization
by the photon �ux. One can notice jumps occurring at photon energies where
the beamline con�gurations are to be changed, but also a general variation in
the intensity with the photon energy. This is caused by the modi�ed penetration
depth of the photons (potentially) enhancing the contribution of photoemission
from the substrate for increasing photon energies as well as the cross section. It is
important to note that the general evolution of the background intensity is similar
for all chosen positions in the k map. This is similarly observed for di�erent
background intensities recorded for k maps at other energies E − Evac of EMLG
and QFMLG. For further data analysis, we choose the background area colored
in red for this analysis, because it captures IBG in a broad photon energy range.
Note that, e.g., the green and blue areas are only non-zero for higher hν.
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2.4 Photoemission orbital tomography
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Figure 2.9: Treatment of experimental photon-energy-dependent data
a Experimental k map of EMLG at ED (E−Evac = 4.74 eV) recorded at hν = 40 eV.
Four rectangular areas representing the background (BG) intensity are drawn in
the k maps as well as the ROI for the Dirac point (white ellipse). b Integrated
intensities of the four BG (IBG) marked in color vs. hν. c Raw integrated in-
tensity of Dirac point taking only the exposure time t for normalization (I/t). d
Additionally including the photon �ux (I/(t · F )). e (I − IBG)/(t · F ).

The �nal intensity distribution, where the integrated and averaged background
intensity IBG is subtracted from the integrated ROI intensity of the emission fea-
ture I normalized by the exposure time t and the photon �ux F , is presented in
Fig. 2.9e. The smooth curve shows two clear maxima at hν = 23 eV and 40 eV,
where the �rst exhibits an additional shoulder at 18 eV. At hν > 57 eV the inte-
grated intensity remains constant until it further decreases at hν > 73 eV.

We therefore conclude that in the normalization procedure, of course the exposure
time t and the photon �ux F have to be taken into consideration, but the back-
ground intensity plays an evenly decisive role in the analysis of the photoemission
intensity as a function of photon energy. To this end, the analysis software MOZI

written by X. Yang (former Forschungszentrum Jülich) was extended in this work.
The new features in the software are described in Appendix A.
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3 | Momentum Space Imaging of
σ Orbitals for Chemical
Analysis

The applicability of POT to π orbitals is known, but in contrast to σ orbitals
they are not always sensitive to local chemical modi�cations. In this chapter,
we show that also σ orbitals can be successfully imaged in POT allowing for a
detailed orbital characterization of surface-adsorbed molecules. Therein, exper-
imental binding energies are obtained for multiple π and σ orbitals which are
compared to di�erent levels of theory.

The results have been published in two separate journal articles, �rst inA. Haags,
X. Yang, L. Egger, D. Brandstetter, H. Kirschner, F. C. Bocquet, G. Koller,
A. Gottwald, M. Richter, J. M. Gottfried, M. G. Ramsey, P. Puschnig, S. Soubatch,
and F. S. Tautz, "Momentum space imaging of σ orbitals for chemical analysis",
Science Advances 8, 29 (2022) [AH9] focusing on the applicability of POT to σ
orbitals to identify reaction products. The second article A. Haags, X. Yang,
L. Egger, D. Brandstetter, H. Kirschner, A. Gottwald, M. Richter, G. Koller,
M. G. Ramsey, F. C. Bocquet, S. Soubatch, F. S. Tautz and P. Puschnig, "Bench-
marking theoretical electronic structure methods in a wide binding energy range
with photoemission orbital tomography" concentrates on theoretically-derived en-
ergies of π and σ orbitals that are compared to experimental projected density of
states obtained from the �rst publication. This article is currently submitted.

The acquisition and analysis of the experimental data as well as writing the �rst
paper have been my contribution in this project. POT experiments were conducted
together with colleagues from Karl-Franzens-Universität in Graz, Forschungszen-
trum Jülich, and Physikalisch Technische Bundesanstalt Berlin. DFT calculations
and the development of the analysis software have been performed in the group of
P. Puschnig (Karl-Franzens-Universität, Graz, Austria).
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3 Momentum Space Imaging of σ Orbitals for Chemical Analysis

3.1 Introduction

The reaction pathway in a chemical reaction can be understood by the modi�ca-
tion of the molecular orbitals of the involved molecules. Molecular π orbitals in
particular reveal information about the hybridization of a molecule with an un-
derlying substrate, while σ orbitals are sensitive to chemical changes within the
molecular backbone. In this chapter, we will show that the latter modi�cations
within a molecule can be traced by POT. This is demonstrated in an Ullmann-
type reaction (see Section 3.1.2) where after cleaving C�halide bonds, adjacent
biradials are combined by forming C�C bonds. In the reaction under investigation
(Section 3.1.3), the formation of C�C bonds is not possible because the molecules
are arranged in a brick-wall manner and therefore do not have a bonding partner
available. The biradials can instead be saturated with hydrogen or metal adatoms.
This is studied by POT of σ orbitals instead of the usually investigated π orbitals.
Di�culties in the study of σ orbitals in POT from theoretical and experimental
perspectives are summarized in Section 3.1.4. The POT results are presented and
discussed in Section 3.2.

3.1.1 Orbitals in surface chemical analysis

It is well-established in literature that the reactivity and the reaction pathway
in chemical reactions can be understood using the molecule's orbitals of small-
est binding energies � their frontier orbitals. This was already postulated in the
1950's by K. Fukui [107], who won a joint Nobel prize along with R. Ho�mann in
1981 [108�112]. Frontier orbitals of aromatic molecules are usually composed of
pz orbitals building π states with electron density above and below the molecular
plane. If the molecule is adsorbed on a metal surface, the spatial proximity of the
π states to metal states results in a modi�cation of their electron delocalization.
Consequently, the sensitivity of π states toward hybridization with metal states
reveals intriguing details of the chemistry at a molecule/metal interface. However,
the frontier π orbitals are expected to be less sensitive to local chemical modi�ca-
tions, in particular the making and breaking of bonds at the molecular periphery.
For instance, the substitution of a hydrogen atom by an adatom may lead to only
minor perturbations of the π orbitals. For such a change in the molecular ar-
rangement, σ bonds would give a clearer picture, because their electron density
is accumulated in direct bonds connecting two atoms and therefore serve as �n-
gerprints for the local chemical structure of a molecule. The possibility to image
σ orbitals of molecules in surface chemical reaction consequently opens a path to
trace their modi�cations.
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3.1 Introduction

The number of experimental methods which allow to di�erentiate adsorbates of
rather similar molecular backbone structure, e.g., a hydrogenated vs. an adatom-
substituted species, is limited. Although the e�ect of the local chemical environ-
ment on the core level binding energy is measured in XPS, this traditional tech-
nique to describe on-surface chemical reactions is indirect. Instead, it would be far
more revealing to determine the orbitals that are directly involved in the bonding.
Vibronic spectroscopies, e.g., Fourier-transform infrared spectroscopies, are much
more sensitive to local chemical modi�cations of the molecule [113�115]. However,
the interpretation of complex vibration spectra is challenging and often ambiguous
[116]. The scanning probe techniques, for example, scanning tunneling microscopy
(STM) and atomic force microscopy (AFM) indeed provide valuable information
on modi�cations of molecules, either concerning their orbital geometry [117, 118]
or a strongly modi�ed molecular backbone with sub-angström spatial resolution
[119�122]. Yet, STM-based orbital imaging is commonly limited to orbitals close
to the chemical potential (Fermi energy EF) in a typical range of EF ± 2 eV.
Deeper lying orbitals such as σ orbitals are thus extremely di�cult to access. In
fact, the strength in AFM lays in elucidating the topography of an object, not
orbital imaging, because it is not obvious how particular orbitals contribute to the
force interaction between the tip and the object [123].

To date, the POT technique introduced in Chapter 2 enables orbital imaging of
molecules on surfaces exclusively for π orbitals. However, if the used photon energy
is large enough, the ARPES-based method is not limited to a certain binding
energy and momentum range. The analysis of σ orbitals with POT consequently
appears within reach. Potential challenges that may arise in expansion of the POT
technique are summarized in Section 3.1.4.

3.1.2 Ullmann-type reactions on metal surfaces

Carbon is a key element that is able to form various morphologies at the nanoscale.
Carbon-based nanomaterials such as nanoribbons, sheets [124�126], macrocycles
[AH3, 127, 128], nanographenes [129, 130] or metal-complexes [125] have been
studied extensively in the last decade. Their fabrication requires controlled on-
surface synthesis routes. A well-known strategy to form these nanomaterials on
surfaces is the Ullmann reaction.

In on-surface Ullmann-type coupling reactions, the polymerization via C�C bond
formation between halogen-substituted precursor molecules is guided by the metal-
substrate as catalyst. The synthesis of 1D [131�133] and 2D [131, 134�141] poly-
mer nanostructures has been achieved with this bottom-up mechanism successfully
from suitable halogenated precursor molecules and reactive noble metal substrates.
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3 Momentum Space Imaging of σ Orbitals for Chemical Analysis

It is well-established in the literature that the intermediate of this on-surface re-
action is a molecule-adatom species with characteristic C�adatom�C bridges con-
necting former precursor molecules already at room temperature (RT) [135, 140,
142�145]. This intermediate is stable up to temperatures of roughly 530 K [136].
Its formation relies on the alignment of the precursor molecules on the substrate.
Only if the halides of two reaction educts face each other, the halide�C bonds can
be cleaved, and replaced by a C�adatom�C bridge. Upon further thermal acti-
vation, the adatoms are released and neighboring biradicals are coupled by C�C
bonds �nalizing the Ullmann-type reaction.

If the arrangement of the precursor molecules on the surface is not suitable and
a sought-after C�C bond formation is impossible. The initially dehalogenated po-
sitions of the precursor molecules can then either be metalated or hydrogenated.
Both, hydrogen and Cu adatoms, are abundantly available and mobile at elevated
temperature in the reaction environment on the Cu surface [104, 124]. The com-
peting reaction products require an analytic discrimination, which we use as a test
case for POT on σ orbitals.

3.1.3 Potential products of DBBA/Cu(110)

The thermal reaction of 10, 10'-dibromo-9,9'bianthracene (DBBA, C28H16Br2) on
noble metal surfaces has proven its applicability in the fabrication of graphene
nanoribbons (GNR). On Au(111), armchair GNR are formed at temperatures of
400◦C [104, 146], while on the more reactive Cu(111) surface GNR is already
formed by annealing to lower temperatures [147�149]. The alignment of GNR
can be guided by the vicinal Au(788) surface [150]. According to the literature
[35, 148], GNR are not formed in the thermal reaction of DBBA on Cu(110) as
a consequence of the molecular arrangement on the surface investigated by STM
[148]. In the brickwall-stacking of molecules, dehalogenated carbon sites are facing
gaps between two neighboring molecules in the molecular rows above or below but
no potential molecular bonding partners. C�C bond formation comparable to
other Ullmann-type reactions mentioned before is therefore impossible.

As shown in Fig. 3.1, alternative reaction products of DBBA (1) on Cu(110) would
be a partly dehydrogenated (2), fully dehydrogenated (3), hydrogenated (4) or Cu-
substituted (5) bisanthene species. A direct chemical bonding of the carbon atoms
in the 10, 10'-positions (2) or even of all carbon atoms along the zigzag edge
(3) to the underlying substrate has already been excluded as reaction products
by analysis of the frontier π orbitals with POT [35]. The fully hydrogenated
bisanthene (4) as the �nal reaction product has been suggested instead by two
independent research groups [35, 148]. However, a potential metalation in the
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3.1 Introduction

10, 10' positions with Cu adatoms (5) has not been taken into account in Ref. [35],
while Simonov et al. [148] mention that the participation of native Cu adatoms
in the molecular adsorbate layer cannot be excluded. The saturation partner of
the dehalogenated carbon atoms in the 10, 10' positions of DBBA is hence still
questionable.

Figure 3.1: DBBA and possible reaction products on Cu(110)
Precursor molecule DBBA and possible reaction products upon adsorption and
annealing on Cu(110), namely partly dehydrogenated 2, fully dehydrogenated 3,
hydrogenated 4 or Cu-substituted/metalated 5 bisanthene species. Dotted lines
mark C�substrate bonds.

3.1.4 σ orbitals in POT

The POT technique has only been applied to π orbitals in literature so far. Why
the investigation of σ orbitals with POT is challenging from experimental and
theoretical point of view is described in the following.

Since the periodicity of the nodal structure of real-space σ orbitals has a smaller
length scale compared to π orbitals, the orbital features arise at larger k values in
the k maps. Moreover σ orbitals are usually observed at higher binding energies
compared to π orbitals due to a greater atomic orbital overlap and thus increased
bonding strength. To get access to a su�ciently large photoemission horizon in
the k maps and to states of higher binding energies, higher photon energies are
required [151]. Exemplary for the case of the topmost σ(0,8) orbital, the emission
lobes are expected at a k∥ value of ≈ 2.9 Å−1 corresponding to a �nal-state Ekin

of about 32 eV. Taking into account the binding energy of this state, the work
function, and potential measurement artifacts at the edge of the k maps, a photon
energy of approximately 52 eV is required to capture the complete photoemission
lobe of this orbital. In this regard, it is important to recall the so-called universal
curve of the electron mean free path having a minimum at around hν ≈ 40 eV [152].
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At higher photon energies the contribution of substrate bulk emission is thus en-
hanced including the inelastically scattered photoelectrons from the metal. Addi-
tionally, for larger photon energies the photoemission crosssections of π [22] as well
as presumably σ molecular orbitals drop. As a result the measured experimental
intensities will be signi�cantly a�ected, such as strong emission from the metallic
d orbitals of transition metals masks the weak emission from molecular orbitals.
This additional background intensity may also hinder the analysis of π states at
high binding energies. A good compromise is thus a photon energy where the
photoemission horizon captures the complete emission intensities of the orbitals
and the emission from the substrate is not too strong. In this work, we thus use a
photon energy of 57 eV.

In general, the prediction of orbital binding energies is di�cult in DFT calculations,
especially for σ states. Due to the only partial correction of the self-interaction
error, the binding energies are generally shifted to larger values. This e�ect is
more pronounced for the more localized σ states compared to the rather delo-
calized π states [153�155]. This may also e�ect the order of molecular orbitals.
The self-interaction error can be counteracted by introducing a certain amount
of Hartree-Fock exchange in the functionals. However, using these hybrid func-
tionals is computationally more expensive and their performance depends on the
individual molecule/substrate system. It is therefore attractive to measure bind-
ing energies of σ orbitals to get an experimental validation of the energy level
alignment (see Section 3.3).

3.2 Thermal reaction of DBBA/Cu(110)

The product of the thermal reaction shown in Fig. 3.1 is determined by a se-
quence of analysis steps. First, experimental band maps in a large binding energy
range verify that π and σ orbitals are detectable with POT. For a proper identi-
�cation of these emissions with k maps, orbitals of an free molecule of bisanthene
are calculated. These DFT predictions are followed by a comparison of selected
experimental k maps with theoretical ones, �nally revealing the actual reaction
product after annealing DBBA on Cu(110). Additionally, the experimental data
cube I(Eb, kx, ky) measured in a broad binding energy range from about 4.6 eV to
9.6 eV is deconvolved into individual orbital contributions in Section 3.3. The re-
sulting orbital-by-orbital decomposition can be readily compared to the computed
MOPDOS which allows to benchmark theoretical simulations of four di�erent func-
tionals.
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3.2.1 Band maps

The experimental band maps shown in Fig. 3.2 are recorded along the two high-
symmetry directions of Cu(110). Molecular emissions are clearly distinguishable
up to Eb ≈ 13 eV. From earlier experiments we know that the product of the
thermal reaction of DBBA on Cu(110) is oriented with its zigzag edges along the
substrate [001] direction and with the armchair edges along [11̄0]. The emission
along the [001] direction above the metallic d band is identi�ed as the LUMO, which
is now occupied due to charge transfer from the metal to the molecule, making
it accessible in POT in agreement with Ref. [35]. The characteristic emission
lobes of the HOMO and the HOMO−1 are not located along the high-symmetry
directions and are consequently not visible in the band maps shown here.

Below the Cu d band, one can clearly identify multiple molecular emissions. At
k∥ values smaller than 1.5 Å−1, a π band disperses between approximately 4 eV
and 10 eV. At Eb = 5�13 eV, another band is visible at larger k∥, suggestive of
σ character. For a precise identi�cation of these molecular emissions, experimental
k maps as well as theoretical predictions of all orbitals in a su�ciently large binding
energy range and their k maps have to be consulted.
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Figure 3.2: Band maps of bisanthene/Cu(110)
Band maps along the [11̄0] and [001] directions of Cu(110) on the left and right,
respectively, recorded at hν = 57 eV. The Cu d band as well as the visible bands of
π and σ character are indicated. The white dashed lines denote at which binding
energy the k map presented in Fig. 3.6a is measured.
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3.2.2 Electronic structure calculations

The identi�cation of molecular orbitals is performed by comparison of experimen-
tal and theoretical k maps. The latter are calculated based on real-space orbitals
of free bisanthene using the Perdew-Burke-Ernzerhof�generalized gradient approx-
imation (PBE-GGA) exchange-correlation functional [156]. The data are available
from the online database [157] using the database IDs 406 and 407.

Figure 3.3a displays all real-space orbitals of free bisanthene in an energy range
from 3.0 eV to 13.5 eV referenced to Evac. The predicted energies E − Evac are
indicated by color shading. The labeling of orbitals �rst denotes the orbital's π or
σ character and second the number of nodal planes along x and y corresponding to
the zigzag or armchair directions of the molecule, respectively, and to the [001] and
[11̄0] directions of Cu(110). For instance, the LUMO exhibits four (zero) nodal
planes along x (y), while the σ(7,3) has seven and three nodes, respectively. One
can clearly recognize that with increasing number of nodal planes, the binding
energy decreases. In Fig. 3.3, the orbitals are arranged according to the position
of their emission lobes closest to the center in their respective k maps. These
positions roughly scale with the number of nodal planes along x and y in the real-
space orbital. The corresponding k maps of the real-space orbitals are summarized
in Fig. 3.3b. Note that the emission lobes closest to the center of the k maps
move to larger k∥ values with decreasing Eb. It is important to note here that
the orbitals of the free molecules are highly similar for hydrogenated (C28H14) or
metalated (C28H12Cu2) bisanthene. This can be seen for the frontier π orbitals in
Fig. 3.4 and in Fig. 3.6 for the orbitals σ(7,3), σ(0,8), and π(0,3).

The presented k maps are used for comparison to experimental ones stemming
from the photoemission intensity data cube I(Eb, kx, ky). This procedure has been
applied successfully to π orbitals in literature [26]. Its e�ectiveness to σ orbitals
is still unknown, especially in view of the fact that its applicability of the PWA is
uncertain. The typical comparison of experimental and theoretical k maps by vi-
sual inspection or intensity pro�le scans (e.g, chapter 4, Ref. [AH3]) is extended in
this work by deconvolution of the photoemission intensity data cube I(Eb, kx, ky).
This allows to identify individual orbital contributions in the experimental data.
The analysis has been performed in two di�erent approaches, which are explained
in Section 3.3. While the �rst approach originally aimed to identify orbitals, the
second procedure focused on the extraction of actual experimental binding ener-
gies and spectral lineshapes for each identi�ed orbital. In this work, we mainly
present the results of the �rst approach (Section 3.3), while those of the second
are shown in Appendix B (analysis currently still in process).
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Figure 3.3: Real-space orbitals and DFT k maps of free bisanthene
a Real-space orbitals of free bisanthene and b corresponding k maps positioned
after the kx(ky) position of their emission lobes closest to Γ. Labeling stems from
the orbital character � π or σ � and the number of nodal planes along x or y. Color
shading represents the predicted energy E−Evac. Gray-shaded areas denote those
orbitals visible in the band maps of Fig. 3.2 and gray dashed lines the Brillouin
zone (BZ) of graphene.
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3.2.3 Identi�cation of adsorption species

Aiming at a distinction between the possible reaction products of hydrogenated
(C28H14, 4) or metalated (C28H12Cu2, 5) bisanthene (see Fig. 3.1), the analysis of
multiple orbitals is possible and even required. The identi�cation of the adsorption
species proceeds in three steps. In the beginning, we focus on the analysis of
frontier orbitals. Later, σ and π orbitals observed directly below the Cu d band
are discussed separately in Section 3.2.3.2 and 3.2.3.3, respectively. We will show
that a simple comparison of experimental and theoretical k maps is insu�cient
to distinguish between hydrogenated (C28H14, 4) or metalated (C28H12Cu2, 5)
bisanthene. We therefore call for an experimental density of states projected onto
single orbitals that can be directly compared to theoretically-predicted molecular
orbital projected density of states (MOPDOS).

A quantitative comparison of theory and experiment is achieved by generating an
experimental MOPDOS using the experimental data cube I(Eb, kx, ky) on the one
hand and theoretical k maps Ii(k∥) of considered orbitals calculated for the free
molecules on the other. In this orbital deconvolution procedure the experimental
data cube is decomposed into individual orbital contribution, thus providing an
orbital-by-orbital characterization. The experimental MOPDOS ai(Eb) is obtained
by a least squares minimization procedure,

χ2(a1, a2, · · · , ai) =
∑
kx,ky

[
I(Eb, kx, ky)−

N∑
i=1

ai(Eb)Ii(kx, ky)

]2

. (3.1)

The N weights ai of all considered orbitals i are adjusted for each binding energy
Eb separately leading to weight functions ai(Eb) for each orbital � the experi-
mental MOPDOS which can directly be compared to its theoretically calculated
counterpart � the MOPDOS based on molecular/substrate calculations.

3.2.3.1 Frontier π orbitals

Fig. 3.4 displays a comparison of experimental to theoretical k maps and MOP-
DOS. The experimental k maps in Fig. 3.4a are recorded at di�erent Eb of 0.47 eV,
1.16 eV, and 1.97 eV (hν = 35 eV) and resemble the theoretical k maps of LUMO,
HOMO, and HOMO−1 based on free hydrogenated and metalated bisanthene in
c and e. Although there are minor di�erences discernible by bare eye, an unam-
biguous assignment of the calculated to the experimental data to one of the two
species is impossible based on the three individual k maps.

An additional opportunity to compare theoretical and experimental data is enabled
by deconvoluting the three experimental data cubes I(Eb, kx, ky) at moderate bind-
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3.2 Thermal reaction of DBBA/Cu(110)

ing energies presented in a using the theoretical k maps based on free hydrogenated
bisanthene (C28H14) as described in the beginning of this section. The resulting
experimental MOPDOS is shown in Fig. 3.4b and can be directly compared to
the theoretical MOPDOS of C28H14 or C28H12Cu2 on Cu(110) in Fig. 3.4d, f, re-
spectively. Just like the k maps, the experimental MOPDOS does not allow to
discriminate between the two scenarios. This corroborates a statement described
in the beginning of this chapter, namely that frontier π orbitals are less sensitive to
local chemical modi�cations in a molecule, in particular the making and breaking
of bonds at the molecular periphery.
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Figure 3.4: k maps and MOPDOS of frontier π orbitals
a Experimental k maps recorded at di�erent binding energies of 0.47 eV, 1.16 eV,
and 1.97 eV (hν = 35 eV). b Experimental molecular orbital projected den-
sity of states (MOPDOS) from deconvolution of the experimental data cubes
I(Eb, kx, ky, ) using k maps of free C28H14 displayed in c. Note that qualitatively
similar results are obtained when performing the deconvolution with k maps of free
C28H12Cu2 in e. Theoretical k maps calculated for LUMO, HOMO, and HOMO−1
for free c C28H14 and e C28H12Cu2. DFT-predicted MOPDOS of d C28H14/Cu(110)
and f C28H12Cu2/Cu(110).

55



3 Momentum Space Imaging of σ Orbitals for Chemical Analysis

3.2.3.2 Uppermost σ orbitals

In turn, it is expected that σ orbitals provide clarity in the discrimination between
C28H14 and C28H12Cu2 as reaction products of DBBA on Cu(110), because they
are more sensitive regarding modi�cations in the molecular periphery. The real-
space representations of the orbitals σ(0,8) and σ(7,3) of smallest σ orbital energy
E − Evac calculated for free C28H14 and C28H12Cu2 are displayed in Fig. 3.5.
Indeed one of the two uppermost σ orbitals is strongly a�ected by the choice of
the saturation atom in the 10, 10' positions of the molecule as predicted by DFT.
Unlike the una�ected lobe structure of σ(7,3), a clear modi�cation of electron
density is visible for σ(0,8) across the whole molecule and in particular in the
position of the Cu adatom indicated by the two arrows. A di�erentiation between
the adsorption species C28H14 and C28H12Cu2 therefore appears within reach.
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Figure 3.5: σ(0,8) and σ(7,3) orbitals of C28H14 and C28H12Cu2
Skeletal formula and real-space representations of σ(0,8) and σ(7,3) orbitals of
C28H14 and C28H12Cu2 in top and bottom rows, respectively. Black arrows indicate
obvious changes in the electron density for σ(0,8).

To get a qualitative picture, it is worth inspecting the experimental k map mea-
sured directly below the Cu d band in direct comparison to the calculated k maps.
The measured k map recorded at Eb = 5.16 eV has a complex pattern as displayed
in Fig. 3.6a. The comparison to a k map measured for clean Cu(110) in Fig. 3.6b
immediately reveals which emissions originate from the substrate or the molecule.
Thus, the experimental k map of the bisanthene-like species on Cu(110) in a is
composed of emissions from several states from the molecular orbitals as well as
high-Eb tails of the Cu d band indicated by circles and triangles, respectively.
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Simulated k maps based on free bisanthene and free metalated bisanthene in Fig.
3.6c, d reveal that the experimental emissions at (k 001, k 11̄0) = (0.00, ±2.89)Å−1

(blue circle) arise from the σ(0,8), while those at (k 001, k 11̄0) = (±2.56, ±1.39)Å−1

(red circle) can be from both orbitals, σ(7,3) and σ(0,8). The emissions
at (k 001, k 11̄0) = (0.00, ±1.36)Å−1

(cyan circle) can be attributed to the
π(0,3) orbital addressed later in this section (page 61).

A quantitative comparison of theory and experiment is achieved by generating an
experimentally-derived MOPDOS using the experimental data cube I(Eb, kx, ky)
on the one hand and theoretical k maps Ii(k∥) of considered orbitals calculated
for the free molecules on the other. The experimental data cube is deconvolved
(Eq. 3.1) using theoretical k maps of the π(0,3), σ(0,8), and σ(7,3) orbitals of
free bisanthene and metalated bisanthene (Fig. 3.6c, d) in a binding energy range
between approximately 5.6 eV and 4.4 eV. The resulting experimental MOPDOS
is displayed in Fig. 3.6e, f using either theoretical k maps of hydrogenated or
metalated bisanthene, respectively. We focus on the σ orbitals �rst and discuss
the results of the π orbital later in this section (page 61).

The experimental MOPDOS of the σ orbitals in Fig. 3.6e, f are remarkably similar,
revealing well-de�ned peaks with related peak widths and energetic positions. In
both deconvolution schemes, the σ(7,3) orbital is found at smaller Eb than the
σ(0,8) orbital. The energetic di�erence is calculated to 0.14 eV and 0.16 eV when
deconvoluting with k maps of free C28H14 or C28H12Cu2, respectively. The only
di�erence lies in the peak intensities. However, both curves of σ orbitals have
higher ai values than the π orbital. The experimental MOPDOS are compared to
theoretical ones of molecule/substrate systems using two di�erent functionals in
the next step.

Theoretically-predicted MOPDOS of the π(0,3), σ(0,8), and σ(7,3) orbitals for
either bisanthene (C28H14) or metalated bisanthene (C28H12Cu2) on Cu(110) are
displayed in Fig. 3.7a�d using PBE-GGA functional [156] and the range-separated
hybrid functional due to Heyd, Scuseria and Ernzerhof (HSE) [158, 159]. Focusing
on the MOPDOS of the two σ orbitals (blue and red curves), both functionals
predict similar shapes of the MOPDOS with peaks of distinct position and com-
parable width for bisanthene/Cu(110) displayed in Fig. 3.7a, c. In contrast, in
the case of metalated bisanthene on Cu(110) in Fig. 3.7b, d, the σ(0,8) MOPDOS
spreads out broadly in energy with its maxima well-separated and at smaller Eb

compared to those of σ(7,3). This general trend is predicted by both functionals,
although the exact shape of the two curves of σ(0,8) (blue) is slightly di�erent.
The pronounced energy dispersion of σ(0,8) indicates a signi�cant hybridization
with the substrate also visible in the real-space representation in Fig. 3.5.
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Figure 3.6: k maps and experimental MOPDOS
Experimental k maps measured at Eb = 5.16 eV with hν = 57 eV for a bisanthene-
like species on Cu(110) and b clean Cu(110). Circles and triangles mark emissions
from molecular orbitals and metal states, respectively. Calculated k maps of σ(7,3),
σ(0,8), and π(0,3) orbitals in red, blue, and cyan based on free c C28H14 and
d C28H12Cu2 used for deconvolution. Experimental MOPDOS resulting from the
deconvolution using the k maps of free e C28H14 and f C28H12Cu2, respectively.
The experimental MOPDOS of π(0,3) is discussed on page 61.
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Figure 3.7: MOPDOS and k maps of C28H14 and C28H12Cu2 on Cu(110)
Theoretical MOPDOS of σ(7,3), σ(0,8), and π(0,3) orbitals in red, blue, and cyan
colors for a C28H14/Cu(110) and b C28H12Cu2/Cu(110) using the PBE-GGA
functional and c C28H14/Cu(110) and d C28H12Cu2/Cu(110) using the hybrid func-
tional HSE. Theoretical k maps of e C28H14/Cu(110) and f C28H12Cu2/Cu(110)
at the calculated Eb = 3.95 eV simulated with the PBE-GGA functional.
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Figure 3.8: Energetically favored adsorption sites
DFT-predicted energetically favored adsorption sites of C28H14 (left) at the short
bridge and C28H12Cu2 (right) at the hollow site of Cu(110). a Backbone of the
molecules b additionally overlaid with real-space π(0,3) orbital.

The enhanced hybridization of σ(0,8) in the case of metalated bisanthene on
Cu(110) is also related to the predicted adsorption site. Namely, geometry re-
laxations of the two species on the surface either result in the short bridge or
the hollow site as the most favorable adsorption sites for bisanthene (C28H14) and
metalated bisanthene (C28H12Cu2), respectively, as shown in Fig. 3.8a, b.

In the experimental MOPDOS in Fig. 3.6e, f, however, we observed well-de�ned
peaks with peak widths and energetic positions in agreement with the predictions
of bisanthene (C28H14) on Cu(110) (Fig. 3.7c, e). The metalated product can thus
be ruled out, considering the experimental and theoretical MOPDOS.

This is likewise re�ected in the calculated k maps of either C28H14 or C28H12Cu2
on Cu(110) displayed in Fig. 3.7e, f, respectively, calculated with van der Waals-
corrected DFT using the PBE-GGA functional. The six bright emission lobes at
|k∥| ≥ 2 Å visible in the experimental k map in Fig. 3.6a are well-reproduced by
the simulated k map for bisanthene/Cu(110) (Fig. 3.7e). In contrast, the k map
simulated for the metalated adsorption species shows only four emission lobes
(Fig. 3.7f). The theoretical predictions based on bisanthene/Cu(110) thus agree
better with the experimental data considering the MOPDOS and the k maps.
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In the experimental k map, an additional emission is visible at smaller k∥ values
(cyan circle in Fig. 3.6a). Moreover, the theoretical MOPDOS predict contribu-
tions of the π(0,3) orbitals in the same binding energy range as the σ(0,8) and
σ(7,3) orbitals (cyan curves in Fig. 3.7a�d). We therefore focus on this π(0,3)
orbital in the following.

3.2.3.3 π orbitals below Cu d band

The experimental k map recorded at Eb = 5.16 eV (Fig. 3.6a, hν = 57 eV) also
exhibits contributions of the π(0,3) orbital with emission along the substrate [11̄0]
direction indicated with the cyan circle. According to DFT-predicted MOPDOS
(Fig. 3.7a�d), the energetic dispersion of this orbital extends over a large energy
range in contrast to the well-de�ned σ(7,3) and σ(0,8) orbitals discussed previ-
ously. To investigate this noteworthy prediction for the π(0,3) orbital from theory,
we record an additional experimental data cube I(Eb, kx, ky) at slightly smaller
binding energies in a range of approximately 4.35 � 5.05 eV overlapping with the
previous data cube at Eb = 4.95 � 5.75 eV. Since this second measurement is very
close in energy to the Cu d band, we use a smaller photon energy of 35 eV to avoid
strong substrate contributions and highlight emission from the adsorbate layer.

Fig. 3.9a shows a k map from this second experimental data cube recorded at
hν = 35 eV averaging 15 single k maps in an energy range of 0.2 eV at a mean
binding energy of 4.77 eV. Again, the emission lobe of the π(0,3) orbital is visible
along k 001 = 0.00 Å

−1
. The experimental k 11̄0 position of this lobe of ± 1.36 Å

−1

is in exact agreement with that measured in the k map recorded at hν = 57 eV
(Fig. 3.6a) and with that predicted for free C28H14 and C28H12Cu2 (corresponding
k maps are shown in Fig. 3.6c, d, respectively).

π(0,3) orbital

Deconvolution of this experimental data cube (hν = 35 eV) using only the k map
of the π(0,3) orbital of either free C28H14 or C28H12Cu2 results in the experimental
MOPDOS plotted in Fig. 3.6e, f, respectively, in the binding energy range of
4.35 � 5.05 eV. Note that due to the varying photon energies used in the experi-
ment (35 eV and 57 eV), the photon �ux changed which also resulted in di�erent
acquisition times for the two experimental data cubes I(Eb, kx, ky). The weights
ai resulting from the deconvolution procedures of the two data sets can therefore
not directly be compared. Considering the theoretically-predicted MOPDOS, we,
however, suspect that the experimental MOPDOS peaks in the higher binding
energy range peaking at Eb = 5.16 eV. The important information gained from
the deconvolution is, however, more importantly the shape of the curves. To-
gether with the deconvolution results of the experimental data cube recorded at
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hν = 57 eV (Fig. 3.6a), we con�rm the strong energetic dispersion of the π(0,3)
orbital predicted by theory in the experiment. In fact, independent of the chosen
free species (C28H14 or C28H12Cu2), the deconvolution reveals that the contribution
of the π(0,3) orbital peaks at only slightly smaller binding energy than the two
σ orbitals (Fig. 3.6e, f). A comparison to the theoretically-predicted MOPDOS
in Fig. 3.7a�d shows that this is only correctly predicted for bisanthene/Cu(110)
calculated with van der Waals-corrected DFT using the PBE-GGA functional (a).
Relative to the energetic peak position of the σ(7,3) orbital, the HSE functional
results in smaller binding energies for bisanthene/Cu(110) (c), while both func-
tionals reveal considerably larger binding energies of π(0,3) for metalated bisan-
thene on Cu(110) (Fig. 3.7b, d). In general, the HSE functional is optimized for
self-interaction errors and is therefore expected to perform better in the case of
more localized σ orbitals in comparison to PBE. That PBE performs better for
delocalized π orbitals is therefore reasonable.

In fact, the strong hybridization of π(0,3) provides an intriguing insight into the
chemistry at the molecule/metal interface. Its electron density is located on the
zigzag chains of bisanthene, which perfectly resembles the periodicity of the sub-
strate lattice in the [11̄0] direction and bridges three Cu [1̄1̄0] atomic rows along
the [001] direction as illustrated in Fig. 3.8b (left). This leads to an enhanced
hybridization between orbital and metal resulting in the strong energy-broadening
observed in the experimental and theoretical MOPDOS. This hybridization is only
possible for bisanthene/Cu(110) due to the adsorption site (short bridge). Accord-
ing to DFT relaxations, C28H12Cu2 occupies another adsorption site (hollow) on
Cu(110) (Fig. 3.8, right), which has a distinct impact on the hybridization of the
orbital with the metal and thus also on the theoretical MOPDOS. The analysis of
the deep-lying π(0,3) orbital is consequently in full accord with the results of the
uppermost σ orbitals. As a result, we con�rm fully hydrogenated bisanthene as
the �nal reaction product and validate the investigation of σ orbitals in POT for
chemical analysis and validate the investigation of σ orbitals in POT for chemical
analysis.
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Figure 3.9: Analysis of π orbitals directly below d band
a Experimental k map (Eb =4.77 eV, hν =35 eV). b Theoretical k maps of π(2,2),
π(3,1), π(3,0), and π(0,3) orbitals in orange, magenta, green, and cyan colors cal-
culated for free C28H14. c Theoretical MOPDOS of these four π orbitals calculated
using the PBE-GGA functional for C28H14/Cu(110). e Normalized radial intensity
pro�les integrated in the areas marked in white in panel a and c. Deconvolution
results including d π(2,2), π(3,1), π(0,3), and f additionally π(3,0).
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Orbitals π(2,2), π(3,1), and π(3,0)

The experimental k map at Eb = 4.77 eV in Fig. 3.9a also shows emissions
from other π orbitals. According to the experimental k maps discussed in the
beginning of this section, the orbitals LUMO, HOMO, and HOMO−1 (π(4,0),
π(2,3), π(1,3)) are observed above the Cu d band and are therefore out of question
here. The k maps of the subsequent orbitals HOMO−2, HOMO−3, HOMO−4,
and HOMO−5 are shown in Fig. 3.9b as π(2,2), π(3,1), π(3,0), and π(0,3) in
orange, magenta, green, and cyan, respectively.

According to the DFT-predicted MOPDOS of these orbitals displayed in Fig. 3.9c,
we expect their contributions in close proximity to each other and within the
energetic dispersion range of the π(0,3) orbital (cyan). Indeed, the experimental
k map at Eb = 4.77 eV reveals relatively broad but distinguishable emission lobes,
in addition to the two lobes of π(0,3) claimed above. These could originate from the
overlapping π(2,2) and π(3,1) orbitals with their individual emission lobes located
at (k 001, k 11̄0) = (±1.00, ±0.95)Å−1

and (k 001, k 11̄0) = (±1.28, ±0.65)Å−1
.

If these orbitals would indeed overlap in energy as predicted by DFT, the four
emission lobes each of the two orbitals would not be distinguishable anymore but
merge into four broad lobes.

Deconvolution

Following the procedure established earlier, a contribution of the four π orbitals
would be accessible using deconvolution. This was attempted for this experimen-
tal data cube (hν = 35 eV) using the four predicted π orbitals in Fig. 3.9b,
but resulted in ambiguous results concerning the contribution of π(3,0). If this
orbital was included, its contribution was strongly exaggerated in the deconvolu-
tion scheme recognizable by bare eye looking at the simulated weighted k maps
(not shown), while if it was excluded the experimental emission intensity visible
along k 001 (Fig. 3.9a) was not captured. The inconclusive deconvolution result
is presumably caused by the close proximity to the Cu d band and consequential
additional background intensity that is di�cult to account for in the deconvolu-
tion procedure. In contrast, the contributions of the π orbitals π(2,2), π(3,1),
and π(0,3) were unambiguous and resulted in basically the same peak positions at
Eb = 4.80 eV, 4.50 eV, and 4.85 eV as can be seen in Fig. 3.9d, f independent of
including/excluding the π(3,0) orbital . If the π(3,0) orbital was included (f), its
experimental MOPDOS peaked at 4.60 eV.

The unambiguous contribution of the π(3,0) orbital and the overlapping contribu-
tions of the π(2,2) and π(3,1) can also be visualized in a more simple way using
radial intensity pro�le scans integrating the emission intensity along the white lines
marked in Fig. 3.9a, b.
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3.2 Thermal reaction of DBBA/Cu(110)

Intensity pro�le analysis

To this end, we extract azimuthal intensity pro�les from the experimental and
theoretical k maps in Fig. 3.9a, b. For the intensity analysis, a ring with an inner
radius of 1.0 Å

−1
and �xed width of 0.7 Å

−1
is de�ned within the k maps as

indicated by the white lines. The intensity along the ring is averaged azimuthally
and plotted vs. its azimuthal angle. The angle of φ = 0◦ is indicated in the k maps.
Due to the two-fold symmetry of the k maps, the intensity pro�les in Fig. 3.9e
are only plotted in the angular range of φ = ± 120◦. The pro�le extracted from
the experimental k map is shown in black, while those from the calculated k maps
of the orbitals π(2,2), π(3,1), π(3,0), and π(0,3) are displayed in orange, magenta,
green, and cyan, respectively. Therein, the peaks at φ = ± 90◦ originate from
the π(0,3) orbital already identi�ed previously. The peaks in the experimental
pro�le at approximately φ = ± 37◦ clearly arise from a combination of the peaks
from the π(2,2) and π(3,1) orbitals with their individual maxima located at ± 43◦

and ± 26.5◦. We therefore con�rm the energetic overlap of the orbitals π(2,2)
and π(3,1) as predicted by DFT resulting in four broad emission lobes. These two
orbitals are thus identi�ed in the experimental data.

According to the theoretical MOPDOS (Fig. 3.9c), the π(3,0) orbital is likewise
expected within this binding energy window. We would expect its emission in the
azimuthal pro�le at φ = 0◦ (green curve in Fig. 3.9e). Yet, the experimental
intensity pro�le does not show a peak at this azimuthal angle for this binding
energy (note that the deconvolution shown in panels d, f would suggest a contri-
bution of the π(3,0) at this energy). Nevertheless, there is still intensity along the
k 11̄0 = 0.00 Å

−1
direction in the experimental k map (Fig. 3.9a). A (not shown)

intensity pro�le along a corresponding horizontal line extracted from a k map with
Eb = 4.96 eV shows clear peaks at k 001 = ±1.30 Å

−1
in agreement with the

position of the emission lobes for the π(3,0) orbital. We therefore identify the
π(3,0) orbital in the experimental data at slightly higher binding energy than the
k map shown in Fig. 3.9a. This also agrees with the theoretical MOPDOS of
π(3,0) displayed in Fig. 3.9c and the obtained deconvolution curve in d, f.

In summary, we are able to clearly identify three of the four by theory predicted
π orbitals (π(2,2), π(3,1), and π(0,3)) in the experimental data cube measured in
the binding energy range of approximately 4.35 eV � 5.05 eV. The strong energetic
dispersion of the π(0,3) orbital even contributes to the identi�cation of the reaction
product, namely bisanthene/Cu(110) as opposed to metalated bisanthene. More-
over, we �nd that explicitly the MOPDOS of π(0,3) is only correctly predicted
by the PBE-GGA functional, while the HSE fails. The contribution of the π(3,0)
orbital is ambiguous considering the radial pro�le scans and the deconvolution.
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3.3 Energy level alignment

The deconvolution procedure (Eq. 3.1) used previously to extract experimen-
tal MOPDOS and to obtain exact binding energies of orbitals in the experiment
opens an additional possibility apart from the identi�cation of reaction products.
Namely, our extremely rich set of experimental POT data is ideally suited to
benchmark theoretical electronic structure methods. For this purpose, we analyze
the complete set of experimental POT data consisting of band maps in an energy
range from EF to Eb ≈ 15 eV recorded at hν = 35 eV, 45 eV, and 57 eV as
well as k map data cubes I(Eb, kx, ky, hν =57 eV) in a binding energy range of
approximately 4.1 eV to 10 eV and I(Eb, kx, ky, hν =35 eV) from Eb = −0.4 eV to
Eb =3.2 eV.

Exact binding energies are either extracted from the band maps resulting in en-
ergy distribution curves (EDC) or using deconvolution. The deconvolution of
I(Eb, kx, ky, hν =57 eV) data cubes was performed for π and σ orbitals. The de-
convolution of POT data recorded at hν = 35 eV was, however, only done for π
orbitals, because the photoemission horizon of the k maps was too small to capture
the emission from σ orbitals (see Section 3.1.4). In this context it is important to
note that it is in general di�cult to extract the binding energies of the low-lying
π orbitals for which the emission intensities are expected at k∥ < 1.15 Å−1 in
the k maps due to the di�use emission intensity in the center therein. Therefore,
we additionally use band maps and EDCs as presented in Section 3.3.3.

The deconvolution procedure is performed following two di�erent approaches.
While the �rst approach originally aimed to identify orbitals (Ref. [AH3]), the
second procedure focused on the extraction of actual experimental binding en-
ergies and spectral lineshapes for each identi�ed orbital. The �rst approach is
applied to frontier π orbitals (hν =35 eV) and σ orbitals (hν =57 eV). The second
approach is applied to both experimental data cubes (hν =35 eV: π orbitals and
hν =57 eV: σ orbitals) in the complete energy ranges. Both approaches are brie�y
explained in the following Section 3.3.1.

At last in this chapter, the experimentally-derived binding energies are compared
to the results of electronic structure calculations based on four widely used func-
tionals. A detailed theoretical evaluation is beyond the scope of this thesis and
therefore only described shortly in this chapter. For a complete description of
theoretical data, we refer to Ref. [AH13].
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3.3.1 Approaches 1 & 2

In the deconvolution analysis, it is crucial to decide which initial state orbitals
are included in the �tting process. To this end, two di�erent approaches are
used. While approach 1 originally aimed to identify orbitals, approach 2 (still in
progress) focused on the extraction of actual experimental binding energies and
spectral lineshapes for each identi�ed orbital. In this work, we mainly present the
results of approach 1 (Section 3.3), while preliminary results of approach 2 are
shown in Appendix B.

The analysis following approach 2 has been revived recently, because details in the
deconvolution calculation scheme are still to be optimized due to two problems that
were not noticed up to now. One is that the �tted weights ai of the individual
orbitals were allowed to be negative, which has, however, no physical meaning. The
other issue only appears, if multiple k maps used in the deconvolution �t are highly
similar or even the same. This is, e.g., the case for the two orbitals σ(4,6) and
σ(3,5). Logically, if the emission pattern is in general included in the experimental
k maps, the contribution of the two orbitals should be similar. However, in the
current calculation procedure, the weight of one orbital is set to zero, while the
contribution of the other orbital is somewhat exaggerated. The adjustment of both
problems is currently in process. Nevertheless, after several preliminary analyses,
the so-far extracted binding energies are not expected to change much and are
therefore also included in the results in Tabs. 3.6, 3.7, and 3.5. The corresponding
preliminary spectral lineshapes for the σ orbitals are shown in Appendix B, while
the updated deconvolution curves will be included in Ref. [AH13].

In the following, the two approaches to deconvolve the experimental data cubes
I(Eb, kx, ky) are explained.

Approach 1

In the �rst approach, the decision which initial state orbitals are included in the
�tting process depends on the predicted E − Evac of the free molecule. In an ini-
tial �tting attempt, a broad range of orbitals is included in the �tting procedure
resulting in some speci�c χ2 which is intended to be minimized. In a next step,
several �t models are tested in which single orbitals are included or excluded in
order to mainly optimize χ2 and also to obtain a reasonable qualitative �t between
experimental and theoretical

∑
i ai(Eb) · Ii(k∥) maps. The �nal deconvolution re-

sult consists of an experimental MOPDOS of multiple orbitals in one energy range
of one experimental data cube. The obtained weights from varying measurements
(energy ranges), however, can not be directly related. On the one hand, this is
due to the single measurement, which were recorded at a certain time lag. There-
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fore the experimental data cubes were not taken at the exact same photon �ux
which in�uence the emission intensity. On the other hand, a constant background
intensity is additionally �tted to the chosen orbitals. A high background intensity
would then potentially result in a smaller weighting of the orbitals at certain en-
ergies. The results of approach 1 are therefore shown for each range separately in
Figs. 3.11, 3.12, 3.13, 3.14, and 3.15.

Approach 2

In the second approach, the only initial input is the experimental data cube and
all individual k maps of the orbitals of the free molecule bisanthene. In a �rst step,
a data cube I(Eb, kx, ky) is �tted with a single theoretical k map Ii(kx, ky), where
the index i labels the orbitals. This is repeated for all orbitals (e.g., i = 1, . . . 27
for σ orbitals see Tab. 3.6). These initial �ts with single k maps result in broad
peaks that allow to narrow down the binding energy range in which the respective
orbital is to be expected. This is done for each energy range separately. In the
second step, each data cube is deconvolved using its so-obtained set of contributing
orbitals. In these curves, however, the contribution of some orbitals is negligibly
small or unstructured in particular energy ranges or the features in the theoretical
k maps obviously do not match the experimental one. In such cases, the orbitals
are excluded in the next analysis step. Single case-to-case judgments can be found
in the SI of Ref. [AH13]. After �nding an appropriate �tting model for each
energy range, there are multiple deconvolution results ai(Eb) for each orbital from
neighboring energy ranges.

For the same reasons as in approach
1, the obtained MOPDOS from varying
measurements (energy ranges) can not
be directly related. To overcome this in-
compatibility in between energy ranges,
we interpolate the deconvolution results
in neighboring energy ranges (and in
some cases of di�erent �tting models in
one energy range) for each orbital indi-
vidually in approach 2. This is exem-
plary shown in Fig. 3.10 with the origi-
nal deconvolution results as gray curves
and the �nal MOPDOS in red. The re-
sults of all orbitals are shown in Ap-
pendix B.

-5-6-7-8

Binding energy (eV)

a
i

Figure 3.10: Interpolation
Interpolation of original deconvolution
results (gray) to obtain �nal MOPDOS
(red) for one orbital from neighboring
energy ranges in approach 2.
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3.3.2 Experimental MOPDOS of σ orbitals

To identify σ orbitals in the experimental data, we apply the deconvolution proce-
dure to �ve individual experimental data cubes that overlap in binding energy and
were all recorded at hν = 57 eV. Since the emissions of σ orbitals arise at large
k∥ in the k maps, we can restrict the deconvolution to well-de�ned rings within
the k maps that only include emissions from σ states. The inner radius of these
rings is given in the captions of the deconvolution results for each energy range
individually, e.g., k∥ = 2.2 Å−1 in range 1 (Fig. 3.11). Intensities of potential
π states in the center of the k maps that would complicate the �tting process are
thus omitted.

The results of the deconvolution procedures according to approach 1 are displayed
in Figs. 3.11�3.15, which are all constructed in the following way. Four experi-
mental k maps I(k∥) at individual Eb within one data cube are displayed in panels
a. b show the constructed k maps

∑
ai(Eb)Ii (k∥) based on the used individual

k maps of the orbitals Ii from d and the weight factors ai plotted in e. All k
maps in a, b are plotted according to the same color scale in one �gure to allow
direct comparison. The di�erence between experimental and constructed k maps
I(k∥) −

∑
ai(Eb)Ii (k∥) is presented in panels c to judge the performed deconvo-

lution procedure. The color scales of these residual k maps is individually adjusted
to each binding energy to express the success rate of the deconvolution scheme.
Color scale boundaries closer to zero consequently indicate high similarity between
experimental and constructed k maps, while larger color scale boundaries imply
the opposite and therefore a lacking deconvolution. The theoretical k maps used
for deconvolution Ii are displayed in panels d and are chosen according to their
calculated E − Evac as explained in Section 3.3.1. For example orbitals predicted
at large E − Evac are not taken into consideration in the deconvolution of the
experimental data cube in a smaller binding energy range. Thereby, initial mis-
takes in the choice of the orbitals are immediately prevented. However, this also
constitutes an additional initial input apart from with the initial-state orbitals. In-
formation about which orbital is �tted in which energy range is given in Tabs. 3.1,
3.2. To obtain de�ned Eb for each identi�ed orbital, the experimental MOPDOS
of individual orbitals in varying energy ranges are inspected closely. MOPDOS
with clear peaks are then �tted with Gaussians which peak positions de�ne the Eb

of single orbitals. For clarity, the Gaussian �ts are not included in Figs. 3.11�3.15.
Yet, the used energy range for Eb identi�cation is indicated in Tabs. 3.1, 3.2 in
bold text, e.g., in the case of σ(4,7), the orbital is included in the �tting for the
energy ranges 1,2, and 3, while Eb of this orbital is extracted from energy range
2. The σ(2,7) is �tted in the ranges 2,3, and 4 and its �nal Eb is an average of
the Gaussian peak positions from the ranges 3 and 4 resulting in Eb =7.54 eV.
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Figure 3.11: Deconvolution of the experimental POT results
in the Eb range 1 from 4.15 to 6.00 eV

a Experimental k maps I(Eb, k∥) recorded at binding energies given in the �gure.
b Theoretical k maps

∑
i ai(Eb) · Ii(k∥) from the deconvolution using the k maps

Ii(k∥) of free bisanthene shown in d and the �tting parameters ai(Eb) plotted in
e. c Deconvolution residual I(Eb, k∥) −

∑
i ai(Eb) · Ii(k∥). d Theoretical k maps

based on free bisanthene (C28H14, 4) used for deconvolution. e Fitting parameters
ai(Eb) � experimental MOPDOS resulting from the deconvolution. All k maps are
restricted to k∥ ≥ 2.2 Å−1 to exclude emission from π states at small k∥.
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Figure 3.12: Deconvolution of the experimental POT results
in the Eb range 2 from 5.15 to 7.00 eV

a Experimental k maps I(Eb, k∥) recorded at binding energies given in the �gure.
b Theoretical k maps

∑
i ai(Eb) · Ii(k∥) from the deconvolution using the k maps

Ii(k∥) of free bisanthene shown in d and the �tting parameters ai(Eb) plotted in
e. c Deconvolution residual I(Eb, k∥) −

∑
i ai(Eb) · Ii(k∥). d Theoretical k maps

based on free bisanthene (C28H14, 4) used for deconvolution. e Fitting parameters
ai(Eb) � experimental MOPDOS resulting from the deconvolution. All k maps are
restricted to k∥ ≥ 2.2 Å−1 to exclude emission from π states at small k∥.
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Figure 3.13: Deconvolution of the experimental POT results
in the Eb range 3 from 6.15 to 8.00 eV

a Experimental k maps I(Eb, k∥) recorded at binding energies given in the �gure.
b Theoretical k maps

∑
i ai(Eb) · Ii(k∥) from the deconvolution using the k maps

Ii(k∥) of free bisanthene shown in d and the �tting parameters ai(Eb) plotted in
e. c Deconvolution residual I(Eb, k∥) −

∑
i ai(Eb) · Ii(k∥). d Theoretical k maps

based on free bisanthene (C28H14, 4) used for deconvolution. e Fitting parameters
ai(Eb) � experimental MOPDOS resulting from the deconvolution. All k maps are
restricted to k∥ ≥ 1.6 Å−1 to exclude emission from π states at small k∥.
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Figure 3.14: Deconvolution of the experimental POT results
in the Eb range 4 from 7.15 to 9.00 eV

a Experimental k maps I(Eb, k∥) recorded at binding energies given in the �gure.
b Theoretical k maps

∑
i ai(Eb) · Ii(k∥) from the deconvolution using the k maps

Ii(k∥) of free bisanthene shown in d and the �tting parameters ai(Eb) plotted
in e. c Deconvolution residual I(Eb, k∥) −

∑
i ai(Eb) · Ii(k∥). d Theoretical

k maps based on free bisanthene used for deconvolution. e Fitting parameters
ai(Eb): experimental MOPDOS resulting from the deconvolution. All k maps are
restricted to k∥ ≥ 1.3 Å−1 to exclude emission from π states at small k∥.
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Figure 3.15: Deconvolution of the experimental POT results
in the Eb range 5 from 8.15 to 10.00 eV

a Experimental k maps I(Eb, k∥) of Eb given in the �gure. b Theoretical k maps∑
i ai(Eb) · Ii(k∥) from the deconvolution using the k maps Ii(k∥) of free bisanthene

shown in d and the �tting parameters ai(Eb) plotted in e. c Deconvolution residual
I(Eb, k∥) −

∑
i ai(Eb)· Ii(k∥). d Theoretical k maps based on free bisanthene used

for deconvolution. e Fitting parameters ai(Eb): experimental MOPDOS resulting
from the deconvolution. All k maps are restricted to k∥ ≥ 1.7 Å−1.
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3.3 Energy level alignment

The following Tabs. 3.1 and 3.2 show in which energy range each orbital was
�tted in both approaches as well as its determined Eb (eV). The numbers 1 to 5
in the second and 5th columns refer to the energy ranges 1: 4.14 eV � 5.97 eV;
2: 5.14 eV � 6.97 eV, 3: 6.14 eV � 7.97 eV, 4: 7.14 eV � 8.94 eV, and 5: 8.14 eV
� 9.97 eV of the �ve experimental data sets. The bold numbers in the case of ap-
proach 1 denote in which energy range a clear peak is observed that is used to deter-
mine the Eb of the corresponding orbital by Gaussian �ts. In some cases, no clear
peak is obtained from the deconvolution �tting, which is expressed in more detail in
the column "Peak shape" in the tables. In the case of approach 2, the deconvolution
result of sometimes more than one energy range from one orbital is used to calculate
its Eb by interpolation (see Fig. 3.10). Therefore, no energy range is marked bold in
that case. The Eb di�erence between the two approaches given in the last column
of the two tables is calculated as ∆ E = Eb (Approach 2) − Eb (Approach 1).

Approach 1 Approach 2

σ Fitted Eb
Comment

Fitted Eb ∆E

orbital in range (eV) in range (eV) (eV)

0,8 1, 2 5.37 clear peak 1 5.31 −0.06

7,3 1, 2 5.24 clear peak 1, 2 5.29 0.05

1,8 � � � 1,2 6.04 �

7,2 1, 2, 3 6.09 clear peak 1, 2, 3 6.24 0.15

4,7 1, 2, 3 6.44 clear peak 1, 2, 3 6.40 −0.04

1,7 1, 2, 3 6.56 clear peaks 2, 3 6.79 0.23

0,7 � � � 2, 3 6.79 �

2,7 2, 3, 4 7.54 clear broad peak 3 7.35 −0.19

Table 3.1: Energy ranges and Eb of individual σ orbitals
σ orbital label, namely the number of nodal planes n and m along the x and
y directions. Used energy ranges and determined Eb of σ orbitals using de-
convolution according to approaches 1 and 2. The numbers refer to the en-
ergy ranges of the experimental data cubes I(Eb, kx, ky): 1: 4.14 eV � 5.97 eV,
2: 5.14 eV � 6.97 eV, 3: 6.14 eV � 7.97 eV, 4: 7.14 eV � 8.94 eV, and
5: 8.14 eV � 9.97 eV. ∆E is the di�erence in Eb between the two approaches
calculated as ∆E = Eb(Approach 2)− Eb(Approach 1). The ordering of the or-
bitals is adapted from the energies E − Evac from the free bisanthene molecule.
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Approach 1 Approach 2

σ Fitted Eb
Comment

Fitted Eb ∆E

orbital in range (eV) in range (eV) (eV)

6,2 � � � 3 7.31 �

7,1 2, 3, 4, 5 7.52 clear peak 3, 4 7.51 −0.01

4,4 � � � 3, 4 7.75 �

4,6 3, 4, 5 8.13 sharp peak 4 8.17 0.04

7,0 3, 4, 5 8.18 clear peak 3, 4 8.26 0.08

3,5 � � 3, 4 8.18 �

5,6 4, 5 8.52 small peak 3, 4 8.20 −0.32

5,3 3, 4, 5 8.66 clear peak 4, 5 8.80 0.14

0,6 5 8.91 small double peak 5 9.14 0.23

6,1 4, 5 9.07 small peak 5 9.18 0.11

3,4 � � 5 9.33 �

2,5 4, 5 9.31 clear peak 5 9.36 0.05

6,0 5 9.63 broad peak 5 9.65 0.02

5,2 4, 5 9.27 very broad peak 5 9.84 0.57

1,5 � � � � � �

4,3 4, 5 9.27 broad peak � � �

2,4 � � � � � �

0,5 4, 5 9.18 very broad � � �

Table 3.2: Energy ranges and Eb of individual σ orbitals
σ orbital label, namely the number of nodal planes n and m along the x and
y directions. Used energy ranges and determined Eb of σ orbitals using de-
convolution according to approaches 1 and 2. The numbers refer to the en-
ergy ranges of the experimental data cubes I(Eb, kx, ky): 1: 4.14 eV � 5.97 eV,
2: 5.14 eV � 6.97 eV, 3: 6.14 eV � 7.97 eV, 4: 7.14 eV � 8.94 eV, and
5: 8.14 eV � 9.97 eV. ∆E is the di�erence in Eb between the two approaches
calculated as ∆E = Eb(Approach 2)− Eb(Approach 1). The ordering of the or-
bitals is adapted from the energies E − Evac from the free bisanthene molecule.
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In total, we are able to experimentally derive the binding energies of 18 and 22 σ or-
bitals in approach 1 and 2, respectively, in a binding energy range of approximately
4.1 � 10 eV. While at smaller binding energies in approach 1, the deconvolution
results in clear peaks in the MOPDOS, broad, small or sometimes double peaks are
obtained at larger binding energies ⪆ 8.5 eV which concerns 7 σ orbitals (σ(5,6),
σ(0,6), σ(6,1), σ(6,0), σ(5,2), σ(4,3), and σ(0.5)). Nevertheless, orbitals identi�ed
in both approaches result at similar Eb rather independent on the peak shape.
The largest discrepancies ∆E = Eb(Approach 2) − Eb(Approach 1) are observed
for the orbitals σ(5,2) (very broad peak, ∆E =0.57 eV) and σ(5,6) (small peak,
∆E = −0.32 eV), while at the same time one of the smallest ∆E =0.02 eV is
obtained for a broad peak (σ(6,0)). In general, the extracted Eb of approach 2 is
mostly (for 11 σ orbitals) larger compared to that obtained from approach 1.

The agreement between experimental and theoretical binding energies calculated
for the molecule/substrate system is examined in Section 3.3.4 after exact binding
energies are obtained for π orbitals in the following section.

3.3.3 Binding energies of π orbitals

In total, theory predicts 14 occupied π orbitals for free bisanthene in the DDh point
group. Two of those (HOMO and HOMO−1) as well as the formerly unoccupied
LUMO are identi�ed at binding energies between EF and the onset of the Cu d band
(see Section 3.2.3.1). Additional four π orbitals are observed directly below the
Cu d band according to approach 1 as described in Section 3.2.3.3, which leaves
8 π orbitals to be identi�ed in the experimental data at larger binding energies.
Five of those orbitals exhibit no node in either x or y direction, which makes
them accessible in the experimental band maps recorded in the high symmetry
directions of Cu(110). This is indicated in Figs. 3.2 and 3.16a in the band maps
recorded at hν = 57 eV and 45 eV, respectively. In the four band maps, white
lines mark a broad, energy-dispersing intensity that we attribute to the π band.
Predominantly, there is no clear emission visible but rather a di�use band.

Since the band maps are recorded in the high-symmetry directions of the substrate,
only molecular orbitals with emission intensity along the same momentum are
visible in the band maps. Namely, we observe orbitals with no node along the
kx direction in the band map along the [11̄0] direction of Cu(110) (π(0,0), π(0,1),
and π(0,2)), while the orbitals π(0,0), π(1,0), and π(2,0) are visible in the [001]
direction. To be able to estimate the binding energies of the �ve predicted π
orbitals ((0,0), (0,1), (1,0), (0,2), and (2,0)), we �rst consult their calculated k
maps based on free bisanthene. The k maps are shown in Fig. 3.16b with the
π(0,2) (red, dashed) and π(0,1) orbitals (blue, dashed) on the left.The π(2,0) and
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π(1,0) orbitals are displayed in Fig. 3.16b on the right.The π(0,0) orbital of lowest
binding energy has no node perpendicular to the molecular plane in its real-space
representation. Therefore, its k map only exhibits one emission lobe in the center
of the k maps and de�nes the bottom of the π band in both band maps.

Note that the positions of the emission lobes in the k maps of orbitals with di�erent
number of nodes in one direction (e.g. π(1,0) and π(2,0)) vary, which is exploited
in this analysis to obtain the experimental binding energies of the �ve orbitals.
To this end, we integrate the photoemission intensity in the band maps in speci�c
k∥ ranges according to the position of the emission lobes in their k maps. The
individual k positions and k∥ ranges also indicated in Fig. 3.16a are summarized
in Table 3.3. The k range is always chosen in a ± 0.2 Å−1 window around the
k position of the emission lobe.

Orbital k position k∥ range

π(0,0) (0.00 Å−1, 0.00 Å−1) k∥ = ±0.2 Å−1

π(1,0) (0.58 Å−1, 0.00 Å−1) k[001] = 0.78−0.38 Å−1

π(2,0) (0.92 Å−1, 0.00 Å−1) k[001] = 1.12−0.72 Å−1

π(0,1) (0.00 Å−1, 0.60 Å−1) k[11̄0] = 0.80−0.40 Å−1

π(0,2) (0.00 Å−1, 0.92 Å−1) k[11̄0] = 1.12−0.75 Å−1

Table 3.3: k positions of deep π orbitals
Calculated k positions of the emission lobes in the k maps (Fig. 3.16b) of the π
orbitals (0,0), (0,1), (1,0), (0,2), and (2,0) of free bisanthene. k ranges denotes
the used momentum range used to integrate the photoemission intensity in the
experimental band maps (Fig. 3.16a). The resulting energy distribution curves
(EDCs) are shown in Fig. 3.16c.

EDCs of the �ve orbitals are extracted from three sets of band maps all measured
along the high symmetry directions of Cu(110) but using di�erent photon energies,
namely 35 eV, 45 eV, and 57 eV. The corresponding band maps are displayed in
Fig. 3.16a for 45 eV and in Fig. 3.2 for 57 eV. Note that the maximum Eb of the
band map recorded along [001] at hν = 35 eV was 9 eV. The extracted EDCs are
plotted in Fig. 3.16c.
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Figure 3.16: Band maps and EDC of deep-lying π orbitals
a Band maps along the [11̄0] and [001] directions of Cu(110), respectively, recorded
at hν = 45 eV. The π band is indicated with white lines. k ranges for EDC
extraction are marked. b k maps based on free bisanthene for π orbitals expected
to see in the band maps. c Integrated EDC extracted from band maps recorded
at hν = 35, 45, and 57 eV in the [11̄0] and [001] directions of Cu(110) plotted
in dashed and solid lines, respectively. k∥ ranges for integration are adopted to
positions of emission lobes for explicit orbitals under investigation. See text and
Table 3.3 for details. EDC of π orbitals (2,0), (1,0) in red and blue solid lines; π
orbitals (0,2), (0,1) in red and blue dashed lines. π(0,0) in black.
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At �rst glance, the so-obtained EDCs for single orbitals predominantly show clear
maxima that give rise to the exact binding energies of the orbitals. The curves
are analyzed separately and �tted by Gaussians to obtain peak maxima. Yet,
some EDCs are not taken into account to calculate Eb, because of, e.g., vertical
artifacts in the band maps in the required k∥ range or no distinct maximum. The
�nal binding energies from the maxima in the EDCs are averaged and summarized
in Tab. 3.4 for the π orbitals (0,0), (0,1), (1,0), (0,2), and (2,0).

The remaining so far not mentioned π orbitals (1,1), (2,1), and (1,2) are not visible
in the recorded band maps. Initial attempts to deconvolve the corresponding
k maps in the experimental data sets recorded at hν = 57 eV did not succeed
using approach 1 explained in the previous section. Using approach 2, we were able
to extract exact binding energies, summarized in Tab. 3.4. To date, details in the
deconvolution procedure of approach 2 are still to be optimized. Nevertheless, the
extracted binding energies up to date are not expected to change and are therefore
also included in Tab. 3.4. The corresponding preliminary spectral lineshapes are
shown in Appendix B.

Tab. 3.4 thus includes all obtained Eb of the π orbitals of bisanthene. Using
approach 1, we are able to identify 12 of the 15 predicted orbitals, while using
approach 2 Eb of all orbitals are extracted. The results of approach 1 are either
obtained using deconvolution of experimental data cubes recorded at hν = 35 eV
or using EDCs (see table for details). In approach 2, data cubes recorded at
hν = 57 eV and hν = 35 eV are deconvolved resulting in the Eb indicated with
∗ or ∗∗, respectively. In the following, Eb of approach 2 obtained at smaller photon
energy are used, because on the one hand, the extracted energy agree better with
those of approach 1 and on the other hand, smaller photon energies are expected
to be more sensitive to π orbitals, because the contribution from the substrate is
diminished. As will be seen later, those E∗∗

b in fact also agree better with theory
than E∗

b (see Fig. 3.17). To compare the two approaches in the last column, ∆E
is calculated as ∆E = E∗∗

b (Approach 2)− Eb(Approach 1).

In the next section, we compare the extracted Eb from both approaches to theo-
retical energies calculated for the molecule/substrate system.
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π Approach 1 Approach 2 ∆E

orbital Identi�cation Eb (eV) E∗
b (eV) E∗∗

b (eV) (eV)

4,0 Deconvolution 0.5 ± 0.1 � 0.36 −0.14

2,3 Deconvolution 1.2 ± 0.1 � 1.10 −0.10

1,3 Deconvolution 2.1 ± 0.1 � 2.14 0.04

2,2 Deconvolution 4.80 ± 0.1 � 2.34 −2.45

3,1 Deconvolution 4.50 ± 0.1 4.39 4.54 0.07

3,0 Deconvolution 4.60 ± 0.1† 4.79 4.69 0.07

0,3 Deconvolution 5.16∗/4.85∗∗ 5.18 4.86 0.01

1,2 � 6.34 6.28 �

2,1 � 7.01 6.29 �

2,0 EDC [001] 6.4 ± 0.1 7.74 6.65 0.25

0,2 EDC [11̄0] 6.2 ± 0.1 6.87 6.55 0.35

1,1 � 8.04 6.93 �

1,0 EDC [001] 8.1 ± 0.5 8.83 7.95 −0.15

0,1 EDC [11̄0] 7.9 ± 0.2 8.64 8.00 0.10

0,0 EDC [001] & [11̄0] 8.7 ± 0.1 8.66 9.09 0.39

Table 3.4: Eb of individual π orbitals
Column 1: π orbital label, namely the number of nodal planes n and m along
the x and y directions. Column 2: Approach 1: Identi�cation of experimen-
tal binding energies using either deconvolution (Fig. 3.4 and 3.9) with k maps
recorded at hν = 35 eV , radial pro�le scans at one binding energy (Fig. 3.9)
or EDCs (Fig. 3.16c). Column 3: Resulting experimental binding energy or esti-
mated binding energy range. The results of approach 2 are thoroughly obtained
using deconvolution. Deconvolution results using either k maps recorded with
Column 4: hν = 57 eV or Column 5: hν = 35 eV are indicated by ∗ or ∗∗,
respectively. Column 6: ∆E is the di�erence in Eb between the two approaches
calculated as ∆E = E∗∗

b (Approach 2)− Eb(Approach 1). The ordering of the or-
bitals is adapted from the energies E − Evac from the free molecule.
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3.3.4 Benchmarking theory

We use the extracted experimental binding energies of bisanthene's orbitals in the
next step to benchmark the performance of four widely used exchange-correlation
functionals within DFT. The detailed orbital-by-orbital assessment of theory and
experiment allows to test the di�erent theoretical approaches with regards to the
E−EF alignment of organic/metal interfaces. For more detailed information about
the theory, we refer to Ref. [AH13].

Our experimental MOPDOS is compared to the results of four di�erent exchange
correlation functionals that are frequently used to describe molecule/metal inter-
faces, namely (i) PBE-GGA [156], (ii) the range-separated hybrid functional HSE
[158, 159], (iii) the popular B3LYP hybrid functional due to Becke et al. [160]
as well as (iv) the global hybrid PBE0 [161]. The theoretical data of free bisan-
thene calculated by these four functionals are available from the online database
of P. Puschnig [157]. Note that the simulated orbitals and k maps of the free
molecule are robust by the choice of the exchange-correlation functional (see Fig.
4 in Ref. [AH13]). The simulated k maps turn out to be virtually indistinguishable.
Nevertheless, the extracted binding energies for the molecule/substrate system ref-
erenced to EF vary as can be seen in Tabs. 3.5, 3.6, and 3.7. The tables also include
the experimental Eb of both approaches. The ordering of the orbitals is adapted
from the energies E −Evac from the free molecule to evaluate whether the energy
ordering in the calculation changes if the complete molecule/substrate system is
inspected.

Comparing the individual energies of the orbitals, most experimental outcomes
agree qualitatively with theory, while the results of some orbitals stand out and
are therefore shortly discussed. Concerning π orbitals, the predicted energy of the
π(2,2) changes signi�cantly if the substrate us included. As a result, approach
1 � in which the orbitals of the initial �t are chosen according to the energies
of the free molecule � suggests it to be located below the Cu d band, while in
approach 2 this orbital is observed above the Cu d band in rough agreement with
the calculated energies of HSE, B3LYP, and PBE0. However, theory still predicts
the orbital at higher binding energy compared to that obtained from approach 2.
Moreover, the experimental Eb of π(1,2) obtained from approach 2 occurs to be
signi�cantly di�erent than the predicted energies as the experiment suggests it to
be at approximately the same Eb as the π(2,1) orbital, while theory predicts an
energetic di�erence of roughly 0.6 eV. The π(1,2) is thus observed at a signi�cantly
larger Eb compared to the prediction (0.56 eV larger than the largest predicted
|E−EF| using PBE0). In the case of the other π orbitals, the experimental energies
are usually within the predicted energy ranges of the four functionals.
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Considering the energy level alignment of the π orbitals, the experiment sug-
gests minor rearrangements. Namely, the symmetry equivalent orbitals π(1,2) and
π(2,1) are proposed to be approximately degenerate. Also, both approaches result
in a smaller binding energy for the π(0,2) compared to the π(2,0), while this is
reversed for the free molecule. In the case of π(0,1) and π(1,0), only approach 2
agrees with the predicted order, while approach 1 suggests a larger Eb for π(1,0).

Theory Experiment

π
|E − EF| (eV) Eb (eV)

PBE HSE B3LYP PBE0 Approach 1 Approach 2

4,0 0.06 0.46 0.63 0.75 0.5 ± 0.1 0.36

2,3 0.81 1.28 1.47 1.64 1.2 ± 0.1 1.10

1,3 2.92 2.27 2.43 2.65 2.1 ± 0.1 2.14

2,2 3.47 2.58 2.74 2.97 4.79 2.34

3,1 3.62 4.57 4.68 4.97 4.47 4.54

3,0 3.71 4.57 4.68 4.98 4.62 4.69

0,3 4.13 4.37 4.50 4.77 4.85 4.86

1,2 4.33 5.31 5.34 5.72 6.28

2,1 4.9 5.82 5.92 6.23 6.29

2,0 5.75 6.66 6.75 7.08 6.4 ± 0.1 6.65

0,2 5.43 6.36 6.44 6.78 6.2 ± 0.1 6.55

1,1 5.86 6.94 7.02 7.36 6.93

1,0 6.59 7.70 7.77 8.11 8.1 ± 0.1 7.95

0,1 6.80 7.88 7.9 8.3 7.9 ± 0.1 8.00

0,0 7.65 8.95 8.79 9.38 8.7 ± 0.1 9.09

Table 3.5: Theoretical and experimental π orbitals
π orbital symmetry label as well as the number of nodal planes n and m along the
x and y directions. Calculated π E −EF (eV) of bisanthene adsorbed on Cu(110)
calculated with the four functionals PBE, HSE, B3LYP, and PBE0. Experimental
binding energies E − EF obtained using approaches 1 and 2 in the two rightmost
columns. The ordering of the orbitals is adapted from the energies E −Evac from
the free molecule.
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σ
DFT: |E − EF| (eV) Experiment: Eb (eV)

PBE HSE B3LYP PBE0 Approach 1 Approach 2

0,8 4.14 5.17 5.43 5.56 5.37 5.31

7,3 4.16 5.22 5.46 5.61 5.24 5.29

1,8 4.93 6.05 6.27 6.45 � 6.04

7,2 4.98 6.10 6.31 6.49 6.09 6.24

4,7 5.14 6.26 6.47 6.66 6.44 6.40

1,7 5.29 6.43 6.64 6.83 6.56 6.79

0,7 5.38 6.56 6.76 6.96 � 6.79

2,7 5.81 7.00 7.18 7.39 7.54 7.35

6,2 6.02 7.23 7.41 7.63 � 7.31

7,1 6.29 7.48 7.64 7.88 7.52 7.51

4,4 6.25 7.46 7.63 7.86 � 7.75

4,6 6.63 7.88 8.04 8.28 8.13 8.17

7,0 7.02 8.24 8.33 8.65 8.18 8.26

3,5 6.90 8.20 8.34 8.60 � 8.18

5,6 6.88 8.17 8.33 8.57 8.52 8.20

5,3 7.19 8.53 8.66 8.94 8.66 8.80

0,6 7.52 8.88 9.00 9.29 8.91 9.14

6,1 7.61 8.95 9.07 9.35 9.07 9.18

3,4 7.86 9.38 9.48 9.79 � 9.33

2,5 8.01 9.22 9.32 9.62 9.31 9.36

6,0 8.21 9.60 9.69 10.01 9.63 9.65

5,2 8.33 9.81 9.89 10.21 9.27 9.84

Table 3.6: Theoretical and experimental energies of σ orbitals
σ orbital symmetry label as well as the number of nodal planes n and m along the
x and y directions. Calculated π E −EF (eV) of bisanthene adsorbed on Cu(110)
calculated with the four functionals PBE, HSE, B3LYP, and PBE0. Experimental
binding energies Eb obtained using approaches 1 and 2. The ordering of the orbitals
is adapted from the energies E − Evac from the free molecule.
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3.3 Energy level alignment

σ
DFT: |E − EF| (eV) Experiment: Eb (eV)

PBE HSE B3LYP PBE0 Approach 1 Approach 2

1,5 8.66 10.08 10.16 10.49 � �

4,3 9.30 10.87 10.92 11.28 9.27 �

2,4 9.51 11.00 11.03 11.41 � �

3,0 9.75 11.25 11.28 11.66 � �

0,5 9.97 11.57 11.60 11.98 9.18 �

Table 3.7: Theoretical and experimental energies of σ orbitals
σ orbital symmetry label as well as the number of nodal planes n and m along the
x and y directions. Calculated π E −EF (eV) of bisanthene adsorbed on Cu(110)
calculated with the four functionals PBE, HSE, B3LYP, and PBE0. Experimental
binding energies Eb obtained using approaches 1 and 2. The ordering of the orbitals
is adapted from the energies E − Evac from the free molecule.

The comparison of experimental and theoretical σ orbitals energies is more compli-
cated than the discussion of the π orbitals. This is due to the increased number of
orbitals �tted simultaneously in the deconvolution procedure, but also because of
the two di�erent approaches used in the analysis. Nevertheless, the experimentally-
obtained binding energies allow to amend the theoretically-predicted energetic or-
dering of individual orbitals. This is examined in the following by going through
the orbitals in Tab. 3.6, 3.7 from smallest to largest Eb. Since experimental results
of orbitals identi�ed using both approaches are supposed to be more reliable, we
focus on these orbitals �rst.

The �rst discrepancy between experiment and theory is the reverse order of the σ
orbitals (0,8) and (7,3) already discussed in Section 3.2.3. Moreover, the energetic
di�erence between these two orbitals is proposed to be much larger in approach 1
(0.13 eV) in comparison to approach 2 (0.02 eV).

The energies of the orbitals σ(2,7) and σ(7,1) are also noticeable, since approach1
proposes them to about degenerate (Eb (2,7) = 7.54 eV and Eb (7,1) = 7.52 eV).
Since the MOPDOS of both orbitals are observed as clear peaks (see Tabs. 3.1,
3.2), this appears reliable in contrast to theory predicting energy di�erences of
about 0.5 eV for all four functionals.
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3 Momentum Space Imaging of σ Orbitals for Chemical Analysis

Moreover, it is noticeable that the orbitals σ(5,6), σ(3,5), and σ(7,0) are predicted
in an energy range of only a few meV. Although approach 2 suggests a similar
assimilation of energies, approach 1 does not identify σ(3,5) and proposes a signif-
icantly larger Eb for σ(5,6). This must, however, be regarded carefully considering
the peak shape of this orbital discussed in Tab. 3.2. Namely, the MOPDOS of
σ(5,6) is only a "small peak". The result of approach 1 considering this orbital
should thus be taken with care.

Another discrepancy is observed for the three deepest-lying identi�ed σ orbitals
under investigation in this energy range, namely σ(5,2), σ(4,3), and σ(0,5). These
orbitals are found at signi�cant smaller Eb using approach 1 in comparison to the
predicted energies. Checking the peak shapes in Tab. 3.7, however, reveals that
their MOPDOS are all "(very) broad peaks" making the determination of exact
Eb error-prone and uncertain.

To adequately compare theoretical and experimental binding energies, we compute
the mean errors (ME) and mean absolute errors (MAE) with the experimental Eb

of orbital i from the deconvolution Eexp
i and the DFT calculation EDFT

i . This is
calculated for both approaches using EDFT

i of four widely used functionals, namely
PBE, HSE, B3LYP, and PBE0. The predicted energies of single π and σ orbitals
are included in Tab. 3.5, 3.6, and 3.7.

ME =
1

N

∑
i

(Eexp
i − EDFT

i ) (3.2)

MAE =
1

N

∑
i

|Eexp
i − EDFT

i |. (3.3)

The resulting ME and MEA are presented as bar diagrams for π and σ orbitals
separately in Figs. 3.17 and 3.18, respectively. The ME is presented in cross-
hatched bars, while the MAE is shown in colored bars. The results of approach 1
are shown in red and orange and those of approach 2 in di�erent shades of blue.
Since the discrepancy of the π(2,2) orbital is particularly severe due to a wrong
assignment above/below the Cu d band, the ME and MAE are calculated with
and without this orbital. The results with π(2,2) are shown in darker color while
those without π(2,2) are in lighter color.
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Figure 3.17: Mean and mean absolute errors of π orbitals
Mean errors (ME) (cross-hatched bars) and mean absolute errors (MAE) (colored
bars) for π orbitals calculated by Eqs. 3.2 and 3.3 using calculated energies E−EF

of four di�erent exchange-correlation functionals. Since the binding energy of the
π(2,2) orbital is signi�cantly di�erent in the two approaches, ME and MAE are
either calculated with or without this orbital.
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3 Momentum Space Imaging of σ Orbitals for Chemical Analysis

For the π orbitals, we see that the largest discrepancies between all single func-
tionals and the experiment arise for the data extracted using approach 2 and the
experimental data cube recorded at hν = 57 eV, which is presumably due to the
increased substrate contribution and the reduced sensitivity towards π orbitals at
larger photon energies. The largest errors are in general found for the generalized
gradient approximation PBE.

The best agreement between experiment and theory is found for approach 1 and the
hybrid functional HSE, where we notice a signi�cant reduction of ME if the π(2,2)
orbital is excluded (ME = 0.19 eV vs. ME = 0.0005 eV � explaining why there is no
orange cross-hatched bar for the ME of approach 1 without π(2,2)). Nevertheless,
the performance of B3LYP is similarly satisfying with errors of only 0.05 eV and
0.08 eV with and without the π(2,2) orbital in comparison to approach 2.

In the case of the σ orbitals presented in Fig. 3.18, the best agreement is found
for the hybrid functional B3LYP. The remarkable agreement is observed for both
approaches. Importantly, the ME is only −0.05 eV for approach 1 in comparison to
−0.01 eV for approach 2, although approach 2 identi�ed four additional orbitals.
If only those orbitals are included found in both approaches (16 orbitals), however,
the best agreement is found for approach 2 and B3LYP. That B3LYP performs
best for σ orbitals is thus unambiguous. Following the classi�cation of peak shapes
from Tab. 3.1, 3.2, we also calculate the ME and MAE for all "clear" peaks (11
orbitals) separately from "broad" or "small" peaks (7 orbitals) for approach 1.
As expected the error between clear peaks and the B3LYP functional remains
small (−0.04 eV), while for the other peaks the disagreement between theory and
experimental increases signi�cantly to −0.66 eV. This means that in the analysis,
it is particularly important to ensure reasonable peak shapes and widths.

The largest errors are again found for PBE, for which we observe also a signi�cant
di�erence between the π and σ orbitals. The reason that PBE errors for the
σ orbitals are about 0.7 eV larger than for π orbitals can be attributed to the
self-interaction error. Namely, the σ orbitals are more localized than π orbitals
and therefore more vulnerable to self-interaction errors.

This self-interaction error is clearly weakened in the hybrid functionals by incor-
porating a fraction α of Hartree-Fock (HF) exchange, which is set to 0.25 for HSE
and PBE0 and 0.2 for B3LYP. Since B3LYP performs best for the σ orbitals of
the bisanthene/Cu(110) system studied in this work, we conclude that the smaller
fraction of HF exchange partly corrects for the overshooting in the ME of PBE0
and compensates for the long-range screening of HSE. That the range-separated
HSE functional performs slightly better for π orbitals is presumably because HF
exchange is only included in the short range and that in the language of optimally-
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3.4 Conclusion

tuned range separated hybrid functionals [153, 162, 163], the HSE functional can
be viewed as having e�ectively in�nite dielectric screening in the long-range, which
seems appropriate for the π orbitals of this system.

That varying functionals perform better for either π or σ orbitals shows that the
choice of the functional always needs to be adapted to the investigated system
including, e.g., the type of substrate, the molecule-substrate distance, and the
orbital under investigation.
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Figure 3.18: Mean and mean absolute errors of σ orbitals
Mean errors (ME) (cross-hatched bars) and mean absolute errors (MAE) (colored
bars) for σ orbitals calculated by Eqs. 3.2 and 3.3 using calculated energies E−EF

of four di�erent exchange-correlation functionals.

3.4 Conclusion

In this chapter, we learn that POT cannot only be applied to π orbitals, but σ or-
bitals at higher binding energies can also be measured successfully. This results
in several new applications of POT. Using the example of bisanthene/Cu(110),
the analysis of σ orbitals allows to di�erentiate between a fully hydrogenated and
a metalated reaction product. We identify the fully hydrogenated bisanthene as
�nal product of the thermal reaction of DBBA on Cu(110), which was not possible
using frontier π orbitals typically investigated in POT studies. Additionally, em-
ploying the orbital deconvolution on several experimental data cubes I(Eb, kx, ky),
experimental energies for a extraordinary large binding energy range is obtained.
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3 Momentum Space Imaging of σ Orbitals for Chemical Analysis

The analysis is done using two di�erent approaches, which di�er in their initial
input information and the post-processing of MOPDOS of individual orbitals. The
complexity in the approaches and the expenditure of time is clearly smaller in ap-
proach 1, where the experimental data cubes are directly �t with multiple orbitals
and single MOPDOS curves obtained in one energy range are �tted with Gaussians
to extract the binding energies of the single orbitals.

The experimental energies are compared to those calculated for the complete
molecule/substrate system using four widely used functionals in order to bench-
mark the di�erent theories and to validate which approach agrees best with theory.

We conclude that for π and σ orbitals, approach 1 achieves a remarkable agree-
ment to those functionals with fractionally-included HF exchange. While B3LYP
matches the experimental σ orbital energies of approach 2 slightly better, HSE is
in excellent agreement with π orbitals energies extracted using approach 1. The
generalized gradient approximation PBE and the global hybrid functional PBE0,
however, do not agree with the experiment. Since the energy level alignment �
independent from the exact energies � is the same for all functionals under inves-
tigation, the experimentally-observed new order is not correctly predicted in all
functionals.

Finally, this chapter shows that measuring and identifying orbitals below the metal
d states opens a completely new applicability of POT. We envision that this will
provide equally stringent experimental information for benchmarking the perfor-
mance of electronic structure methods in the future also for other molecule/metal
interfaces.
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4 | Aromatic Stabilization in
Kekulene

The question about kekulene's aromaticity, whether it is better described by
Clar's sextet rule or as "superaromatic", is recalled in this chapter focusing on
the molecule's frontier orbitals. Conclusions of this chapter are based on infor-
mation gained by POT of kekulene synthesized on Cu(111) in combination with
experimental STM images and DFT calculations.

The results presented in this chapter are partly published in the following journal
article: A. Haags, A. Reichmann, Q. Fan, L. Egger, H. Kirschner, T. Naumann,
S. Werner, T. Vollgra�, J. Sundermeyer, L. Eschmann, X. Yang, D. Brandstetter,
F. C. Bocquet, G. Koller, A. Gottwald, M. Richter, M. G. Ramsey, M. Rohl�ng,
P. Puschnig, J. M. Gottfried, S. Soubatch, and F. S. Tautz, "Kekulene: On-Surface
Synthesis, Orbital Structure, and Aromatic Stabilization", ACS Nano 14, 15766
(2020) [AH3].

The acquisition and analysis of the experimental data POT as well as writing the
paper have been my contribution in this project. POT experiments were conducted
together with colleagues from Karl-Franzens-Universität in Graz, Forschungszen-
trum Jülich, and Physikalisch Technische Bundesanstalt Berlin. The synthesis
of the precursor molecule and the acquisition of STM data were achieved in the
groups of J. Sundermeyer and J. M. Gottfried, respectively (Philipps-Universität
Marburg). Theoretical contributions were provided in terms of density functional
theory and Hückel theory calculations performed in the group of P. Puschnig
(Karl-Franzens-Universität, Graz, Austria) and bond order analysis by M. Rohl�ng
(Westfälische Wilhelms-Universität, Münster).
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4 Aromatic Stabilization in Kekulene

4.1 Introduction

Aromaticity is a fundamental concept that is indispensible in modern chemistry
[164] ever since the cyclic structure of benzene has been proposed by August Kekulé
in 1865 [165]. It is used in organic chemistry in order to explain the stabilization
of cyclic, planar molecules by delocalization of electrons in conjugated π electron
systems. If in those kind of molecules the number of contributing π electrons
is 4n + 2, where n is a non-negative integer, Hückel's rule predicts aromatic
properties. π systems with smaller n are supposed to be more stable.

An exceptional type of aromaticity has been proposed for the prototypical cy-
cloarene kekulene (C48H24), namely the so-called "superaromaticity". It involves
the π conjugation in two concentric macrocyclic conjugation paths of di�erent
sizes [166�174] denoted as [18]annulene and [30]annulene in the case of kekulene as
illustrated in Fig. 4.1a. In these macrocycles, the number of contributing π elec-
trons is 18 and 30, respectively, which gives n = 4 and n = 7 applying Hückel's
4n + 2 rule. Note that the C�C bond lengths are equalized in aromatic π systems
indicated by dashed lines for superaromatic kekulene in Fig. 4.1. Whether the
concept of superaromaticity exists at all as a mechanism of molecular stabiliza-
tion has been debated for many years [166�170, 173, 175, 176]. The dispute in
literature dealt with the prototypical kekulene molecule, but also with other larger
molecules [169, 171].

superaromatic Clar

double

single

sextet
n = 1

[30]annulene
n = 7

[18]annulene
n = 4

single

a b

Figure 4.1: Aromaticity models of kekulene
Skeletal formula of a "superaromatic" kekulene with two concentric aromatic rings
indicated by dashed lines on the left and b the Clar con�guration with six aromatic
benzene rings separated by non-aromatic linkers on the right. Single and double
bonds are indicated by "single" and "double", respectively. n refers to Hückel's
4n + 2 rule.
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Following an alternative idea, kekulene is thought to be based on six disjoint aro-
matic sextets (6 π electrons =̂ n =1) which are indicated by circles in Fig. 4.1b
[166, 167, 169�174, 177]. According to Clar's sextet rule, the number of disjoint
aromatic benzene rings in benzoic molecules should be maximized, while the num-
ber of double bonds should be minimized to achieve the highest possible aromatic
stabilization.

In both models, aromaticity comes along with geometric and electronic properties
of the molecule. While in superaromatic kekulene, all bond lengths contributing
to the aromatic stabilization should be equal (dashed lines in Fig. 4.1a), this is
only valid for benzoic ring units in Clar's model separated from adjacent rings by
formal C�C single and double bonds. Electronically, cyclic π electron delocaliza-
tion responsible for the aromatic character of the molecule is con�ned to either the
[18]annulene or the [30]annulene circuit in the superaromatic model of kekulene
and to the six benzoic units in the alternative Clar model. It is crucial to note that
both, geometric and electronic properties of kekulene, have to be taken into ac-
count when assessing the molecule's aromaticity theoretically and experimentally
in order to gain full understanding.

For over 40 years, only one experimental study of kekulene was available
[174, 178, 179] which was used as basis for many theoretical investigations on the
molecule's aromaticity. The study of the second successful synthesis of kekulene
[43] basically focused on structural properties of the molecule. The authors drew
conclusions regarding the molecule's aromaticity comparing experimentally and
theoretically predicted interatomic distances. Thus, an electronic view on the
subject based on experimental data has not been substantiated so far.

In this work, the electronic nature of kekulene is assessed experimentally by angle-
resolved photoemission spectroscopy of the molecule's frontier orbitals. The results
are compared to two theoretical simulations which describe either the superaro-
matic or Clar model of kekulene. Thereby, we are able to evaluate kekulene's
aromaticity geometrically and electronically.

For the area-averaging technique POT, several requirements of the adsorbate-
substrate-system must be ful�lled. Importantly, a su�cient number of the desired
adsorbate species must be present on the surface to ensure a su�ciently strong
photoemission intensity. This also excludes potential byproducts which would al-
ter the photoemission signal and complicate data analysis. Also, the study in
POT becomes more straightforward when the majority of molecules is oriented in
the same way, preferably aligned with the underlying substrate. To this end, an
on-surface synthesis of kekulene from a specially designed precursor molecule is
developed leading to a well-ordered complete monolayer of the desired species.
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4.1.1 Literature review

Apart from our publication about kekulene on Cu(111) [AH3], to out knowledge
only two other experimental studies about kekulene are reported in the literature.
The �rst study elaborated a synthesis route of kekulene and investigated its prop-
erties using analytical chemistry. In the second approach, the synthesis of kekulene
was reproduced. Additionally, the authors achieved to evaporate and deposite the
molecule onto a metal surface for the �rst time. The results of both studies are
brie�y described in the following.

The �rst reliable synthesis route for kekulene was developed by F. Diederich and
H. A. Staab in 1978 [174]. The resulting microcrystals were analyzed by mass spec-
trometry, infrared adsorption and electron spectroscopies, proton nuclear magnetic
resonance (1H-NMR), x ray di�raction (XRD) and optically detected magnetic res-
onance (ODMR) [179]. Yet, with its "extreme insolubility in solvents of all kinds"
[174], the analysis of the product turned out to be extremely di�cult. Neverthe-
less, the authors came to a conclusion concerning kekulene's type of aromaticity.
A substantial variation of bond lengths in XRD, a partial compartmentation of
the π system in ODMR and strong coupling between the outer and inner circuits
of the molecule observed in 1H-NMR lead Krieger et al. [178] to conclude that
Clar's sextet model is the better representation for kekulene's bonding situation.

41 years after the �rst publication of Diederich et al. [174], I. Pozo and cowork-
ers [43] recalled their synthesis route, improved it, and �nally achieved a 19.5%
yield of kekulene. They sublimated kekulene by rapid heating from a Si wafer
and deposited the molecules onto a Cu(111) substrate held at 10 K. An increased
fragmentation rate due to the high sublimation temperature resulted in small and
often mobile molecules with only a few of them showing the expected size and
hexagonal shape of kekulene molecules. The analysis therefore required a locally
resolved scanning probe method such as constant-height atomic force microscopy
(AFM) with a CO-functionalized tip imaging the geometry of single adsorbed
molecules. Details of the contrast in the AFM images were related to bond order,
where bonds of highest bond order were identi�ed at the peripheral C(H)�C(H)
bonds in agreement with gas phase simulations and on-surface calculations. The
bonding patterns matched the predictions of the π sextet rule and therefore cor-
roborated Clar's model. Nonetheless, there may be two di�culties in the interpre-
tation of their experimental results. First, as Pozo et al. [43] already recognized,
the bond-order-related contrast may be di�cult to interpret considering the non-
planar background from van der Waals and electrostatic forces. Moreover, they
focused on solely structural properties to assess kekulene's aromaticity, although
this fundamental concept is a unique interplay of structural and electronic prop-
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erties of the molecule. Therefore, the electronic nature of aromaticity should not
be neglected, if a full understanding of the molecule's aromaticity is desired.

To shed light on the aromaticity of kekulene from a geometric and electronic point
of view to verify to which extent if at all the proposed superaromatic stabilization
may play a role, we performed STM and POT measurements. The STM experi-
ments serve to check the structure on the surface, but does not provide information
about the molecule's aromaticity. A comparison of multiple theoretical predictions
to the experiment in POT allows us to rule out the superaromatic model of keku-
lene and verify the Clar model of aromaticity. Therein, it is particularly intriguing
that we can rule out superaromaticity by only looking at frontier orbitals.

4.1.2 Experimental details

Synthesis of precursor molecule

The synthesis and analysis of the precursor molecule used in our experiments
is schematically shown in Fig. 4.2a and described in detail in the SI of Ref.
[AH3]. The four-step reaction sequence begins with a regioselective bromination of
9,10-dihydrophenanthrene (1) to 2,7-dibromo-9,10-dihydrophenanthrene (2) after
a protocol from Tian et al. [180]. After oxidation to 2,7-dibromophenanthrene (3),
the aromatic compound is subsequently converted into bis-aldehyde (4). Using a
McMurry reaction protocol for similar reactions established by Majewski et al.
[181], 4 is �nally oligomerized to the nonplanar kekulene precursor 1,4,7(2,7)-
triphenanthren-acyclononaphane-2,5,8-triene (5) which is obtained as a colorless
solid. The chemical synthesis of the precursor molecules was carried out in the
group of J. Sundermeyer (Marburg University). The molecular structure of the
precursor was analyzed and proved by XRD, revealing a highly distorted nonplanar
geometry with three phenanthrene moieties rotated out of the molecular plane.

On-surface synthesis of kekulene on Cu(111)

The on-surface synthesized kekulene/Cu(111) was prepared for photoemission and
STM experiments under UHV conditions.First, the Cu(111) crystals were cleaned
by repeating sputter/anneal cycles. The protocol of the on-surface synthesis of
kekulene/Cu(111) from the precursor molecule developed in the group of J. M.
Gottfried (University of Marburg) involves the thermal evaporation of the pre-
cursor molecules in vacuum at 550 K to deposit intact molecules on the Cu(111)
surface held at room temperature. Subsequent annealing of the as-deposited mono-
layer of precursor molecules at 500 K triggers the cyclodehydrogenation reaction
to form the �nal product kekulene (Fig. 4.2a, 6) on Cu(111).
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Figure 4.2: Synthesis route and STM results
a Synthesis route for kekulene precursor 5 by four-step reaction sequence followed
by on-surface synthesis of kekulene (6) on Cu(111). STM micrographs of b pre-
cursor (5, U = −2.8 V, I = 0.11 nA) and c kekulene (6, U = −2.9 V, I = 0.26 nA)
on Cu(111), respectively, recorded at 100 K. Skeletal formula of the molecules are
added to illustrate the nonplanar and planar conformations of 5 and 6, respec-
tively. White and blue frames in b mark di�erent conformers of the precursor
molecule. Varying appearances of kekulene in c arose by slight motion of the
molecules usually related to the STM tip. After Fig. 1 and 2 of Ref. [AH3]. The
synthesis part and STM measurements were performed at Marburg University in
the groups of J. Sundermeyer and J. M. Gottfried, respectively.
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4.2 STM

To gain insight into the structural conformation of the molecules before and after
the thermal treatment of the precursor molecules, low temperature (100 K) STM
measurements were performed by Q. Fan at the University of Marburg.

Figure 4.2b displays an exemplary STM image of the as-deposited precursor
molecules on Cu(111). A number of asymmetric adsorption species are discernible
which are attributed to intact precursor molecules. The bright protrusions
are ascribed to the tilted phenanthrene moieties already observed in the XRD
measurements of the precursor microcrystals. The nonplanar geometry of the
precursor with phenanthrene units tilted out of the substrate plane is therefore
preserved upon adsorption on the metal surface. A closer look to the bright
protrusions reveals that there are two di�erent conformations of the precursor
molecule on the surface, either showing one or two bright features per molecule
marked with white and blue frames in Fig. 4.2b, respectively. This can be
explained by the degree of rotation of the phenanthrene units in the precursor
molecules. It suggests that in both cases, two phenanthrene units lie �at on the
sample surface. The third unit is either rotated such that it is completely pointing
away from the substrate or only with its central part. This results in either two or
one bright protrusion in the STM images, respectively, leading to the conformers
C1 and C2. A statistical evaluation of large-scale STM images reveals that the
Cu(111) is covered nearly evenly by both conformers; 50.2% by C1 and 49.8% by
C2. None of them is thus preferred over the other.

Annealing the sample to 500 K modi�es the adsorbate layer as illustrated in
Fig. 4.2c. A long-range ordered lattice consisting of planar and aligned hexag-
onal species is observed with domain sizes up to 100 nm. The individual units
of the adsorbate exhibit an empty pore in the center with strong resemblance to
the molecular structure of kekulene. Note that the free molecule belongs to the
symmetry group D6h for a planar con�guration and to D3d if the small alternat-
ing out-of-plane bending of the inner hydrogen atoms is taken into account. The
STM micrographs convey a successful reaction and planarization of the precur-
sor molecule. In fact, a statistical analysis of large-scale STM images reveals that
more than 99% of the adsorption species are identi�ed as kekulene molecules. This
means that on Cu(111) the thermal treatment of both precursor conformers C1
and C2 results in a formation of �at kekulene molecules.

The monolayer is closely packed with its lattice vectors of the superstructure
slightly deviating from the high-symmetry directions of the underlying substrate,
which results in symmetry-equivalent molecular mirror domains. The mirror plane
between these two domains coincides with a molecular mirror plane within the
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kekulene molecules, therefore all molecules are oriented in the same azimuthal di-
rection with one zigzag-edge parallel to the [11̄0] orientation of the substrate, which
facilitates POT experiments. The second and third requirements mentioned for
POT are satis�ed given the density of the monolayer �lm con�rming a high reac-
tion yield with no detectable amount of byproducts.

4.3 Aromaticity of kekulene
from geometric perspective

In a �rst step, the aromaticity of kekulene is approached using the geometry of the
molecule simulated by DFT, namely the internuclei distances commonly referred
to as bond lengths.

The electronic structure calculations of kekulene/Cu(111) are obtained by struc-
tural optimization using the Vienna Ab Initio Simulation Package (VASP) code.
These results and analysis of the harmonic oscillator model of aromaticity (HOMA)
to determine the degree of aromaticity in the molecule for the adsorbed and free
molecules in this section have been performed in the framework of A. Reichmann's
Master's thesis [182] in the group of P. Puschnig (University of Graz). The results
of these calculations have been cross-checked independently using the Spanish Ini-
tiative for Electronic Simulations with Thousands of Atoms (SIESTA) code per-
formed in the group of M. Rohl�ng (University of Münster) discussed in the SI of
Ref. [AH3]. Both approaches are consulted and put into context in this section.

4.3.1 DFT optimization

The con�guration of the kekulene molecule on Cu(111) concerning its most fa-
vorable adsorption site is addressed using two di�erent theoretical methodologies
within DFT.

First, the VASP code is employed by A. Reichmann (University of Graz) with
exchange and correlation e�ects treated by the PBE-GGA functional and van der
Waals forces included according to Tkatchenko and Sche�er [183, 184]. This ap-
proach is employed in two variants. Using either a separately optimized Cu lattice
parameter of 3.55 Å and three Cu layers mimicking the substrate, we evaluate
the correct adsorption site of kekulene on Cu(111). To test the robustness of the
found optimal adsorption con�guration, the second variant uses an experimentally-
derived lattice parameter of 3.61 Å [185] and six Cu layers as substrate, calculating
only the previously evaluated most stable adsorption site. We compare the two
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4.3 Aromaticity of kekulene from geometric perspective

variants using the adsorption energy Ead, which is de�ned by the energy gain when
two initially separated systems form a combined system following

Ead = Etot − (Esurf + Emol) (4.1)

, where Etot is the total energy of the combined system, Emol the total energy of
the free molecule, and Esurf the energy of the isolated substrate. We �nd varying
adsorption energies of −6.20 eV (3 Cu layers) and −5.93 eV (6 Cu layers), while
the adsorption height remains almost una�ected (2.92 Å vs. 3.05 Å), proving
the applicability of the �rst approach and con�rming the simulated adsorption
position. In the second theoretical approach by colleagues at the University of
Münster, the SIESTA code is utilized. A detailed description of the method can
be found in the SI of Ref. [AH3]. The calculations are used in the course of this
chapter dealing with bond order analysis (Section 4.4.3).

The geometry relaxations are started at the four principle adsorption positions
on Cu(111): top, bridge, hollow (H) face centered cubic (fcc), and H hexagonal
closed packed (hcp). For all possible adsorption sites, the azimuthal orientations
of one molecule's zigzag edge parallel to both principal directions of the substrate
are investigated, resulting in overall eight considered con�gurations. The results of
the average carbon atom adsorption heights h̄C and the total adsorption energies
Ead are summarized in Tab. 4.1. Note that the simulations of the bridge site using
the SIESTA code did not converge at the initial adsorption position. Instead
the molecule shift towards the H hcp site for both azimuthal orientations. It is
important to mention that the exact numbers for the most stable adsorption site
calculated by the VASP or the SIESTA code in Tab. 4.1 are slightly di�erent
(∆h̄C = 0.14 Å, ∆Ead = −0.52 eV). That the molecule is predicted to be
closer to the surface but slightly less bound in terms of adsorption energy re�ects
the well-known uncertainty of computational physisorption. Nevertheless, both
methodologies suggest a rather weak interaction between molecule and substrate.

Both methodologies con�rm that the most preferable adsorption con�guration
is the hcp H site with one kekulene zigzag edge parallel to the [11̄0] direction of
Cu(111). Fig. 4.3 displays the resulting top and side views of kekulene on Cu(111)
based on the VASP simulation. The simulated orientation of the molecule agrees
with the STM measurements presented earlier. The large mobility of the molecules
on the Cu(111) surface observed in low-temperature STM reported in Ref. [43]
and also in our own STM experiments (Q. Fan, University of Marburg) suggests a
rather weak interaction strength between molecule and metal surface. This can be
checked by evaluating the adsorption energy and adsorption height of the molecule
predicted by DFT in comparison to other well-known systems.
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4 Aromatic Stabilization in Kekulene

VASP code SIESTA code

Adsorption Kekulene zigzag h̄C Ead h̄C Ead

site edge parallel to (Å) (eV) (Å) (eV)

top

along [1̄12]

3.14 −5.99 2.98 −5.28

bridge 3.15 −6.05 shift to H hcp

H fcc 3.14 −6.04 2.95 −5.40

H hcp 3.15 −6.05 2.94 −5.45

top

along [11̄0]

3.28 −5.86 2.99 −5.07

bridge 3.11 −6.17 shift to H hcp

H fcc 3.11 −6.19 2.94 −5.53

H hcp 3.06 −6.20 2.92 −5.68

Table 4.1: Adsorption energies and heights of kekulene/Cu(111)
Average carbon adsorption heights h̄C and adsorption energies Ead of kekulene
on Cu(111) predicted for di�erent adsorption sites along the two high-symmetry
directions of the substrate tested with two theoretical approaches. See text and
Supplementary Material of Ref. [AH3] for details. After Tab. 3.1 of Ref. [182].
Calculations using the VASP and SIESTA codes performed in the groups of P.
Puschnig, Graz and M. Rohl�ng, Münster, respectively.

a

(111)

(112)

(110) (110)

(111)

(112)

b

Figure 4.3: Simulated relaxed kekulene/Cu(111) con�guration
a Top and b side views of the relaxed adsorption geometry of kekulene on Cu(111)
as obtained by DFT. After Fig. 2 of Ref. [AH3]. Calculations by P. Puschnig.
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4.3 Aromaticity of kekulene from geometric perspective

In the most favorable adsorption site, an adsorption energy of −5.93 eV per
molecule is simulated within PBE-GGA+TS using six Cu layers and an exper-
imentally measured lattice parameter of Cu which breaks down to 123 meV per
C atom. In comparison, the simulation of bisanthene (C28H14) on its preferred
adsorption site on Cu(110) results in a higher value of 188 meV per C atom [35].
Since the LUMO of bisanthene is occupied on this surface, this adsorption energy
represents a stronger interaction between molecule and substrate. The interac-
tion between kekulene and Cu(111) is consequently weaker and the LUMO not
occupied (see POT results in Section 4.4.1). Considering the adsorption height,
PTCDA on three di�erent (111) metal surfaces serves as a reasonable comparison.
The molecule is charged on Cu(111) and Ag(111) with experimentally-derived ad-
sorption heights of 2.66 Å and 2.86 Å in agreement with DFT predictions (2.68 Å
and 2.87 Å , respectively) [186]. These adsorption heights are considerably smaller
than the sum of van der Waals radii (3.17 Å and 3.42 Å for C�Cu and C�Ag). On
Au(111), the theoretical and experimental adsorption heights of neutral PTCDA
(both 3.27 Å) are further away from the surface, but still smaller than the sum
of van der Waals radii C�Au of 3.36 Å. In our case, the sum of van der Waals
radii (3.17 Å) from carbon in benzene rCvdW = 1.77 Å [187] and that of copper
rCuvdW = 1.4 Å deduced from organo-metallic compounds (methodologically least
reliable) [187] is only slightly larger than the predicted adsorption height of keku-
lene (3.06 Å). Therefore, the interaction between kekulene and Cu(111) is indeed
well-described as weak. This explains the mobility of the molecules on the surface
observed in STM. It also gives a reason for the molecule's predicted small vertical
distortion of ∆h̄C = 0.06 Å which is not altered by the metal surface due to the
low interaction strength.

4.3.2 Quantitative analysis of aromaticity

On the basis of the geometry relaxations obtained by the VASP code and in-
troduced in the previous section, the internal geometry of the relaxed molecular
structure is examined with regard to its aromaticity. There are various strategies
to quantify aromaticity in molecules, e.g., the harmonic oscillator model of aro-
maticity (HOMA) [172, 188, 189], the nucleus independent chemical shifts (NICS)
[176, 190], the para-delocalization index (PDI) [191] or the density, degeneracy,
delocalization-based index of aromaticity (D3BIA) [192]. A purely geometric mea-
sure that is frequently used in the literature is provided by the HOMA, which
solely relies on bond lengths. These can easily be obtained from the available
DFT simulations. In the following, the internuclei distances (bond lengths) ob-
tained by the VASP calculations for kekulene are used for a quantitative analysis
of the molecule's aromaticity based on the HOMA approach.
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4 Aromatic Stabilization in Kekulene

The strength of a bond between two atoms can be quanti�ed by the bond length.
The longer C�C single bonds, corresponding to a weaker interaction between the
atoms, are composed of s, px and py orbitals. These bonds are called σ bonds with
bond lengths of approximately Rsingle = 1.522 Å as in ethane (C2H6) [193]. An
additional stabilization between the two atoms is achieved when pz orbitals are
involved as well. These resulting stronger π bonds are shorter (Rdouble = 1.331 Å
in ethylene C2H4) [194] and represented as double bonds C=C in skeletal formulae.

In aromatic systems, the C atoms are connected along a circle with their bond
lengths assimilated for perfect aromatic stabilization. Therefore, there is no typical
single or double bond length anymore in an aromatic system but only one bond
length. As a consequence, single bonds are compressed and double bonds are
stretched. The resulting equal bond length of all bonds is the optimum bond
length Ropt.

To quantify this aromatic character within the system, we use the HOMA approach
in which the energy cost, due to stretching the double bond and compressing the
single bond, scales quadratically. The HOMA value H is calculated by:

H = 1− α

j

j∑
i=1

(Ropt − Ri)
2 (4.2)

The formula requires the bond lengths Ri of all considered bonds j, the optimum
C�C bonding distance Ropt, and an additional normalization factor α(n) taken
from Ref. [195]. H can vary �nally between zero and one with H = 1 indicating
perfect aromaticity, while smaller HOMA values correspond to weaker aromatic
stabilization. This model can be applied to the entire molecule or any cyclic
conjugation path within it, which brings great bene�t to the aromaticity analysis.
Only condition for the regarded parts of the molecule is that Hückel's 4n + 2 rule
(n = 0, 1, 2, ...., ) considering the number of electrons involved in the π system
has to be ful�lled.

We calculate Ropt as the average of single- and double-bond lengths in free trans-
1,3-butadiene (C4H6). Our DFT calculations using PBE-GGA reveal individual
bonds of Rsingle = 1.456 Å and Rdouble = 1.350 Å in agreement with two individual
experimental studies [194]. The optimal bond length is hence Ropt = 1.403 Å.
However, the bond lengths in kekulene predicted by DFT geometry relaxations
di�er from Ropt. Fig. 4.4a shows the bond lengths within the kekulene molecule
relaxed on the Cu(111) surface by the blue color scale. The predicted bond lengths
vary between 1.370 and 1.452 Å with some bonds close to Ropt. These are often
adjacent to each other at the central benzoic unit along the molecules edges (ring
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4.3 Aromaticity of kekulene from geometric perspective

B in the skeletal formula of kekulene (6) in Fig. 4.2 a). Qualitatively, this already
suggests an enhanced aromatic character at these benzoic units of the molecule.

For the kekulene molecule speci�cally, three di�erent paths are taken into account,
namely localized individual benzoic units (n = 1), or peripheral units for the pro-
posed inner (n = 4) and outer (n = 7) annulene circuits in the superaromatic
model (see Fig. 4.1). All evaluated circuits follow Hückel's 4n + 2 condition of aro-
maticity and are therefore reasonable representatives for aromaticity stabilization
in kekulene.
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Figure 4.4: Bond lengths and H for four kekulene con�gurations
Bond lengths in blue schemes with light blue indicating larger bond lengths. Red
color illustrates the calculated HOMA values for individual benzoic units or inner
and outer annulene circuits. Dark red indicates a HOMA value close to one,
i.e., perfect aromaticity. Lighter color means smaller aromatic stabilization. a
DFT optimized kekulene in geometry as adsorbed on Cu(111). b DFT geometry-
optimized gas phase kekulene. c Basic framework of kekulene molecule to show
for which conjugation paths the HOMA value is calculated. Kekulene �xed in
d superaromatic and e Clar models, respectively. After Fig. 3.4 of Ref. [182].
Calculations by A. Reichmann (University of Graz).
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4 Aromatic Stabilization in Kekulene

Considering the Clar model, two inequivalent ring units are discerned denoted as
rings A and B in Fig. 4.2a (6) and Fig. 4.4c. Calculated for the relaxed kekulene
on Cu(111) shown in Fig. 4.4a, H yields HA = 0.65 and HB = 0.92 indicating a
tendency towards Clar's limit, i.e., ring B more aromatic than ring A.

The evaluation of the relaxed kekulene structure concerning the superaromatic
model is approached with HOMA values of the inner ([18]) and outer ([30]) annu-
lene circuits as indicated in Fig. 4.4c. According to the Hückel rule, π systems
with 4n + 2 electrons are more stable with smaller n. Accordingly, H[18] is ex-
pected to be larger than H[30]. However, with the calculated values for adsorbed
kekulene of H[18] = 0.77 and H[30] = 0.80, this trend is reversed. The HOMA
calculation obviously exaggerates the peripheral aromaticity of kekulene, which is
a well-known problem of this concept [172].

To compare the calculatedH based on adsorbed kekulene on Cu(111) clearly to the
two aromaticity models, H are calculated of four di�erent kekulene con�gurations
illustrated in Fig. 4.4 and summarized in Table 4.2. For these calculations, con�g-
urations of the free kekulene molecule following the ideal bond lengths according
to the superaromatic or Clar model were �xed as illustrated in Fig. 4.4d, e, re-
spectively. For the former molecular geometry, the C�C bonds along the annulene
circuits were set to Ropt such that H[18] = H[30] = 1.00, while for the latter only
the bonds in ring B were �xed to Ropt aiming at HB = 1.00. All other bonds were
allowed to relax in the calculation. Details about the calculation of bond lengths
can be found elsewhere [AH3, 182].

H
superaromatic free

kekulene/Cu(111)
Clar

model kekulene model

HA 0.735 0.527 0.651 more superaromatic 0.472

HB 0.735 0.878 0.923 more Clar 1.000

H[18] 1.000 0.678 0.767 more Clar 0.735

H[30] 1.000 0.756 0.802 more superaromatic 0.526

Table 4.2: HOMA values of kekulene
Calculated HOMA values for �xed superaromatic and Clar con�gurations of keku-
lene as well as relaxed free kekulene and kekulene/Cu(111). After Tab. 3.2 of
Ref. [182].
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4.4 Aromaticity of kekulene from electronic perspective

Correlating the individualH of the di�erent structures, it is important to note that
the four H of free kekulene tend towards none of the two models, since neither HB

nor H[18] and H[30] are close to one. Yet adsorbed on the substrate, all values are
increased even rising by 13 and 24 % in the cases of H[18] and HA pointing at an
"enhanced" superaromatic character. Actually, the calculated HA and H[30] values
of adsorbed kekulene indicate a more superaromatic tendency on the surface, while
HB and H[18] suggest a more Clar-like character. The purely structural analysis is
hence ambiguous and a clear classi�cation of kekulene towards superaromatic or
Clar model cannot be inferred.

4.4 Aromaticity of kekulene
from electronic perspective

Up to this point, the aromaticity of kekulene was solely regarded on the basis
of DFT-optimized bond lengths. Nevertheless, aromaticity is a complementary
concept of mutually related geometric and especially electronic properties of a
molecule. The latter aspect is tackled in this section using POT. The photoemis-
sion results of the molecule's HOMO are compared to various simulated k maps
in Section 4.4.2 to evaluate whether the aromaticity of kekulene is primarily of su-
peraromatic or Clar type. Using bond order analysis in Section 4.4.3, it is further
shown that indeed the emission of the molecule's HOMO can be taken as measure
for the aromaticity of the molecule.

4.4.1 POT

We start by comparing band maps recorded for the clean Cu(111) surface and the
sample with deposited and annealed precursor molecules on the Cu(111) surface
as shown in Fig. 4.5a,b, respectively. The sample was prepared according to the
same protocol as STM experiments (see page 4.1.2). In the band maps of the clean
metal surface (Fig. 4.5a), the sp band is clearly visible dispersing from Eb = 0 eV
to the onset of the d band at a Eb ≈ 2 eV.

After adsorption of the kekulene precursor molecules and annealing the molec-
ular layer, the band map measured along the [11̄0] direction of the substrate
changes (Fig. 4.5b). The intensity of the metal sp bands is diminished and
an additional broad photoemission becomes visible between approximately
1.0 Å−1 < k11̄0 < 1.9 Å−1. Due to the close vicinity to the substrate d band
emission, a clear molecular state is barely resolved in the EDC and the band map.
An indication for the presence of molecular states above the Cu d band is shown
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Figure 4.5: Band maps and EDC of clean Cu(111) and kekulene/Cu(111)
Band maps along the [11̄0] direction of Cu(111) for a clean Cu(111) and b Cu(111)
after adsorbing and annealing kekulene precursor molecules. White lines are angle-
integrated EDCs integrated between 1.0 < k11̄0 < 1.9 Å−1. Light blue and red
dashed lines indicate the experimental binding energies, where we measured the
k maps shown in Fig. 4.6a, d, respectively. c Density of states projected onto the
substrate (orange) and molecular pz states (black) predicted by DFT. After Fig. 3
of Ref. [AH3]. Calculations by A. Reichmann (University of Graz).

by the computed pDOS for kekulene/Cu(111) in Fig. 4.5c. There is an emission
from molecular pz-derived state (black curve) predicted at slightly smaller binding
energy than the Cu d band (orange curve) between 1.2 eV and 1.6 eV. Projected
onto the individual orbital contributions [182], this feature is attributed to two
doubly degenerate states of kekulene.

To con�rm the assignment of the molecular emissions in the experimental band
map to molecular orbitals predicted by DFT, k maps of the photoemission intensity
distribution are measured for two di�erent binding energies shown in Fig. 4.6a, d.
At the smaller binding energy of Eb = 1.65 eV (4.6a), the k map exhibits clear
signatures with six major lobes at k∥ ≈ 1.6 Å−1 and six interjacent minor lobes
at slightly smaller k∥ ≈ 1.5 Å−1. The sharp sp bands of the metal are clearly
visible at this binding energy. Recording k maps at larger binding energy closer
to the Cu d states (4.6d) reduces the intensity of the sp bands and alters the
shape of the emission lobes. The major features appear more elongated, split up
into two lobes, and the previous minor lobes vanish. At their position in k space,
no photoemission intensity is visible anymore. We therefore conclude that two
di�erent states are observed above the Cu d states.
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4.4 Aromaticity of kekulene from electronic perspective

Comparison to DFT calculations shows that these two emissions belong to keku-
lene's HOMO and HOMO−1 which are both doubly degenerate states. The re-
spective theoretical k maps based on the DFT-optimized structure of free kekulene
are displayed in Fig. 4.6b, e. Note that the two orbitals with irreducible rep-
resentations of e1g and e2u are energetically only 0.12 eV apart (Orbital energies
E−Evac: HOMOa + HOMOb (E−Evac = 4.81 eV) and HOMO−1a + HOMO−1b
(E − Evac = 4.93 eV)). To further verify the orbital assignment, the simulated
k maps of kekulene/Cu(111) at binding energies of 1.45 eV and 1.70 eV shown
in Fig. 4.6c, f, respectively, are in good agreement with the experimental data
(Fig. 4.6a, d).
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Figure 4.6: Experimental and theoretical k maps of kekulene/Cu(111)
Top row: doubly degenerate HOMO, bottom row: doubly degenerate HOMO−1.
a, d Experimental k maps at the respective binding energies indicated in Fig.
4.5b as blue and red dashed lines of the HOMO and HOMO−1, respectively.
b, e DFT simulated k maps of free kekulene for the doubly degenerate states
HOMOa + HOMOb (E − Evac = 4.81 eV) and HOMO−1a + HOMO−1b
(E − Evac = 4.93 eV), respectively. c, f DFT simulated k maps of keku-
lene/Cu(111) considering either six or three Cu layers at binding energies of 1.45 eV
and 1.70 eV representative for HOMO and HOMO−1, respectively. After Fig. 3
of Ref. [AH3] and Fig. 3.10 of Ref. [182].
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4 Aromatic Stabilization in Kekulene

This agreement between experiment and theory also unambiguously con�rms
the successful on-surface synthesis of kekulene/Cu(111) in su�ciently large well-
ordered domains. Moreover, the azimuthal alignment of the adsorbed molecules
with one zigzag-edge parallel to the substrate's [11̄0] direction previously inferred
from STM and DFT geometry relaxation, is con�rmed by POT results considering
the relative orientation of the Cu sp bands and the molecular emissions in the
experimental k maps.

The results of POT are directly related to the orbital structure and hence the
electronic properties of the adsorbed kekulene molecules. The two observed elec-
tronic states therefore provide substantial insight into the molecule's aromaticity.
However, the binding energy of HOMO−1 is relatively close to the Cu d states
resulting in an enhanced background intensity in its k map. The emission pattern
of the HOMO is less a�ected and is therefore used in the following to address the
primary goal of this chapter. Namely, we aim to demonstrate that POT, which
is directly related to the orbital structure of frontier molecular orbitals, provides
substantial insight into the molecule's aromaticity.

4.4.2 POT analysis of the HOMO

To this end, we compare experimental HOMO k maps to various theoretical ones
re�ecting the two proposed aromaticity models in Fig. 4.8. The experimental and
theoretical k maps are compared by azimuthal intensity pro�les passing through
the major (L1) and minor (L2) lobes in the k maps. For the intensity analysis, a
ring with an inner radius of 1.3 Å

−1
and �xed width of 0.5 Å

−1
is de�ned within

the k maps as indicated in the k maps in Fig. 4.8. The intensity along the ring
is averaged azimuthally and plotted vs. its azimuthal angle. Since the k maps are
threefold symmetric, only a de�ned azimuthal angle range is plotted with φ = 0◦

located at the major lobe L1 at (kx, ky) = (≈ 1.6 Å−1, 0.0 Å−1). The minor lobes
L2 are correspondingly found at φ = ±30◦.

The results are presented in Fig. 4.8 with the experimental intensity pro�le shown
in panel a (�lled symbols) in comparison to the corresponding simulation result for
kekulene/Cu(111) (open symbols) extracted from the already presented k maps in
Fig. 4.8b, c (same k maps as in Fig. 4.6a, c, respectively). The pro�les coincide
qualitatively, however, a quantitative analysis of the intensity ratio between lobes
L1 and L2 is impossible, due to the barely comparable backgrounds of experimental
and theoretical data. The intensity variation of L2 lobes in the experimental k map
originates from the sp bands of the underlying Cu found at φ = −30◦ reducing
the emission from the molecule in this direction. This is less pronounced but still
visible in the DFT calculation of kekulene/Cu(111).
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4.4 Aromaticity of kekulene from electronic perspective

Following the characteristics of the two proposed aromaticity models of kekulene,
we now inspect the in�uence of geometric and/or electronic modi�cations of keku-
lene on the k maps of the HOMO emission.

To this end, we �x the bond length
to what is expected for the two mod-
els. Namely, in the Clar model, the
bond lengths c, d and f � those inside
of the aromatic sextet as in Fig. 4.7
� are set to Ropt (Rsextet =Ropt) lead-
ing to maximal aromaticity in the sextets
(HB = 1). In the superaromatic model,
all bonds along the two annulene circuits
(bonds a, b, c, e, and f) are set to Ropt

(R[18] = R[30] = Ropt ) in order to con-
strain H[18] = H[30] = 1.00. The bonds
which are not �xed are allowed to relax
in the calculation.

a b c

d
e f

Figure 4.7: Labeling of bonds
in kekulene

Skeletal formula of kekulene in the Clar
model with six di�erent C�C bonds la-
beled a to f .

These two �xed hypothetical geometries of free kekulene are employed in DFT cal-
culations to calculate the corresponding charge density distributions and simulate
the molecule's HOMO k maps.

As is evident from the k maps (Fig. 4.8e, f), the corresponding intensity pro�les
in Fig. 4.8d and the charge density distributions in Fig. 4.9a, b, the overall
symmetry and emission patterns of Clar and superaromatic model are very similar.
Note that the intensity relation between lobes L1 and L2 (I(L1) > I(L2)) as
observed in the experimental k map and that of kekulene on Cu(111) in panels b
and c, respectively, is preserved in both model calculations where the substrate
is neglected. This again points at a rather weak interaction strength between
molecule and substrate in agreement with STM results presented in Section 4.2.
Neglecting the substrate in the discussion about kekulene's aromaticity therefore
seems to be a reasonable approach. Nevertheless, the intensity di�erence between
I(L1) and I(L2) is much stronger in the intensity pro�le of kekulene/Cu(111)
compared to those of free kekulene. This is attributed to the background intensity
and an additional broadening of molecular states due to the coupling to the metal
states.

Fixing the bond lengths as performed in this approach, hence, does not lead to
changes in the electronic structure, i.e., the nodal structure of the wave function.
The superaromatic kekulene is thus not correctly described in this way.
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Figure 4.8: Intensity pro�les in experimental and theoretical k maps
a Azimuthal intensity pro�les based on the experimental (full symbols) and by
DFT predicted (open symbols) data of kekulene/Cu(111) extracted from the cor-
responding k maps in b, c, respectively. d Simulated pro�les from DFT calcula-
tions of free kekulene from the k maps based on the e Clar (full symbols) and f
superaromatic (open symbols) geometries. g Simulated pro�les from the Hückel
model where the coupling between the inner and outer annulene rings is fully intact
(t = −3.5 eV, full symbols) or extinguished (t = 0 eV, open symbols). The cor-
responding k maps are shown in h and i, respectively. Emission lobes are labeled
as L1 and L2 in the pro�les and k maps. The white lines in the latter display the
areas used for intensity averaging. Pro�les are normalized to the intensity of L1.
After Fig. 4 of Ref. [AH3]. Calculations by P. Puschnig.
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4.4 Aromaticity of kekulene from electronic perspective

To model the superaromatic state of kekulene reasonably from electronic point
of view, we need to switch o� the coupling between the inner and outer circuit.
Geometrically, we again �x the bond lengths R[18] = R[30] = Ropt. In this way we
can enforce the desired separated superaromatic conjugation paths.

This approach is realized using a simple tight binding Hückel model. Therein, the
molecular orbitals are described as linear combinations of atomic pz orbitals. The
Hamiltonian matrix of the linear combination of planar, unsaturated hydrocarbons
is given by the following :

Hij =


E − Evac i = j

t i, j adjacent

0 otherwise

(4.3)

The eigenvalues of the Hamiltonian correspond to the molecular orbital energies
expressed by E − Evac and t. The former, E − Evac, describes the energy of a 2p
electron at one carbon atom relative to its unbound counterpart and is given by
an on-site integral localized at one atom. The latter, t, represents the energy of
an electron located at a 2p orbital in comparison to a delocalized π orbital built
from two adjacent carbon atoms. t therefore describes the interatomic coupling in
each bond connecting two carbon atoms.

In the kekulene molecule, bond d (see Fig. 4.7 a) connects the inner and outer
annulene paths. The interatomic coupling in this bond is described by its energy
td referred to as hopping parameter in the following. td is essential for the coupling
between the two conjugation paths in kekulene. Setting this hopping parameter
td to zero will suppress the coupling between the two circuits which is expected to
resemble the superaromatic model of kekulene.

To check whether this simple Hückel model is in general appropriate to be com-
pared to DFT calculations, the Hückel simulation is performed with td = −3.5 eV
mimicking the typical coupling between C atoms in graphene. In this kekulene
variant, the geometry is �xed to the superaromatic model but the electronic cou-
pling between inner and outer annulene circuits is allowed. We expect it to have
a similar charge density distribution and k map as the DFT simulation discussed
previously where only the bonds are �xed according to the superaromatic model
("DFT superaromatic geometry" in Fig. 4.9b, f and Fig. 4.8d, f). A reasonably
good agreement between results based on the Hückel model compared to DFT is
achieved when setting the t energies of all other bonds (ta, tb, tc, te, and tf ) to
t = −4.1 eV and td = −3.5 eV.
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Figure 4.9: Charge density distributions of kekulene
DFT simulations of kekulene's HOMO in the geometries of the a Clar and b
superaromatic models. Calculations in the Hückel model using c t = −3.5 eV and
d t = 0 eV corresponding to the Clar and the superaromatic models, respectively.
Analogous charge distributions of the HOMO−1 are displayed in e, f, g, and h.
After Fig. S7 of Ref. [AH3]. Calculations by P. Puschnig.

The results of the charge density distributions of HOMO and HOMO−1 based on
the Hückel model with td = −3.5 eV are displayed in Fig. 4.9c, g. It is clearly
visible that its charge density distributions are localized at the benzoic unit B
and at bond a � indistinguishable from those based on both DFT simulations in
a, and e or b and f either using Clar or superaromatic geometries, respectively.
The similarity between DFT and Hückel model with td = −3.5 eV is likewise
re�ected in Fig. 4.8g displaying the intensity pro�le of the latter in full symbols
based on the theoretical k map in h of the doubly degenerate HOMO, where
again I(L1) > I(L2). These agreements allow us consider the Hückel model as
a reasonably good approach to �nally be able to access the true superaromatic
con�guration of kekulene in a next step.

To mimic the true superaromatic kekulene case, the coupling between the two
conjugation paths has to be turned o� arti�cially. Thereby two independent cyclic
aromatic conjugation paths are created. This is achieved by setting td = 0 eV,
resulting in HOMO and HOMO−1 charge density distributions illustrated in
Fig. 4.9d, h, respectively. The doubly degenerate HOMO is now con�ned to
exclusively around the outer [30]annulene path, while the electron density of
HOMO−1 is �xed to the inner [18]annulene. From an electronic point of view,
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4.4 Aromaticity of kekulene from electronic perspective

this Hückel model now indeed describes the superaromatic model correctly. This
also a�ects the photoemission k map of the HOMO displayed in Fig. 4.8i. In
particular, the intensity of the former minor lobes L2 is enhanced becoming the
leading features in the emission pattern. Moreover, six additional intensity lobes
arise at larger k∥ ≈ 2.1 Å

−1
which are a result of the con�nement of the electrons

to the outer annulene circuit re�ected in a larger spread in k space.

Comparing this k map to the experimental one in Fig. 4.8b, multiple di�erence
are discernible. First, there are no low-intensity emission lobes visible at larger
k∥ ≈ 2.1 Å

−1
in the experiment. Moreover, as illustrated in the intensity pro�les

in Fig. 4.8a and g for the experiment and the correctly simulated superaromatic
kekulene, respectively, the most intense feature should be located at φ = 0◦, but in
the simulation this peak is of lowest intensity. Finally, using a correct description
of the superaromatic state in the Hückel model allows us to unambiguously rule
out this superaromatic con�guration of kekulene.

Instead, the experimental intensity pro�les are well-reproduced by the theoretical
results based on relaxed kekulene/Cu(111) and the arti�cial con�guration of the
Clar model in its ideal geometry. Consequently, our POT results exclude the
superaromatic state of kekulene and point toward the Clar model from an electronic
structure perspective.

This conclusion that kekulene's aromaticity is better described by the Clar model
on the basis of POT analysis is drawn from the assumption that the HOMO alone
serves as a su�cient measure for the molecule's aromaticity. This apparently does
not include other π orbitals. To corroborate this approach, we inspect the orbital
structures of the doubly degenerate HOMO of kekulene, denoted as HOMOa and
HOMOb calculated using the Hückel model with td = −3.5 eV in Fig 4.10a, b.

Apparently, the electrons in the HOMO are delocalized over both annulene paths
and not con�ned to either the outer or inner ring. More precisely, the pair of
kekulene HOMOs locally consists of benzene-like patterns as indicated by the
dashed lines in Fig. 4.10a, b. This pattern coincides with those hexagonal carbon
rings that we initially denoted as ring B in Fig. 4.4c where the Clar model predicts
aromatic sextets. The dotted lines in Fig. 4.10a, b indicate the location of the
pronounced double bonds at the corners of kekulene.

The sum of HOMOa and HOMOb yields the total charge density of kekulene's
HOMO displayed in Fig. 4.10c. Now, the six aromatic sextets and the isolated
double bonds at the corners characteristic for the Clar model are clearly visible.
In fact, the development of the Clar-like structure is an immediate consequence
of turning on the coupling between [18]- and [30]-annulene which can be visually
traced in a video provided in the SI of Ref. [AH3].
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Figure 4.10: Bond order analysis and charge density of free kekulene
a, b Nodal structure of the two degenerate orbitals comprising the HOMO, denoted
HOMOa and HOMOb, respectively, calculated with the Hückel model. c Charge
density distribution of the HOMO. d Skeletal formula of kekulene in the Clar
model with the six di�erent C�C bonds labeled a to f. Correlation between C�C
bond lengths of free kekulene simulated by DFT and bond order parameter taking
into account either e all 24 occupied π orbitals or f only the degenerate HOMO
(m = 23 and 24) orbital, respectively. Linear �ts drawn as dashed lines. After
Fig. 5 of Ref. [AH3]. Calculations for bond order analysis by M. Rohl�ng and
charge density distributions by P. Puschnig.

4.4.3 Bond order analysis

The assumption that the HOMO alone can serve as a su�cient measure for keku-
lene's aromaticity is corroborated by looking at its contribution to the bond order.

In a simpli�ed way, the bond order describes the number of chemical bonds between
a pair of atoms. For single, double or triple bonds, the bond order is one, two,
or three, respectively. In an aromatic hydrocarbon, two carbon atoms are not
connected between strict single or double bonds. Instead the bond lengths is in
between that of a single and a double bond. The bond order consequently varies
between one and two. More precisely, the bond order directly relates the orbital
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4.4 Aromaticity of kekulene from electronic perspective

structure to the bond lengths in a π conjugated molecule. At the same time,
the bond lengths are correlated to the molecule's aromaticity as described in the
HOMA analysis. Given that the bond order analysis can be applied to individual
orbitals in a molecule, it is possible to evaluate if single orbitals can be taken as a
measure for the aromaticity of a complete molecule.

The bond order analysis is based on the bond order parameter bij:

bij =
2

N

N∑
m=1

ai(m)aj(m). (4.4)

It is normalized by the number of contributing π electrons N for a given bond
between two carbon atoms labeled i and j. The parameter ai (aj) describes the
contribution of the pz orbital at carbon atom i (j) to the molecular π orbital m
and is obtained from the solution of the Hückel model. A stronger contribution
of a pz orbital representative for double bond character would result in a larger
bond order parameter. In this Hückel model, m = 23 to 24 denotes the molecule's
degenerate HOMO composed of HOMOa and HOMOb and m < 22 consequently
orbitals of higher binding energy.

The bond order analysis in this section was performed in the group of M. Rohl�ng
(University of Münster) who used the Hückel model to calculate the parameters
ai and aj for Eq. 4.4 and the SIESTA code introduced in Section 4.3 to get
bond lengths of the kekulene molecule. The calculation of bij is performed for all
chemically di�erent bonds in the kekulene molecule indicated in Fig. 4.10d. This
skeletal formula already hints to the bond lengths of these bonds a�f giving rise
to single, double or "aromatic" bond character.

The results of bond order analysis are shown in Figs. 4.10 and 4.11. We plot the
bond order vs. the DFT-optimized bond lengths of the bonds a�f based on the
in total 24 predicted π orbitals resulting in a linear relation with negative slope
as shown in Fig. 4.10e. In particular, the highest bond order is calculated for
bond a representative for strong double bond character. The DFT calculation
results in a bond length of da = 1.370 Å which is close to the double bond length
of Rdouble =1.350 Å in trans-1,3-butadiene. Note that this molecule was used to
calculated the optimum bond length Ropt for an aromatic system in the HOMA
analysis. The smallest bond order suggestive for single bond character is calculated
for bond e. Its length is optimized to de = 1.452 Å for free kekulene by DFT in
excellent agreement with Rsingle =1.456 Å in trans-1,3-butadiene.
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Figure 4.11: Bond order parameter vs. bond lengths
a Bond order parameters of bonds a to f plotted vs. their bond lengths for occupied
π orbitals in groups of four. m = 23 to 24 is the degenerate HOMOa/HOMOb,
m = 21 to 22 the degenerate HOMO−1a/HOMO−1b and so on. Linear �ts
are drawn as dashed lines. b Slopes of these linear �ts plotted vs. groups of
π orbitals. Dashed line at zero slope. After Fig. S9 of Ref. [AH3]. Calculations
by M. Rohl�ng (University of Münster).

The initial intention of this bond order analysis was to see, whether the frontier
π orbitals which we measure in the experiment, e.g., HOMO, is su�cient to char-
acterize the aromaticity of the molecule. For this, the bond order parameter is
calculated taking only the degenerate HOMOa and HOMOb (m = 23 to 24) or-
bitals into consideration. Indeed, the linear behavior with negative slope observed
when taking all orbitals into account is reproduced as shown in Fig. 4.10e, f. This
veri�es to use the degenerate HOMO orbitals as measure for kekulene's aromatic-
ity. Moreover, the nodal pattern of the combined HOMO illustrated in Fig. 4.10c
shows that the π orbital electron density is enhanced at the shortest C�C bond
a, but not at the longest bond e. The contribution of the HOMO to the bonding
pattern is thus even astonishingly large.

In fact, the charge distribution of the doubly degenerate state HOMO−1 (m = 21
to 22) in Fig. 4.9e�g already shows another trend with charge density enhanced
at bond e.
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Fig. 4.11a displays this bond order analysis taking π orbitals of higher binding
energy into account. The 24 π orbitals are partitioned into groups of four orbitals in
this representation. For the four orbitals in one group, the bond order parameter is
calculated and plotted vs. the bond lengths similar to Fig. 4.10e, f. Interestingly,
the negative slope of the relation between bond lengths and bond order parameters
found for the complete molecule in Fig. 4.11b is not found for orbitals with m < 9
indicating that their contribution to the overall bonding pattern is relatively small.

4.5 Conclusion

In this chapter, a reliable on-surface synthesis route of kekulene on Cu(111) using
a specially designed precursor is presented. The high reaction yield of the well-
oriented monolayer �lm is observed in STM and could be con�rmed by the area-
averaging technique of POT. In the photoemission data, we observe two molecu-
lar emissions identi�ed as the doubly degenerate states of kekulene's HOMO and
HOMO−1. This is con�rmed by DFT calculations. Due to a correct bond order
pattern already present in kekulene's HOMO, we infer that the orbital's nodal
pattern which we measure in POT is indicative of the molecule's aromaticity.
Comparing the experimental k map of the HOMO to various con�gurations of
kekulene in theory allows for an unambiguous description of the molecule's aro-
matic state. The investigation in DFT using the geometric constraint of the Clar
or superaromatic model reveals that the charge density is not a�ected by solely
changing the bond lengths. This is also re�ected in the simulated photoemission
data. An con�guration mimicking the geometric and electronic properties of a
superaromatic state is achieved by switching o� the coupling between the inner
and outer circuits and thus enforcing the superaromatic conjugation paths. The
corresponding k map does not resemble the experimental one, which �nally rules
out the superaromatic state of kekulene. Instead the Clar-type structure is favored
� �nally considering both, geometric and electronic constraints.

The assessment of kekulene's electronic nature in this work is enabled by using
POT. It turns out that this method not only allows the identi�cation of individual
orbitals by assigning particular experimentally observed emissions to theoretical
data. A careful analysis of the intensities and emission maxima in experimen-
tal k maps compared to those calculated for speci�c, hypothetical geometric and
electronic states of a molecule can gain further insight into a molecule's aromatic
state. The range of applications in the POT technique is thereby extended from
the identi�cation of single orbitals to an actual insight into a more fundamental
concept: aromatic stabilization in polycyclic hydrocarbons.
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5 | Identi�cation of Nonplanar
Iso-kekulene on Cu(110)

In this chapter, we investigate molecular, in particular, isomeric reaction products
of the thermal reaction of speci�c precursor molecules on Cu(110). The formation
of the three molecular species is observed experimentally by STM and con�rmed by
DFT calculations. Iso-kekulene is found to be the predominant reaction product
on Cu(110) as concluded from POT experiments, which additionally reveal charge
transfer from the metal to the adsorbate.

A dedicated journal article including additional STM measurements obtained with
a CO-decorated tip by S. Wenzel is currently in preparation.

The acquisition and analysis of the experimental POT data have been my con-
tribution in this project. POT experiments were conducted together with col-
leagues from Karl-Franzens-Universität in Graz, Forschungszentrum Jülich, and
Physikalisch Technische Bundesanstalt Berlin. The synthesis of the precursor
molecule and the acquisition of STM data were achieved in the groups of J. Sun-
dermeyer and J. M. Gottfried, respectively (Philipps-Universität Marburg). DFT
calculations have been performed in the group of P. Puschnig (Karl-Franzens-
Universität, Graz, Austria).
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5.1 Introduction

Building covalent bonds within single molecules or between molecular building
blocks is the essence of reactions in organic chemistry. Some of these reactions can
also be realized on single crystal surfaces in UHV by on-surface syntheses [AH3,
124�130, 196] using specially designed precursor molecules as demonstrated in the
previous chapters 3 and 4. Especially the e�cient synthesis of polycyclic aromatic
hydrocarbons (PAH) on metal surfaces such as Cu, Ag, Au, and Pt resulting in
nanographenes [43, 125, 130, 197�201], GNR [104, 124�126, 146, 148, 202�206], or
coronoids/cycloarenes [127, 133, 207] has been studied in the last decade.

The resulting reaction products are in�uenced by an interplay of multiple aspects,
e.g., the design of the molecular precursors, the chemical nature, and lattice of the
underlying substrates or the sample temperature. A case in point is the correlation
of symmetries � of the molecular precursor molecules and the metal substrate. In
on-surface syntheses, the �nal reaction product using the same precursor molecule
can therefore vary depending on the used surface orientation. The same surface
orientations of di�erent metal surfaces have reported to show considerable in�u-
ence on the reaction pathways of on-surface synthesized PAHs [137, 139, 208] as
well as varying crystal orientations of the same metal [148, 209]. For example, the
brominated precursor molecule DBBA also discussed in Chapter 3 forms GNR on
Au(111) [104, 146] and Cu(111) [147�149], which are, however, of di�erent struc-
tures. On Cu(110), the reaction proceeds even di�erently and results in molecular
bisanthene molecules (C28H14) [AH9, 35, 148] instead of GNR.

In this work, we show that POT is capable to di�erentiate varying conformational
isomers of planar and nonplanar con�guration. We do this using the example
of the on-surface reaction of the precursor molecule 1,4,7(2,7)-triphenanthren-
acyclononaphane-2,5,8-triene, further simply referred to as precursor molecule,
which is deposited onto two di�erent Cu surfaces separately: (111) and (110).
Thereby, we are able to investigate the in�uence of the substrate's symmetry on
the �nal reaction product. After thermal treatment of the as-deposited layers,
we �nd ordered monolayers of two di�erent isomers of kekulene on the two Cu
surfaces. Exclusively kekulene is formed on Cu(111) as discussed in Chapter 4. In
the present chapter, we will identify the isomeric state of the reaction products on
Cu(110).

In the previous chapter, we �nd that more than 99% of the Cu(111) surface is
covered by kekulene molecules formed in a thermally induced reaction of the pre-
cursor molecules. In that case, the three-fold symmetric Cu(111) surface matches
the D6h or, if the small alternating out-of-plane bending of the inner hydrogen
atoms is taken into consideration, D3d symmetry group of free kekulene. The on-
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surface synthesis from the specially designed precursor molecules correspondingly
results in a reaction product in line with the chosen Cu surface orientation. In the
current chapter, we choose the two-fold symmetric Cu(110) surface to investigate
the in�uence of the substrate's symmetry on the �nal reaction product after cy-
clodehydrogenation. We �nd that not only kekulene is formed on Cu(110), but the
majority of the reaction products are identi�ed as iso-kekulene � a conformational
isomer of kekulene which adsorbs in tow di�erent ways on the surface. In fact,
the iso-kekulene-down con�guration is favored over iso-kekulene-up. Interestingly,
the molecules are charged on Cu(110) in contrast to previously reported neutral
kekulene on Cu(111). The interaction between the molecules and the Cu(110) or
Cu(111) substrate is therefore considerably di�erent.

The precursor molecule 1,4,7(2,7)-triphenanthren-acyclononaphane-2,5,8-triene
(0, Fig. 5.1a) is built out of three phenanthrene units marked with blue ellipses,
which are freely rotatable around the adjacent single C�C bonds. The individual
phenanthrene units can hence face with their central rings towards the center of
the molecule or outwards. Upon adsorption on the surface, as revealed by STM
measurements later, two di�erent conformers are observed depicted in Fig. 5.1b.
The molecule correspondingly adsorbs with two phenanthrene units �at, while the
third unit bends out of the molecular plane, either rotated away (C1) or towards
(C2) the central pore.

After detachment of six hydrogen atoms due to thermal treatment, the highly
twisted precursor molecule (0) can in general result in four isomers with di�erent
symmetries as indicated in Fig. 5.1c. The newly formed C�C bonds are marked
in red. If all phenanthrene units of 0 are rotated outwards reducing the sterical
hindrance of the hydrogen atoms in the central pore, kekulene (1) is formed as
already reported as a reaction product on Cu(111) (Chapter 4).

Notably, if one phenanthrene unit is rotated toward the center of the molecule,
the symmetry of the reaction product changes. Iso-kekulene (2) has only one
mirror plane (Fig. 5.1c). This di�erent structure has high impact on the molecules
conformation, because the two carbon atoms marked with C1 and C2 as well as the
attached hydrogen atoms require space and therefore do not lay in the molecular
plane. Iso-kekulene (2) is consequently not planar in contrast to kekulene (1). The
vertical position of the two carbon atoms marked with C1 and C2 in Fig. 5.1c,
2 will later aid to quantify the degree of nonplanarity for this phenanthrene unit
when turning to theoretical predictions of the molecules on the Cu(110) surface.

The rotation of more than one phenanthrene unit towards the center of the precur-
sor molecules (Fig. 5.1a, 0) results in the even more sterically demanding products
3 and 4 having one mirror plane and three-fold symmetry, respectively.
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Figure 5.1: Molecular precursor and possible reaction products
Skeletal formula of a precursor molecule (0) with rotatable phenantrene units
indicated with blue ellipses. b Conformational changes of 0 upon deposition on the
surface. Two phenanthrene units �at and the third unit either rotated away (C1) or
towards (C2) the central pore. c Possible reaction products after dehydrogenation
of 0 with phenanthrene units rotated towards the center of the molecule marked
with orange ellipses. Kekulene, 1; iso-kekulene, 2. Labeled carbon atoms C1 and
C2 important in Section 5.4. Sterically demanding products 3 and 4. Established
C�C bonds after dehydrogenation are marked in red.

The azimuthal orientation of the on-surface synthesized molecules is described us-
ing one edge of the molecule and the substrate's high symmetry directions. In the
six-fold symmetric kekulene (Fig. 5.1c, 1), all molecular edges are C�C zigzag-
edges and equivalent. In iso-kekulene (Fig. 5.1c, 2), there are only four zigzag-
edges. The edge where one phenanthrene unit is rotated towards the center of
the molecule marked with an orange ellipse is transformed into an armchair edge.
Since two zigzag-edges (top and bottom) in 2 are connected to the rotated phenan-
threne unit and two border to other zigzag-edges, the four edges are not equivalent.
Describing the orientation of the iso-kekulene molecule using any zigzag-edge in
the molecule would thus not be precise. For that reason, we use the armchair
edge of iso-kekulene to describe its azimuthal orientation on the surface in the
following. Note here that the armchair edges of graphene are expected to possess
spin-polarized edge states [210]. Therefore, an isomeric transformation from the
all-zigzag-edged kekulene to iso-kekulene with an additional armchair edge might
be interesting for exotic electronic applications.
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5.2 Experimental details

As we will see later in this chapter, iso-kekulene and kekulene molecules are the
main products of this reaction on the Cu(110) surface, which is why we omit to
describe how the orientation of the products 3 and 4 presented in Fig. 5.1c would
be described.

5.2 Experimental details

5.2.1 Synthesis of precursor molecule

The synthesis and analysis of the precursor molecules (0, Fig. 5.1a) as a solid
material are described in detail in the previous chapter 4.1.2. The chemical syn-
thesis of the precursor molecules was carried out in the group of J. Sundermeyer
(Marburg University).

5.2.2 On-surface synthesis on Cu(110)

The on-surface synthesis on Cu(110) was carried out under UHV conditions in
the preparation chamber of the toroidal electron analyzer (Section 2.4.4). In the
beginning, the Cu(110) crystal was cleaned by repeating sputter/anneal cycles.
We use the same protocol as for the on-surface synthesis of kekulene on Cu(111)
(Section 4.1.2) developed in the group of J. M. Gottfried (University of Marburg)
and replicate the procedure on Cu(110). It involves the thermal evaporation of the
precursor molecules in vacuum at 550 K to deposit intact molecules on the Cu(110)
surface held at RT. Subsequent annealing of the layer of precursor molecules at
500 K triggers the cyclodehydrogenation reaction on Cu(110).

5.3 Experimental results

5.3.1 STM

Figure 5.2 displays STM images before and after thermal treatment of the molec-
ular precursor layer on the Cu(110) surface. STM experiments were carried out
at 100 K. The as-deposited submonolayer of the precursor molecules is displayed
as overview and zoom-in images in Fig. 5.2a, b, respectively. The nonplanar
molecules adsorb disordered in two di�erent preferential adsorption con�gurations
marked with white and blue frames in Fig. 5.2b. The white-framed species is of
irregular pentagonal shape with one bright protrusion in the center of the longest
edge of the pentagon.
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The second species marked with a blue frame has a distorted hexagonal shape and
two adjacent bright protrusions. The conformation of the two adsorption species
can be explained by the angle of rotation of the phenanthrene units in the precursor
molecule (Fig. 5.1a, 0). It suggests that in both cases, two phenanthrene units lie
�at on the sample surface. The third unit either points away from the center of the
molecule or towards it (Fig. 5.1b, C1 vs. C2). In the �rst case, the phenanthrene
unit is rotated away from the central pore and therefore has more space, while due
to sterical hindrance in the second case, the complete phenanthrene unit is pointing
out of the molecular plane. As might be naturally assumed from the skeletal
geometry of the conformers, this results in either two or one bright protrusions in
the STM images. We label these conformers C1 (two bright protrusions, hexagonal,
blue frame) and C2 (one bright protrusion, pentagonal, white frame), respectively.

A statistical analysis of overview STM images (Q. Fan, University of Marburg)
focusing on the coverage of the two conformers shows that on the Cu(110) surface
conformer C2 is favored (≈ 72 %) over C1. The higher stability and therefore
increased coverage of C2 on the Cu(110) surface in comparison to C1 may be due
to the di�erent registry of C2.

After annealing the submonolayer of the precursor molecules to 500 K, the bright
protrusions disappear, suggesting the formation of more planar reaction products
(Fig. 5.2c). Closer inspection on the magni�ed image in Fig. 5.2d reveals that
two reaction products are formed after cyclodehydrogenation. The four poten-
tial products after dehydrogenation of the precursor molecule are introduced in
Fig. 5.1c, yet only two of those resemble the shapes of the molecules found in the
STM measurements. The species marked with the blue frame and superimposed
with a blue hexagon in the bottom of Fig. 5.2d is of regular hexagonal shape
in agreement with the hexagonal topology of kekulene (Fig. 5.1c, 1). The sec-
ond product (white frame and white pentagon in the bottom of Fig. 5.2d) is of
pentagonal shape. This shape resembles iso-kekulene (Fig. 5.1c, 2) in which one
phenanthrene unit is rotated towards the central pore leading to a product with
one mirror plane. Note that this iso-kekulene has not been reported in literature
up to date.

Careful analysis of overview STM images indicates that the sub-monolayer molecu-
lar �lm on Cu(110) consists of approximately 83 % iso-kekulene and 17 % kekulene
molecules. From a general point of view, the ratio between di�erent conformers
and/or isomers is related to a gain of global energy within the system. Never-
theless, kinetic aspects as well as stochastic variations may play a role, especially
taking into account the limited �eld of view in STM.
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a b

c d

¯[110]

[001]

e

Figure 5.2: STM before and after annealing of precursor/Cu(110)
STM image after deposition of intact precursor molecules on the Cu(110) surface
in a overview (U = 1.7 V, I = 0.08 nA) and b magni�ed STM images (U = −3.4 V,
I = 0.11 nA). c and d show the respective overview and magni�ed STM images
after subsequent annealing of the submonolayer of precursor molecules to 500 K
(U= 1.4 V, I= 0.09 nA and U=−3.4 V, I= 0.11 nA). White and blue frames mark
di�erent conformers C1 and C2 after adsorption or resulting reaction products
kekulene and iso-kekulene, respectively, also indicated by blue hexagon and white
pentagon in d. e Monolayer after thermal reaction on Cu(110) resulting in iso-
kekulene-up (dashed, white frame), iso-kekulene-down (dotted, white frame), and
kekulene (blue frame). U = −1.0 V, I = 0.21 nA. STM images by Q. Fan.

We infer that the predominant precursor species with one bright protrusion (C2)
transforms into the preferred reaction product, iso-kekulene (2), after thermal
treatment. Conformer C1 consequently converts into the less prominent reaction
product, the hexagonally shaped kekulene (1) molecules. Note however, that the
ratio of precursor conformers on the surface (C1 : C2 = 28% : 72%) results in
a ratio of reaction products of 17% : 83% favoring iso-kekulene over kekulene.
This discrepancy can be due to a di�erent position at the sample. It could also
mean that, e.g., C1 conformers can also transform into iso-kekulene, or that the
desorption rate of one conformer is higher compared to the other one.
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In experiments with higher coverage, we observe that the ratio of isomers is di�er-
ent. Fig. 5.2e displays an STM micrograph of the Cu(110) surface after annealing
a precursor monolayer at 500 K. Clearly, we see more pentagonal species assigned
to iso-kekulene (white frames) in comparison to hexagonal species ascribed to keku-
lene (blue frame). In fact, we observe two di�erent types of pentagonal molecules
(iso-kekulene). In the upper molecule of Fig. 5.9a marked with a dashed, white
frame, one bright protrusion is visible which is missing in the molecule below
(dotted white frame).

As DFT simulations (Fig. 5.9b) con�rm later in Section 5.5.3, these are iso-
kekulene molecules with the inwards rotated phenanthrene unit tilted out of the
molecular plane pointing either away from the substrate ("up") or towards it
("down"). The geometries of these two conformers are discussed again in Sec-
tion 5.4. The total ratio of iso-kekulene (white frames) vs. kekulene (blue frame)
molecules is determined to 92 % : 8 % according to STM. Of these 92 % iso-kekulene
molecules, approximately 11 % are iso-kekulene-up and 81 % iso-kekulene-down.
Overall, iso-kekulene-down is thus the preferred adsorption species.

The observed higher reaction yield of iso-kekulene molecules can be understood
by an increased in-plane pressure at monolayer coverages and the relative sizes of
the reaction products. Iso-kekulene in general requires less space on the surface
in comparison to kekulene, which has a large pore in the center (see Fig. 5.1c
1 vs. 2). Considering the total energy of the system, iso-kekulene is thus more
preferred when the coverage reaches saturation.

Interestingly, the three observed molecular species form rows on the Cu(110) sur-
face in which they are aligned in one orientation (Fig. 5.2e). Namely, the kekulene
molecules are oriented with one zigzag-edge parallel to the substrate's [1̄10] direc-
tion. Iso-kekulene molecules orient with their armchair-edges parallel to the [001]
direction. The distance between the centers of the molecules is always the same,
which suggests that all molecules are positioned at the same Cu adsorption site.
According to low-energy electron di�raction (LEED), the molecular layer is in
good commensurate registry with the substrate. The LEED image is shown in
Appendix C.

The superstructure matrix is

6 0

3 4

 with unit cell vectors of a = 16.35 Å and

b = 15.34 Å (θ = 62◦). This unit cell will be used later to develop a reasonable
adsorption geometry in the DFT calculations (see Section 5.4).
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5.3.2 Band maps

The band maps of clean Cu(110) and of the organic monolayer formed after an-
nealing the precursor on Cu(110) measured along the substrate's [11̄0] directions
are presented in Fig. 5.3a, b, respectively. Note that along this particular direc-
tion, DFT predicts the emission of the molecule's LUMO and HOMO−1 orbitals
(see Fig. 5.5a, b).

In the band map of the clean metal surface displayed in Fig. 5.3a, the sp band
is clearly visible as a sharp bright line. The high intensity at Eb > 2 eV indi-
cates the onset of the Cu d band. After depositing and annealing a monolayer
of precursor molecules on the Cu(110) surface, the band map shows additional
intensities between EF and the onset of the Cu d band (Fig. 5.3b). There are
two emissions visible, one close to EF and another close the metal d band. The
corresponding k maps at Eb = 0.11 eV and 1.83 eV are displayed in Fig. 5.3c, d,
respectively. The clear features in the k maps prove the successful on-surface syn-
thesis after annealing the as-deposited precursor molecules. Additionally to the
molecular emissions, the sp band of the metal is still visible as a sharp line in both
k maps along k 001 = 0.00 Å−1. The exact positions of these sharp lines in k 11̄0,
however, vary depending on Eb from 1.30 Å−1 (at Eb = 0.11 eV, Fig. 5.3c) to
1.55 Å−1 (at Eb = 1.83 eV, Fig. 5.3d). This minor shift is in agreement with the
parabolic dispersion of the sp band visible in both band maps in Fig. 5.3a, b.

5.3.3 POT

Fig. 5.3c, d shows the k maps of the sample after the successful chemical reaction
corresponding to binding energies of Eb = 0.11 eV and 1.83 eV indicated by light
blue and red dashed horizontal lines in the band map of Fig. 5.3b. The k map at
Eb = 0.11 eV (Fig. 5.3c) displays two bright, round emissions at (± 1.8, 0.0) Å−1

and two pairs of elongated emission lobes at (± 1.0, ± 1.6) Å−1 suggesting a
reasonably well-organized organic �lm. Yet, some degree of disorder in the layer is
observed, considering the radial emission at a radius of k∥ = 1.6 Å−1. The k map
measured at Eb = 1.83 eV appears rather di�use due to the vicinity of the Cu
d band. Nevertheless, six emission lobes are clearly visible.

Note that due to the di�use emission intensity in both k maps, the comparison
of experimental and theoretical k maps is hindered if deconvolution is considered
(see Section 5.5.1). We therefore additionally compare the experimental k map
recorded at Eb = 0.11 eV to theoretical k maps of four di�erent molecule/sub-
strate systems using radial intensity pro�les (Section 5.5.2). Since both of these
approaches require simulations, these are presented in the following section.
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Figure 5.3: Band maps and k maps
Band maps measured along the [11̄0] direction of Cu(110) in an energy range of 3 eV
below EF for a clean Cu(110) and b after adsorbing and annealing the precursor
molecules. c, d k maps of the sample after the chemical reaction at Eb = 0.11 eV
and 1.83 eV corresponding to the light blue and red dashed horizontal lines in b.

5.4 DFT calculations

For the three reaction products, namely kekulene, iso-kekulene-down, and iso-
kekulene-up, observed by STM after the thermal reaction of the precursor on
Cu(110), DFT calculations are performed to �nd the energetically favored adsorp-
tion site as well as the electronic structure of the molecule/metal interface. Cal-
culations of the three molecule/Cu(110) interfaces are used to compare simulated
and experimental k maps as well as STM contrast in Section 5.5.

Geometry relaxations are performed using the PBE-GGA functional including van
der Waals corrections according to Tkatchenko and Sche�er (TS) [183]. Five layers
of Cu(110) were used in the simulation with atoms in the bottom three layers �xed,
while the topmost two layers were allowed to relax. For iso-kekulene (up and down
con�gurations), the unit cell dimensions of a = 16.07 Å and b = 15.06 Å (θ = 62◦)
are used in the calculation in agreement with the values from experimental LEED
data (a = 16.35 Å, b = 15.34 Å, θ = 62◦). A �at-lying kekulene molecule, however,
does not �t into this unit cell. Since STM does not show any signi�cant asymmetry,
a tilted kekulene molecule can also be ruled out. Therefore, an enlarged unit cell
is used in the calculations of kekulene/Cu(110) (a = 17.75 Å and b = 17.57 Å,
θ = 90◦), which �ts best to the experimental STM data (Section 5.3.1).
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5.4 DFT calculations

The calculations were by performed by A. Reichmann in the framework of his
Master's thesis [182]. The resulting most favorable adsorption sites are judged by
the total energies of the system Etot, the adsorption energies Ead de�ned in the
previous chapter (page 99, Eq. 4.1) and the simulated adsorption heights discussed
�rst in this section. This is followed by the calculated electronic properties of the
adsorbate layers performed by P. Puschnig and analyzed in this work in Section
5.4.2. k maps of the molecule/substrate systems at two binding energies are dis-
cussed in the end of this chapter, which will be compared to experimental data in
Section 5.5.

5.4.1 Geometry relaxations

In the beginning, geometry relaxations are performed for kekulene on Cu(110)
located at the top, short bridge (SB), long bridge (LB), and hollow (H) sites
oriented with its zigzag-edges either along the substrate's [001] or [1̄10] directions.
For these 8 di�erent adsorption con�gurations, the most stable con�guration is
found to be the LB site with kekulene's zigzag-edge parallel to the [001] direction
of the Cu(110) substrate considering the total energies Etot of the systems.

Adsorptionzigzag Etot ∆Etot Ead Ead h̄C

site along (eV) (eV) (eV) (eV/nm2) (Å)

top

[001]

−1185.76 0.73 � � 2.52

SB −1185.93 0.55 � � 2.39

LB −1186.75 0.73 � � 2.43

H −1185.70 0.79 � � 2.37

top

[1̄10]

−1185.21 1.28 −7.94 −2.55 2.54

SB −1185.82 0.67 −8.55 −2.74 2.46

LB −1186.49 0 −9.22 −2.96 2.41

H −1185.98 0.51 −8.71 −2.79 2.48

Table 5.1: Total and adsorption energies of kekulene/Cu(110)
Total energies Etot and adsorption energies Ead in eV and eV/nm2. Average adsorp-
tion heights of carbon atoms h̄C in Å. Calculations were performed for kekulene
in the top, short bridge (SB), long bridge (LB), and hollow (H) sites of Cu(110)
oriented with its zigzag-edge along the substrate's [1̄10] and [001] directions.

129



5 Identi�cation of Nonplanar Iso-kekulene on Cu(110)

This is in agreement with the molecule's orientation observed in STM mea-
surements of full monolayer coverage (see Fig. 5.2e). This con�guration is
∆Etot = 0.51 eV more stable than the second stable H site. All calculated total
and adsorption energies of kekulene on Cu(110) can be found in Table 5.1.

For both iso-kekulene species, the orientation of the molecules on the Cu(110) is
found to be same as for kekulene from STM experiments. Therefore, we use the
same preferential azimuthal orientation from the geometry relaxations of kekulene
for the geometry relaxations of both iso-kekulene con�gurations. Geometry relax-
ations for iso-kekulene oriented in the other high symmetry reaction are therefore
not performed, which leaves the investigation of four adsorption sites with the
molecule oriented in the same direction as kekulene. This is iso-kekulene's arm-
chair edge parallel to the [001] direction.

The calculated total energies Etot and adsorption energies Ead for iso-kekulene on
Cu(110) are presented in Tab. 5.2. For iso-kekulene-up/Cu(110), DFT predicts
the LB site as the most favorable adsorption site considering Etot � the same as
for kekulene � with a clear energetic di�erence of 0.42 eV to the second stable
adsorption site (H). Contrary, in the case of iso-kekulene-down/Cu(110), the H
position is calculated as the most favorable adsorption site � 0.52 eV more stable
than the LB site of iso-kekulene-down/Cu(110).

In the course of this chapter, we will show that theoretical predictions of iso-
kekulene-down at the H site do not agree with experimental POT data. Instead,
predictions based on iso-kekulene-down at the LB site � the same adsorption site
as iso-kekulene-up and kekulene � matches the experimental data. Therefore, we
will show the simulations of iso-kekulene-down/Cu(110) in both adsorption sites
� H and LB � to be compared to experimental POT data in Section 5.4.2.

To correlate the theoretical results from the geometry relaxations to the experi-
ment, the total energies of the systems are not suitable, because the calculations
for kekulene required a larger unit cell than those for iso-kekulene. The obtained
Etot and Ead are therefore not comparable. To this end, Ead is divided by the unit
cell areas (kekulene/Cu(110): 311.9Å2; iso-kekulene/Cu(110): 213.9Å2) resulting
in the adsorption energies per area given in the last columns of Tabs. 5.1, 5.2.

According to these comparable quantities, kekulene is predicted to be least sta-
ble on the Cu(110) surface (Ead = −2.96 eV/nm2). This is in agreement with
experimental STM data, where for a complete monolayer only 8 % of the metal
surface is covered with kekulene molecules and 92 % with iso-kekulene. The values
of Ead/nm2 for iso-kekulene-up (LB) and -down (H and LB) show a preference
for iso-kekulene-up at the LB site (Ead = −4.07 eV/nm2). We can thus un-
ambiguously conclude that on Cu(110), iso-kekulene is more stable than kekulene
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considering Etot and Ead. Nevertheless, a preference of either iso-kekulene-up or
iso-kekulene-down has to be taken with care due to the di�erent possibilities of
calculating Emol and Esurf in Eq. 4.1 which would presumably slightly change the
computed Ead. Namely, Emol and Esurf could either be calculated in the geometries
as in the molecule/substrate system or in geometries that are separately relaxed
for either the molecule or the substrate. In this work, the �rst variant is computed.

The simulated relaxed adsorption con�gurations of iso-kekulene-up, iso-kekulene-
down, and kekulene in the LB positions of Cu(110) as well as iso-kekulene-down
at the H site as obtained by DFT are illustrated in Fig. 5.4. The �gure displays
the adsorption con�gurations in top views as well as in two side views.

Iso- Adsorption Etot ∆Etot Ead Ead h̄C

kekulene site (eV) (eV) (eV) (eV/nm2) (Å)

up

top −979.38 1.09 −7.62 −3.56 2.69

SB −979.76 0.71 −8.00 −3.74 2.59

LB −980.47 0 −8.71 −4.07 2.48

H −980.05 0.42 −8.29 −3.88 2.57

down

top −978.87 1.44 −6.78 −3.17 2.87

SB −978.97 1.34 −6.88 −3.22 2.87

LB −979.79 0.52 −7.70 −3.60 2.67

H −980.31 0 −8.22 −3.84 2.60

Table 5.2: Total and adsorption energies of both iso-kekulene
conformers on Cu(110)

Total energies Etot and adsorption energies Ead in eV and eV/nm2. Average ad-
sorption heights of carbon atoms h̄C in Å. Calculations were performed for iso-
kekulene-up and iso-kekulene-down in the top, short bridge (SB), long bridge (LB),
and hollow (H) sites of Cu(110).
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Figure 5.4: Simulated iso-kekulene and kekulene on Cu(110)
Top and side views of the relaxed adsorption geometries to be most stable according
to DFT. a Iso-kekulene-up in long bridge (LB) site, b iso-kekulene-down in hollow
(H) site, c kekulene in LB site on Cu(110) as well as d iso-kekulene-down in LB
site. The color codes of the displayed atoms indicate their heights. The red color
represents the Cu substrate with dark red indicating the second Cu atom layer.
Blue color shows the adsorbed molecular species. DFT calculations by P. Puschnig.
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In this way, the degree of bending of the entire iso-kekulene molecule can easily
be visualized as well as the height of the two carbon atoms C1 and C2 facing the
center of the iso-kekulene molecules (see Fig. 5.1b, 2) with respect to the remaining
C atoms of the molecule. The color codes of the displayed atoms indicate their
heights. The red color represents the Cu substrate with dark red indicating the
second Cu atom layer. The blue color shows the adsorbed molecular species. The
exact adsorption heights are summarized in Tables 5.1 and 5.2 showing the average
height h̄C of all carbon atoms in Å.

According to DFT predictions, h̄C is comparably small for all four adsorbate con-
�gurations discussed in this section in comparison to that calculated for neutral
kekulene on Cu(111) (h̄C = 3.05 Å) reported in the previous chapter 4. The pre-
dicted value of 2.67 Å for iso-kekulene-down in the LB position is very similar as
the experimentally derived adsorption height of 2.66 Å for PTCDA on Cu(111)
[186], while the adsorption heights of iso-kekulene-up and kekulene on Cu(110) are
predicted to be even smaller (2.48 Å and 2.41 Å). Since the adsorption heights
are considerably smaller than the sum of van der Waals radii (3.17 Å calculated
from carbon in benzene rCvdW = 1.77 Å [187] and copper rCuvdW = 1.4 Å deduced
from organo-metallic compounds (methodologically least reliable) [187]), we can
unambiguously describe the interaction between iso-kekulene and kekulene with
the Cu(110) substrate as rather strong. This interaction can be described in more
detail consulting the electronic properties of the interfaces, which is discussed in
the next part of this work.

5.4.2 Electronic structure calculations

Orbitals of free molecules

The electronic properties of free molecules can be described using their orbitals.
The real-space representations of, e.g., HOMO and LUMO have characteristic
nodal structures which can be accessed experimentally by POT in terms of k maps.
The construction of k maps is described in Chapter 2.

The k maps of the molecule's HOMO−1, HOMO, LUMO, LUMO+1, and
LUMO+2 orbitals are plotted in Fig. 5.5 for free iso-kekulene and free kekulene
in a, b, respectively. Colored frames denote the particular orbitals HOMO−1
(green), HOMO (blue), LUMO (red), LUMO+1 (black) and LUMO+2 (light
blue). 1

1Kinetic energies of 28.5 eV and 30.1 eV were used for occupied and unoccupied states, respec-
tively, in correspondence to experimental POT data recorded at hν = 35 eV.
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Figure 5.5: Simulated k maps of free molecules and MOPDOS for
relaxed iso-kekulene and kekulene on Cu(110)

a, b k maps of HOMO−1, HOMO, LUMO, LUMO+1, and LUMO+2 framed in
green, blue, red, black, and light blue, respectively, of free iso-kekulene and keku-
lene, respectively. Calculated energies E−Evac are given below the corresponding
k maps. c, d Simulated densities of states of the complete molecule/substrate
systems projected onto these �ve molecular orbitals as solid lines and substrate
Cu atoms in orange-shaded areas. The calculations are based on the relaxed
adsorption species of smallest adsorption energy: c Iso-kekulene-up (LB); d iso-
kekulene-down (H) and e kekulene (LB). f Iso-kekulene-down in second stable LB
site. Gray dashed lines mark binding energies for k maps shown in Fig. 5.6. Cal-
culations by P. Puschnig.
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The k maps of HOMO−1 (green), HOMO (blue), and LUMO (red) are barely
distinguishable for iso-kekulene and kekulene, which shows that the nodal structure
of these orbitals is very similar. In the case of free kekulene, the k maps of LUMO
and LUMO+1 (Fig. 5.5b, red, black) both have their major emissions along kx = 0
with only a small di�erence in their ky position. Although there are weak additional
emissions in the LUMO+1 k map, these two orbitals are di�cult to discriminate
in POT and an overlap of the two would result in an elongated emission lobe along
kx = 0.

The k maps of LUMO+1 (black) and LUMO+2 (light blue) of kekulene and iso-
kekulene di�er more. In general, one might argue that the LUMO+2 is less prac-
tical, because it is not occupied in the case of the free molecules and thus does
not contribute to the photoemission. Only a substantial CT transfer of more than
four electrons would lead to an occupation of this orbital making it accessible in
POT. However, in the case of free kekulene, (E − Evac) of LUMO+2 is close to
that of the LUMO+1 (∆(E − Evac) = 0.01 eV). Therefore, it is worth taking it
into account in this discussion. Moreover, since the LUMO+1 and LUMO+2 of
kekulene are energetically close, it is not surprising that one of the two k maps
(Fig. 5.5b, light blue) exhibits the same pattern of four emission lobes as that
of the LUMO+1 of iso-kekulene (Fig. 5.5a, black). Therefore, it is reasonable to
directly compare the LUMO+1 of iso-kekulene (Fig. 5.5a, black) to the LUMO+2
of kekulene (Fig. 5.5b, light blue) in the following discussion.

Projected density of states and simulated k maps

If the molecules are adsorbed on a surface, metal and molecular states may begin
to overlap. As a consequence, the real-space distributions of the orbitals may
change and therefore also their k maps depending on the in�uence of the substrate.
The interaction between adsorbate and substrate can be approached using the
electronic properties of the interface calculated by DFT. Note that although DFT-
calculated binding energies are usually shifted due to the lack of an appropriate
treatment of exchange-correlation e�ects, di�erences in the theoretical MOPDOS
are observed for iso-kekulene-up (LB), iso-kekulene-down (H), kekulene (LB), and
iso-kekulene-down (LB) on Cu(110). A better agreement between theory and
experiment can give rise to the predominant adsorption species.

In this chapter, the electronic properties of the molecule/metal interfaces are ac-
cessed via the molecular orbital projected density of states (MOPDOS) calculated
by DFT. The results are displayed in Fig. 5.5c�f in an energy range of −1.0 eV
to 2.0 eV for iso-kekulene-up, iso-kekulene-down, and kekulene on Cu(110). The
orange-shaded areas display the plane-averaged charge density of all Cu atoms
and the colored lines the MOPDOS of the single orbitals (HOMO−1, HOMO,
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5 Identi�cation of Nonplanar Iso-kekulene on Cu(110)

LUMO, LUMO+1, and LUMO+2 in green, blue, red, black, and light blue). The
MOPDOS for the predicted most stable con�gurations iso-kekulene-up (LB), iso-
kekulene-down (H), and kekulene (LB) are plotted in Fig. 5.5c, d, and e, re-
spectively. As mentioned earlier, the H position of iso-kekulene-down turns out to
disagree with experimental data later, which is why the MOPDOS of this molecule
in the second stable LB site is plotted as well in Fig. 5.5f. The dashed gray lines
indicate the two binding energies of Eb = 0.1 eV and 1.3 eV for simulated k maps
of the molecule/Cu(110) systems shown in Fig. 5.6.

The MOPDOS of HOMO (blue) and HOMO−1 (green) show subtle di�erences
between the four adsorption con�gurations. Only for iso-kekulene-down (LB) one
orbital (HOMO) is stronger than the other, while for the other three adsorption
con�gurations, the course of the MOPDOS of HOMO and HOMO−1 is very sim-
ilar. Also the contribution of the substrate varies, since the MOPDOS of HOMO
and HOMO−1 either overlap with the metal d states partly (for iso-kekulene-down
(LB), Fig. 5.5f), completely (for iso-kekulene-up (LB) and -down (H), Fig. 5.5c, d)
or are energetically even located within (kekulene (LB), Fig. 5.5e) the metal
d band.

This is re�ected in the k maps simulated at Eb = 1.3 eV and plotted in Fig. 5.6e�h.
In particular, the vicinity to the Cu d band leads to stronger substrate contribution
and therefore more complicated emission patterns. Still, the six emission lobes of
the molecular orbitals, namely the two along k001 = 0 Å−1 from the HOMO−1 and
the remaining four from the HOMO, are clearly visible in the four k maps. In the
case of iso-kekulene-up and iso-kekulene-down at the LB sites (Fig. 5.6e, h), the
intensity of the HOMO is more prominent compared to that of HOMO−1, which
is why the four emission lobes from the HOMO are more intense. For iso-kekulene-
down at the H site (f), the emission lobes based on the two orbitals are similarly
intense, while in the case of kekulene/Cu(110) (g) the two lobes of HOMO−1
prevail. An identi�cation of the adsorption species upon comparison of these k
maps close to the metal d band to experimental data is, however, ambiguous due
to the strong substrate contribution in the experimental data (see Fig. 5.3d).

By de�nition, the LUMO+2, LUMO+1, and LUMO orbitals of free iso-kekulene
and kekulene molecules are not occupied. According to DFT calculations, this
changes upon adsorption on Cu(110), as can be seen from the red, black, and light
blue MOPDOS curves in Fig. 5.5c�f. In the case of iso-kekulene on Cu(110), the
contribution of the LUMO (red curves) dominates between 0.5 eV and 0 eV. This is
re�ected in the k maps of the complete molecule/substrate systems at Eb ≈ 0.1 eV
(see Fig. 5.6a, b,d), in which the two emission lobes along k001 = 0 Å−1 are stronger
compared to the others.
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5.4 DFT calculations
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Figure 5.6: Simulated k maps of iso-kekulene and kekulene on Cu(110)
Simulated k maps of iso-kekulene-up, iso-kekulene-down, and kekulene at the most
favorable long bridge (LB), hollow (H), and LB sites of Cu(110) according to DFT-
calculated adsorption energies in �rst, second, and third columns, respectively.
As well as iso-kekulene-down at the second stable LB site in the fourth column.
k maps simulated at a�d Eb = 0.1 eV and e�h 1.3 eV, respectively, calculated by
P. Puschnig.

For kekulene/Cu(110), however, theory predicts roughly equal contributions of
the former unoccupied states leading to six similarly intense emission lobes in the
k map in Fig. 5.6c. Due to this di�erence in the k maps, one could di�erentiate
whether kekulene or iso-kekulene is the preferred reaction product consulting ex-
perimental k maps, e.g., using deconvolution revealing a potential domination of
one orbital over the other (see Section 5.5.1).

A di�erentiation between the iso-kekulene con�gurations is more di�cult. Not
only in the data analysis, but also because the ratio between up and down (and
kekulene) could change from sample (position) to sample (position). Assuming
that the molecules are forced into the LB site according to STM, one could con-
sult the intensity ratio between the emission lobes from the LUMO and LUMO+1,
because in the MOPDOS of iso-kekulene-down (LB) (Fig. 5.5f) the LUMO clearly
dominates resulting in essentially two emission lobes at (± 1.7, 0) Å−1. A signi�-
cant contribution of the molecule's LUMO+1 would thus indicate iso-kekulene-up
to be the preferred adsorption product.
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5 Identi�cation of Nonplanar Iso-kekulene on Cu(110)

5.5 Discussion

In this section, experimental and theoretical POT data are discussed from two dif-
ferent perspectives: either using deconvolution or intensity pro�le analysis. More-
over, experimental STM images are compared to theoretical ones. The results of
POT and STM are combined to evaluate the in�uence of the substrate's symmetry
to the �nal reaction product of the thermally induced on-surface synthesis.

5.5.1 Deconvolution

In the present chapter, we deconvolute experimental POT data in a binding energy
range of 0.5 to −0.2 eV using the theoretical LUMO and LUMO+1 k maps of
free iso-kekulene presented in Fig. 5.5a. Note that using the k maps of free
kekulene (Fig. 5.5b) results in the same outcome since the molecule's k maps are
very similar. Additionally, because POT is an area-averaging technique and STM
already shows that three di�erent species are formed on the Cu(110) surface, it
is not possible to identify individual species using the deconvolution. Instead it
may be possible to evaluate a preferred reaction product and to get experimental
binding energies of the two orbitals.

But, before reviewing the deconvolution result, it is important to take a closer look
at the experimental data. An experimental k map recorded at Eb = 0.14 eV is
shown in Fig. 5.7a. It is important to note the di�use radial emission intensity in
the experimental k map, which indicates some disorder in the molecular layer. This
could result from a not full monolayer coverage or that POT was measured at room
temperature (note that STM was measured at 100 K). The di�use background
intensity cannot be captured in the deconvolution scheme, where only the very
localized emission lobes from the theoretical k maps of LUMO and LUMO+1 are
taken into consideration.

The deconvolution result
∑

i ai(Eb) · Ii(k∥) is presented in Fig. 5.7b in comparison
to the experimental k map in a at the same Eb. The experimental MOPDOS of
LUMO in red and LUMO+1 in black are shown in panel c.

The direct comparison of experimental and �tted k maps shows that the the de-
convolution procedure exaggerates the contribution of the LUMO+1 since its four
emission lobes at (± 0.98, ± 1.52) Å−1 are too bright in the deconvolution re-
sult (b). Nevertheless, the deconvolution still suggests a weaker contribution of
LUMO+1 in comparison to the LUMO, which is in general in agreement with the
theoretical MOPDOS of iso-kekulene (Fig. 5.5). In contrast, for kekulene/Cu(110)
an equal contribution of LUMO and LUMO+1 is expected (Fig. 5.5e). The de-
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5.5 Discussion

convolution thus gives additional evidence that iso-kekulene is the major reaction
product. Interestingly, the experimental MOPDOS from the deconvolution sug-
gest that the LUMO+1 peaks at a smaller binding energy than the LUMO, which
is in contrast to the theoretical predictions. That the used exchange-correlation
functional does not su�ciently describe the energy alignment and/or the ratio
of the MOPDOS of single orbitals is known and has already been described for
bisanthene/Cu(110) in Section 3.2.3.
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Figure 5.7: Experimental k maps and MOPDOS
a Experimental k map I(Eb = 0.14 eV). b Theoretical k map

∑
i ai(Eb)· Ii(k∥)

from the deconvolution using the LUMO+1 (black) and LUMO (red) k maps
Ii(k∥) of free iso-kekulene (insets of c). c Fitting parameters ai(Eb) (experimental
MOPDOS) resulting from the deconvolution. Dashed gray line indicates the Eb

from the k map in b.

5.5.2 Intensity pro�le analysis

The experimental k map shown in Fig. 5.3c is compared to the theoretical k maps
simulated for di�erent adsorption con�gurations of iso-kekulene and kekulene on
Cu(110) (Fig. 5.6a � d) using intensity pro�les in Fig. 5.8. The used k maps are
replicated for convenience in Fig. 5.8a � e with their intensity pro�les plotted in f
and g. For the intensity analysis, a ring with an inner radius of 1.4 Å

−1
and �xed

width of 0.6 Å
−1

is de�ned within the k maps as indicated partly by the white
lines in Fig. 5.8a�e. The intensity along the ring is averaged radially and plotted
vs. its azimuthal angle in f and g. Since the k maps are twofold symmetric, only
a de�ned azimuthal angle range is plotted with φ = 0◦ located at the major lobe
at (k11̄0, k001) = (1.8 Å

−1
, 0.0 Å−1). The minor lobes are correspondingly found

at φ = ±60◦.

139



5 Identi�cation of Nonplanar Iso-kekulene on Cu(110)

At �rst, we focus on the strongest peak at φ = 0◦ visible in the experimental
intensity pro�le (Fig. 5.8f) and in three theoretical ones (Fig. 5.8g), namely
iso-kekulene-up (LB, white circles), kekulene (LB, blue circles), and iso-kekulene-
down (LB, black circles). In the k map of iso-kekulene-down at the H site (green
squares), this emission lobe is split in its k map (Fig. 5.8c) leading to two maxima
in the pro�le of iso-kekulene-down at the H site (green squares). In contrast, the
intensity pro�le extracted from the experimental k map (Fig. 5.8f) shows one
clear peak at φ = 0◦ which is neither broadened nor split into two peaks.
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Figure 5.8: Intensity pro�les in experimental and theoretical k maps
a Experimental k map. Simulated k maps including the substrate for the favored
adsorption sites of b iso-kekulene-up at the LB site, c iso-kekulene-down at the
H site and d kekulene (LB). e Iso-kekulene-down (LB). The white lines in the k
maps display the areas used for intensity averaging. Azimuthal intensity pro�les
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f experiment (red) and g DFT pro�les of iso-kekulene-up (white circles), iso-
kekulene-down (H) (green rectangles), kekulene (blue circles) and iso-kekulene-
down (LB) (black circles).

140



5.5 Discussion

Consequently, although DFT predicts the H site has energetically favored, POT
analysis shows that the corresponding theoretical k map does not match the exper-
imental one. Instead, the k maps calculated for the LB site agree better with the
experimental � for iso-kekulene-down, iso-kekulene-up and kekulene on Cu(110)
considering the emission from the LUMO orbital (φ = 0◦) in accordance with the
preferred adsorption sites of iso-kekulene-up and kekulene (both LB, see Tabs. 5.1
and 5.2).

In a next step, we look at the complete angular range in Fig. 5.8g. The blue curve
representing the intensity pro�le of the k map of kekulene has three strong peaks of
similar intensity: one at φ= 0◦ and two symmetric at φ=±60◦. In the experiment,
the intensity of the major peak at φ = 0◦ is ,however, considerably larger compared
to that of the peaks at φ = ±60◦ (Fig. 5.8f). Moreover, the theoretical pro�le of
kekulene (blue circles) does not show shoulders close the major peak at φ = ±23◦,
which is visible in the experimental pro�le (f). Consequently, we rule out kekulene
as a major reaction product in agreement with STM measurements, DFT, and the
deconvolution result.

The remaining pro�les to be discussed are those of iso-kekulene-up and -down,
both in the LB site, plotted in white and black circles in Fig. 5.8g. In both
pro�les, the major peak has only one maximum and is considerably larger than
the peaks of the minor lobes at φ = ±60◦. Moreover, shoulders at φ = ±23◦ are
present in both cases. Qualitatively these pro�les thus agree with the experimental
pro�le, which corroborates that iso-kekulene-down is not adsorbed in the H site
as predicted initially by DFT. Evaluating whether the theoretical k map of iso-
kekulene-up or -down agrees better with the experiment would not be conclusive,
because the ratio of the two molecules (and kekulene) could change from sample
to sample and the position on the sample.

5.5.3 DFT-simulated STM-contrast

Based on the geometry relaxations in Section 5.4.1 and the results from POT
experiments, STM contrast is simulated for the three reaction products at the
LB site of the Cu(110) surface. For convenience, the experimental STM image at
monolayer coverage is replicated in Fig. 5.9a.

The simulated STM contrast of the two iso-kekulene species and kekulene on
Cu(110) is presented in Fig. 5.9b, c, respectively. It is obvious that the con-
trast of iso-kekulene-up in STM (Fig. 5.9a: experimentally, white dashed frame
and b top: theoretically) is dominated by one bright protrusion, which can there-
fore easily be identi�ed. The di�erence between iso-kekulene-down (Fig. 5.9b,
bottom) and kekulene (c) on Cu(110) is more subtle, because the contrast of both
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5 Identi�cation of Nonplanar Iso-kekulene on Cu(110)

species is predicted to be relatively homogeneous. However, the hexagonal shape
of the kekulene molecule contrasts with a rather pentagonal shape for iso-kekulene-
down visible in the DFT predictions and also in the experimental STM images.
The three con�gurations on Cu(110) are consequently unambiguously identi�able
in STM measurements.
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Figure 5.9: Experimental and theoretical STM
a Experimental STM micrograph of kekulene and conformers of iso-kekulene on
Cu(110) (U = −1.0 V, I = 0.21 nA). b Simulated STM images (U = −1.0 V) for
iso-kekulene-up, iso-kekulene-down, and c kekulene at the LB sites of Cu(110) in
correspondence to the white (dashed and dotted) and blue frames in the experimen-
tal STM image, respectively. Experimental STM image by Q. Fan. Calculations
by P. Puschnig.

5.5.4 Relation between substrate symmetry

and reaction products

In the introduction of this chapter, we focused on the in�uence of the substrate's
surface orientations on the reaction product of an on-surface synthesis. In combi-
nation with the previous chapter 4, we are able to identify the reaction products
of the thermal reaction of the precursor molecule on Cu(111) and Cu(110).

In the previous chapter 4, we �nd that the thermal reaction of the precursor on
the three-fold symmetric Cu(111) surface results in primarily kekulene molecules
that are also three-fold symmetric, if the small alternating out-of-plane bending of
the inner hydrogen atoms is taken into account (otherwise D6h symmetry group).
In this chapter, the combined analysis of experimental POT and STM data as well
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5.5 Discussion

as DFT calculations reveal that changing the underlying substrate to the two-fold
symmetric Cu(110) alters the �nal reaction products.

At monolayer coverage, the three methods state that the leading reaction product
is iso-kekulene, while kekulene is formed as a side product. According to STM
statistics by Q. Fan, the ratio of these reaction products is 92% : 8% based on an
image size of 30 × 30 nm2 (showing in total 266 molecules). Although this method
only samples a small area of the Cu crystal, POT con�rms this outcome with
photoemission from a surface area of 2 mm × 0.5 mm 2. The two-fold symmetric
iso-kekulene is thus identi�ed as the main product on the two-fold Cu(110) surface.

We speculate that the reason for the preference of iso-kekulene on the surface has
its origins early in the on-surface synthesis protocol, namely in the stability of
the as-deposited precursor on Cu(110). Two aspects may play a role here, which
are discussed one after another. First, the rotation of the phenanthrene units and
their bulkiness. Second, the overall size of the precursor conformers C1 and C2.

As depicted in Fig. 5.2b, the precursor adsorbs with two phenanthrene units �at
on the surface. The third unit rotates around the two adjacent single bonds either
away or towards the molecule's center resulting in conformers C1 and C2. In the
case of C2, the armchair edge of the phenanthrene unit forms the outer edge of
the molecule, while in C1 all phenanthrene units have their zigzag-edges at the
periphery of the molecule. Note that the zigzag-edge of the phenanthrene unit
requires more space than the armchair edge. Due to the attached hydrogen atoms,
particularly those in the molecule's center, the part of the phenanthrene unit facing
the center is rotated away from the underlying substrate to gain space. In the case
of C2, the zigzag-edge is thus pointing towards the vacuum side and the armchair
edge towards the substrate. This is reversed for C1, which means that the more
bulky part of the phenanthrene unit points towards the underlying substrate. As a
consequence, the two �at-lying phenanthrene units are presumably pushed further
away from the metal in the case of conformer C1, which decreases the interaction
strength between molecule and metal.

In addition to the bulkiness of the two conformers, their actual sizes may play a de-
cisive role in the further reaction pathway and the �nal reaction product. Accord-
ingly, conformer C2, which is of rather pentagonal shape, requires less space on the
surface compared to the hexagonal C1. At monolayer coverage, more C2 molecules
can therefore be present on the surface which reduces the total energy of the sys-
tem. Since C2 transforms into iso-kekulene after dehydrogenation, iso-kekulene is
the main product on the surface. This argument is, however, independent of the
underlying Cu orientation.

2Personal communication with H. Kirschner, 20.09.2022.
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5 Identi�cation of Nonplanar Iso-kekulene on Cu(110)

After all, most of these aspects do not include any properties of the underlying
substrate. We therefore turn to the actual reaction product, iso-kekulene (and
kekulene) on Cu(110) and their interplay with the Cu surface. DFT, POT, and
STM reveal that iso-kekulene molecules align with their armchair-edge parallel to
the [11̄0] direction, which means perpendicular to the Cu rows of Cu(110).

According to DFT, the preferred adsorption site is the LB site for kekulene and
iso-kekulene-up and the H site for iso-kekulene-down. In both adsorption sites,
the carbon atoms C1 and C2 of the inwards rotated phenanthrene unit are then
predicted to be between two Cu rows (see Fig. 5.4a, d). In the down conforma-
tion of iso-kekulene, the two carbon atoms can thus come closer to the surface
and "attach" to the Cu(110), which increases the interaction strength, i.e., the
hybridization of the metal and molecular states and facilitates charge transfer
from the surface to the molecule. In fact, this interpretation only applies to iso-
kekulene-down, which turns out to be the preferred reaction product according to
STM (see page 127).

Coming back to the actual adsorption sites, DFT predicts iso-kekulene-up and
kekulene at the LB site, while the total energy Etot of iso-kekulene-down is signif-
icantly smaller (0.52 eV, see Tab. 5.2) at the H site compared to the LB site. The
di�erence in Etot is presumably due to a larger occupation of former unoccupied
orbitals upon adsorption at the H site (compare MOPDOS of iso-kekulene-down
replicated in Fig. 5.10b, d). However, taking a closer look at the simulated ad-
sorption con�gurations in the top view (replicated in Fig. 5.10a, c) shows that the
lateral distance between the carbon atoms C1 and C2 and the top substrate layer
is smaller, if iso-kekulene-down is adsorbed at the H site (panel c) in contrast to
the LB site in a (considering the Cu atoms in the red�yellow color code, not the
dark red atoms which refer to the Cu layer beneath). Accordingly, the C atoms C1

and C2 of iso-kekulene-down encounter more space at the LB site. Note that the
theoretical results based on the LB site agree with experimental STM and POT
data.

5.6 Conclusion

In this chapter, the thermally-induced reaction of specially designed precursor
molecules on Cu(110) is investigated using experimental STM measurements, DFT
calculations, and the combined theoretical and experimental technique POT.

In contrast to a nearly exclusive formation of kekulene on Cu(111), we �nd that
three di�erent species are formed on the Cu(110) surface. Therein, the ratio of the
three species occurs to be coverage dependent. At sub-monolayer coverage,

144



5.6 Conclusion

0.2

0.0
0.1

-0.2
-0.1

Dz  (Å)Cu h  (Å)C

2.0
2.1
2.2

2.3
2.4
2.5

2.6
2.7
2.8

2.9
3.0
3.1

3.2
3.3
3.4

3.5
3.6

Iso-kekulene-down / Cu(110) LB Iso-kekulene-down / Cu(110) H

LUMO+1

LUMO+2

LUMO

a b

E  (eV)B

0

x [001] (Å)

4 6 8 10121416
2
4
6
8

10
12
14

y 
[1

1
0
] 
(Å

)

-0.5

M
O

P
D

O
S

 (
a
.u

.)
x [001] (Å)

4 6 8 10121416 0

4
6
8

10
12
14
16

y 
[1

1
0
] 
(Å

)

-0.5

M
O

P
D

O
S

 (
a
.u

.)

E  (eV)B

c d

Figure 5.10: Iso-kekulene-down H vs. LB on Cu(110)
Top views and MOPDOS of the relaxed adsorption geometries of Iso-kekulene-
down at the a, b long bridge (LB) site and c, d hollow (H) site. For the top view
sketches, the color codes of the displayed atoms indicate their heights. The red
color represents the Cu substrate with dark red indicating the second Cu atom
layer. The blue color shows the adsorbed molecular species. In the MOPDOS, the
colors refer to the former unoccupied molecular orbitals LUMO (red), LUMO+1
(black), and LUMO+2 (blue). DFT calculations by P. Puschnig.

the proportion of three-fold kekulene molecules is doubled in comparison to mono-
layer coverage, where only 8% of the surface are occupied by kekulene molecules.
The formation of two-fold symmetric iso-kekulene is thus preferred on the Cu(110)
surface. From STM measurements, we observe that the molecules arrange in a
close-packed manner oriented in the same direction. According to theory, how-
ever, the obtained unit cell dimensions from LEED experiments only match the
size of the iso-kekulene molecules, while for the calculation of kekulene/Cu(110) a
larger unit cell is required. In combination with the observations from STM, this
suggests that the as-deposited precursor molecules (in both con�gurations C1 and
C2) already arrange in a closed-packed manner at ML coverage. Upon annealing,
six hydrogen atoms are relieved. Dependent on the initial adsorption con�gura-
tion of the precursor molecule, either kekulene or iso-kekulene is formed. Since the
adsorption of the precursor con�guration C2 (resulting in iso-kekulene upon ther-
mal treatment) is favored due to its overall smaller size, the arrangement of these
molecules proclaim the �nal unit cell dimension in which the kekulene molecules
are forced.

In this chapter, we have demonstrated that it is possible to di�erentiate planar
molecules from their nonplanar isomers with POT although this technique was
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originally thought to be limited to planar organic molecules. Nevertheless, it was
shown that POT can be successfully used to determine the adsorption geometry of
nonplanar molecules [211] as well as identifying nonplanar adsorption geometries
of planar molecules [AH10, 212]. In the present case, however, we are speci�cally
able to distinguish, which of the species is dominantly formed on the metal surface.
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6 | Incidence-Angle-Dependent
POT to Approach Spherical
Wave Approximation

This chapter discusses a speci�c geometry used in POT experiments, in which
the polarization vector of the incident photon beam ϵ and the wave vector of the
emitted photoelectrons in the �nal state kf are parallel. This case is referred to
as A ∥ k condition in the literature, or equivalently ϵ ∥ kf condition. In this
case, the PW �nal state approximation is mathematically equivalent to the more
correct independent atomic center approximations [41, 42]. Following a sugges-
tion by Bradshaw and Woodru� (2015 New J. Phys. 17 013033), we produce k
maps in which the ϵ ∥ kf condition is ful�lled in each k position, exemplary for
three systems, namely benzene (C6H6)/Pd(110), bisanthene (C28H14)/Cu(110),
and graphene/SiC(0001), in order to investigate the accuracy of the plane-wave
approximation.

A dedicated journal article is currently in preparation.

The careful planning, acquisition, and analysis of the experimental POT data
have been my part in this project. POT experiments were conducted together with
colleagues from Karl-Franzens-Universität in Graz, Forschungszentrum Jülich, and
Physikalisch Technische Bundesanstalt Berlin.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

6.1 Introduction

In POT, the �nal state of the photoemitted electron is approximated by a sim-
ple plane wave. This approximation has been viewed very critically in the PES
community [13, 84�88] and abandoned in the 1980s [7, 41, 67, 78, 80, 81, 213�
217]. The POT approach was speci�cally questioned again in 2015 by Bradshaw
and Woodru� [42]. In particular, the authors elaborate in which conditions POT
is likely to fail. At the same time, the authors suggest speci�c experiments in
order to verify the technique's limits of applicability. One of these suggestions
deals with the description of the �nal state by a simple plane wave, because the
excited photoelectron would be better described by a spherical wave [7, 80, 213�
215]. Fortunately, there is one speci�c experimental geometry for each direction of
photoemitted electrons (namely the direction of the polarization of the incoming
photon beam) in which the plane wave and independent atomic center approxi-
mations give exactly the same result. Namely, if the polarization vector of the
exciting electromagnetic wave ϵ is parallel to the momentum kf of the emitted
photoelectron in the �nal state. Mathematically this means that ϵ · kf = 0 or
expressed di�erently |ϵ · kf | = |ϵ| · |kf |. This condition is referred to as ϵ ∥ kf

condition in this work.

Such an experiment has been suggested by Bradshaw and Woodru� [42] in order to
verify the foundations of POT. Naturally, it is unfeasible to design an experiment
in which at one sample geometry the ϵ ∥ kf condition would be ful�lled in the
complete k map. Instead, a synthetic k map has to be constructed, each k point of
which represents the photoemission intensity measured under the ϵ ∥ kf condition.
Such a k map is further called Iϵ∥kf

(kx, ky) map. Its construction requires the
measurement of multiple k maps recorded at di�erent incidence angles α denoted
as Iα(kx, ky) maps in this chapter. The mathematical description behind and the
construction of the Iϵ∥kf

(kx, ky) map is described in detail in Section 6.3.

In this work, we carried out incidence-angle-dependent POT experiments for three
di�erent well-known systems, namely benzene/Pd(110) and bisanthene/Cu(110)
exemplary for molecular systems and the 2D material epitaxial monolayer graphene
(EMLG) on SiC(0001). Using well-studied systems in this analysis is advanta-
geous, because their preparation is established and their electronic structure can
be checked using data from the literature. Therefore, it is possible to concentrate
on the resulting Iϵ∥kf

(kx, ky) maps. Basic information about the electronic struc-
ture of the investigated samples is given in the following. All POT measurements
shown in this chapter were recorded with the toroidal electron analyzer (TEA)
(see Section 2.4.4).
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6.2 Investigated systems

6.2 Investigated systems

6.2.1 Benzene/Pd(110)

Benzene has been studied extensively for over 150 years. Adsorbed on vari-
ous metallic surfaces, the molecule's electronic structure, orientation, adsorption
heights, and adsorption sites were investigated experimentally [218�225], and the-
oretically [226�233]. Benzene is particularly interesting as a model system for
small hydrocarbons, e.g., for their adsorption and electronic properties on metal
surfaces. The poor quasi-periodicity of benzene's orbital distribution becomes ap-
parent looking at its frontier orbitals having only one nodal plane perpendicular
to the molecular plane. Therefore, the emission from its orbitals leads to a greater
spread in k space and broader emission features which are di�cult to pinpoint. In
a collaboration of scientists from Graz, Berlin, and Jülich, ARUPS experiments
of benzene/Pd(110) were presented in 2019 [34]. We reproduce their molecular
layer in this work using the same sample preparation protocol and the same ex-
perimental setup. Consulting their k maps, we prove a successful preparation of
benzene/Pd(110). In particular, the Pd(110) crystal was cleaned in multiple sput-
tering and annealing cycles before it was exposed to a background dose of benzene
at a base pressure of 5 · 10-8 mbar for 5 min at RT. For details about the molecular
arrangement on the surface and its electronic structure, see Egger et al. [34].

Band maps

To verify a successful preparation of the molecular layer, we record band maps
in the two high-symmetry directions [11̄0] and [001] of Pd shown in Fig. 6.1a, b,
respectively. The energies are de�ned as E − Evac = hν − Ekin referenced against
the vacuum level as energy zero (Evac = 0), as also in Ref. [34]. The band maps are
dominated by the emission from the metal d states between EF at E−Evac = 4.0 eV
and approximately 8 eV in agreement with the results by Egger et al. [34]. A
comparison to the clean substrate (see EDC of clean Pd in the [11̄0] direction
in Fig. 6.1c, black curve) reveals that any photoemission intensity observed at
energies larger than 8 eV does not originate from the substrate, but has to stem
from the molecular layer. The prominent emissions at approximately 9 eV are
therefore assigned to the molecular states of lowest energy.

According to DFT, these states are predicted to be the degenerate π1 and π2
orbitals belonging to the irreducible representation e1g of free benzene simulated
in the D6h symmetry. Both real-space orbitals only have one nodal plane which
results in a similar pattern of two emission lobes in each of their k maps (Fig. 6.1f).
The only di�erence between their k maps is their orientation in k space.
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Figure 6.1: Band maps and k maps of benzene/Pd(110)
Band maps recorded along the substrate's high symmetry directions a [11̄0] and
b [001] (both recorded with hν = 25 eV). c Averaged photoemission intensity for
benzene/Pd(110) in a k∥ range of ± 2Å−1 resulting the energy distributions curves
(EDC) along [11̄0] and [001] in red and blue, respectively. EDC of clean Pd(110)
recorded at hν = 25 eV in [11̄0] direction averaged in same k∥ range in black.
d Reference k map reproduced from the original data of Ref. [34] and e own k map
of benzene/Pd(110), both recorded at E−Evac = 9.25 eV, hν = 31 eV, α = 40◦,
and integrated in energy windows of 0.2 and 0.18 eV, respectively. Colored rings
in e mark regions of interest (ROI) representing the orbitals π1 and π2 in red and
blue, respectively. Additional emission features are marked with white arrows.
f Averaged photoemission intensity of ROI plotted as a function of E − Evac.
k maps of π1 and π2 of free benzene in red and blue, respectively.
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6.2 Investigated systems

Accordingly, the two emission lobes of π1 are along the [11̄0] direction of the
substrate if adsorbed on Pd(110), where no emission from π2 is found. In contrast,
the emission from π2 can be discerned in the [001] direction, where no emission
from π1 is expected. Egger et al. [34] observed an energetic splitting of 0.3 eV
between these two states experimentally in agreement with a theoretical value
of 0.2 eV for the molecule/substrate system, but in contrast to the degeneracy
theoretically predicted for free benzene.

To inspect the degeneracy lifting reported by Egger et al. [34] in our experimental
data, the photoemission intensities of the two band maps in Fig. 6.1a, b are
integrated in k∥ ranges of ± 2 Å−1 around the Γ point (k∥ = 0 Å−1). The resulting
EDCs from the [11̄0] and [001] directions are displayed as red and blue lines in
Fig. 6.1c, respectively. The shoulders visible at E − Evac ≈ 9 eV represent the
emission from the two π orbitals. To evaluate their exact energetic positions, we
subtract a non-linear baseline and �t the residual curves with Gaussian functions
(not shown). As a result, the energies E − Evac are evaluated as 9.24 eV and
9.35 eV for π1 and π2, respectively. The degeneracy lifting of the two π orbitals is
thus con�rmed, however, with a reduced energetic splitting of 0.11 eV in contrast
to 0.3 eV (experiment) and 0.2 eV (theory) reported in literature [34].

k maps

An additional indication for a successful preparation of benzene/Pd(110) in accor-
dance with the experiment in Ref. [34] is given by k maps. Fig. 6.1d, e displays
k maps measured at the same E − Evac = 9.25 eV recorded at hν =31 eV, one
reproduced from the original data of Ref. [34] (d) and another produced in this
work (e). The emission from the π1 orbital is visible as two large, dominating lobes
along the [11̄0] direction of the substrate. In the k map reproduced from Ref. [34]
in Fig. 6.1d, these features appear broader compared to those in Fig. 6.1e, however,
this impression may be in�uenced by the more intense background in the former
one. The weak features along the [001] direction originate from the π2 orbital.
Their weak intensities again suggest that the two orbitals are not degenerate, i.e.,
the maxima of the corresponding intensities are shifted in energy.

The energetic splitting of the two orbitals is tested again using the k map displayed
in Fig. 6.1e. In this measurement, k maps are recorded in an energy window of
E−Evac = 8.85 eV to 9.65 eV. Integrating the intensity over a particular k region
and plotting it against E − Evac produces EDCs comparable to the MOPDOS
obtained from the theoretical calculation. To this end, we choose two circular
regions of interest (ROIs) capturing the photoemission intensities of either the π1
or π2 orbital in the k maps as illustrated by the red and blue circles in Fig. 6.1e,
respectively.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

The experimentally obtained MOPDOS are displayed in Fig. 6.1f as red and blue
curves for π1 and π2, respectively. The two orbitals peak at very similar E −Evac

with an energetic shift of 0.08 eV. This is similar to the evaluated shift from the
EDCs (0.11 eV, panel c) but still contrary to the previously stated energy di�erence
of 0.3 eV in Ref. [34].
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Figure 6.2: k maps of benzene/Pd(110) and clean Pd(110)
k maps recorded at E − Evac = 9.25 eV with hν = 25 eV for benzene/Pd(110)
and clean Pd(110) in sample geometries of a, b α = 0◦ and c, d α = 45◦.
k maps of benzene are plotted with individual color scales, while the maps of clean
Pd(110) have the same intensity scaling. Red and blue circles denote emission
features originating from the π1 or π2 orbitals, respectively. The white arrows
mark the dispersion of the π2 orbital. The white, dashed lines indicate where
there is emission intensity for benzene/Pd(110) in a, c, yet no intensity for clean
Pd(110) in b, d along a circle with radius 1.3 Å−1.
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6.2 Investigated systems

Apart from the emission features of the π1 and π2 orbitals in the k maps shown in
Fig. 6.1d, e, two additional intensities can be discerned along the [001] direction
at k001 ≈ 1.4 Å−1. These intensities do not resemble the characteristic patterns
of either π1 or π2, which both constitute of only two large emission lobes each
(insets in Fig. 6.1f). No other orbital is predicted at this energy. Egger et al. [34]
ascribe these additional intensities to the π2 orbital which strongly interacts with
two adjacent Pd atoms of the close-packed Pd-rows. However, at �rst glance, it
cannot be excluded that these features originate from the underlying substrate.
Note that a comparison to the clean substrate was not presented in Ref. [34].

Figure 6.2 shows k maps of benzene/Pd(110) and clean Pd(110) recorded in two
di�erent experimental geometries, namely incidence angles of α = 0◦ and α = 45◦,
at hν = 25 eV and the same E − Evac = 9.25 eV as in Fig. 6.1. The k maps of
clean Pd are plotted according to the same color scale to show that the substrate-
related emission intensity highly increases in grazing incidence geometry. The red
and blue circles in panels a and b indicate the emission lobes of the molecular π1
and π2 orbitals located at a radius of k∥ ≈ 1.3 Å−1. This radius is indicated by
the dashed, white lines. In the k maps of clean Pd(110) (panels b, d), there is a
clear attenuation in intensity along this k∥ radius. Since the additional intensities
(marked with white arrows in Fig. 6.2a, c) likewise appear at this radius, we
can clearly assign them to molecular features and exclude that these intensities
originate from the substrate. Instead, it appears reasonable to assign the origin of
these additional intensities to the dispersion of the π2 orbital as a consequence of
its strong interaction with the substrate as suggested by Egger et al. [34].

6.2.2 Bisanthene/Cu(110)

The successful on-surface synthesis of bisanthene from DBBA was demonstrated by
Simonov et al. [148]. Frontier π orbitals of bisanthene on Cu(110) were studied by
Yang et al. using the POT technique in 2019 [35], while the molecule's molecular
orbitals below the Cu d band are subject of this work's chapter 3 published in 2022
[AH9]. Bisanthene/Cu(110) is thus well-studied using POT and it is reasonable
to choose it in this chapter discussing the ϵ ∥ kf condition as well. Additionally,
the system is particularly suitable, because it's preparation is well-known and the
k maps of LUMO and HOMO show characteristic and clear features (Fig. 3.4).
In contrast to the k maps presented for benzene/Pd(110) in Figs. 6.1, 6.2, the
interaction of bisanthene with Cu(110) is rather small. As a consequence, the
k maps of the molecule's frontier orbitals do not di�er substantially from those
calculated for the free molecule. A comparison between experimental k maps
and calculated ones based on the PW �nal state approximation therefore seems
straightforward, which is an advantage in this chapter.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

6.2.3 Epitaxial monolayer graphene

Graphene is the most classic example of 2D materials studied extensively from
varying points of view. A controlled formation of high quality epitaxial graphene
is achieved on the Si-terminated 6H-SiC surface. The initial carbon layer prepared
by thermal decomposition of the SiC(0001) surface is, however, still covalently
bonded to the Si atoms of the SiC crystal. This so-called zero-layer graphene
(ZLG) is composed of sp2 and sp3 hybridized C atoms and therefore does not
show the typical linear dispersion of the π and π* bands at the K point of the
hexagonal Brillouin zone (BZ) of graphene.

Upon further annealing, another carbon layer disengages from the SiC bulk. As
a consequence, the initial ZLG is lifted up and turns into a physically decoupled
graphene layer usually referred to as EMLG. A sketch of this construction of
layers is depicted in Fig. 6.3a with EMLG and ZLG marked with "G" and "Z",
respectively, and the �rst two SiC layers indicated by "1" and "2". Because of no
direct chemical interaction with the underlying ZLG, the electronic structure of
EMLG develops Dirac cones. This originates from the crossing of the π and π*
bands at the K point which marks EF in neutral graphene. This point in the band
structure is called the Dirac point. Note that due to the vicinity of ZLG and SiC
bulk, EMLG is doped resulting in partial occupation of the bands above the Dirac
point. In ARPES, this is seen as a shift of the band crossing point below EF.

Band maps of EMLG measured along the Γ�K and Γ�M directions are shown in
Fig. 6.3b on the right and left sides, respectively. These band maps are recorded
at hν = 87 eV to enlarge the visible k space beyond the 1st BZ. The energy
axis in Fig. 6.3b is given both, as E − Evac relative to the vacuum level and as
binding energy Eb relative to EF. The two directions in the BZ are illustrated in
the bottom left of Fig. 6.3b with red and blue arrows. In the band maps, many
bands of π and σ character are visible. For the construction of Iϵ∥kf

(kx, ky) maps,
we choose two di�erent energies of approximately E−Evac = 7.81 eV and 8.88 eV
indicated by the dashed and dotted, white lines in Fig. 6.3b.

The k maps recorded at these energies referred to as map A and map B corre-
spondingly both contain features of π bands. The one at higher binding energy
(map B) additionally includes emission intensity of bands with σ character. Rep-
resentative k maps for map A and map B, both recorded at hν = 87 eV, are shown
in Fig. 6.3c in the top and bottom, respectively. In both maps, the majority of
intensity originates from π bands. The only emission intensity of the σ band in
map B is marked by a white circle. For the construction of Iϵ∥kf

(kx, ky) maps
in this chapter, incidence-angle-dependent data sets are recorded at hν = 23 eV,
40 eV, 60 eV, and 85 eV for map A and hν = 60 eV, and 85 eV for map B.
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Figure 6.3: Band map and k maps of EMLG
a Side view model of epitaxial monolayer graphene (EMLG). Covalent bonds
within the graphene sheets and the SiC bulk are indicated in gray. "G" denotes
the EMLG layer and "Z" zero-layer graphene (ZLG). The numbers mark the �rst
and second Si-C bilayers of 6H-SiC(0001). Adapted from Ref. [234]. b Band maps
of EMLG recorded at hν = 87 eV in two directions Γ�K and Γ�M on the right and
left side of the �gure. Directions are indicated in the sketch of the Brillouin zone
(BZ) in the bottom left in blue and red, respectively. The energy axis in (eV) is
given as E − Evac (left) and binding energy Eb = Ekin − EF (right). The white
dashed and dotted lines mark the used energies for the k maps referred to as map
A and map B, respectively. c k maps of map A and map B recorded at E − Evac

of approximately 7.81 eV and 8.88 eV, respectively, hν = 87 eV, and α = 3◦. The
white circle in map B encircles emission intensity of a σ band. The remaining
intensity stems from π bands.
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6.3 Data analysis procedure

To construct synthetic Iϵ∥kf
(kx, ky) maps automatically from individual

Iα(kx, ky) maps measured at di�erent incidence angles, a dedicated python
script was written. For the Iα(kx, ky) maps, the script calculates the positions in
k space for which the ϵ ∥ kf condition is ful�lled and extracts the photoemission
intensity at these positions. Note that the experimental Iα(kx, ky) maps in this
work are measured by the TEA, where for each incidence angle the sample is
rotated azimuthally along its normal to create a Iα(kx, ky) map. Therefore, the
region of the Iα(kx, ky) map where the ϵ ∥ kf condition is ful�lled, corresponds
to a ring with a constant radius kϵ∥kf

(α) depending on the chosen α and Ekin.
Merging these rings from di�erent Iα(kx, ky) maps at one photon energy results in
the �nal complete Iϵ∥kf

(kx, ky) map. This procedure is explained in detail in the
following, using an example of the HOMO of bisanthene/Cu(110).

To ful�ll the ϵ ∥ kf condition, the polarization vector ϵ of the exciting electro-
magnetic wave has to be parallel to the wave vector kf (i.e., emission direction)
of the emitted photoelectron. This implies for the experimental geometry that
the direction of the incoming beam should be perpendicular to the direction of
the emission, while the polarization of the electric �eld is in the same plane. For
the TEA, the former requirement is automatically ful�lled if p polarized light is
used, because the analyzer accepts electrons emitted exclusively in the plane of
incidence (the one containing the photon beam and the sample normal) of the
photoelectrons. This geometry is exemplary shown in Fig. 6.4 for α ≈ 60◦.

x
y

z
k

θ
α

ϵ

Figure 6.4: Experimental ϵ ∥ kf geometry
Illustration of experimental geometry exemplary for an incoming photon beam
(yellow line) with incidence angle α ≈ 60◦. Electrons are emitted in all directions,
but only those with momenta kf parallel to the polarization vector of the exciting
electromagnetic wave ϵ ful�ll the ϵ ∥ kf condition (red line). In this case, the
incidence and polar angles α and θ give a right angle.
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6.3 Data analysis procedure

In general, the photoelectrons are characterized by the direction of emission, i.e.,
the polar (θ) and azimuthal (ϕ) emission angles, and the kinetic energy Ekin. The
distribution of photoemission as a function of these is converted into k space to
create Iα(kx, ky) maps displaying the photoemission intensity at a constant energy
vs. kx and ky.

In the Iα(kx, ky) maps, each (kx, ky) point corresponds to a speci�c k∥
(k∥ =

√
k2x + k2y), which can also be expressed in terms of Ekin and θ using

k∥ =

√
2meEkin

ℏ
· sin θ. (6.1)

The ϵ ∥ kf condition implies that α + θ = π
2
. Hence, Eq. 6.1 can be rewritten as

k∥(α) =

√
2meEkin

ℏ
· sin(π

2
− α). (6.2)

Since α and Ekin do not change while measuring one Iα(kx, ky) map corresponding
to the chosen incidence geometry, there is only one speci�c |k∥| per Iα(kx, ky) map
to ful�ll the ϵ ∥ kf condition. This k∥ corresponds accordingly to a circle in the
Iα(kx, ky) map around the Γ point which is further referred to as kϵ∥kf

(α) radius.
In other words, the k points in each k map, for which the ϵ ∥ kf condition is
ful�lled, are located on a circle around the center of the k map with a radius of
kϵ∥kf

. For di�erent Ekin and α, the circle will vary because of di�erent k∥ to ful�ll
ϵ ∥ kf . The chosen Ekin is �xed by the binding energy Eb or E−Evac of the spectral
feature under examination for every used photon energy hν (Ekin = hν − Eb).
The in�uence of the incidence angle α thus remains to be investigated.

Due to technical reasons in the experimental setup of the TEA, the incidence
angle in our experiments is varied from zero to at most 69◦. As a consequence,
the constructed Iϵ∥kf

(kx, ky) map is restricted to a certain k∥ range. The exact
range again depends on the used Ekin. Its inner (outer) edges correspond to the
k∥ calculated for the largest (smallest) measured α. In a real measurement series,
it is crucial that the emission features of the orbital under investigation is located
between the inner and outer borders. In Fig. 6.6, this is illustrated using the
example of bisanthene HOMO recorded at Eb = 1.12 eV.

Figure 6.5 illustrates the basic idea behind the construction of a Iϵ∥kf
(kx, ky) map

schematically from individual Iα(kx, ky) maps recorded at �ve di�erent incidence
angles α. From each Iα(kx, ky) map, a ring of de�ned radius and width marked
in green will be cut out, which represents the emission intensity where the ϵ ∥ kf

condition is ful�lled for this individual α. These rings are further referred to as
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i
ϵ∥kf
α (kx, ky) rings. How the radii and widths of the i

ϵ∥kf
α (kx, ky) rings come about

is explained later in this section using the example of bisanthene HOMO. These
rings colored in green in Fig. 6.5 are cut out from each Iα(kx, ky) map, and �nally
merged to form the Iϵ∥kf

(kx, ky) map. The yellow areas indicate the remaining
parts of Iα(kx, ky) maps that will not contribute to the �nal Iϵ∥kf

(kx, ky) map.

amax amin

Ia

I  ϵ||kf

Figure 6.5: Construction of Iϵ∥kf
(kx, ky) map

Sketch describing the construction of a Iϵ∥kf
(kx, ky) map from k maps recorded at

di�erent incidence angles (Iα(kx, ky) maps). Areas, where the ϵ ∥ kf condition is
ful�lled are marked in green, while others are colored in yellow.

Figure 6.6a, b shows a Iα(kx, ky) map of bisanthene's HOMO recorded at α = 40◦

(I40◦(kx, ky)). The colored circles in panel a denote the kϵ∥kf
(α) radii for which

the ϵ ∥ kf condition is ful�lled exemplary for α = 0◦, 31◦, 49◦, and 61◦ in green,
yellow, blue, and red, respectively. In our experiment, α was varied in 3◦ steps
(starting from 1◦). To construct the Iϵ∥kf

(kx, ky) map, we cut out rings at these
radii from each Iα(kx, ky) map as marked by dashed colored lines in Fig. 6.6b.

The width of these i
ϵ∥kf
α (kx, ky) rings ∆kϵ∥kf

(α) depends on the adjacent kϵ∥kf
(α)

radii and can be described mathematically using
∂k∥(α)

∂α
and the incidence angle

step ∆α:

∆kϵ∥k(α) =
∂k∥(α)

∂α
·∆α =

√
2meEkin

ℏ
· cos(π

2
− α) ·∆α (6.3)

The maximum deviations from the ϵ ∥ kf condition in each Iϵ∥kf
(kx, ky) map is

then given by the largest i
ϵ∥kf
α (kx, ky) ring width ∆kϵ∥k (αmax) divided by a factor

of two. ∆kϵ∥k (αmax)/2 and will be provided for each Iϵ∥kf
(kx, ky) map.
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6.3 Data analysis procedure

Note that the largest ring width and thus the largest deviation between Iα(kx, ky)
and Iϵ∥kf

(kx, ky) maps occurs for the largest incidence angle, i.e., the inner border
of the Iϵ∥kf

(kx, ky) map. Conversely we observe the smallest deviation from the
ϵ ∥ kf condition at the outer border of the Iϵ∥kf

(kx, ky) map.

In an alternative approach providing an equidistant slicing of the Iα(kx, ky) maps
into rings of the same widths would require a non-equidistant variation of α. This
would, however, make the experimental procedure less feasible and less repro-
ducible.

Another important technical remark in the context of the ϵ ∥ kf experiment is that
the intensity of the photon beam used for the �rst Iα(kx, ky) map in the experi-
mental measurement series is larger compared to that of the last Iα(kx, ky) map
due to the decay operation mode of the storage ring, i.e., the decrease of the elec-
tron current in the storage ring and a corresponding decrease of the photon beam
intensity. The entire photoemission intensity of each Iα(kx, ky) map measured at
a particular incidence geometry therefore has to be normalized to the photon �ux.
This is performed by dividing the intensity in the i

ϵ∥kf
α (kx, ky) rings by the drain

current im(t) recorded during the measurement (see Section 2.4.6 for details).
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Figure 6.6: Data analysis procedure for HOMO of bisanthene/Cu(110)
Exemplary data analysis procedure in three intermediate stages. First two steps
show colored lines superimposed with the I40◦(kx, ky) map to display a kϵ∥kf

(α)

radii for which the ϵ ∥ kf condition is ful�lled for varying α and b i
ϵ∥kf
α (kx, ky)

rings, which are cut out in the �nal step to construct the Iϵ∥kf
(kx, ky) map. Colors

correspond to incidence angles of 0◦: green, 31◦: yellow, 49◦: blue, and 61◦: red.
c Iϵ∥kf

(kx, ky) map of bisanthene HOMO.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

The exemplary Iϵ∥kf
(kx, ky) map of bisanthene HOMO constructed from individual

Iα(kx, ky) maps measured at hν =35 eV and incidence angles from 0◦ to 64◦ is
shown in Fig. 6.6c. The Iϵ∥kf

(kx, ky) map shows that at this photon energy, the
chosen incidence angle range is su�cient to include all major molecular emission
features. If a smaller photon energy was used, these limiting smallest and largest
kϵ∥kf

(α) radii would have moved closer to the center of the Iϵ∥kf
(kx, ky) map. At

higher photon energies, a reversed trend would occur such as the emission lobes of
the orbital would be cut at small kϵ∥kf

(α) radii and important information would be
lost. It follows that the construction of Iϵ∥kf

(kx, ky) maps requires careful planning,
especially considering the used photon energy and incidence angle range.

In general, the Iϵ∥kf
(kx, ky) map would be best-suited to reconstruct the real-space

orbital by an inverse Fourier transform. This would lead to an experimentally-
derived periodicity of a particular orbital which could be comparable to theory. For
a three-dimensional reconstruction, however, multiple Iϵ∥kf

(kx, ky) maps recorded
at varying photon energies would be required in order to map the z-direction.
At the same time, the used photon energy can not be chosen freely as discussed
previously, because the experimentally limited incidence angle range and the pho-
ton energy de�ne the limiting smallest and largest kϵ∥kf

(α) radii where molecular
emissions are expected in the photoemission maps.

Additionally it is crucial to note that in other usual experimental setups than the
TEA, the incidence angle is �xed. The possibility to change the incidence angle
from zero to at most 69◦ in the experimental setup used in this work is rather
unique. The results obtained in this chapter using the TEA can thus be used to
benchmark those experimental setups, where the incidence angle is �xed.

Combining the two previous paragraphs leads to the objective of this chapter.
Namely, to estimate the ideal incidence angle for which a Iα(kx, ky) map agrees
best with the corresponding Iϵ∥kf

(kx, ky) map. To this end a series of analysis steps
is performed schematically illustrated in Fig. 6.7. In this analysis scheme, various
k maps, individual rings within those k maps or parameters are introduced, which
are brie�y explained in Tab. 6.1.

For the analysis of Iϵ∥kf
(kx, ky) maps, we �rst subtract the intensity of single

Iα(kx, ky) maps from the intensity of the Iϵ∥kf
(kx, ky) map resulting in residual

∆Iα(kx, ky) maps. This is shown in Fig. 6.7a, in which i
ϵ∥kf
α (kx, ky) rings are

again indicated by green color in the Iα and Iϵ∥kf
maps. The remaining areas in

the Iα(kx, ky) map are again colored in yellow. The bold lines denote the inner
and outer borders from the Iϵ∥kf

(kx, ky) map, since a comparison only makes sense
within these limits.
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6.3 Data analysis procedure

Term Explanation

∆α Incidence angle step.

Iα (kx, ky) Iα map: Typical k map recorded at one incidence angle α, equivalent
to k maps in the other chapters of this work.

kϵ∥kf
(α) k radius where the ϵ ∥ kf condition is ful�lled after Eq. 6.2.

∆kϵ∥kf
(α) The maps are split into rings, where the width ∆kϵ∥kf

is de�ned by

adjacent kϵ∥kf
(α) radii according to

∂k∥(α)

∂α
·∆α using Eq. 6.3.

i
ϵ∥kf
α (kx, ky) If the Iα maps are only cut into one ring, where the ϵ ∥ kf condition

is ful�lled, single ϵ ∥ kf rings are obtained. Mathematically, this con-
straint is achieved by the delta function where k =

√
k2x + k2y:

i
ϵ∥kf
α (kx, ky) = Iα (kx, ky) · δ∆α(k − kϵ∥kf

) (α). These rings are called
ϵ ∥ kf rings in the text.

iα(kx, ky) If the Iα map is split into rings of identical dimensions as the
i
ϵ∥kf
α (kx, ky) rings with mean radius kϵ∥kf

(α) and width ∆kϵ∥kf
(α),

the single rings are denoted as iα(kx, ky) rings.

Iϵ∥kf
(kx, ky) Synthetic k map in which the ϵ ∥ kf condition is ful�lled at each k point.

It is composed of all i
ϵ∥kf
α (kx, ky) rings.

∆Iα (kx, ky) Residual map where the intensity of one Iα map is subtracted from the
Iϵ∥kf

map, namely ∆Iα (α) =Iϵ∥kf
− Iα (α).

∆iα(kx, ky) If the ∆Iα map is split into rings of identical dimensions as the
i
ϵ∥kf
α (kx, ky) and iα(kx, ky) rings with mean radius kϵ∥kf

(α) and width
∆kϵ∥kf

(α), the single rings are denoted as ∆iα(kx, ky). This is equiva-

lent to the subtracted of single i
ϵ∥kf
α (kx, ky) and iα(kx, ky) rings of the

same dimensions.

A (α) k space area of rings de�ned by their mean radius kϵ∥kf
(α) and width

∆kϵ∥kf
(α) according to A = 2π · kϵ∥kf

·∆kϵ∥kf

ω (α) Weighting factor accounts for the e�ective contribution of individual
i
ϵ∥kf
α (kx, ky) rings in the Iϵ∥kf

(kx, ky) maps following Eq. 6.5.

∆inα (kx, ky) Normalized ∆iα(kx, ky) rings using A and ω (Eq. 6.6).

αbest Incidence angle corresponding to the smallest integrated intensity of
∆Iα (kx, ky) maps denoting the best agreement between Iα (kx, ky) and
Iϵ∥kf

(kx, ky) maps.

Table 6.1: De�nitions for data analysis
Explanation of terms used in the analysis of POT data ful�lling the
ϵ ∥ kf condition.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

In the residual ∆Iα(kx, ky) maps in Fig. 6.7b, there will be rings of zero and
non-zero intensity marked by white or blue color, respectively. Note that a non-
zero intensity in the ∆Iα(kx, ky) maps reveals a deviation between Iα(kx, ky) and
Iϵ∥kf

(kx, ky) maps.

The ∆Iα(kx, ky) maps calculated like this exemplary from �ve di�erent
Iα(kx, ky) maps are shown in Fig. 6.7b. Dependent on the used α, the ra-
dius of the ring with zero intensity (white) corresponding to the ϵ ∥ kf condition
varies. In the next step, the intensity within each complete ∆Iα(kx, ky) map
is integrated and plotted against the incidence angle α. An example for the
three ∆Iα(kx, ky) maps marked by purple, black, and red frames in Fig. 6.7b is
shown in panel d. Logically, the smallest integrated intensity of the ∆Iα(kx, ky)
maps denotes a good resemblance between Iα(kx, ky) and Iϵ∥kf

(kx, ky) maps. The
corresponding α is referred to as αbest.

A more detailed analysis of the single ∆Iα(kx, ky) maps is performed for individual
rings in the map in the next step presented in Fig. 6.7c, e. It allows to distinguish
to which degree the single rings in the Iα(kx, ky) maps contribute to the agree-
ment between Iα(kx, ky) and Iϵ∥kf

(kx, ky) maps. For this, each ∆Iα(kx, ky) map is
decomposed into single ∆iα(kx, ky) rings. The radii and widths of these rings is

chosen to be the same as those of the i
ϵ∥kf
α (kx, ky) rings to be directly comparable

to the Iϵ∥kf
(kx, ky) map.

∆Iα(kx, ky) =
∑
α

∆iα(kx, ky) (6.4)

The intensity of single ∆iα(kx, ky) rings where ϵ ∥ kf is consequently zero. Other
∆iα(kx, ky) rings will have certain intensities indicated in blue in Fig. 6.7a, b, c.

To compare the integrated intensities of these ∆iα(kx, ky) rings within one
∆Iα(kx, ky) map, they are normalized by two parameters, namely their k space
area A(α) and a weighting factor ω(α). The latter is calculated using the
Iϵ∥kf

(kx, ky) map and accounts for the e�ective contribution of individual

i
ϵ∥kf
α (kx, ky) rings therein:

ω =
i
ϵ∥kf
α (kx, ky)

Iϵ∥kf
(kx, ky)

. (6.5)

Rings containing meaningful spectral emission caused by an orbital or band fea-
tures correspondingly have a higher ω in contrast to rings containing mainly fea-
tureless intensity due to the background.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

The intensities of the individual ∆iα(kx, ky) rings within the ∆Iα(kx, ky) maps are
�nally normalized according to

∆inα(kx, ky) =
∆iα(kx, ky) · ω

A
(6.6)

resulting in normalized ∆inα(kx, ky) rings.

The integrated and normalized intensities of the individual∆inα(kx, ky) rings within
the ∆Iα(kx, ky) maps are plotted against their kϵ∥kf

(α) radii as exemplary shown
in Fig. 6.7e for the three ∆Iα(kx, ky) maps in panel b. Logically, these plots based
on k maps recorded at �xed α must show integrated intensities of zero at those
kϵ∥kf

(α) radii, where the ϵ ∥ kf condition is ful�lled. This allows to check whether
the calculations were performed correctly.

In Section 6.4, the above-described analysis procedure is applied to the Iϵ∥kf
(kx, ky)

maps of the three studied systems. The analysis of the individual ∆inα(kx, ky) ring
intensities and the integrated residual intensities (∆Iα(kx, ky)) are always described
side by side in this work. Later, this procedure is referred to as residual kϵ∥kf

ring
analysis.

6.4 Results

6.4.1 Benzene/Pd(110)

POT of benzene on Pd(110) introduced in Section 6.2.1 reveals two π states at
E−Evac = 9.24 eV and 9.35 eV with their broad emissions located between about
(k001, k11̄0)=(0.0, 1.2 � 1.3) Å−1 for π1 (in I40◦(kx, ky)), while that of π2 is po-
sitioned in the perpendicular direction. To capture the complete features in the
Iϵ∥kf

(kx, ky) map, a photon energy between 20 eV and 31 eV needs to be used in
this experimental measurement series.

Using a photon energy of 25 eV seems advantageous, because it provides a reason-
able k∥ range and photon �ux. Moreover, this energy has been routinely used for
di�erent POT experiments. In the incidence-angle-dependent measurement series,
α is varied from 15�60◦ in ∆α = 3◦ steps resulting in 17 individual Iα(kx, ky)
maps. The Iα(kx, ky) maps are recorded in the full azimuthal range of 360◦ to
ensure the two-fold symmetry of the spectral features already shown in Fig. 6.1.

Measuring Iα(kx, ky) maps close to normal incidence experimental geometries
(small α), we observe a strong parasitic emission in particular azimuthal ori-
entations of the sample caused by UV light re�ected by the sample back to
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6.4 Results

the analyzer slits. This is exemplary shown in Fig. 6.8a, c, for I6◦(kx, ky) and
I40◦(kx, ky). Therefore, it is not possible to use the complete Iα(kx, ky) maps
for the construction of the Iϵ∥kf

(kx, ky) map. Instead, only the upper halves
of the Iα(kx, ky) maps (positive k11̄0) is used in the following analysis shown in
Fig. 6.8b, d.

Note that only Iα>39◦(kx, ky) maps, where the parasitic emission is less prominent,
contain intensity in the k∥ range of (0.9 � 1.6) Å−1, where orbital emissions are
present. Accordingly, Iα<39◦(kx, ky) maps have only minor contribution to the
Iϵ∥kf

(kx, ky) maps due to the ω weighting factor from Eq. 6.5. Yet by mischance,
Iα(kx, ky) maps recorded at large α contributing more to the Iϵ∥kf

(kx, ky) maps
are more di�use as visible comparing Fig. 6.8b, d. The emission intensity in
the �nal Iϵ∥kf

(kx, ky) maps is thus more blurred than in, e.g., the I6◦(kx, ky) map
(Fig. 6.8b).
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plotted with individual color scales. hν = 25 eV, E − Evac = 9.25 eV.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

Fig. 6.9a�c shows three Iϵ∥kf
(kx, ky) maps constructed for E − Evac = 8.97 eV,

9.25 eV, and 9.54 eV. The map at E−Evac = 9.25 eV corresponds to the maximum
intensity of the π1 state of benzene on Pd(110) (see band map in Fig. 6.1a, b)
and therefore appears with maximal intensity. The Iϵ∥kf

(kx, ky) maps at 8.97 eV
and 9.54 eV (Fig. 6.9a, c) are o� the maximum of the π1 orbital emission and
accordingly have lower total intensities. In all Iϵ∥kf

(kx, ky) maps the intensity of the
outer edge (large k∥) is basically negligibly small. A discernible intensity develops
only with k∥ radii smaller than ≈ 1.56 Å−1 corresponding to Iα>40◦(kx, ky).

The radial intensity artifacts at the junctions between individual i
ϵ∥kf
α rings to some

extent disturb the pattern of orbital emissions making the analysis challenging. It
is therefore di�cult to get a clear picture of the Iϵ∥kf

(kx, ky) maps. To ease the
comparison of the three Iϵ∥kf

(kx, ky) maps, radial pro�le scans are performed.

To this end, the intensity is azimuthally integrated in the k∥ range of (1.0 � 1.6) Å−1

and plotted as a function of φ in a range of φ = ± 130◦ (see replicated Iϵ∥kf
(kx, ky)

maps from Fig. 6.9a�c superimposed with colored lines used for intensity integra-
tion in d�f).

Fig. 6.9g shows that the Iϵ∥kf
(kx, ky) maps constructed at varying energies have

slightly di�erent radial pro�les. Note that the emission from π1 is expected at
φ = ± 90◦, while that of π2 is to be seen at φ = 0◦. In agreement with the
experimental band maps presented in Fig. 6.1a, b and the ROI analysis shown in
panel f, in the intensity pro�le in Fig. 6.9 the emission of π1 (φ = ± 90◦) appears
stronger in comparison to the minor lobes at smaller E − Evac (red and magenta
curves). The pro�le at higher E − Evac of 9.54 eV (blue curve) has an enhanced
contribution of π2 again (no clear intensity attenuation at φ = 0◦) in agreement
with the extracted binding energies of π1 and π2 (Section 6.2.1). Thus, the �nal
Iϵ∥kf

(kx, ky) maps indeed reveal emission from both orbitals, π1 and π2.

The residual kϵ∥kf
ring analysis of benzene/Pd(110) is presented in Fig. 6.10a

and the integrated ∆Iα(kx, ky) maps in b. Looking at Fig. 6.10a, it appears that
the integrated intensities of ∆inα(kx, ky) rings from all residual ∆Iα(kx, ky) maps
reveal that the ∆Iα(kx, ky) maps based on Iα(kx, ky) maps of small α deviate more
from the Iϵ∥kf

(kx, ky) map compared to those recorded at larger α. This is seen in
Fig. 6.10a as an increase of ∆inα(kx, ky) of dark colored lines (small α). Note that
their intensity is increased for small kϵ∥kf

values of ≲ 1.4 Å−1 where we observed
molecular emissions in the Iα(kx, ky) maps. The enhanced disagreement is likewise
re�ected in the ∆Iα(kx, ky) maps with highest residual intensity at small α (dark
colored bars in panel b).
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Figure 6.9: Iϵ∥kf
(kx, ky) maps and intensity pro�les of benzene/Pd(110)

Iϵ∥kf
(kx, ky) maps of benzene/Pd(110) for energies E −Evac a 8.97 eV, b 9.25 eV,

and c 9.54 eV using the Iα(kx, ky) maps of α > 15◦. Same Iϵ∥kf
(kx, ky) maps from

a�c superimposed with d magenta, e red, and f blue lines for azimuthal intensity
integration resulting in g intensity pro�les.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

The best agreement between Iα(kx, ky) and Iϵ∥kf
(kx, ky) maps is quanti�ed by the

∆Iα(kx, ky) maps of smallest residual intensity determined at αbest =48◦ marked
with a black arrow in Fig. 6.10b. Importantly, the ∆inα(kx, ky) rings of this
∆Iα=48◦(kx, ky) map (orange curve in panel a) show a small residual intensity
in the k∥ range where the π1 and π2 states are observed between (1.2 � 1.3) Å−1.
The maximum deviation from the ϵ ∥ kf condition in the Iϵ∥kf

(kx, ky) is given by
∆kϵ∥kf

(αmax)/2 following Eq. 6.3 yielding 0.045 Å−1.

This analysis of the Iϵ∥kf
(kx, ky) maps of benzene/Pd(110) shows that a proper

planning of the experiment is vital. Moreover, we learn that an incidence ge-
ometry close to 48◦ provides an optimal condition close to the ideal Iϵ∥kf

(kx, ky)
map for benzene/Pd(110). Taking into account the integrated residual intensities
∆Iα(kx, ky), only the Iα(kx, ky) maps recorded at α =45◦, 51◦, and 54◦ in this work
deviate from the ideal α = 48◦ map by ≦ 10%. The Iα(kx, ky) map presented by
Egger at al. [34] was recorded at α = 40◦. In this work, the I40◦ map deviates
roughly 59% from the I48◦ map. This is also re�ected in the ∆inα(k∥) plot in panel
a looking at the red curves that reveal a considerable deviation between Iα(kx, ky)
and Iϵ∥kf

(kx, ky) maps in the signi�cant k∥ range between (1.2 � 1.3) Å−1, where
emission from the π1 and π2 states are observed.
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Figure 6.10: Residual kϵ∥kf
ring analysis of benzene/Pd(110)

a ∆inα(kx, ky) rings from all ∆Iα(kx, ky) maps. b Integrated intensities of
∆Iα(kx, ky) maps. Colors correspond to the incidence angles α = 15�60◦ from
dark blue to yellow. αbest (48◦) is indicated by a black arrow.
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6.4.2 Bisanthene/Cu(110)

The on-surface synthesis of bisanthene on Cu(110) from DBBA is introduced in
Section 6.2.2. Experimental k maps are recorded for the two frontier orbitals
LUMO and HOMO at Eb = 0.42 eV and 1.12 eV at incidence angles of α = 1�60◦

and α = 0�64◦, respectively, to construct their Iϵ∥kf
(kx, ky) maps.

Symmetrized Iϵ∥kf
(kx, ky) maps of both orbitals are presented in Fig. 6.11a, c.

The gap in the Iϵ∥kf
(kx, ky) map of the LUMO (a) is due to measuring a too small

azimuthal angle range. Note that the single k maps of bisanthene's LUMO were
recorded in smaller incidence angle steps (α = 2◦,3◦,5◦,6◦,8◦,9◦,11◦...) compared
to those of the HOMO (∆α = 3◦). This results in a smoother LUMO Iϵ∥kf

(kx, ky)

map (Fig. 6.11a), while borders between the i
ϵ∥kf
α rings are easily visible in the

HOMO Iϵ∥kf
(kx, ky) map (Fig. 6.11c).

The positions of emission intensities in k maps give rise to the real-space periodicity
of a particular orbital. In the k maps of bisanthene's LUMO and HOMO, the
main emission lobes are clearly de�ned in comparison to, e.g., large and rather
di�use emission lobes in the k maps of benzene (see Sec. 6.4.1). To evaluate the
k space positions of the main lobes for the two bisanthene orbitals, we choose two
di�erent approaches presented in Fig. 6.11. Iα and Iϵ∥kf

(kx, ky) maps are shown
in Fig. 6.11a�d, results of the �rst and second approach in panels e, g and f, h,
respectively.

First, the exact peak positions of the main emission lobes are extracted by vary-
ing the intensity contrast in the k maps such that only those pixels with highest
intensity remain. Their k positions are plotted in Fig. 6.11e, g for LUMO and
HOMO, respectively. Therein the blue crosses indicate the positions of the max-
imum intensity in the respective Iϵ∥kf

(kx, ky) maps. The positions of the crosses
in the green�black�red color code are extracted from Iα(kx, ky) maps recorded
from highest (green) to smallest (red) incidence angle. For both orbitals, we ob-
serve that the position of the intensity maximum is located at higher k values for
Iα(kx, ky) maps recorded at small α, while it shifts to smaller k values for larger
α. The di�erence in k∥ position found for the smallest and highest α is estimated
to ≈ 0.12 Å−1 for the LUMO and ≈ 0.18 Å−1 for the HOMO. The blue crosses
indicating the emission lobe position of the Iϵ∥kf

(kx, ky) maps are clearly located
at even smaller k positions, namely at k∥ = 1.53 Å−1 for bisanthene's LUMO and
k∥ = 1.54 Å−1 for the HOMO.
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6.4 Results

In the second approach, we extract intensity pro�les along the lines crossing the
main emission lobes in Fig. 6.11a�d for the Iα and Iϵ∥kf

(kx, ky) maps which
additionally gives rise to the line shape of the main intensity lobes of LUMO and
HOMO. The pro�les extracted from the Iϵ∥kf

(kx, ky) maps of LUMO and HOMO
are plotted as thick, blue lines in Fig. 6.11f, h, respectively. Those extracted from
the Iα(kx, ky) maps are displayed as colored lines. Note that the LUMO intensity
pro�les (f) of the Iα(kx, ky) maps recorded at large α (yellow curves) have a broader
peak in contrast to those at small α (dark curves). This di�erence in peak width
is not observed for bisanthene HOMO (h).

Considering the peak positions, the darker curves originating from k maps of
small α peak at larger k values, while pro�les from Iα(kx, ky) maps of larger α
(yellow curves) peak at smaller k values for both orbitals. This agrees with the
evaluated positions of the intensity maxima in the emission lobes in Fig. 6.11e, g
(large α → peak at smaller k∥). And again, the peak position of the Iϵ∥kf

(kx, ky)
map is observed at even smaller k values.

From both approaches, we learn that the main emission lobe is located at substan-
tially smaller k∥ positions in the Iϵ∥kf

(kx, ky) maps in contrast to the Iα(kx, ky)
maps. Considering that in the Iϵ∥kf

(kx, ky) maps, the ϵ ∥ kf condition is ful�lled
in the complete available k space, they are the most precise experimental evidence
for the orbital's real-space periodicity. As a consequence the Fourier transform
of Iϵ∥kf

(kx, ky) maps is supposed to result in an adequate experimentally-derived
real-space orbital. Although the latter is beyond the scope of this work, the k
positions of the main lobes extracted from the Iϵ∥kf

(kx, ky) maps can be compared
to those of k maps simulated for the free molecule. Accordingly, we �nd experi-
mental values of k∥ = 1.53 Å−1 for bisanthene's LUMO and k∥ = 1.54 Å−1 for the
HOMO. For the free bisanthene molecule calculated with the B3LYP functional,
values of k∥ = 1.57 Å−1 and k∥ = 1.64 Å−1 are obtained for LUMO and HOMO,
respectively. As a preliminary result we thus conclude that the experimentally-
obtained real-space expansion of the frontier orbitals under the ϵ ∥ kf condition
is larger compared to that obtained for typical experiments recorded at one α and
the calculations. A more detailed comparison to theory is, however, beyond the
scope of this work.

As mentioned earlier, the construction of Iϵ∥kf
(kx, ky) maps requires to measure

single k maps at multiple incidence angles. This is, however, not feasible in some
experimental setups, since the incidence angle is often �xed. Therefore, it is of
interest to on the one hand �nd out which incidence angle is needed for a particular
system to measure a k map which comes closest to the ideal Iϵ∥kf

(kx, ky) map. Or
on the other hand, how much a k map measured with a particular incidence angle
deviates from the Iϵ∥kf

(kx, ky) map.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

From the analysis presented in Fig. 6.11, we conclude that if the ideal posi-
tion of the main emission lobe according to the Iϵ∥kf

(kx, ky) map is prioritized, a
k map measured at a large α matches the Iϵ∥kf

(kx, ky) map best (green crosses in
Fig. 6.11e, g and yellow curves in f, h). However, there would still be a consider-
able deviation of the position of the main lobe and hence the real-space periodicity.

An alternative approach to evaluate which Iα(kx, ky) map comes closest to the
Iϵ∥kf

(kx, ky) map is the residual kϵ∥kf
ring analysis introduced in Section 6.3. The

analysis is presented in Fig. 6.12 for bisanthene LUMO in a, c and HOMO in
b, d, respectively.

Fig. 6.12a shows the integrated intensity of individual ∆inα(kx, ky) rings from all
residual ∆Iα maps for bisanthene LUMO revealing that the disagreement between
Iα and Iϵ∥kf

maps is more pronounced at ∆inα(kx, ky) rings closer to the center
of the maps. The highest total residual intensity ∆Iα is calculated for α = 18◦

as shown in Fig. 6.12c demonstrating a strong deviation from the Iϵ∥kf
(kx, ky)

map at this incidence geometry. The ∆Iα map of smallest residual intensity is
determined at αbest = 51◦ for bisanthene's LUMO revealing the best agreement to
the Iϵ∥kf

(kx, ky) map. The maximum deviation from the ϵ ∥ kf condition in the
Iϵ∥kf

(kx, ky) is given by ∆kϵ∥kf
(αmax)/2 following Eq. 6.3 yielding 0.042 Å−1.

In the case of the molecule's HOMO, the analysis is corrupted due to experimental
reasons. The Iα maps were recorded starting at α = 40◦ and reducing α in steps
of 3◦. After measuring I0◦ , α was set to 43◦ and increased further until reaching
α = 64◦. It seems that the correction of the photon �ux by the mirror current did
not succeed in this case. This can be seen in the jump of ∆Iα from α = 40◦ to
α = 43◦ in Fig. 6.12d. Nonetheless, looking at the measurements corresponding
to α > 43◦, we again see a local minimum in Fig. 6.11d at αbest = 52◦ showing the
best agreement of individual measurements performed at this incidence geometry
with the ideal Iϵ∥kf

(kx, ky) map.

The maximum deviation from the ϵ ∥ kf condition in the Iϵ∥kf
(kx, ky) is given

by ∆kϵ∥kf
(αmax)/2 following Eq. 6.3 yielding 0.064 Å−1. The larger deviation

compared to the LUMO is due to the slightly larger incidence angle step of 3◦

(HOMO) compared to 1◦ and 2◦ (LUMO).

Summing up for bisanthene/Cu(110), we �nd that Iα(kx, ky) maps of the molecule's
LUMO and HOMO come closest to the Iϵ∥kf

(kx, ky) maps if incidence angles of
αbest 51◦ and 52◦ are used, respectively. Considering the total residual intensities
∆Iα in Fig. 6.11c, d, a deviation of less than 10% from the ideal map is considered
as an appropriate map. In the case of bisanthene LUMO, this applies to incidence
geometries of α = 50◦ and 53◦, while for the HOMO the appropriate angular
range is slightly larger from α = 46�58◦.
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Figure 6.12: Residual kϵ∥kf
ring analysis of bisanthene/Cu(110)

a, b Integrated intensity of individual ∆inα(kx, ky) rings from all residual ∆Iα maps
for bisanthene LUMO and HOMO, respectively. c, d Integrated total intensities
of ∆Iα maps for bisanthene LUMO and HOMO, respectively. Colors correspond
to the incidence angles α = 1− 64◦ from dark blue to yellow. αbest is indicated by
black arrows.

In literature, POT studies on bisanthene/Cu(110) presented k maps recorded at
α =40◦ [AH9, 35]. Since this geometry is not within the appropriate angular range
found in this work, those measurements were consequently further away from the
ideal Iϵ∥kf

(kx, ky) maps.

Nevertheless, this deviation mainly concerns the position of the emission lobes
which shifts by at most ≈0.12 Å−1 for the LUMO and ≈0.18 Å−1 for the HOMO
considering the Iα maps recorded at smallest and highest α. The overall symme-
try yet remains, which allows qualitative analyses. Note that this analysis was
performed for the frontier π orbitals of bisanthene/Cu(110).

The results of bisanthene/Cu(110) presented in this section can also serve as ref-
erence for other systems including molecules of similar size. POT studies based
on experimental measurements using the TEA were typically recorded at α =40◦.
Other ARPES-based studies producing experimental k maps were recorded using
a NanoESCA PEEM that is operated at grazing incidence geometry with α =65◦

[25, 33, 235, 236]. These α used in literature are not within the appropriate angle
range found in this chapter and are therefore considered to deviate from the ideal
Iϵ∥kf

(kx, ky) map and hence also from the ideal spherical wave approximation.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

6.4.3 Epitaxial monolayer graphene

Basic information about EMLG is introduced in Section 6.2.3. Unlike molecular
systems discussed in this chapter so far, the electronic structure of the 2D material
graphene consists of bands dispersing in reciprocal space and energy. Therefore,
the Iα(kx, ky) maps of graphene (see Fig. 6.3) do not comprise localized emission
lobes at distinct k∥ positions, but show sharp band-like emission features in the
complete k space. Experimental Iα(kx, ky) maps of EMLG were recorded for two
di�erent energies E − Evac of approximately 7.81 eV and 8.88 eV that we refer to
as maps A and B, respectively. In the Iα(kx, ky) maps, we observe emission from
π bands or π and σ bands , respectively. Measuring at these varying E−Evac, it is
possible to evaluate how the contribution of di�erent bands changes with photon
energy.

For map A, photon energy dependent POT data of EMLG are recorded at
hν = 23 eV, 40 eV, 60 eV, and 85 eV at E −Evac of 7.69 eV, 7.87 eV, 7.86 eV, and
7.82 eV. The Iα(kx, ky) maps of individual photon energies shown in Fig. 6.13a,
b are created by integrating the intensities in energy windows of 0.18 eV
(hν = 23 eV), 0.37 eV (hν = 40 eV and 60 eV), and 0.45 eV (hν = 85 eV). The
slightly di�erent E − Evac cause varying intensity distributions at the π band
crossing at the M point at kx ≈ 1.5 Å−1 indicated by the blue arrows in Fig. 6.13.
For example at hν = 23 eV, there is one broad emission at this k position
(Fig. 6.13, left column), while for hν = 60 eV an intensity depletion is observed
indicated by the white lines (Fig. 6.13b, third column). The �nal Iϵ∥kf

(kx, ky)
maps are displayed in Fig. 6.13c and the residual kϵ∥kf

ring analysis in Fig. 6.14.

For map B, data sets are recorded at hν = 60 eV and 85 eV (both at
E − Evac = 8.88 eV) with both of their Iα(kx, ky) maps constructed from integra-
tion in an energy window of 0.41 eV. The results of map B are shown in Figs. 6.15
and 6.16.

Map A

I3◦ and I39◦ maps of map A are displayed in Fig. 6.13a, b for hν = 23 eV, 40 eV,
60 eV, and 85 eV from left to right. The most prominent di�erences between
two Iα(kx, ky) maps recorded at the same photon energy but di�erent α is the
intensity of the π bands (note the individual color scales). Similar to the results of
benzene/Pd(110) in Section 6.4.1, the data recorded at small α (a) have a weaker
π band intensity compared to those Iα maps of grazing incidence (b). Since these
Iα(kx, ky) maps are used for the construction of Iϵ∥kf

(kx, ky) maps, one would
expect that this intensity di�erence has an impact on the �nal Iϵ∥kf

maps.
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Figure 6.13: Map A: Iα and Iϵ∥kf
maps

a I3◦ , b I39◦ , and c Iϵ∥kf
maps. The k maps are recorded at varying photon energies

of 23 eV, 40 eV, 60 eV, and 85 eV displayed in the �ve columns from left to right
with E − Evac = 7.69 eV, 7.87 eV, 7.86 eV, and 7.82 eV. The color scales of the
k maps recorded at the same photon energy are adjusted. Correspondingly the
color scales of those recorded at 23 eV, 40 eV, and 85 eV are the same and hence
directly comparable. The total intensity scale of the I39◦ map at hν = 60 eV is
twice the intensity scale of the other two Iα maps of the same photon energy.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

Considering that i
ϵ∥kf
α (kx, ky) rings of large (small) radius originate from Iα(kx, ky)

maps recorded at small (large) α and the observation that I3◦ < I39◦ , we expect
that the intensity within the Iϵ∥kf

(kx, ky) maps diminishes at larger k values.

The Iϵ∥kf
(kx, ky) maps of EMLG map A are shown in Fig. 6.13c for the photon

energies 23 eV, 40 eV, 60 eV, and 85 eV from left to right. The maximum deviation
from the ϵ ∥ kf condition in the Iϵ∥kf

(kx, ky) is given by ∆kϵ∥kf
(αmax)/2 following

Eq. 6.3 yielding 0.042 Å−1, 0.063 Å−1, 0.077 Å−1, and 0.106 Å−1 for hν = 23 eV,
40 eV, 60 eV, and 85 eV, respectively. Against the previously mentioned expec-
tation, the photoemission intensity does not diminish at large k∥. Instead, the
emission from the π bands is visible in the complete available k space.

Note that the individual photon energies limit the available k space. As a con-
sequence, regions in k space where the ϵ ∥ kf condition is ful�lled are linked to
certain photon energies. In our exemplary used photon energies, the π band cross-
ing at the M point at kx ≈ 1.5 Å−1 (blue arrows in Fig. 6.13) is thus only mapped
according to the ϵ ∥ kf condition using hν = 23 eV. The crossing of these bands in
the second BZ indicated by green arrows in Fig. 6.13 is, however, only accessed at
larger photon energies � 85 eV in our example. To get a full picture regarding the
ϵ ∥ kf condition, it is therefore necessary to record data and construct Iϵ∥kf

maps
from experimental POT series at di�erent photon energies. This also means that
the evaluation of αbest for EMLG map A is done at the four used photon energies.

The residual kϵ∥kf
ring analysis for map A of EMLG is presented in Fig. 6.14a,

b, e, and f and the integrated total intensities of ∆Iα maps in c, d, g, and
h for the data recorded at hν = 23 eV, 40 eV, 60 eV, and 85 eV, respectively.
We observe that the ∆inα(kx, ky) rings of the Iα(kx, ky) maps closer to the center
deviate more from the Iϵ∥kf

(kx, ky) maps similar to the results of benzene/Pd(110)
and bisanthene/Cu(110) (Sections 6.4.1 and 6.4.2). This can be seen by the large
∆inα(kx, ky) values at smaller kϵ∥kf

particularly for Iα(kx, ky) maps recorded at
small α (dark curves) as exemplary indicated by the black brackets in Fig. 6.14b.
This e�ect is observed for all four data sets.

The best agreement between Iα and Iϵ∥kf
maps is judged by the integrated ∆Iα

maps presented in Fig. 6.14 c, d, g, and h. The smallest ∆Iα represents the ideal
α where the Iα maps come closest to the Iϵ∥kf

maps. This is indicated by black
arrows resulting in αbest = 42◦, 51◦, 45◦, and 51◦ for hν = 23 eV, 40 eV, 60 eV, and
85 eV, respectively. The evaluated variation of αbest is particularly interesting, be-
cause the same kind of band was investigated in all four incidence-angle-dependent
POT measurements. The only di�erences were the photon energies and the con-
sequential limited kϵ∥kf

ranges where the ϵ ∥ kf condition is ful�lled. However, no
trend is observed in the evaluated αbest with photon energy or kϵ∥kf

ranges.
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Figure 6.14: Map A: Residual kϵ∥kf
ring analysis

Integrated intensity of individual ∆inα(kx, ky) rings from all ∆Iα maps for map A
of EMLG at photon energies of a 23 eV, e 40 eV, f 60 eV, and i 85 eV. Total
intensities of ∆Iα maps at photon energies of c 23 eV, g 40 eV, h 60 eV, and
j 85 eV. Colors correspond to the incidence angles α = 3�54◦ for hν = 23 eV, and
60 eV, α = 3�57◦ for hν = 40 eV, and α = 3�66◦ for hν = 85 eV from dark blue
to yellow. αbest is indicated with black arrows.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

Map B

The results of the Iα maps recorded at E − Evac = 8.88 eV intersecting π bands
and the top of the σ band at the Γ′ point of EMLG's electronic band structure are
presented in Figs. 6.15 and 6.16. I3◦ and I39◦ maps are shown in Fig. 6.15a, b,
and c, d, respectively, recorded at photon energies of hν = 60 eV and 85 eV in the
left and right columns.

Another I3◦ map recorded at hν = 87 eV was already brie�y described in Sec-
tion 6.2.3 taking the band maps into consideration. In short, the round emission
intensity in the center of the Iα maps (marked exemplary with a white circle in
Iα maps recorded at hν = 60 eV in Fig. 6.15a, c) stems from a σ band, which is
further referred to as σ band emission. The remaining visible intensities in the Iα
maps is of π character. To refer to particular π band emissions, ellipses are drawn
into the k maps recorded at hν = 85 eV in Fig. 6.15b, d, which are speci�ed in
the following.

It is noticeable from the varying intensity scaling of the Iα maps in Fig. 6.15a�d
(0�1 vs. 0�0.25 for hν = 60 eV and 0�1 vs. 0�0.4 for hν = 85 eV) that again the
total intensity of the POT data recorded at smaller α is weaker. This is observed
for π and σ band emission intensities.

However, not only the total photoemission intensity of the π bands changes but
also their intensity distribution within the Iα maps. To address particular features
in the maps, red, white, and blue ellipses with di�erent line shapes are drawn
into Fig. 6.15b, d. The dotted ellipses denote π band emission intensity at the
border between the �rst and second BZ in red and white, respectively. The dashed
ellipses mark the symmetry equivalent π band emission intensities at the border
between the second and third BZ in white and blue, respectively. Interestingly,
the π band emission intensity in the second BZ (white ellipses) are throughout
weaker compared to their neighboring features (red or blue ellipses) for I3◦ and
I39◦ maps in b, d. Yet, comparing the π band emission intensities in the �rst (red
ellipse) and third (blue ellipses) BZ, the intensity ratio varies with α. In the I3◦
map (b), π band emission intensity in the third BZ is more intense than that in
the �rst BZ, while in the I39◦ map (d), this is vice versa (compare intensities in
the red and blue ellipses).

The �nal Iϵ∥kf
(kx, ky) maps of map B created from the POT series recorded at

hν = 60 eV and 85 eV are presented in Fig. 6.15e, f, respectively. Due to the
limited kϵ∥kf

ranges in the Iϵ∥kf
(kx, ky) maps given by the smallest and largest α,

some features visible in the Iα(kx, ky) maps are not captured anymore according
to the ϵ ∥ kf condition.
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Figure 6.15: Map B: Iα and Iϵ∥kf
maps

a I3◦ and b I39◦ maps. The k maps are recorded at di�erent photon ener-
gies of 60 eV and 85 eV displayed in the left and right columns, respectively.
E − Evac = 8.88 eV for all measurements of map B. The individual color scales
are indicated in the �gure. Solid white circles mark emission from the σ band,
dotted and dashed ellipses emission from the π bands in the �rst, second, and
third BZ in red, white, and blue. c Iϵ∥kf

(kx, ky) maps.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

This concerns the π band emission intensity at the border between the �rst and
second BZ for the maps recorded at both photon energies marked exemplary in
red and white in Fig. 6.15b, d, which is absent in both shown Iϵ∥kf

(kx, ky) maps
(e, f). The other π band emission intensities at the border between the second and
third BZ (white and blue ellipses) are again only visible in the Iϵ∥kf

(kx, ky) map
recorded at 85 eV. Since only the intensity ratio between the emissions marked
with the red and blue ellipses varied in the Iα(kx, ky) maps, a bare-eye distinction
which Iα(kx, ky) map agrees best with the Iϵ∥kf

(kx, ky) map is not possible.

The evaluation of αbest is thus again only achievable with the residual kϵ∥kf
ring

analysis shown in Fig. 6.16a, b and the integration of total intensities of ∆Iα maps
in c, d for the data recorded at hν = 60 eV and 85 eV, respectively. Again, the
kϵ∥kf

rings of the Iα maps closer to the center deviate more from the Iϵ∥kf
maps as

already observed for map A. In the case of map B, this deviation is, however, more
pronounced, because the individual curves in the kϵ∥kf

vs. ∆inα(kx, ky) plots decay
less steep. This means that the deviation between Iα and Iϵ∥kf

maps persists in a
larger kϵ∥kf

range.
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Figure 6.16: Map B: Residual kϵ∥kf
ring analysis

a, b Integrated intensity of individual ∆inα(kx, ky) rings from all residual ∆Iα maps
for map B of EMLG with Iα maps recorded at hν = 60 eV and 85 eV, respectively.
c, d Total intensities of ∆Iα maps for hν = 60 eV and 85 eV, respectively. Colors
correspond to the incidence angles α = 3�60◦ and α = 3�57◦ for hν = 60 eV and
85 eV from dark blue to yellow. αbest is indicated with black arrows.
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6.5 Conclusion and outlook

The best agreement between Iα and Iϵ∥kf
maps is again judged by the total in-

tensities of the residual ∆Iα maps presented in Fig. 6.16c, d). The smallest ∆Iα
represents the ideal α where the Iα maps come closest to the Iϵ∥kf

maps. This is in-
dicated in the corresponding Fig. 6.16c, d by black arrows resulting in αbest = 48◦

and 42◦ for hν = 60 eV and 85 eV, respectively. The maximum deviation from the
ϵ ∥ kf condition in the Iϵ∥kf

(kx, ky) is given by ∆kϵ∥kf
(αmax)/2 following Eq. 6.3

yielding 0.079 Å−1, and 0.096 Å−1 for hν = 60 eV and 85 eV, respectively.

6.5 Conclusion and outlook

The resulting αbest and the estimated maximal deviation from the ϵ ∥ kf condition
∆kϵ∥kf

(αmax)/2 of all investigated systems are summarized in Tab. 6.2. Note
that the data set of bisanthene/Cu(110) HOMO (marked with * in Tab. 6.2)
su�ers from technical artifacts, but still provides valuable information giving a
clear minimum in the α-∆Iα-plot.

In total, three data sets for molecular systems (benzene/Pd(110) and bisan-
thene/Cu(110) LUMO and HOMO) and six data sets for graphene provide
valuable results concerning the ϵ ∥ kf condition and the desired incidence geome-
try at which the typically recorded k maps come closest to the ideal Iϵ∥kf

maps.
As a result, the average αbest yields 50◦ for the three data set of molecular systems
with a standard variation of 1.5◦. For the EMLG data sets, the average αbest
is calculated to 47◦ with a standard variation of 3.7◦. We �nally conclude that
k maps recorded at α = 49◦ ± 3 ◦ resemble their corresponding Iϵ∥kf

(kx, ky) map,
in which each position in k space ful�lls the ϵ ∥ kf condition, best. The estimated
error is predominantly <0.1 Å−1 and increased with the used photon energy.

Note that for benzene/Pd(110) and all EMLG data sets, the iα(kx, ky) rings of the
Iα maps closer to the center (large α) deviate more from the Iϵ∥kf

(kx, ky) maps
those rings with larger radius (small α). In the case of the molecular system, this
trend may arise from the generally higher total intensity of k maps recorded at
grazing incidence or due to the fact that the molecular feature only comes into
play at a certain k∥ radius closer to Γ. Nevertheless, this observation is likewise
recognized for data sets recorded at two di�erent E − Evac of EMLG measured
at six photon energies, with photoemission intensity uncon�ned in the complete
available k space. The latter aspect given for the molecular system, namely that
there is a better agreement between Iα and Iϵ∥kf

maps when the i
ϵ∥kf
α rings cut

the decisive emission feature, is therefore disproved.
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6 Incidence-Angle-Dependent POT to Approach Spherical Wave Approximation

Benzene/ Bisanthene EMLG

Pd(110) LUMO HOMO Map A Map B

hν 25 35 35 23 40 60 85 60 85

αbest (◦) 48 51 52* 42 51 45 51 48 42
∆kϵ∥kf

2
(Å−1) 0.045 0.042 0.064 0.042 0.063 0.077 0.106 0.079 0.096

Table 6.2: Results of incidence-angle-dependent POT
Investigated systems (benzene/Pd(110), bisanthene/Cu(110), and
EMLG/SiC(0001)) and used photon energies in eV. Incidence angles αbest
of Iα maps determined with best agreement to the Iϵ∥kf

(kx, ky) maps. Data sets
marked with * had technical artifacts (see Section 6.4.2). Maximum deviation
from ϵ ∥ kf condition evaluated by ∆kϵ∥k (αmax)/2 (Eq. 6.3) given in Å−1.

The evaluated, αbest of α =49◦ ± 3 ◦ allows to draw two important conclusions
concerning already measured POT data. In ARUPS measurements using con-
ventional systems, such as the Scienta SES-200 analyzer, the takeo� angle of the
photoemitted electrons can only be changed by rotation of the sample. In normal
emission, the direction of the incoming light beam is then �xed to 47◦, e.g., at the
machine located at University of Graz [237, 238], which matches our estimated
αbest. Retrospectively, k maps measured by these systems and reported in the
literature come close to the ideal Iϵ∥kf

(kx, ky) maps.

This statement also applies to POT data measured with the TEA to some extent,
because the typical incidence angle was set to α = 40◦ [AH3, AH6, 32, 34, 35,
238]. Although this value is not within the estimated range of α = 49◦ ± 3◦, it is
still reasonably close. We therefore infer that the already published data, which
were up to date always compared to predictions using the PW �nal state, remain
valid. Moreover, it should be considered in the future of upcoming ARUPS and
POT measurements to use α ≈ 49◦, if possible.

The results accomplished in this chapter focused on the acquisition and process-
ing of experimental incidence-angle-dependent POT data to obtain Iϵ∥kf

(kx, ky)
maps. In a next step, these ideal experimental maps are to be compared to the
Fourier transform of the molecule-substrate-system calculated by DFT1. This can
be done in k space but could also lead to valuable information about the real-
space periodicity of particular orbitals. In fact, the most intriguing question will
be whether the Iϵ∥kf

(kx, ky) map will yield a "better" wave function in contrast to
sophisticated mathematical models.
1This task is currently subject of a Master's thesis prepared in the group of P. Puschnig (Uni-
versity of Graz).
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7 | Final State Descriptions for
Photon-Energy-Dependent
POT

In this chapter, the POT technique is applied to two di�erent graphene samples,
which are � in comparison to typical samples investigated with POT� not molecular
but two-dimensional systems. POT data are recorded in a large photon energy
range employing a synchrotron beamline with absolute photon �ux calibration,
which allows to draw conclusions regarding the nature of the �nal state.

Parts of the experimental data of one sample (QFMLG) are discussed in the
following journal article: C. S. Kern, A. Haags, X. Yang, H. Kirschner,
A. Gottwald, M. Richter, U. De Giovannini, A. Rubio, M. G. Ramsey, F. C. Boc-
quet, S. Soubatch, F. S. Tautz, P. Puschnig, S. Moser, "Simple extension of
the plane-wave �nal state in photoemission: Bringing understanding to the
photon-energy dependence of two-dimensional materials", Phys. Rev. Research
5, 033075 (2023) [AH12] with a strong focus on the theoretical approaches to
approximate the experimental data.

My contribution to this work was the measurement of photon-energy-dependent
POT data, their normalization according to Section 2.4.7, and preparation for fur-
ther data processing steps that were performed by S. Moser (Julius-Maximilians-
Universität, Würzburg). POT experiments were conducted together with col-
leagues from Karl-Franzens-Universität in Graz, Forschungszentrum Jülich, and
Physikalisch Technische Bundesanstalt Berlin. Theoretical contribution of the
PWA was provided by P. Puschnig (Karl-Franzens-Universität, Graz, Austria),
TDDFT data by C. S. Kern (Karl-Franzens-Universität, Graz, Austria), and SWA
calculations by S. Moser (Julius-Maximilians-Universität, Würzburg). The sam-
ples were prepared by S. Wol� from the group of T. Seyller (Technische Universität
Chemnitz).
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7 Final State Descriptions for Photon-Energy-Dependent POT

7.1 Introduction

In literature, POT has so far mainly been utilized to study the orbitals of molecules
on metal surfaces, in particular revealing details of molecule-substrate interfaces.
To only name a few applications, the hybridization of molecular states with the
substrate [239, 240], intermolecular band dispersion assisted by interaction with
the substrate [241�243], the geometry and orientation of molecules on the surface
[AH10, 236, 244], or the identi�cation of reaction products [AH3, AH9, 35] were
explored with POT. The investigations of 2D k maps were highly successful to
date and could even be expanded into the third dimension in reciprocal space [11,
18, 19, 22, 245]. In these cases, the interaction among the adsorbed molecules and
with the substrate was relatively weak so that the electronic properties of the entire
layer could be adequately approximated by a single molecule. That the plane-wave
�nal state in general reproduces the kx-ky distribution of extended 2D materials
such as graphene su�ciently well has been predicted in a theoretical study [246].

In 2015, Weiss et al. [22] measured the photoemission from PTCDA LUMO and
HOMO orbitals with photon energies varied from 14 eV to 55 eV using a carefully
calibrated photon source. With these data they succeeded to reconstruct the
distribution of the corresponding wave functions in 3D � in reciprocal and real
space. Comparing their results to PWA-based calculations, they found that the
normalized photoemission intensities of the main lobes of LUMO and HOMO in the
k maps are overall well-captured. However, in the experimental data they observed
additional intensity resonances at kz ≈ 1.30 Å−1 and 2.30 Å−1, exposing a clear
deviation to simulated results obtained on the basis of the plane-wave �nal state.
They assigned these resonances to photoelectron di�raction, �nal state resonance
(so-called shape resonance) e�ects or a correlation to the adsorption height of the
molecule [22]. Employing advanced theoretical models which correctly describe
these modulations would aid to understand their physical origins.

In order to get an in-depth understanding of photon-energy-dependent �nal-state
interference e�ects, we minimize the impact of aspects mentioned, e.g., interaction
between substrate and adsorbate or degree of scattering in the adsorbate layer, and
facilitate the collaborative work between experiment and theory by investigating
di�erent graphene samples in this work.

Graphene is a well-studied system from an experimental and theoretical point of
view for many years [247]. It is built from a honeycomb carbon lattice that can
be described by only two atoms, i.e., containing two pz orbitals in two sublattices.
As a consequence, possible e�ects in the photoemission process can be reduced to
the emission from a single pz orbital, scattering at the neighboring carbon atoms
and sublattices. Since no heavy scatterers are present, a homogeneous emission
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7.1 Introduction

is ensured. Additionally, in the case of quasifreestanding monolayer graphene
(QFMLG), we choose a freestanding and incommensurate organic layer. As a
consequence, scattering from the substrate does not add up coherently.

Due to these changes in the system in comparison to PTCDA on Ag(110) studied
by Weiss et al. [22], it seems within reach to create an alternative theoretical
model to the PWA that properly reproduces the experimentally-observed e�ects
for graphene. POT data of three kinds of graphene grown on a 6H-SiC(0001)
surface were measured in this work. However, the results of only two of them
are discussed in this chapter due to no clear characterization of the third sample,
quasifreestanding twisted bilayer graphene (QFtBLG). A selection of experimental
band maps and k maps of QFtBLG is provided in Appendix D.

In this chapter, POT results of epitaxial monolayer graphene (EMLG) and
QFMLG are presented. Side view models of both samples are pictured in Fig. 7.1.
The EMLG sample is composed of a monolayer graphene on top of a graphene-like
honeycomb structure of carbon atoms still covalently bonded to the Si atoms of
the SiC crystal. This electronically inactive [234] so-called zero-layer graphene
(ZLG) or "bu�er layer" in literature is composed of sp2 and sp3 hybridized C
atoms and indicated by "Z" in Fig. 7.1a. Noteworthy, the EMLG layer lies
5.76 Å above the top atomic layer of SiC bulk (and 3.40 Å above ZLG) [248, 249],
however, it is not electronically decoupled from the underlying substrate [247].

dangling
 bond

C

Si

H

EMLG QFMLG

G

Z

1

2

G

1

2

H

a b

Figure 7.1: Side view models of EMLG and QFMLG
Side view models of a epitaxial monolayer graphene (EMLG) and b quasifreestand-
ing monolayer graphene (QFMLG). Covalent bonds within the graphene sheets and
the SiC bulk are indicated in gray. "G" denotes graphene layers, "Z" the zero-layer
graphene (ZLG), and "H" hydrogen atoms from the intercalation. The numbers
mark the �rst and second Si-C bilayers of 6H-SiC(0001). Adapted from Ref. [234].
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7 Final State Descriptions for Photon-Energy-Dependent POT

To achieve a decoupling of the graphene layer and to reduced the impact of the SiC
substrate onto its electronic structure as well as on the scattering of the photoelec-
trons by the substrate, one can intercalate the EMLG sample with hydrogen. The
distance between the so-obtained freestanding monolayer graphene and the upper-
most Si atoms then yields (4.22 ± 0.06) Å according to NIXSW measurements
[249]. In combination with DFT calculations, the interaction between QFMLG
and the underlying SiC substrate is �nally identi�ed as solely of van der Waals
type [249]. The incommensurability of the graphene layer is particularly impor-
tant to minimize the e�ect of the scattering by the substrate on the photoemission
signal from the graphene.

Using graphene instead of a molecular PTCDA �lm (Weiss et al. [22]) has one
major advantages considering the prevention of possible deviations from the PW
�nal state distribution. Namely, any contribution of the substrate due to chemical
interactions with the adsorbed layer to the photoemission signal is avoided by
decoupling the top graphene layer in QFMLG. This concerns especially potential
scattering e�ects of the photoemitted electrons at the substrate. Thus, one can,
on the one hand, simplify the theoretical model and, on the other hand, use higher
level theoretical approaches such as TDDFT of a freestanding (graphene) layer
as a realistic model for the system. TDDFT can thus provide an independent
veri�cation of experimental and theoretical results although being more costly.

This chapter is structured in the following way. First, the sample preparation
of EMLG and QFMLG is explained in Section 7.2 followed by the experimental
band maps of both samples (Section 7.3). Section 7.4 gives an overview of all
measured photon-energy-dependent POT data sets. Experimental photon-energy-
dependent POT data of EMLG and QFMLG recorded at two energies are shown
and compared in Section 7.5. This is followed by the experimental and theoretical
data of QFMLG recorded at a third energy published in Ref. [AH12] (Section 7.6).

7.2 Sample preparation

The preparation of EMLG and QFMLG is well-documented in literature [249�252].
The samples used in this work have been prepared by S. Wol� from the group of
T. Seyller at Technische Universität Chemnitz.

Both graphene samples are prepared on a Si-terminated 6H-SiC(0001) surface.
First, the SiC surface is thermally decomposed. The remaining C atoms arrange
in a honeycomb-structure, which is commonly called zero-layer graphene (ZLG or
Z) or bu�erlayer [250, 251]. Since some of its atoms are sp3 hybridized and bond
covalently to Si atoms of SiC, there is no typical linear dispersion of its π bands
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7.3 Band maps

at EF that would typically manifest a true graphene layer.

Upon further annealing, the next SiC bilayer beneath ZLG decomposes. Si atoms
evaporate, while the residual C atoms form a honeycomb-structure beneath the
initial ZLG. This new ZLG thus splits o� the initial ZLG further up from the
bulk SiC. The bonds in the top ZLG restructure resulting in sp2 hybridized C
atoms. The layer facing the vacuum is called EMLG, having typical properties of
graphene. The second layer between EMLG and the top SiC layer is again a ZLG
with dangling bonds to SiC as depicted in Fig. 7.1a.

The preparation of QFMLG again starts with the initial ZLG/SiC sample, which
is annealed up to 550◦C in hydrogen atmosphere (880 mbar). As a consequence,
ZLG is intercalated with hydrogen atoms. The latter break the residual covalent
bonds between ZLG and the Si atoms in the topmost SiC bilayer as indicated in
Fig. 7.1b. The previously sp3 hybridized C atoms from the former ZLG rehybridize
and are now referred to as QFMLG. NIXSW studies showed that the QFMLG layer
very weakly interacts with the underlying substrate, but remains slightly p doped
[234, 253]. Such a prepared graphene sheet is closest to an ideal freestanding
graphene layer and therefore best-suited for comparison with model simulations of
a freestanding graphene layer.

After the preparation of the two samples, they were transported in air from the
preparation apparatus into an analysis chamber in order to characterize the sample
properties. The sample quality, i.e., the chemical structure and electronic charac-
teristics, was veri�ed by LEED and XPS by S. Wol�. For the POT experiments,
the samples were again transferred through air to the synchrotron-based facility at
MLS in Berlin. Prior to the measurements, the samples were outgased in ultra-high
vacuum (≈ 10−10 mbar) at ≈ 350◦C for 30 min.

7.3 Band maps

Figure 7.2 depicts the experimental band maps of EMLG and QFMLG measured
at the MLS in Berlin. The measurements are performed using photon energies
of hν = 35 eV and 87 eV for EMLG shown in Fig. 7.2a and b, respectively,
and hν = 45 eV for QFMLG in c. Fig. 7.2d presents a sketch of the �rst and
second Brillouin zones (BZ) of the graphene lattice to illustrate the Γ�M (red) and
Γ�K (blue) directions in which the band maps were measured. In the band maps,
the Fermi level EF is indicated by solid white lines, while the dashed white lines
correspond to the energies at which photon-energy-dependent k map sets were
recorded.
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Figure 7.2: Band maps of EMLG and QFMLG
Band maps of a EMLG, hν = 35 eV, b EMLG, hν = 87 eV, and c QFMLG,
hν = 45 eV. The y-scale shows the binding energies Eb = EF − Ekin on the left
and E − Evac = hν − Ekin on the right side. The left (right) sides of the band
maps show the band map along the Γ�M (Γ�K) directions recorded in backward
emission (θ < 0◦). The white solid lines denote the Fermi edge EF and the white
dashed lines the energies where photon-energy-dependent POT series of maps 1�3
have been measured. d Sketch of the �rst and second Brillouin zones (BZ) of the
graphene lattice. Γ�M and Γ�K directions of the band maps are indicated by red
and blue arrows, respectively.
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7.4 Overview of measurements

In our setup, however, the calibration of EF is di�cult for both samples. We there-
fore set EF at the abrupt intensity depletion at the K point, where consequently
Eb = 0 eV. Nevertheless, the sample's interaction with SiC [234] gives rise to the
electronic structure depending on whether the π band crossing is above, at, or
below EF.

In the case of EMLG, EF is located about 420 meV [234] (400 meV [253]) above
the Dirac point. According to literature, this n doping is caused by the in�uence
of ZLG located between EMLG and SiC [234]. In our measurements (Fig. 7.2a,
b), EF is located above ED proving that we indeed measure EMLG.

After hydrogen intercalation, we still see the linearly dispersing π bands of
graphene in the band map (Fig. 7.2c), but the energetic position of ED has
changed in comparison to EMLG. Thus, we conclude that hydrogen intercalation
leads to a strong change in the energy level alignment of the sample and the
graphene layer is found to be p doped. This is in accordance with literature,
meaning that EF is now shifted below ED by about 100 meV [234]/ 240 meV
[253]. This indicates that the previously covalently bound carbon layer is now
decoupled from the substrate.

7.4 Overview of measurements

The measured photon energy ranges for POT data recorded at di�erent energies
E − Evac = hν − Ekin for both samples are summarized in Tab. 7.1. Three di�er-
ent E − Evac are measured referred to as map 1, 2, and 3 according to increasing
energies. All k maps shown in this chapter are produced by integrating the pho-
toemission intensity in an energy range of (0.30 ± 0.02) eV with the averaged
E − Evac noted in Tab. 7.1.

Photon-energy-dependent POT of EMLG is measured in normal incidence (NI)
geometry at two di�erent energies, namely E−Evac = 4.74 eV (map 1) in a photon
energy range of 15 eV to 107 eV and 8.89 eV (map 3) in a range of 45 eV to 111 eV.
The data are shown and discussed in Section 7.5. Additionally, a photon-energy-
dependent POT series is recorded at E−Evac = 7.90 eV. At this energy, the k maps
show a fairly complicated pattern which is di�cult to analyze. The normalized
experimental k maps are shown in 5 eV photon energy steps in Appendix D.

For QFMLG, photon-energy-dependent POT is measured at three di�erent ener-
gies. The data of map 1 are recorded at E − Evac = 4.76 eV in a photon energy
range of 20 eV to 111 eV. The data of map 3 are measured at E −Evac = 8.53 eV
in a range of 25 eV to 111 eV. The data sets of both energies measured in NI
geometry are shown and discussed in Section 7.5 in direct comparison to the data
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7 Final State Descriptions for Photon-Energy-Dependent POT

of EMLG. The data set of map 2 is taken at E − Evac = 6.06 eV in a photon
energy range of 21 eV to 96 eV in two di�erent incidence geometries (NI, α = 0◦

and oblique incidence (OI), α = −45◦). The experimental data of map 2 are shown
and compared to three di�erent simulations of varying computational complexity
in Section 7.6.

Map 1 Map 2 Map 3

E − Evac hν E − Evac hν E − Evac hν

(eV) (eV) (eV) (eV) (eV) (eV)

EMLG 4.74 15 � 107 - - 8.89 45 � 111

QFMLG 4.76 20 � 111 6.06 21 � 96 8.53 25 � 111

Table 7.1: Photon-energy-dependent POT data sets of graphene
Overview of presented photon-energy-dependent POT data sets of EMLG and
QFMLG. All data were recorded in normal incidence (NI) (α = 0◦) geometry.
The QFMLG series of map 2 was additionally measured in oblique incidence (OI)
geometry (α = −45◦).

7.5 Experimental hν-dependent intensity
distributions of EMLG and QFMLG

In this section, photon-energy-dependent k maps of EMLG and QFMLG recorded
at energies of E − Evac ≈ 4.75 eV (map 1) and at ≈ 8.70 eV (map 3) are directly
compared to each other. This is done by tracing the intensity of particular emission
features in the k maps. The normalization procedure is explained in Section 2.4.7.

The decisive di�erence between the EMLG and QFMLG samples is the interaction
with the SiC substrate. Comparing the intensity distributions extracted for EMLG
and QFMLG therefore allows to evaluate, which features may be attributed to
considerable interactions between the top graphene layer and the SiC substrate.
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7.5 Experimental hν-dependent intensity distributions of EMLG and QFMLG

Map 1: E − Evac ≈ 4.75 eV

Figure 7.3 shows k maps of EMLG and QFMLG in the top and bottom row
measured at E − Evac = 4.74 eV and E − Evac = 4.76 eV, respectively. In the
k maps of both samples, the bright emission at (kΓ−K, kΓ−M′) = (1.70, 0.00) Å−1

marked with white ellipses represents the Dirac point.
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Figure 7.3: EMLG and QFMLG k maps measured at E − Evac ≈ 4.75 eV
Normalized k maps of a, b EMLG and c, d QFMLG recorded at the Dirac point
E − Evac = 4.74 eV and E − Evac = 4.76 eV. The shown k maps are recorded
at hν = 40 eV and 77 eV. The ROIs to trace the photoemission intensity are
indicated by white ellipses. The rectangular areas are used to obtain a background
intensity for the normalization procedure as explained in Section 2.4.7. The orange
circles mark additional emission features originating from the 6

√
3 reconstruction

in EMLG. The white arrows mark the Dirac points at the K′
2 points.

In the case of EMLG (top row), the six weak spots surrounding this emission at the
K point originate from the 6

√
3 reconstruction [234, 249]. Three of these spots are

exemplary marked with orange circles in the k map recorded at hν = 40 eV. Due to
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7 Final State Descriptions for Photon-Energy-Dependent POT

the hydrogen intercalation, these emission spots vanish for QFMLG [234] being an
evidence that QFMLG is indeed decoupled from the substrate in agreement with
the band maps (Fig. 7.2). If hν > 49 eV, the photoemission horizon also captures
the emission at the K′

2 point in the second BZ marked with white arrows in b, d.
The photoemission intensity from the Dirac points at K and K′

2 in the graphene
lattice are extracted by integrating and normalizing the intensity within the ROI
taking into account the exposure time t, the photon �ux F , and the background
intensity (white rectangle in Fig. 7.3). The resulting intensity distributions are
plotted in Fig. 7.4. To discern details at higher photon energies, some data are
multiplied by a factor of three indicated by open symbols.
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Figure 7.4: Intensity distributions for map 1 of EMLG and QFMLG
Normalized integrated intensities against photon energy extracted from k maps of
EMLG and QFMLG measured at E − Evac of 4.74 eV and 4.76 eV, respectively.
Filled symbols are original data and open symbols are data multiplied by a factor
of three. Intensity extracted at the K point for a EMLG and c QFMLG. Intensity
extracted at the K′

2 point for b EMLG and d QFMLG. Representative k maps
recorded at the photon energies indicated by the gray dashed lines are shown in
Fig. 7.3. The normalization of the data is described in Section 2.4.7.
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7.5 Experimental hν-dependent intensity distributions of EMLG and QFMLG

In the case of the Dirac point emission in the �rst BZ of EMLG (Fig. 7.4a), the
intensity increases, develops a shoulder at ≈ 20 eV before two peaks are observed
at 23 eV and ≈ 40 eV. For larger photon energies, a monotonic decrease is observed.
At hν > 73 eV, the intensity further reduces and �nally stagnates.

For QFMLG, the intensity of the emission at the K point (Fig. 7.4c) has a maxi-
mum at lowest hν. With rising photon energy, the intensity increases, establishes
a shoulder at about 27 eV and peaks at 40 eV. Then it decreases steeply until
reaching a plateau at hν > 59 eV. At hν > 75 eV, the intensity further decreases
and stagnates for larger photon energies.

The intensity of the emission at the K′
2 point develops very similar for EMLG and

QFMLG. In the case of EMLG (Fig. 7.4b), the intensity rises until it reaches a
maximum at ≈ 59 eV that remains for about 10 eV. At hν > 69 eV, the intensity
decreases, develops a shoulder at hν ≈ 81 eV and �nally weakens slowly. The
intensity of the emission in QFMLG in panel d steeply rises until hν ≈ 53 eV,
stagnates for about 6 eV and rises again peaking at about 61 eV. The intensity
drops at hν > 71 eV and a plateau in the energy range of 70 eV < hν < 89 eV
develops until it �nally decreases again at larger photon energies.

The di�erences in the intensity distributions extracted at the K points presented
in Fig. 7.4 arise at hν < 40 eV. While in the case of EMLG, a de�ned peak is
observed at hν = 23 eV with a shoulder at roughly 20 eV, a maximum of intensity
is observed for QFMLG at small photon energies of ≈ 20 eV. Note that the two
peaks observed for EMLG (at hν = 23 eV and 40 eV) are of similar intensity, while
in the case of QFMLG the one at smaller photon energy is weaker compared to
that at hν = 40 eV. Assuming that the observed peaks of EMLG and QFMLG
at smaller photon energies have similar physical origins, we observe that if the
graphene layer is electronically decoupled from the underlying substrate this peak
shifts to slightly smaller photon energies and is reduced in intensity. Additionally,
we observe that the peak at hν = 40 eV becomes broader and develops a shoulder
at the low photon energy side.

The intensity distributions at the K point for hν ⪆ 60 eV as well as at the K′
2 point

shown in Fig. 7.4 are highly similar for both samples. On the one hand, one could
agrue that the origin of these peaks cannot be attributed to the interaction between
graphene and SiC, because we observe the same intensity distributions for EMLG
and QFMLG. On the other hand, these similarities are observed at hν ⪆ 60 eV,
where the penetration depth of the photon beam is larger. The contribution of the
substrate to the measured photoemission signal could thus cover the photoemission
from the graphene layer.
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Figure 7.5: EMLG and QFMLG k maps measured at E − Evac ≈ 8.70 eV
Normalized k maps of EMLG and QFMLG recorded at E − Evac = 8.89 eV and
E − Evac = 8.53 eV, respectively. The k maps are recorded at a hν = 61 eV and
b 85 eV (EMLG) and d hν = 61 eV and e 81 eV (QFMLG). The ROIs to trace
the photoemission intensity are indicated by white ellipses. The white rectangular
areas are used to obtain a background intensity for the normalization procedure.
c Band map of EMLG replicated from Fig. 7.2b recorded at hν = 87 eV. Colored
lines of varying shades of green in b and c indicate bands of π character. Orange
color marks emission from σ bands.
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7.5 Experimental hν-dependent intensity distributions of EMLG and QFMLG

Map 3: E − Evac ≈ 8.70 eV

k maps of EMLG and QFMLG recorded at E − Evac = 8.89 eV and
E − Evac = 8.53 eV are displayed in Fig. 7.5a, b and d, e, respectively.
Panel c shows the band maps of EMLG in the two high-symmetry directions
recorded at hν = 87 eV (replicated from Fig. 7.2b) in order to be able to allocate
the emission intensities visible in the complicated k maps to particular bands.
Therein di�erent shades of green indicate emission from π bands, while the orange
dot in b and the orange line in c mark emission from the same σ band.

The change of the emission intensity from the π bands with photon energy is fairly
complicated. We therefore refuse to trace the emission intensity at this energy
quantitatively. Instead, we intend to give a qualitative picture and correlate the
emissions visible in the band maps to those in the k maps using the green lines in
Fig. 7.5b and c. The emission intensity visible at smallest k∥ values in the k maps
are marked by dark green lines and visible in both high symmetry directions shown
in the band map (panel c). The band map recorded in the Γ�M direction shows
that this emission (marked in dark green) is the high-intensity branch of the Dirac
cone within the �rst BZ. The other branch of the Dirac cone is less intense, in
the second BZ, and marked with a green line in the band map and the k map
shown in Fig. 7.5b in the case of EMLG. In the k maps of QFMLG (Fig. 7.5d, e)
the intensity ratio between these two branches of the Dirac cone is di�erent, i.e.,
at hν = 61 eV (panel d) the branches are of approximately the same intensity,
while at hν = 81 eV (panel e) the branch at smaller k∥ is more intense. Following
the Γ�M direction in the k maps (red arrow in panel b), the subsequent emission
intensity visible is the top of the σ band located in the center of the second BZ
(Γ2 point, see sketch in Fig. 7.2d). The circular π band emission around this Γ2

point has a discontinuous intensity distribution, where at smaller photon energies
the intensity is enhanced at the M point between the �rst and second BZ while
at higher photon energies (e.g., hν > 80 eV) the emission is more intense at the
corresponding M points between the second and third BZ, e.g., the M ′′

2 point
(see Fig. 7.2d). Its intensity distribution is shown in more detail using more
experimental k maps at di�erent photon energies in Appendix D.

Although the change in the π band emission intensity is highly interesting, it is not
easily traceable. In contrast, it is feasible to trace the emission intensity of the top
of the σ band (orange dot in Fig. 7.5b). This is done by integrating the emission
intensity of the k maps within the ROI indicated by the white ellipses in Fig. 7.5.
Extracting and normalizing the photoemission intensity from the σ band at this
energy results in the distributions shown in Fig. 7.6. The vertical dashed lines
mark the energies of the k maps shown in Fig. 7.5. For both samples, only one
peak is observed at hν = 61 eV. This can on the one hand be associated with the
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7 Final State Descriptions for Photon-Energy-Dependent POT

larger photon energies hν ⪆ 60 eV or the large k∥ position (note that the emission
from the Dirac point at K′

2 is very similar for EMLG and QFMLG in Fig. 7.4b, d).
On the other hand, the comparable intensity distributions could mean that their
origin is independent from the interaction between the top graphene layers and
the underlying ZLG and/or substrate.
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Figure 7.6: Intensity distributions for map 3 of EMLG and QFMLG
Normalized integrated intensities within the ROI indicated by white ellipses in
Fig. 7.5 against photon energy extracted from k maps of a EMLG and b QFMLG
measured at E − Evac of 8.89 eV and 8.53 eV, respectively. The vertical dashed
lines mark the energies of the k maps shown in Fig. 7.5.

The direct comparison of photon-energy-dependent experimental POT data of
EMLG and QFMLG allows to assign particular features in the intensity distribu-
tions to the properties of the two samples. Discrepancies in the intensity distribu-
tions can hence be attributed to di�erences in the sample systems, namely mainly
the interaction between the top graphene layer and the SiC substrate. While in
QFMLG that top layer is above a decoupling hydrogen layer, the top graphene
layer in EMLG is above zero-layer graphene and still electronically in�uenced by
the SiC substrate. According to our experimental intensity distributions, the un-
derlying SiC is thus still in�uencing the photoemission signal from π bands in
the �rst BZ and accordingly small k∥ position for hν ⪅ 60 eV. There is, however,
no substantial di�erence observed in the photoemission intensity at higher pho-
ton energies, emission from σ bands and/or an emission outside of the �rst BZ of
graphene. Note however that the traceable emission from the σ band in the second
BZ at this E − Evac only arises at hν ⪆ 40 eV. Also it is important to note that
at higher photon energies, the penetration depth of the photon beam is increased
which reduces the surface sensitivity. Any photoemission intensity recorded at
large photon energies is thus dominated by the contribution from deeper lying
layers, i.e., the substrate.
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7.6 SWA: A simple extension of the plane-wave �nal state

7.6 SWA: A simple extension of the plane-
wave �nal state

For QFMLG, two additional photon-energy-dependent data sets were recorded at
E − Evac = 6.06 eV, i.e., about 1.35 eV below the Dirac point ED in two di�erent
experimental geometries: One in normal incidence (NI, α = 0◦) and another in
oblique incidence (OI, α = −45◦). While in the previous section 7.5 experimental
data are solely presented and integrated intensity distributions of two samples are
compared, the experimental k maps recorded at E − Evac = 6.06 eV (map 2) are
compared to theory. The results are published in Ref. [AH12].

The used experimental geometries are sketched in Fig. 7.7a, b for NI and OI,
respectively. The direction and polarization of the incoming photon beam is indi-
cated by the yellow lines.
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Figure 7.7: Experimental geometries and QFMLG k maps
Experimental geometries of a normal incidence (NI, α = 0◦) and b oblique inci-
dence (OI, α =−45◦). See text for details. cOverview and d zoom-in experimental
k maps of the characteristic horseshoe patterns of QFMLG at E−Evac = 6.06 eV.
The black solid line indicates the �rst BZ of graphene and the dashed black line
in c denotes the area shown in d. The light blue line in d indicates the trajectory
and angle β (blue) along which the emission intensity is extracted for Fig. 7.9.
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7 Final State Descriptions for Photon-Energy-Dependent POT

Positive and negative emission angles θ are de�ned as forward (FWD) and back-
ward (BWD) emission directions, respectively, counting from the sample normal
and taking the direction towards the light source as negative. The black and gray
spheres represent the two sublattices of graphene connected by the vectors nj.
Angle-resolved detection in dΩ around inclination θ and azimuth ϕ is illustrated
in green. The red lobes visualize the angular distributions of the pure emission
from the d channels, d2NI and d

2
OI, respectively.

In the experiment with the TEA, only photoelectrons emitted into the (x, z) plane,
where ϕ = 0, are detected. To obtain the k maps shown in Fig. 7.7c, d, the sample
is rotated around the z axis varying φ simultaneously measuring in backward emis-
sion direction (BWD, θ < 0◦) and in forward emission direction (FWD, θ > 0◦).
θ correspondingly depicts the emission angle as visualized in Fig. 7.7a, b. Natu-
rally, in NI geometry the BWD and FWD emission directions are symmetric. In
OI geometry, the polarization vector ϵ is still perpendicular to the photon k vector,
but the emission direction in respect to the polarization varies between BWD and
FWD.

At E−Evac = 6.06 eV, the k maps show a redistribution of spectral weight within
graphene's characteristic horseshoe signatures centered at the K and K′ points as
visible in Fig. 7.7c, d. In the experiment, we observe that the intensity along
the light blue trajectory marked in the k map in Fig. 7.7d varies with the kinetic
energy. This is shown in seven experimental representative k maps measured at
varying kinetic energies in NI geometry in Fig. 7.8. The visible inhomogeneous
intensity distribution of the horseshoe arises from the structural interference of
the initial state Bloch wave that is scattered at the two sublattices of graphene.
Therefore, this emission feature is characteristic for a honeycomb lattice.
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Figure 7.8: k maps of graphene's horseshoe measured at di�erent Ekin

Experimental horseshoe patterns recorded at one �xed E − Evac = 6.06 eV. The
photon energy is changed leading to k maps measured for di�erent kinetic energies
Ekin of the emitted photoelectrons.
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7.6 SWA: A simple extension of the plane-wave �nal state

The intensity suppression around the light blue trajectory indicated by the black
arrow in Fig. 7.7d is commonly referred to as dark corridor. It emerges due to the
relative geometric phases ϑk = arg

∑2
j=0 e

inj ·k at graphene's lattice sites, where
nj connect neighboring carbon atoms, producing a structure factor (1+ eiϑk) that
suppresses valence band intensity along this direction in k space (see Section 2.4.3).

To trace this intensity variation quantitatively, we extract the photoemission in-
tensity along the trajectory shown in Fig. 7.7d as a function of the angle β, which
corresponds to the di�erent positions along the horseshoe. This is performed
for the k maps measured at di�erent kinetic energies between 15 eV and 80 eV
and plotted against Ekin. The resulting experimental intensity distributions are
shown in the leftmost column of Fig. 7.9a�c for NI geometry (a) and OI geom-
etry in BWD (b) and FWD (c). For NI (a), discernible photoemission intensity
only appears below Ekin ⪅ 50 eV. It accumulates in two streaks at β ≈ ± π/3,
while a homogeneous intensity distribution is observed between these streaks at
20 eV ⪅ Ekin ⪅ 44 eV. Between 30 eV and 40 eV, the emission shifts to higher
angles β = ± 2π/3, which is attributed to nearest-neighbor �nal state scattering
[AH12]. Both data sets recorded in OI geometry (Fig. 7.9 b, c) show a more ho-
mogeneous intensity distribution that is con�ned to smaller angles in BWD (b).
In comparison to NI, the emission intensity now reaches up to Ekin ≈ 60 eV with
a suppression around 44 eV in BWD (b).

The experimental data are compared to results of three di�erent theoretical ap-
proaches, namely the plane-wave approximation (PWA), time-dependent density
functional theory (TDDFT), and the scattered-wave approximation (SWA), shown
in the other three columns of Fig. 7.9. Details about the methods can be found
in Section 2.4 and Ref. [AH12].

The results based on the PWA are shown in the second column of Fig. 7.9. It
predicts a monotonous decay of intensity with no intensity redistribution around
the horseshoe with increasing Ekin. The rich experimental structure is thus not
reproduced. Importantly, the polarization factor |ϵ · kf |2 of the PWA incorrectly
forecasts an absent photoemission intensity in the OI-BWD geometry (b), where
the photoemission occurs (nearly) perpendicular to the polarization vector of light.

In contrast, the simulations of TDDFT (third column of Fig. 7.9) are in striking
agreement with the experimental observations apart from an overall ≈ 3 eV kinetic
energy shift with respect to the experiment. In the simulations, no substrate
was considered but solely a perfectly �at, freestanding graphene layer. Detailed
information about the settings in the TDDFT approach are described in the SI of
Ref. [AH12].
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Figure 7.9: Ekin dependent emission intensity around the horseshoe
Intensity pro�les of horseshoe extracted along the light blue line in Fig. 7.7b and
plotted vs. β for kinetic energies between 15 eV and 80 eV from experimental data
(1st column) in comparison to theoretical data from PWA (2nd column), TDDFT
(3rd column, shifted by 3 eV), and SWA (4th column) calculations without nearest-
neighbor scattering. a NI, b OI-BWD, and c OI-FWD. The relative intensity of
each column is printed to scale, while the scaling between the columns is arbitrary.
The arrows in b mark the prominent intensity depletion at Ekin = 44 eV.
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7.6 SWA: A simple extension of the plane-wave �nal state

The experimentally observed structures in the the photoemission intensity distri-
bution can therefore not be explained by, e.g., hybridization with the substrate,
photoelectron scattering from the underlying substrate atoms, or buckling of the
graphene layer. As TDDFT, however, accurately models graphene's surface po-
tential, it also fully accounts for scattering of the outgoing photoelectron in the
graphene lattice itself. The overall o�set of the surface potential calculated with
TDDFT is due to the absent SiC substrate and explains the 3 eV shift in Ekin in
comparison to the experiment.

Yet, it is not possible to understand the physical origin of the simulated photoemis-
sion intensity from the TDDFT simulation due to its computational complexity.
It would be, however, particularly informative if a simple and intuitive connection
between the intensity distribution and the initial state would be accessible.

7.6.1 Scattered-wave approximation

The desired simple and intuitive connection between the intensity distribution
and the initial state is achieved in our recently developed SWA model (see Section
2.4.3), which provides an improved model for the �nal state. Therein, scattering ef-
fects are included via angular-momentum-dependent and kinetic-energy-dependent
phase shifts between partial waves of the outgoing Coulomb wave [94]. This allows
to model kinetic-energy-dependent interference e�ects in the �nal state between
the two dipole-allowed l±1 partial wave channels. Similar ideas were already used
to simulate the photoemission from gas phase molecules [41, 84, 85, 93], but were
formally extended to periodic systems for the �rst time in our publication [AH12]
to simulate the photoemission data of the horseshoe of graphene observed experi-
mentally (Fig. 7.9 �rst column). To this end, we employ the Bloch nature of the
initial state as well as, in a second step, additionally nearest-neighbor Coulomb
scattering of the outgoing photoelectron.

As a result, we can describe the photoemission intensity from the C 2pz-derived
valence band of graphene by

I(kf ,Ω;hν, ϵ) ∝ |Mkf ,k
|2 (7.1)

= δk,kf∥

∣∣ϵ ·M 210(kf )(1 + eiϑk)
∣∣2,

where δk,kf∥
describes momentum conservation modulo reciprocal lattice transla-

tions, and (1 + eiϑk) is the initial-state structure factor. Note that the ϵ · kf ×
F [ϕnlm(r)](kf ) term of the PWA used previously is now replaced by ϵ ·Mnml(kf ).
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7 Final State Descriptions for Photon-Energy-Dependent POT

Considering a C 2pz orbital with quantum numbers {nlm} = {210}, the matrix
element is then given by

M 210(kf ) = g̃(kf ) Y 1,0,0(θ, ϕ)︸ ︷︷ ︸
s channel

− f̃(kf ) Y 1,2,0(θ, ϕ).︸ ︷︷ ︸
d channel

(7.2)

It includes the dipole selection rule as well as the corresponding angular distri-
bution in the di�erential cross section for photoemission from C 2pz orbitals. As
indicated in Eq. 7.2, the complex-valued quantities g̃(kf ) and f̃(kf ) contain the kf -
dependent amplitude and phase of the s and d photoemission partial waves. They
are determined by the e�ective on-site scattering potential. The vector spherical
harmonics Y l,l∓1,m in Eq. 7.2 describe the photoemission angular distribution in
these two channels, whose entries can be individually addressed by the principal
components of the light polarization ϵ [101].

In the next step, we take advantage of the two di�erent experimental geometries
used to measure the photoemission intensity. With this, Eq. 7.1 becomes

INI ∝ |f̃(kf )|2dNI(θ, ϕ)2|1 + e
iϑkf,∥ |2 (7.3)

IOI ∝
[
|f̃(kf )|2dOI(θ, ϕ)2 + 8|g̃(kf )|2

+ 4
√
2|f̃(kf )||g̃(kf )|dOI(θ, ϕ) cos∆σ

]
|1 + e

iϑkf,∥ |2, (7.4)

Therein, the angular intensity distributions of the pure d channel is described as
dNI(θ, ϕ) = sin 2θ cosϕ and dOI(θ, ϕ) = 3 sin 2θ cosϕ + 3 cos 2θ + 1 for NI and OI
geometry data. ∆σ = arg(f̃/g̃) denotes the relative phase between s and d partial
waves.

In Eq. 7.3, we see no dependence of the photoemission intensity on g̃(kf ). The
s channel is thus suppressed in the symmetric NI geometry data with the en-
tire emission from the d channel symmetric in θ. In OI data, in contrast, the
emission intensity emanates from the interference between the isotropic s and the
anisotropic d channels.

Coming back to the comparison of experimental and SWA results, we can already
now draw important conclusions from these equations without simulated any inten-
sity distribution to be compared to the experiment. Namely, in our experimental
measurements, only photoelectrons emitted into the (x, z) plane, where ϕ = 0,

202



7.6 SWA: A simple extension of the plane-wave �nal state

are detected as indicated in Fig. 7.7a, b. Inserting ϕ = 0 in our de�nition for
dOI, we get that dOI(ϕ = 0, θ)2 vanishes at θ−0 ≈ −29.3◦. The minus sign denotes
BWD (θ < 0◦). Since the horseshoe is centered at the K point of graphene,
where k∥ ≈ 1.7 Å−1, we can calculate the corresponding Ekin for the estimated
θ−0 using kf =

√
2mEkin and kf = k∥/ sin θ

−
0 . We yield a kinetic energy Ekin of

≈ 44 eV. Looking at the experimental data in the �rst column of Fig. 7.9b, we
indeed observe an intensity depletion at this Ekin marked by the blue arrow. It
is assigned to a node in the d channel. This already proves the improved appli-
cability of the SWA in contrast to the simple PWA. Note that the second root of
dOI(ϕ = 0, θ)2 appears in forward direction at θ+0 ≈ 74.3◦, which corresponds to
Ekin = 11.4 eV. This is, however, outside of our measurement range and therefore
cannot be veri�ed experimentally.

To be able to calculate the expected intensity distributions in any geometry, we
need to reconstruct the functions |g̃(kf )| and |f̃(kf )|. This can be done using
Eqs. 7.3 and 7.4. |f̃(kf )| - the amplitude of the d channel - is obtained by dividing
the experimental NI data from Fig. 7.9a at a �xed angle β = 0 by sin2 2θ. The
result is shown as blue curve in Fig. 7.10a.
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Figure 7.10: Photoemission into s and d channels as a function of Ekin

a Amplitudes |g̃| and |f̃ | of the s and d channels and b their ratio in OI geometry
plotted against the �nal-state Ekin. The curves were extracted from the experi-
mental NI and OI data at β = 0, using the SWA without NN scattering. Positive
real values were only obtained for in-phase photoemission in s and d channels,
i.e., ∆σ = 0. The width of the curves ∆ks and ∆kd indicated in blue in a give
rise to the corresponding real-space distributions of the Coulomb partial waves.
c Amplitude and phase of the nearest-neighbor scattering factor (e

−iϑkf∥ + e
i2ϑkf∥ )

that gives rise to the intensity redistribution around the horseshoe.
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7 Final State Descriptions for Photon-Energy-Dependent POT

Doing the same for the two OI geometries BWD and FWD leads to two linearly
independent equations for IOI(kf ). We �nd positive real values for |g̃(kf )| and
|f̃(kf )| (red and orange curves in Fig. 7.10a) for an in-phase emission of the two
emission channels (∆σ = 0).

It is important to note here that |f̃(kf )| obtained from the OI geometry data is in
remarkably absolute agreement with that from the NI geometry (compare blue and
orange curves in Fig. 7.10a). Without any scaling correction, this highlights the
excellent photon �ux calibration provided by the MLS in Berlin [53]. Fig. 7.10 b
shows the ratio |f̃ |/|g̃|. Accordingly, the s channel (|g̃|) is consistently predomi-
nant, except for Ekin of 43 eV and 63 eV, where the s and d channels are of the
same order (or the d channel is larger).

These so-obtained radial cross sections |g̃| and |f̃ | as well as the phase shift ∆σ = 0
are inserted back into Eq. 7.1 to predict the horseshoe intensity distribution for any
experimental con�guration. The results are shown in the third column of Fig. 7.9
with those of OI geometry in solid agreement with the experimental data. The
NI results based on the SWA model in this form deviate from the experimental
data, particularly in the kinetic-energy-dependent modulation along β. This is
overcome by including nearest-neighbor (NN) scattering in the �nal state taking
into consideration the scattering of photoelectrons emitted from sublattice A into
the Coulomb wave centered at one of the neighboring B sites. Eq. 7.1 then reads:

I(kf ,Ωkf
;hν, ϵ) ∝

∣∣ϵ ·M 210(kf )×
[
1 + eiϑk (7.5)

+
(
e
−iϑkf∥ + eiϑke

iϑkf∥
)
u(kf )

]∣∣2δk,kf∥
.

Therein, an additional NN scattering factor (e
−iϑkf∥ + eiϑke

iϑkf∥ )u(kf ) emerges,
which originates from the structural interference between initial and �nal state,
both of which are scattered at the two graphene sublattices. Due to momentum
conservation, this scattering factor reduces to (e

−iϑkf∥+e
i2ϑkf∥ )u(kf ) which rapidly

varies in β as depicted in Fig. 7.10c. On the photoemission hemisphere Ωkf
, u(kf )

only varies slowly. At a given kf , u(kf ) can therefore be approximated as a merely
kinetic-energy-dependent �t parameter that is not momentum-vector-dependent.
In this case, it is constant around the horseshoe, i.e., u(kf ) ≈ |u(kf )|eiarg u(kf ),
while the suppressed valence band intensity along dark corridors in momentum
space is a consequence of the scattering factor.

Fitting Eq. 7.5 under this assumption to our experimental data (Fig. 7.9a),
we obtain the intensity distribution presented in Fig. 7.11c and the correspond-
ing u(kf ) in Fig. 7.11d. The result displayed in Fig. 7.11c is very satisfactory
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7.6 SWA: A simple extension of the plane-wave �nal state

agreement with the experiment (a) and the TDDFT results (b). Importantly, the
SWA with NN scattering reproduces the shift of the intensity to β ≈ ±2π/3 in
the kinetic energy range between 30 eV and 40 eV and also below 20 eV. Addi-
tionally, the concurrent depletion of the intensity in the interval [−π/3,+π/3] is
captured. These redistributions are a direct consequence of the minima and max-
ima of |(e

−iϑkf∥ + e
i2ϑkf∥ )| at β = ±π/3 and β = ±2π/3, respectively, as well as

the maxima of |u(kf )| in these kinetic energy ranges. This proves that the essence
of the observed intensity distribution, in both kinetic energy and k space, is well-
reproduced, if the SWA and nearest-neighbor �nal-state scattering are combined
(SWANN).
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Figure 7.11: SWA with nearest-neighbor scattering
Photoemission intensity in the NI geometry replicated from Fig. 7.9a for a the
experiment with a di�erent contrast scaling and b TDDFT. c SWA prediction
including nearest-neighbor (NN) �nal-state scattering. (d) kf -dependent scattering
amplitude and phase of u(kf ) that �ts the data in a best. For a compact display
we have plotted Abs ≡ |u| × sgn(arg u) and Arg ≡ mod (arg u, π).

Comparing the overall intensity distribution in β calculated with SWANN

(Fig. 7.11c) with those of the three experimental geometries in Fig. 7.9a�c
shows that nearest-neighbor �nal-state scattering is most prevalent in the NI
geometry. To a much lesser extent it is also present in the OI-FWD geometry,
but in OI-BWD, where the intensity is mostly con�ned in the interval [−π/3,
+π/3], it is essentially absent. The geometry with dominant s channel (OI-BWD)
consequently does not show NN scattering, while experimental geometries that
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7 Final State Descriptions for Photon-Energy-Dependent POT

have signi�cant d channel contributions [NI, OI-FWD, cf. Eqs. 7.3 and 7.4]
do. This can be rationalized by the kf dependences of the individual emission
channels using Heisenberg's uncertainty principle ∆k∆r ≥ ℏ/2 and the estimated
d and s wave resonances from Fig. 7.10 a. Using width of 0.3 Å−1 and 1.5 Å−1

results in real-space distributions of the corresponding Coulomb partial waves of
the order ∆rd ≈ 1.7 Å and ∆rs ≈ 0.3 Å around the carbon nucleus. Considering
a carbon-carbon distance of 1.42 Å, a signi�cant overlap between partial waves
emanating from nearest neighbors is thus only expected for the d channel.

7.7 Conclusion

In summary, we measured photon-energy-dependent POT data of EMLG and
QFMLG at di�erent binding energies as well as varying sample geometries us-
ing a well-calibrated photon �ux calibration.

Comparing the photon-energy-dependent intensity distributions of the two sam-
ples directly shows no substantial di�erence at higher photon energies (⪆ 60 eV),
emission from σ bands and/or an emission outside of the �rst BZ of graphene. For
�xed initial states of π character within the �rst BZ of graphene (Dirac point),
however, the photoemission signal varies. This is attributed to the di�erent prop-
erties of the two samples. While in QFMLG that top layer is above a decoupling
hydrogen layer, the top graphene layer in EMLG is above zero-layer graphene and
still electronically in�uenced by the SiC substrate.

The resonances observed in the intensity distribution for π states go beyond the
prediction of the plane-wave �nal state approximation, which is also observed for
the complex intensity distribution around the horseshoe at E − Evac = 6.06 eV.
Instead, the surface-�ux method within the framework of TDDFT reproduces the
angle-resolved photoemission intensities of the horseshoe of QFMLG. In order to
receive an intuitive physical picture behind the calculations, we used the SWA for
the photoemission �nal state allowing for the interference of the dipole-allowed
s and d photoemission channels. To simulate the photoemission from the C 2pz
derived valence band of graphene, we formally extended the SWA to a periodic
system including the Bloch nature of the initial state and nearest-neighbor scat-
tering of the outgoing photoelectron. Due to the excellent agreement of kinetic-
energy-dependent photoemission intensities around the horseshoe of SWA and two
experimental geometries (NI and OI), we were able to extract the amplitudes and
phases of both s and d partial waves and show that their overlap between nearest
neighbors is only expected for the d channel.
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7.8 Outlook

Since both computationally advanced methods, namely SWANN and TDDFT, to
describe the intensity distribution along the horseshoe throughout consider a free-
standing graphene layer, we can conclude that the observed modulations can not be
explained by any hybridization of the graphene layer with the substrate, photoelec-
tron scattering from the underlying substrate atoms, or buckling of the graphene
layer. Looking back to the band map of QFMLG, it is important to notice that
the horseshoe emission basically belongs to the same band as the Dirac point, only
cut at another energy. Considering the �ndings from the SWANN calculations, we
can therefore specify which sample properties lead to the varying intensity dis-
tributions observed for the Dirac points of EMLG and QFMLG. The resonances
observed for the Dirac point of QFMLG can thus be attributed to nearest-neighbor
scattering within the graphene layer in accordance with the SWANN calculations
of the horseshoe. The shift of the resonances to smaller photon energies observed
for EMLG can consequently be attributed to the interaction between the graphene
layer and the underlying substrate, i.e., hybridization of the graphene layer with
the substrate, photoelectron scattering from the underlying substrate atoms, or
buckling of the graphene layer.

7.8 Outlook

The extracted kinetic-energy-dependent amplitudes and phases of the two partial
waves s and d present a benchmark for ab initio theories that focus on a more
sophisticated description of the photoemission process. This could especially aid
to understand dichroism. Using the provided material in Ref. [AH12] along with
Eqs. 7.1 and 7.2, one could also easily calculate the horseshoe intensities with
arbitrary polarized light. These calculations could thus be used to absolutely cali-
brate the photon �ux purely based on the photoemission response of the robust 2D
material QFMLG in any photoemission measurement with variable photon energy
and geometry. Or di�erently, complex kinetic-energy-dependent intensity modu-
lations of other sample systems, such as layers of π conjugated organic molecules
or (quasi-) 2D quantum materials could be understood with our SWA model pro-
viding an intuitive physical picture of the photoemission process.
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8 | Summary and Conclusion

The main objective of this thesis was to verify the limits of POT and extend the
technique's applicabilities. In particular, the following questions were formulated
in the introduction: (1) Is POT applicable to a broader range of electronic states,
particularly σ orbitals and bent π systems? (2) Using this extended possibilities,
can POT shed light on details about the chemical state of molecules or (3) identify
adsorbed molecules such as the reaction products of on-surface syntheses? (4) Is
it possible to obtain experimental k maps ful�lling the ideal ϵ ∥ kf condition and
how strongly does the resulting ideal k map deviate from typically recorded ones?
(5) Which theoretical model can appropriately reproduce experimental photon-
energy-dependent POT and shed light on the nature of the observed resonances?

In order to be able to interpret the results, information about the used experimental
and theoretical methods is provided in Chapter 2.

Chapter 3 deals with the �rst question and thereby tests one precondition in the
original formulation of POT, namely that only molecular orbitals that consist of
atomic orbitals with the "same chemical and orbital character" [41] can be correctly
described using the PWA in POT. As a consequence of this assumption, previous
POT studies focused on valence π orbitals composed of pz orbitals. In Chapter
3, the accessible orbital range is extended to π orbitals at higher binding energies
as well as σ orbitals which allows to provide an experimentally-derived energy
level alignment of σ and π orbitals in a binding energy range of ≈ 0 eV � 10 eV.
The experimental results serve as a benchmark for the performance of electronic
structure calculations and reveal that among four widely used functionals, the
range-separated hybrid functional HSE agrees best with the experimental energies.
The detailed analysis of two particular σ orbitals allows to di�erentiate between a
metalated, fully or partly hydrogenated reaction product of the thermal reaction of
DBBA on Cu(110). We identify the fully hydrogenated bisanthene as �nal reaction
product which would not have been possible considering only π orbitals.

In Chapter 4, we study the thermal reaction of a specially designed precursor
molecule on Cu(111) and identify its reaction product as kekulene. We partic-
ularly focus on the description of the molecule's aromatic stabilization that was
debated in literature for many years. For the �rst time, our POT results provide
experimental evidence on kekulene's aromatic state focusing on electronic proper-
ties rather than geometric ones. Consulting two hypothetical theoretical models
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with varying geometric and electronic characteristics of Clar and superaromatic
type, we reveal that the former aromatic state is favored for kekulene.

Chapter 5 discusses the geometric and electronic properties of the three observed
molecular species after thermal reaction of the same precursor used in Chapter 4
on Cu(110). STM images of full monolayer coverage show that planar kekulene
molecules are formed besides nonplanar iso-kekulene molecules that appear in two
di�erent geometric con�gurations with the inwards rotated phenanthrene moity
tilted out of the molecular plane pointing either away from the substrate ("up")
or towards it ("down"). Molecule/metal calculations reveal that there are di�er-
ences in the MOPDOS of the three species on Cu(110), which a�ects the intensity
distribution of individual emission lobes in the k maps. Comparing experimental
and theoretical k maps for varying species on the Cu(110) surface, we �nd that
iso-kekulene is the major reaction product on the surface in agreement with a sta-
tistical evaluation of large-scale STM images. This proves that POT is able to
di�erentiate isomeric reaction products and reveal charge transfer from the metal
to the molecule due to experimentally identi�ed k maps of LUMO and LUMO+1
of iso-kekulene. Chapters 4 and 5 thus respond to questions (2) and (3) proving
that POT is able to identify reaction products on the one hand and on the other
hand can shed light on the aromatic state of particular molecules.

The fourth question is tackled in Chapter 6, where we construct synthetic k
maps ful�lling the ϵ ∥ kf condition using incidence-angle-dependent POT data.
This is done for three di�erent sample systems, namely benzene/Pd(110), bisan-
thene/Cu(110), and EMLG. Although we observe clear deviations between the
ideal Iϵ∥kf

(kx, ky) maps in comparison to those recorded at single incidence an-
gles, the best agreement between ideal and usually recorded k maps is found using
α = 49◦ ± 3 ◦.

In Chapter 7, we learn that the PWA used in POT can be successfully used to qual-
itatively describe the results of two-dimensional material graphene. This proves
that the technique is not limited to molecular systems and thus opens the �eld
for a new set of materials. However, the experimental photon-energy-dependent
POT results cannot be reproduced quantitatively using the PWA. The origin of
some features can, however, be understood by comparison of EMLG and QFMLG
results, because the interaction strength between the top graphene layer and the
underlying SiC substrate varies in the two graphene samples. The majority of
peaks in the intensity vs. photon energy distributions is observed for both sam-
ples, for which we accordingly rule out the in�uence of the underlying substrate.
To be able to understand physical origins behind the experimentally-observed reso-
nances in correlation to the actual photoemission process, we consult two advanced
theoretical approaches. The results of TDDFT fully agree with the experiment but
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an intuitive picture is not allowed in its complex computational description. The
recently developed SWA, however, allows a more detailed analysis of the photon-
energy-dependent data set of QFMLG recorded in normal and grazing incidence
geometry. In the study, we are able to extract the momentum-dependent ampli-
tude and phase of the dipole-allowed s and d photoemission channels.

Summing up, the results of this thesis prove that POT is not limited to (i) π or-
bitals from (ii) large, (iii) planar (iv) molecules, and (v) a particular experimental
geometry as initially postulated by Puschnig et al. [11]. In particular, we show
that POT provides valuable information to identify exact reaction products of
on-surface syntheses using π (kekulene and iso-kekulene, Chapters 4 and 5) and
σ orbitals (bisanthene vs. metalated bisanthene, Chapter 3). Additionally, POT
can be applied to small molecules (benzene, Chapter 6) as well as two-dimensional
systems (graphene, Chapters 6 and 7), and is able to pinpoint the long-disputed
aromatic stabilization in kekulene (Chapter 4). The investigation of experimental
k maps ful�lling the ϵ ∥ kf condition further supports to perform future POT ex-
periments using incidence angles close to 49◦. Thereby, the experimental k maps
come as close as possible to the more exact IAC approximation without perform-
ing time-consuming incidence-angle-dependent POT measurements. Additionally,
we learned that if photon-energy-dependent POT studies are performed for two
di�erent graphene samples, resonances that can be correlated to an in�uence of
the underlying substrate are only observed at hν< 60 eV. In general the intensity
distribution cannot be reproduced using the simple PW �nal state. In this work,
the more adequate �nal state descriptions in TDDFT and the SWA are consulted.
Both methods agree with the experimental data, but only the SWA allows to draw
conclusions about the physical origins of the observed resonances.

Finally, my work shows that POT can be utilized to study a variety of adsor-
bate/metal systems and provides valuable information beyond the original ideas
postulated in 2009. As a consequence, novel application possibilities in the fu-
ture of POT are established that will give rise to exact electronic descriptions of
adsorbate layers on the orbital-level.
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A | Data Analysis Software

The analysis of POT measurements was performed with the python-based software
MOZI developed by X. Yang during his PhD thesis based on a previous IGOR
Pro-based software. It allows to import, process, and plot POT data recorded
with the TEA. Some functionalities concerning the calibration, presentation as
well as in- and export of POT data series where either the photon energy or
the incidence angle were varied have been expanded during the course of this PhD
thesis. Options to be set by the user are presented in the screenshot of the program
in Fig. A.1a explained in more detail in the following using the numbers 0�15
corresponding to the colored spheres in the �gure. The red spheres correspond
to features concerning data import, presentation, and exportation. The purple
spheres concern plotting photoemission intensities vs. photon energy or incidence
angle. The blue spheres can only apply to photon energy dependent data series.

Prior to importing POT data recorded at constant kinetic energy, the data type
needs to be de�ned in 0 to either Energy-dependent or Angle-dependent.
The data are imported using Choose Data Files 1 . Energy dependent data
can be presented in three di�erent variants exemplary plotted in �gure A.1b�d,
namely as raw data I(θ, ϕ), I(k∥, ϕ), or k map I(kx, ky) by de�ning the Options
in 2 . Angle-dependent data can only be shown as k maps I(kx, ky). In option
3 , the user can choose whether raw or normalized data shall be plotted. The
latter option is thus only selectable if normalization options have been chosen
that will be discussed later in this section 15 . For all plot options, the user can
choose how many energy slices shall be averaged (Slice Min and Slice Max,
4 ). Additionally, for k maps parameters like the arcshift or the polarshift can
be de�ned. These parameters shall be calibrated using the main MOZI program
not further discussed in this work. The data can be plotted by pressing Show
5 . Single k maps may be exported in matplotlib (e.g. as *.png or *.jpg) using
Open map in Matplotlib 6 , while the complete data set can be exported as
an *.hdf5 �le using Export 3D data set to HDF 7 .
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Figure A.1: Screenshot of MOZI for analysis of POT data series
a Updated functionalities of MOZI to analyze POT data series. Individual features
are marked with colored spheres and numbers. The red spheres correspond to
data import, presentation, and exportation. The purple spheres concern plotting
photoemission intensities vs. photon energy or incidence angle. The blue spheres
correspond to the normalization of photon energy dependent data series. Data
can be presented in three di�erent ways, namely b I(θ, ϕ), c I(k∥, ϕ), or d k map
I(kx, ky). e Photon yield or f photoemission intensity vs. photon energy plots.
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To trace the photoemission intensity of speci�c features vs. photon energy or
incidence angle, one can de�ne an elliptical as well as a rectangular region of
interest denoting the ROI and BG, respectively, in 8 and 9 . Their sizes and
positions can be saved and loaded for later use. The integrated photoemission
intensity in these areas can be plotted by pressing Plot intensity options 10 .
There are four plot options, namely only ROI, only BG, ROI-BG, and (ROI-
BG)/X. If one options is selected, the intensity is plotting by checking the Plot

intensity of static ROI 12 as exemplary shown in Fig. A.1f using the ROI
de�ned in d.

The BG can be chosen di�erently in the BG Type section 11 . If a rectangular
BG has been de�ned, choose Rectangle BG Avg.. Note that the default is set
to no BG, which means that the user has to choose another BG Type if a plot
option is selected that uses the BG.

The "X" in the last plot option de�nes to which quantity the photoemission in-
tensity is normalized. This can be either the Exposure time and/or the photon

�ux Φ / IM1 * IM2 in 15 . The exposure time and the mirror current IM2
(im in Section 2.4.6) are saved during data acquisition and therefore automatically
imported. Φ/IM1 (η(hν) in Section 2.4.6), however, needs to be loaded separately

using the button Load Φ / IM1 13 . The loaded data are presented in the list
below including the photon energy "hν", the photon yield Φ/IM1, its error, and
the beamline con�guration. The photon yield can be plotted by the Plot option
13 as exemplary shown in Fig. A.1e. The colors represent the beamline con-
�gurations already mentioned in Section 2.4.6. The following abbreviations were
used: 15 eV to 31 eV, NI, 3rd harmonic, no �lter: "NI_14_31"; 25 eV to 45 eV, GI,
3rd harmonic, Mg �lter: "GI_25_45"; 45 eV to 59 eV, GI, 6th harmonic, Al �lter:
"GI_45_59"; 59 eV to 71 eV, GI, 10th harmonic, Al �lter: "GI_59_71"; 71 eV to
87 eV, GI, 10th harmonic, Be �lter: "GI_71_87"; and 87 eV to 111 eV, GI, wiggler
mode, Be �lter: "GI_87_111". Note that for some photon energies, two di�erent
beamline con�gurations could be used. To normalize the recorded POT data with
the photon �ux, it is therefore ambiguous for some photon energies, which con�g-
uration has been used during the experiment. Especially because this information
is not saved during data acquisition but only noted in the labbook. It is therefore
necessary that the user assigns the correct beamline con�guration to the required
imported POT data which are labeled by Choose in the data list marked by the
lightblue frame. To change the Choose to the desired beamline con�guration,
doubleclick on the word and type in the correct abbreviation. To check whether
the assignment was done correctly for all POT data, click on Update list 14 .
If Updated is checked, your assignment was successful. This information can be
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saved in a separate �le by pressing Save ranges and loaded again using Load
ranges 14 . Now, the data can be normalized to the photon �ux, which means

that Φ / IM1 * IM2 in 15 is selectable.

The intensity integrated in the area of ROI and BG and plotted vs. the photon
energy can now be normalized to Exposure time and/or the photon �ux Φ /

IM1 * IM2 by de�ning "X" in 15 . Selecting (ROI-BG)/X in 10 then also

allows to plot this normalized intensity in 12 . The k maps can also be normalized

in this way. The normalized k maps can be plotted choosing normalized in 3
and again pressing Show 5 . If the k maps have been normalized, the normalized
and raw data are saved in the *.hdf5 �le pressing 7 .

The option Dynamic ROI in the bottom left corner of Fig. A.1a was not used
for data analysis in this work and is therefore not discussed further.
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B | MOPDOS Obtained with
Approach 2

The deconvolution analysis using approach 2 is applied to the π orbitals above
the Cu d band and to σ orbitals down to a binding energy of about 10 eV. In
the this approach, the only initial input is the experimental data cube and all
individual k maps of the orbitals of the free molecule bisanthene. In a �rst step,
a data cube I(Eb, kx, ky) is �tted with a single theoretical k map Ii(kx, ky), where
the index i labels the orbitals. This is repeated for all orbitals (e.g., i = 1, . . . 27
for σ orbitals see Tab. 3.6). These initial �ts with single k maps result in broad
peaks that allow to narrow down the binding energy range in which the respective
orbital is to be expected. In a second step, each data cube is deconvolved using its
so-obtained set of contributing orbitals. In these curves, however, the contribution
of some orbitals is negligibly small or unstructured in particular energy ranges or
the features in the theoretical k maps obviously do not match the experimental
one. In such cases, the orbitals are excluded in the next analysis step. Single
case-to-case judgments can be found in the SI of Ref. [AH13]. After �nding an
appropriate �tting model for each energy range, there are multiple deconvolution
results ai(Eb) for each orbital from neighboring energy ranges. These results of
all ranges for one orbitals are always shown in one plot, e.g., in the left column of
Fig. B.5 for the π orbitals or Figs. B.1, B.3.

For the same reasons as in approach 1, the obtained MOPDOS from varying mea-
surements (energy ranges) can not be directly related. To overcome this incom-
patibility in between energy ranges, we interpolate the deconvolution results in
neighboring energy ranges (and in some cases of di�erent �tting models in one en-
ergy range) for each orbital individually in approach 2. This is exemplary shown
in Fig. 3.10 with the original deconvolution results as gray curves and the �nal
MOPDOS in red. The results of all orbitals are shown in the right column of Fig.
B.5 for the π orbitals or Figs. B.2, B.4. Each of these plots contains four k maps.
The one next to the orbital's label is calculated for this orbital of the free molecule.
In the set of three k maps with the same binding energies, the top k map is an ex-
perimental one I(Eb, k∥), the middle is the deconvolution result

∑
i ai(Eb) · Ii(k∥)

using the k maps Ii(k∥) of free bisanthene and the �tting parameters ai(Eb). The
bottom k map is the residual residual I(Eb, k∥) −

∑
i ai(Eb) · Ii(k∥).
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Figure B.1: σ orbital deconvolution results of approach 2
Deconvolution results of single σ orbitals using approach 2. Therein, each experi-
mental data cube is �tted with only one orbital. The results of one orbital �tted
in all �ve ranges in plotted as a function of binding energy.
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Figure B.2: σ orbital deconvolution results of approach 2
Considering the results of Fig. B.1, the obtained �t results of some orbitals are
sometimes negligibly small or unstructured in particular energy ranges. Those
curves are ignored, while the remaining curves drawn in gray in this plot, are in-
terpolated resulting in the red curves further referred to as experimental MOPDOS
of one single orbital. The k map shown next to the orbital's label is calculated for
this orbital of the free molecule. In the set of three k maps with the same bind-
ing energies, the top k map is an experimental one I(Eb, k∥), the middle is the
deconvolution result

∑
i ai(Eb) · Ii(k∥) using the k maps Ii(k∥) of free bisanthene

and the �tting parameters ai(Eb) . The bottom k map is the residual residual
I(Eb, k∥) −

∑
i ai(Eb) · Ii(k∥).
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Figure B.3: σ orbital deconvolution results of approach 2
Deconvolution results of single σ orbitals using approach 2. Therein, each experi-
mental data cube is �tted with only one orbital. The results of one orbital �tted
in all �ve ranges in plotted as a function of binding energy.
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Figure B.4: σ orbital deconvolution results of approach 2
Considering the results of Fig. B.1, the obtained �t results of some orbitals are
sometimes negligibly small or unstructured in particular energy ranges. Those
curves are ignored, while the remaining curves drawn in gray in this plot, are in-
terpolated resulting in the red curves further referred to as experimental MOPDOS
of one single orbital. The k map shown next to the orbital's label is calculated for
this orbital of the free molecule. In the set of three k maps with the same bind-
ing energies, the top k map is an experimental one I(Eb, k∥), the middle is the
deconvolution result

∑
i ai(Eb) · Ii(k∥) using the k maps Ii(k∥) of free bisanthene

and the �tting parameters ai(Eb) . The bottom k map is the residual residual
I(Eb, k∥) −

∑
i ai(Eb) · Ii(k∥).
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Figure B.5: π orbitals approach 2
Left column: Deconvolution results of single σ orbitals using approach 2. Therein,
each experimental data cube is �tted with only one orbital. The results of one
orbital �tted in all �ve ranges in plotted as a function of binding energy. Right
column: Interpolated �t curves of each orbital in red further referred to as exper-
imental MOPDOS of one single orbital. The k map shown next to the orbital's
label is calculated for this orbital of the free molecule. In the set of three k maps
with the same binding energies, the top k map is an experimental one I(Eb, k∥),
the middle is the deconvolution result

∑
i ai(Eb) · Ii(k∥) using the k maps Ii(k∥)

of free bisanthene and the �tting parameters ai(Eb) . The bottom k map is the
residual residual I(Eb, k∥) −

∑
i ai(Eb) · Ii(k∥).
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C | LEED of Iso-kekulene/Cu(110)

Figure C.1: LEED of iso-kekulene/Cu(110)
LEED image of a monolayer of annealed precursor molecules on Cu(110) measured
with an electron energy of 45 eV.
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D | Photon-Energy-Dependent
POT of Graphene

QFtBLG

We additionally measured photon energy dependent POT for a third sample that
we refer to as quasifreestanding twisted bilayer graphene (QFtBLG). It is sup-
posed to be similar to QFMLG, yet extended by one graphene layer on top. The
two topmost graphene layers are rotated to each other by 30◦. In respect to the
substrate, the topmost layer is then in the same orientation as the substrate, while
the second graphene layer is rotated by 30◦. Therefore, the �rst and second layers
are called 0◦ and 30◦ rotated graphene, respectively.

Unfortunately, the investigated sample showed ambiguous results in other surface
science techniques such as NIXSW and LEED. We are therefore not sure, whether
we measured POT of the desired QFtBLG sample 1. Nevertheless, we show the
measured band map in Fig. D.1 and k maps in Figs. D.2 and D.4.

In the band map of QFtBLG, dispersing π bands are visible in Fig. D.1 originate
from the 30◦-rotated top-layer graphene in the Γ̄ − K̄ direction, while in Γ̄ − M̄
the linear dispersion of the π bands from the second, 0◦-rotated graphene layer are
discernible. The crossing of the π bands are at the same energy, which means that
the �rst and second graphene layers have the same electronic properties. Again,
the absent gap in the π bands indicates a decoupling of the graphene sheets to the
SiC similar to QFMLG.

In the band map, two dashed white line are indicated which mark the energies
where photon-energy-dependent POT series of have been measured. The used
energies correspond to those already discussed in Chapter 7 that were referred to
as maps 1 and 3 recorded at E − Evac ≈ 4.75 eV and ≈ 8.9 eV. For QFtBLG, we
recorded comparable photon-energy-dependent POT data at E − Evac = 4.74 eV
and E − Evac = 8.67 eV, respectively.

1Personal communication with F. Bocquet.
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Figure D.1: Band maps of QFtBLG
Band maps of QFtBLG recorded at hν = 45 eV in two high symmetry directions.
Assuming that we actually have a QFtBLG sample, one direction is along the
Γ�K0◦ and another along the Γ�K30◦ direction where K0◦ and K30◦ denote the K
points of the two graphene layers rotated towards each other by 30◦. The y-scale
shows the binding energies Eb = EF − Ekin on the left and E − Evac = hν − Ekin

on the right side. The white solid line denotes the Fermi edge and the white
dashed lines the energies where photon-energy-dependent POT series of have been
measured.
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Map 1 - Dirac point

In the case of QFtBLG, two ROIs are de�ned to trace the intensity of the Dirac
point emissions from the k maps recorded at E −Evac = 4.74 eV. The ROI drawn
with a solid line (ROI1) in Fig. D.2 accounts for the top 0◦-rotated and that with
a dotted line (ROI2) for the second 30◦-rotated graphene sheets. The integrated
intensity at the �rst BZ is plotted vs. the photon energy in Fig. D.3a�c. To discern
details at higher photon energies and for ROI2 of QFtBLG, the data points are
multiplied by a factor of three indicated by open symbols. The intensities plotted
in d�f are extracted from the emission at the second BZ. Fig. D.3 additionally
includes the corresponding intensity distributions that were extracted from k maps
of EMLG and QFMLG at similar E−Evac presented and discussed in Section 7.5.
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Figure D.2: k maps of QFtBLG at E − Evac = 4.74 eV (map 1)
k maps of QFtBLG at E − Evac = 4.74 eV in a photon energy range of 15 eV to
111 eV. ROI1 and ROI2 for intensity integration are indicated by solid and dotted
white ellipses and the BG with a white rectangle.
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Figure D.3: Intensity distributions from QFtBLG at E − Evac = 4.74 eV
Normalized integrated intensities IROI against photon energy extracted from k
maps of QFtBG measured at E−Evac = 4.74 eV (map 1). The data are compared
to the results of EMLG and QFMLG recorded at E−Evac = 4.74 eV and 4.76 eV,
respectively, presented in Fig. 7.4. Intensity extracted at the K point (solid white
ellipses in Fig. D.2) for a EMLG, b QFMLG, and c QFtBLG. Intensity extracted
at the K′

2 point (dotted white ellipses in Fig. D.2) for c EMLG, d QFMLG, and e
QFtBLG. The corresponding k maps are shown in Figs. 7.3 (EMLG and QFMLG),
and D.2 (QFtBLG). The normalization of the data is described in Section 2.4.7.

Map 3 - graphene's σ and π band emissions

Similar to the results presented in Section 7.5 for EMLG and QFMLG, we likewise
recorded photon-energy-dependent k maps of QFtBLG at E −Evac = 8.67 eV. In
the k maps presented in Fig. D.4a�e, we see emission from the σ band at the Γ′

point in the second BZ as an elliptical spot. The inhomogeneous circle around and
the additional lines at the corners of the k maps stem from π bands. The emission
intensity from the σ band is extracted using the ROI marked in Fig. D.4a�e. The
resulting intensity distribution plotted against the photon energy is shown in f in
comparison to the corresponding results of EMLG and QFMLG already discussed
in Section 7.5. Again, we observe only one peak at hν = 61 eV just as for the
other two samples.
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Figure D.4: QFtBLG at E − Evac = 8.67 eV (map 3)
a�e k maps of QFtBLG at E −Evac = 8.67 eV in a hν range of 19 eV to 111 eV.
The ROI for intensity integration and the BG are indicated by white ellipses
and rectangles, respectively. f Normalized integrated intensities IROI against hν.
The data are compared to the results of EMLG and QFMLG recorded at E −
Evac = 8.89 eV and 8.53 eV, respectively (Fig. ??). The corresponding k maps
are shown in Figs. 7.5 (EMLG and QFMLG). The normalization of the data is
described in Section 2.4.7.
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EMLG: E − Evac = 7.90 eV
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Figure D.5: EMLG k maps at E − Evac = 7.90 eV
Normalized k maps of EMLG recorded at E − Evac = 7.90 eV integrated in an
energy window of 0.24 eV in a photon energy range from 20 eV to 105 eV. The
k maps show a fairly complicated pattern. Therefore, it is not reasonable to place
a ROI in the k map to trace the intensity vs. photon energy.
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Map 3: E − Evac = 8.70 eV

The discontinuous intensity distribution of the circular π band emission around the
Γ2 point is illustrated with the help of more experimental k maps than shown in
Fig. 7.5 is presented in Figs. D.6 and D.7 for EMLG and QFMLG, respectively.
Arrows and lines are drawn into the k maps of QFMLG to be able to address
particular emission intensities.
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Figure D.6: EMLG k maps measured at E − Evac ≈ 8.70 eV
Normalized k maps of EMLG recorded at E − Evac ≈ 8.89 eV. The k maps are
recorded at a hν = 45 eV, b 61 eV, c 71 eV, and d 85 eV. The ROIs to trace
the photoemission intensity (Fig. 7.6) are indicated by white ellipses. The white
rectangular areas are used to obtain a background intensity for the normalization
procedure.
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While a weak, rather homogeneous intensity along the circle (dashed line in Fig.
D.7c) remains in the k maps of both samples at all photon energies, the intensity
along the ring is enhanced in the Γ�M direction at small photon energies (white
arrow in k map of QFMLG recorded at hν = 27 eV in Fig. D.7a). With in-
creasing hν, this "spot" splits up into two separate emission intensities that move
symmetrically along the circle to higher k∥ values indicated by white arrows in
Fig. D.7b). The enhanced intensity moves along the circle until approximately
hν = 87 eV. In the k maps recorded at hν ≥ 80 eV, these emission intensities are
located at the border to the π band emission ring of the next BZ. This is indicated
by white arrows in Fig. D.7d.
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Figure D.7: QFMLG k maps measured at E − Evac ≈ 8.53 eV
Normalized k maps of QFMLG recorded at E − Evac ≈ 8.53 eV. The k maps are
recorded at a hν = 27 eV, b 45 eV, c 61 eV, and d 81 eV. The ROIs to trace
the photoemission intensity (Fig. 7.6 )are indicated by white ellipses. The white
rectangular areas are used to obtain a background intensity for the normalization
procedure.
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