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Zusammenfassung

In dieser Dissertation untersuchen wir die Aspekte von zeitabhéngigen Hamil-
tonoperatoren (Modellen), die die zeitliche Entwicklung von Transmon Syste-
men beeinflussen kénnen. Wir modellieren die Zeitentwicklung verschiedener
Systeme als unitdre Echtzeitprozesse. Dazu losen wir die zeitabhéngige
Schrodingergleichung (ZSG) numerisch. Die resultierenden Computermod-
elle bezeichnen wir als nicht-ideale-gatterbasierte Quantencomputer (NIGQC)
Modelle, da Transmons in der Regel als Transmon Qubits in supraleitenden
prototyp-gatterbasierten Quantencomputern (PGQC) verwendet werden.

Wir diskutieren zundchst das Modell des idealen-gatterbasierten Quan-
tencomputers (IGQCs) und differenzieren zwischen den Begriffen IGQC, PG-
QC und NIGQC, welche wir in dieser Arbeit betrachten. Im Anschluss
leiten wir die Schaltkreis Hamiltonoperatoren ab, welche die Zeitentwicklung
von frequenzfesten und stimmbaren Transmons generieren. Dariiber hinaus
diskutieren wir kurze und priagnante Ableitungen fiir effektive Hamiltonop-
eratoren (fiir beide Arten von Transmons). Wir verwenden die Schaltkreis
Hamiltonoperatoren und die effektiven Hamiltonoperatoren, um zwei Mehr-
teilchen Hamiltonoperatoren zu definieren. Die Wechselwirkungen zwischen
den verschiedenen Teilsystemen werden als Dipol-Dipol Wechselwirkungen
modelliert. Im Anschluss entwickeln wir zwei Produkt-Formel Algorithmen,
welche es uns erlauben die ZSG fiir die von uns definierten Mehrteilchen
Hamiltonoperatoren numerisch zu losen.

Anschlielend verwenden wir diese Algorithmen, um zu untersuchen wie
sich verschiedene N&herungen (Annahmen) auf die Zeitentwicklung von Trans-
mon Systemen auswirken. Hier betrachten wir den effektiven Mehrteilchen
Hamiltonoperator und nutzen den Schaltkreis Mehrteilchen Hamiltonopera-
tor als einen Referenzpunkt (im iibertragenen Sinne). Wir betrachten auss-
chliefllich Szenarien bei denen ein Steuerungssignal genutzt wird. Wir finden,
dass die von uns untersuchten Néherungen die Zeitentwicklung der von uns
modellierten Wahrscheinlichkeitsamplituden erheblich beeinflussen kénnen.
Des Weiteren untersuchen wir, wie anféllig die numerischen Werte verschiedener
Gatter-Fehler Quantifikatoren gegeniiber Naherungen (Annahmen) sind. Wir



stellen fest, dass die von uns betrachteten Naherungen (Annahmen) eindeutig
Gatter-Fehler Quantifikatoren wie die Diamant-Distanz und die durchschnit-
tliche Fidelitat beeinflussen. Des Weiteren sind wir oft in der Lage klare und
pragnante theoretische Erkldrungen fiir die Ergebnisse, die wir in dieser Ar-
beit diskutieren, zu prasentieren.

il



Abstract

In this thesis we study aspects of Hamiltonian models which can affect the
time evolution of transmon systems. We model the time evolution of vari-
ous systems as a unitary real-time process by numerically solving the time-
dependent Schrédinger equation (TDSE). We denote the corresponding com-
puter models as non-ideal gate-based quantum computer (NIGQC) models
since transmons are usually used as transmon qubits in superconducting pro-
totype gate-based quantum computers (PGQCs).

We first review the ideal gate-based quantum computer (IGQC) model
and provide a distinction between the IGQC, PGQCs and the NIGQC mod-
els we consider in this thesis. Then, we derive the circuit Hamiltonians which
generate the dynamics of fixed-frequency and flux-tunable transmons. Fur-
thermore, we also provide clear and concise derivations of effective Hamilto-
nians for both types of transmons. We use the circuit and effective Hamilto-
nians we derived to define two many-particle Hamiltonians, namely a circuit
and an associated effective Hamiltonian. The interactions between the differ-
ent subsystems are modelled as dipole-dipole interactions. Next, we develop
two product-formula algorithms which solve the TDSE for the many-particle
Hamiltonians we defined.

Afterwards, we use these algorithms to investigate how various frequently
applied approximations (assumptions) affect the time evolution of transmon
systems modelled with the many-particle effective Hamiltonian when a con-
trol pulse is applied. Here we also compare the time evolutions generated
by the effective and circuit Hamiltonian. We find that the approximations
we investigate can substantially affect the time evolution of the probability
amplitudes we model. Next, we investigate how susceptible gate-error quan-
tifiers are to approximations which make up the NIGQC model. We find that
the approximations (assumptions) we consider clearly affect gate-error quan-
tifiers like the diamond distance and the average infidelity. Furthermore, we
provide clear and concise theoretical explanations for many of the findings
we present in this thesis.

il
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Introduction

We begin this thesis with a fundamental distinction, namely we differenti-
ate between a computer model and the corresponding computer hardware.
Broadly speaking, a computer model consists of a collection of definitions
and mathematical proofs which state that once we are provided with an ideal
computing machine which is able to execute a certain number of elementary
operations, we can solve a broad range of computational problems by execut-
ing sequences of these elementary operations. The computer model provides
the knowledge of how to construct the sequence for a given computational
problem. A famous example for such a computer model is the Turing ma-
chine, see Ref. [Tur37]. The computer hardware is tasked with the problem
of realising the elementary operations from the abstract computer model in
the real world and providing the necessary infrastructure for the computa-
tional process, e.g. long-term and short-term memory storage. Note that the
computer model does not discriminate between different technological solu-
tions to the problem. For example, at one time, digital computer hardware
was based on vacuum tubes which were later replaced by transistors.

The ideal gate-based quantum computer (IGQC) as discussed in Ref. [NC11]
is an algebraic computer model that consists of a collection of definitions and
mathematical proofs, see Secs. 2.1-2.5. However, the construction of a fully
functioning prototype gate-based quantum computer (PGQC) is an unsolved
engineering task which requires a tremendous amount of precision in terms
of control over a quantum system, see Ref. [LB13]. Many studies with a fo-
cus on PGQCs (sometimes referred to as noisy intermediate-scale quantum
devices, see Ref. [Prel8]) investigate a certain type of superconducting hard-
ware, see for example Refs. [Gu+21; Rot+17; Rol4+19; Aru+19; Lac+20],
so-called transmon systems. In this thesis, we model the time evolution of
transmon systems as a unitary real-time process. Therefore, throughout this
work we assume that the dynamics of transmon systems is governed by the
time-dependent Schrédinger equation (TDSE)

10, [W(t)) = H(t) (1)), (1.1)



where H(t) is the model Hamiltonian that generates the dynamics and |¥(¢))
is the state vector which, by assumption, completely describes the state of
the system. Note that we use i = 1 throughout this work. Unfortunately, an-
alytical solutions of the TDSE are rare, especially for cases where the model
Hamiltonian H (t) is explicitly time dependent. Hence, we use the prod-
uct formula approach, see Refs. [Rae87; HD90], to construct two algorithms
that can solve the TDSE numerically, for two many-particle Hamiltonians.
We use these algorithms to construct non-ideal gate-based quantum com-
puter (NIGQC) models which describe the time evolution of superconducting
PGQCs used in experiments. In this thesis, we focus on certain aspects of
the model which can substantially affect the state of a NIGQC, i.e. the time
evolution of transmon systems.

This thesis is structured as follows. In Chap. 2, we review the model of the
IGQC and provide a distinction between the IGQC, PGQCs and NIGQCs.
Next, in Chap. 3, we derive circuit and effective Hamiltonians for LC res-
onators, fixed-frequency and flux-tunable transmons. We use these subsys-
tems to define two many-particle Hamiltonians, a circuit Hamiltonian and
an associated effective Hamiltonian. The interactions between the different
subsystems are modelled as dipole-dipole interactions. The effective Hamilto-
nian is supposed to mimic the dynamics of the circuit Hamiltonian. Then, in
Chap. 4, we review the fundamental problems we face if we numerically solve
the TDSE. Furthermore, we discus the product-formula algorithms we use to
mitigate these problems and to solve the TDSE for the Hamiltonians we de-
fine in Chap. 3. In Chap. 5, we study how various approximations affect the
time evolution of transmon systems modelled by the effective Hamiltonian.
Here, we consider scenarios where control pulses are applied to the transmon
systems. Additionally, we compare the time evolution of the circuit Hamilto-
nian with the one of the effective Hamiltonian. Note that in this chapter we
only consider the probability amplitudes relevant to the transitions we study.
Next, in Chap. 6, we investigate how susceptible gate-error quantifiers are
to the approximations which make up the NIGQC model. Gate-error quan-
tifiers are usually used to quantify how successful a computation could be
realised with a PGQC and/or with a NIGQC model. Finally, in Chap. 7, we
summarise all the findings, provide concluding remarks and give an outlook
for future research.



An introduction to gate-based
quantum computing

In this chapter we provide a discussion of gate-based quantum computing.
In Sec. 2.1, we introduce the mathematical framework we use to develop
the model of the IGQC. Section 2.2 contains a discussion of the single-qubit
Hilbert space. In Sec. 2.3, we define the multi-qubit Hilbert space, which
is constructed by combining single-qubit Hilbert spaces. The corresponding
model constitutes the IGQC. Section 2.4 contains a discussion of the simula-
tion methods we use to numerically model the IGQC. In Sec. 2.5, we discuss
a handful of algorithms which can be used to solve different computational
problems with an IGQC. We discuss algorithms which are of very different
nature. In Sec. 2.6 we discuss PGQCs, i.e. experimental setups which aim to
realise the IGQC. The subject of Sec. 2.7 are NIGQC models, i.e. models that
can be used to describe the time evolution of the PGQCs. Such a model can
potentially be used to explain and/or describe some of the basic trends we
find in experimental data. The first four sections of this chapter are inspired
by Refs. [NC11; Lagl9].

2.1 Mathematical framework

Quantum computing, on an IGQC, takes place in a finite-dimensional vector
space H over the field of complex numbers C. The vector space is also
equipped with an inner product (-|-) : H x H — C. Such a space is usually
referred to as finite-dimensional Hilbert space. In the following we omit the
adjective finite-dimensional but add a label D to every Hilbert space H?”,
where D = dim(H?”) denotes the dimensionality of the vector space.

A computation on an IGQC might be understood as follows. If |¢) €
HP: () = 1 is some arbitrary state in some Hilbert space HP, we can
perform a computation by mapping this state |)) — [¢)') to another state
[¢") € HP: (']’ = 1. We can generalise this idea by defining a function



U: HP — HP which preserves the norm for all |y € HP. We also require
U to be linear, which means we should speak of our function as an operator
U € L(#P). Here L(HP”) denotes the set of all linear functions, i.e. operators,
in HP. Additionally, operators U € U(HP) which are norm preserving are
referred to as unitary operators. Here U(H”) C L(HP”) denotes the set of

all unitary operators in H”. All unitary operators U satisfy the equation
Utr =1, (2.1)

where U denotes the so-called adjoint operator. If L € L(HP), we denote
LT as the adjoint operator if for all [¢)) ,[¢") € HP the relation

W L) = (@[LIY)", (2.2)
holds true. The asterisk * denotes the complex conjugate of the complex
number (¢|L|1)").

The question we have to ask ourselves is: what is the relation between
the algebraic formalism described above and quantum physics? The relation
becomes clearer once we consider the postulates which often, see for example
Refs. [Weilh; NC11; GS11], provide the foundation of the theoretical frame-
work of quantum theory. In this thesis, we order the postulates in the same
way as the authors of Ref. [NC11]. The first postulate states that an isolated
physical system is completely described by a state vector |¢0) € H: (¢[y) =1
in a Hilbert space H. Note that the postulate does not specify the dimension-
ality of the Hilbert space. However, for simplicity and notational convenience
we assume that # is finite-dimensional, i.e. X — HP. A motivation for this
assumption is provided in Sec. 2.2 and 2.3. The second postulate states that
the evolution of a closed system is described by a unitary operator U which
maps an initial state |¢) to a final state |¢)') at some point later in time. In
Sec. 2.7 we discuss this postulate in more detail. Both postulates together
provide us with a conceptual bridge to the computational processes described
above.

Another question we find ourselves confronted with is: how can we extract
information from the abstract state vectors? In the following, we assume that
this extraction of information is governed by the third postulate. Here we as-
sume that the measurement, of some unspecified discrete physical observable,
is governed by a set {£;} C L(HP) of operators, where i € I C N° denotes
a discrete variable and/or label which allows us to distinguish between dif-
ferent measurement outcomes, i.e. discrete events. Here I denotes an index
set which contains the discrete indices ¢. In particular, if the system is in
some arbitrary state [¢)) € HP: (¢|¢) = 1, we assume that the probability



for measuring an event i is given by the expression
p(i) = (WIE[Ei|v) . (2.3)

The third postulate also determines the state vector which results from the
measurement, procedure
’ 1 r-

¥') = —==Eil), (2.4)
V(i)
where |1) is the state vector before the measurement and [¢)') is the state
vector after the measurement. Here we assume that event ¢ has taken place.
Since the probabilities p(i) have to form a proper distribution, we require

S ElE =1, (2.5)

as a normalisation condition.

Postulate one and two, refer to closed or isolated systems but often we
are interested in physical systems which consist of two or more subsystems.
In the following, we assume that the composition of two or more subsystems
is governed by the fourth postulate. This postulate states that the Hilbert
space H of the composed system has to obey the algebraic rules of a specific
tensor product structure. If we assume that H” and HP are different Hilbert
spaces in accordance with the first postulate, the fourth postulate states that
the state vectors of the composed system are elements of the space

HP = 1P @ HP, (2.6)

where ® is the so-called tensor product symbol. We define the tensor product
structure axiomatically, i.e. we assume that the equations

(1) p + [0)p) @ [¥) 5 = [¥)p ® |¥) 5 + [0} ® [¥) 5 (2.7a)
W) ® (V)5 + 1)) = ) ®|¢ +)p ®[9)5 (2.7b)
c(|¥)p@)p) = (clv)p) @ (19)5) (2.7¢)
c(lv)p ® )5 ):<|w>D (cle)p) - (2.7d)

are true, by definition, for all ¢ € C, [¢)) ,, [¢) , € HP and [¢) 5, 1) 5 € HD.
Every Hilbert space H also needs an inner product (-|-) : HP x HP — C.
This function can be defined in terms of the inner products which are defined
on the spaces HP and HP. We define the inner product on HP as

(Up ® Vplvp @ ¥p) = W), (P1¥)5, (2.8)

5



for all |¢),,, 1), € HP and [¢) 5, [¢)5 € #D . Additionally, one can show,
see Ref. [NC11], that the dimensionality of the tensor product space HP is
given by the relation

dim(HP) = dim(H?)dim(HP). (2.9)

The algebraic relations stated above enable us to consider operators,
Le. linear functions, which act on the states of the tensor-product space
HP. For example, if A € L(HP), we can define the operator A® I such that

AT (W)p®)5) = (A|¢>D®f|¢>5), (2.10)

for all |¢),, € HP and |[¢)5 € #P. Additionally, we can define operators,
in a similar manner, for all the other subspaces we model. A useful identity
relation which relates such operators, e.g. A® I and B ® I, reads

(A@f) (f@é) _ieB (2.11)

We also find that all operators of the form A®1I and I @ B commute, i.e. if
we change the order of the product on the left-hand side of Eq. (2.11), we
see that the result is still given by the right-hand side of Eq. (2.11). Note
that in the following sections we also encounter operators which cannot be
decomposed in the sense of Eq. (2.11).

In the end, we emphasise that so far we mainly provided definitions
and stated results without mathematical prove. We refer the reader to
Refs. [NC11; Watl8] for more detailed discussions of the subjects we cov-
ered in this section. Furthermore, throughout this section we assumed that
the Hilbert spaces are finite dimensional and the measurement events corre-
spond to discrete observables. We can also describe observables which are
continuous, in a more general mathematical framework. Discussions of the
framework which cover both cases, i.e. the discrete and the continuous case,
can be found in Refs. [Weilb; GS11].

2.2 The single-qubit Hilbert space

In the previous section we introduced the algebraic calculus which is being
used to model the IGQC. In this section we continue the review of the model
by defining the single-qubit Hilbert space. We begin the construction process



with a discussion of the Hilbert space #? C C2. This space is two dimen-
sional. Consequently, we can express all state vectors 1)) € HZ: () = 1
in this space as

) = co[0) + 1), (2.12)

where |0) and |1) are the basis states, whose existence is guaranteed by
an existence theorem, see Ref. [HK71]. The coefficients have to satisfy the
relation |co|? + |c1]? = 1 so that the state vectors are normalised. In the
following, we assume that the states |0) and |1) are given by the eigenstates
of the Pauli ) operator. We define this operator in the following manner

1z) iffz=0
5 |2) = +1|7> nEs (2.13)
—1]z) iff z=1.

In addition, we can define two other Pauli operators. The Pauli 6® operator

is defined as
i |- iff z=20
50 |y = § FiIme) iz (2.14)
—i|=z)y  iff 2 =1,

where —: {0,1} — {0, 1} is the so-called bit-flip operator which maps a zero
to a one and vice versa. Similarly, the Pauli 6(*) operator is defined as

1|=z) iff z=1.

A qubit is, by definition, a state [¢)) € H*: (¢|¢) = 1 in the sense of
Eq. (2.12), i.e. a normalised state in the Hilbert space H2. It is possible to
represent all physically distinctive states in a graphical way. Here we map
the different states to the points of a three-dimensional unit sphere in R3. To
this end, we recast Eq. (2.12) by making use of the normalisation condition
(¥|yp) = 1. This means we introduce the angles and/or variables ¢ € [0, 7]
and 0 € [0, 2m) such that the state vector reads

[¢) = cos (g) |0) + sin <g> ). (2.16)
If we compute the vector
r = ((©[6W]), (W[aW|w), (®l6@])) (2.17)

we find
r = (cos (#) sin (V) , sin (8) sin (9) , cos (9)) . (2.18)



Consequently, we see that the vector r € R® is given by the well known
expression for a cartesian vector of length one in spherical coordinates, where
¥ denotes the azimuthal angle and 6 is referred to as the polar angle. In
this picture, we might understand an arbitrary computation as an operation
which is composed of rotations around the x-, y- and z-axes. We can express
these rotations as

R® (7) = 71357 (2.19a)
RW (y) = 737, (2.19b)
R®) () = 739" (2.19¢)

where y € [0, 7) denotes the rotation angle and the orientation of the rotation
is given by the right-hand rule. We find, see Ref. [NC11], that all unitary
operators U € U(H?) can be expressed as

U = e RM™(y), (2.20)

where a € R and the operator R™ () is given by the expression

~

R (y) = 3mo (2.21)

Here the vector n € R? denotes a unit vector n = (n(® n® n) and & =
((3(1)7 &(y>,&(z)) is defined as a vector of Pauli operators. The operation in
Eq. (2.20) can be visualised as a rotation around the vector n. It is also
possible to express U in terms of rotations around two axes only. For example,
we can use the x-y-x representation

U =e“RY (a) RV () ¥ (+), (2.22)

where «, 3,7 € R. Note that the phase factors e have no measurable effect
on the state vector.

Such decompositions might be used to implement arbitrary single-qubit
operations U on PGQC or NIGQC. In later chapters, we use such a decom-
position to implement an NIGQC model.

2.3 The multi-qubit Hilbert space

As mentioned before, we can understand a computation on an IGQC as a
mapping between two states which are elements of a Hilbert space HP. In
this section we construct this Hilbert space from smaller single-qubit Hilbert



spaces by invoking the fourth postulate repeatedly, see Sec. 2.1. We define
the Hilbert space of an N-qubit IGQC as the tensor-product space

N-1

H = @ H2, (2.23)
n=0

where H2 denotes the two-dimensional Hilbert space we discuss in Sec. 2.2.

The index n € {0,...,N — 1} allows us to express various mathematical

objects in terms of entities which are only defined for the single-qubit spaces

H2 | see examples below. We begin with the set
N 2N N N1
CY"={lzy e H* |F'z € By : |z) = QE)O |z) }s (2.24)

where BY = {0, 1}" denotes a set of N-tuples and |z,) € H? are the Pauli 5*)
operator eigenstates we discuss in Sec. 2.2. One can show, see Ref. [NC11],
that this set constitutes a basis for the space H2". In the following, we denote
CN as the computational basis. An arbitrary N-qubit state |1)) € H2" can
be expressed as

W)=Y cale). (225)

zeBY

where the coefficients of the state vector have to satisfy the relation

> e =1 (2.26)

zeBY

Equation (2.26) provides us with an intuitive way of looking at the states
[v) € H2". We might interpret the different states as points on a high-
dimensional hypersphere with radius one.

Addressing the different coeflicients ¢, € C by means of the bit strings
z € BY is often very convenient for analytical and/or numerical work. For
example, we can define an arbitrary single-qubit operator O, € U(’HZN) for
an arbitrary operator @ € U(H?) by means of the expression

~ N—-1 A
Vz € BY: O, |z) = @_@OO%/ ESE (2.27)

where 6, ,» denotes the Kronecker delta. This operator can also be expressed
as

N—-1 A5
O = © O, (2.28)

n=0

see Eq. (2.11). The index n' determines which state |z,) in Eq. (2.27) is
affected by the operator O. Therefore, we refer to n' as the target and/or

9



qubit index. Note that an operator is fully defined once its action on a basis
is determined.

In the model of the IGQC the operators O, are usually referred to as
single-qubit gates and not operators. In the following, we follow this conven-
tion. One usually differentiates between single-qubit gates and the so-called
multi-qubit gates. As the name indicates, multi-qubit gates affect more than
one qubit index at a time. We can further distinguish between multi-qubit
gates which can be expressed as a composition of single-qubit gates in the
sense of Eq. (2.11), e.g. Op ® O and multi-qubit gates which cannot be
expressed in terms of a composition of single-qubit gates in the sense of
Eq. (2.11). An example for the latter type of gate is given by the controlled
gate C@n:ﬁ, where n’ is the so-called control index and 7 is again referred
to as the target index. We define this gate as

Vz € BY: CO, 5 |z) = O

z), (2.29)

where z,, € {0,1} is the n’-th bit string component of the vector |z) on the
right-hand side of Eq. (2.29). Consequently, we find that this operator only
acts on the basis state |z) for bit strings where z,, = 1.

In Sec. 2.2 we discuss the procedure of decomposing an arbitrary operator
Ue U(H?) into a composition of rotations around various axes. It is possible
to show that something similar can be achieved in the multi-qubit space 2",
with the operators Ue U(’HQN). We may express this result as follows: all
unitary operators U can be approximated, with arbitrary precision € > 0, by
means of a composition

|11
7=1]06, (2.30)

i

Il
o

of a finite sequence (@i)ieIgNO of single-qubit and two-qubit gates O e
U(H?"). The finite length |I| of the sequence is determined by the pre-
cision € we require. Additionally, one can show that this finite sequence
(@Z)lE rcwo can be constructed with only a handful of elementary gates. This
set of elementary gates is usually referred to as a universal gate set. Note
that there exists more than one such universal gate set. One of these sets,
the so-called standard set, reads

G={CX,H,T,S}, (2.31)
where X, H,T,S € U(H?) are defined as

X|2) = |-2), (2.32a)
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R 1 Z
Hlz) = ﬁ((fl) |2) +1=2)), (2.32b)
T|z) = e*it|2), (2.32¢)
Sz) = e*3)2). (2.32d)

Note that CX is often referred to as CNOT gate and X = 6®). Here, we
simply use the letter X to address the corresponding Pauli operator, it is
common practice to do the same with the Y = 6® and Z = 6 operators.
The author would like to stress that the discussion presented in this section
is far from exhaustive. The interested reader might consider Refs. [NC11;
DNO06; Bar+95] for more detailed information regarding this subject.

2.4 Simulation of the ideal gate-based quan-
tum computer

In this section, we consider the subject of numerically modelling an IGQC. To
this end, we intend to discuss the question, how can we simulate the execution
of multiple computations U; € U(H2") in a computationally friendly way?
Here, i € {0,...,1 —1} is an index variable and I € N denotes the number of
gates we intend to implement. There exist two main types of algorithms for
this kind of problem, namely the Schrodinger algorithm and the Feynman
algorithm, see Refs. [Wil+20a; Lag19]. We discuss both algorithms and begin
with the former. However, before we come to the algorithms, we first discuss
the subject of computational complexity. Comparing both algorithms in
terms of complexity is probably the fastest way to understand the differences
between both methods.

Finding the complexity of an algorithm amounts to analytically deter-
mining bounds for the memory and the runtime requirements that a code
instance is bounded by. Such an analysis is usually based on several as-
sumptions, i.e. we usually make assumptions about the algorithm and/or
program parameters. In this work, we are only interested in the worst
case running time complexity and the worst case memory requirements.
To this end, we make use of so-called asymptotic notation. The symbols
OSrace(g(n)) and OT™e(f(n)) denote the space and time complexity, respec-
tively. These symbols can be understood as follows, for some ny € N, we
find that the runtime r(n) and the memory requirement m(n) obey the
inequalities 0 < m(n) < cgpaceg(n) and 0 < 7(n) < crimef(n), where
Cspaces CTime € R and n > ng. Here n € N denotes a discrete variable,
the reader may consider n to be the only relevant variable for the algorithm
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we investigate, i.e. the fictitious algorithm we talk about while introducing
the notation. For an extensive discussion of this subject we refer the reader
to Refs. [Cor+-09; ABOG).

If we use an implementation of the Schrodinger algorithm to simulate the
IGQC, we are required to store all state vector coefficients c,, see Eq. (2.25),
during the execution of the program. We often use double precision for
our computations, in such a case we find that the data structure for the
state vector has the size 2+ Byte, where N denotes the number of qubits
we simulate. Note that it is also possible to use encoding schemes which
require a little bit less memory, see Ref. [Rae+19]. However, the memory
requirements of the Schrodinger algorithm still scale exponentially with the
number of qubits. In the following, we assume that the state vector data
structure dominates the memory requirements completely, therefore we can
write O5P2¢(2V) for the space complexity. The memory requirements of the
Schrodinger algorithm are a consequence of the tensor-product structure, see
Sec. 2.1, we use to model multi-qubit systems.

We now turn our attention to the time complexity. Here we assume
that the different U; are either single-qubit gates or two-qubit gates of the
controlled type. Two-qubit or multi-qubit gates which can be expressed as
compositions of single-qubit gates are also simulated as a series of single-
qubit gates, see Sec. 2.3 for more details. Single-qubit gates require at most
updates of two state vector coefficients ¢, at the same time. Two-qubit gates
of the controlled type on the other hand might require updates of four state
vector components ¢, at the same time. This means we can partition the
state vector data structure into groups of two and four coefficients ¢, which
we update together, sequentially. Consequently, we have to perform 2V /2
and 2" /4 updates in total and each update rule comes with a fixed number
of floating-point operations. Therefore, we find that the total number of
operations scales with 2% and therefore we write OT™¢(2V). If we make use
of parallel computing, we can reduce the run time for the simulation of a
single gate to a certain extent. However, ultimately we cannot compensate
for the exponential scaling of the runtime with N, i.e. this would require
nearly unlimited ideal hardware resources.

If we use an implementation of the Feynman algorithm to simulate the
IGQC, we are only required to store a fraction of all state vector coefficients
Cz, see Eq. (2.25), during the execution of the program. Additionally, since
the computations of the different coefficients ¢, are completely independent,
we usually compute the coefficients one at a time.

The idea of the Feynman algorithm is to decompose certain two-qubit
gates of the controlled type, which are part of the sequence of U;, in such a
way that we can compute the different coefficients ¢, by simulating a series
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of smaller qubit systems with sizes P = {F,..., Pp—1} € N. Here P C
N denotes the set of subsystem sizes and |P| refers to the cardinality of
P. The simulations of the smaller qubit systems are performed with the
Schrodinger algorithm and since we are in control of the sizes P, we find that
we can overcome the memory bottleneck of a pure Schrédinger simulation.
In the end, we combine the simulation results of the different subsystems and
compute a single coefficient ¢,. However, we also pay a price for the reduced
memory requirements. The amount of computations required to perform the
Feynman simulation increases exponentially with the number of decomposed
gates S € N in the sequence U;.

If we consider the Feynman algorithm discussed in Ref. [Lagl19], we find
that the space complexity of the algorithm is given by OSpace(2max(P)) “where
max(P) denotes the maximum over all subsystem qubit sizes. The corre-
sponding time complexity reads OTme(25| P|2max(P)) = A thorough discussion
of this algorithm, where the complexity results are derived properly, can be
found in Ref. [Lagl9], which contains previous academic work by the au-
thor. This work is concerned with the development and implementation of a
simulator for the IGQC. Here, a Feynman algorithm was used.

For this thesis the simulation code discussed in Ref. [Lag19] was extended
so that one has the choice between an implementation of the Schrédinger
and the Feynman algorithm. The IGQC simulator is integrated into a larger
simulation software framework, see Sec. 4.7.

2.5 Algorithms

So far, we mainly considered computations in terms of abstract mappings
U € U(H2") between two states of the Hilbert space H2", for some fixed
number of qubits V. In this section, we extend the picture of the compu-
tational process. To this end, we discuss various algorithms which at least
require the implementation of a mapping U as part of a larger computa-
tional process. Note that this discussion is non-exhaustive, we simply intend
to provide the reader with a better understanding of how the computation
in terms of U fits into the bigger picture of things. We try to focus on al-
gorithms and/or subjects which are relevant for the results of this thesis.
Furthermore, the following discussion is rather general in the sense that we
avoid a detailed mathematical analysis of the different algorithms. This lack
of detail allows us to cover more ground. We refer the reader to specific
references if necessary.

Broadly speaking, we might define, see Ref. [Cor+09], algorithms as se-
quences of computational rules and/or steps which take well-defined data
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structures as inputs in order to produce well-defined output data structures.
Furthermore, an algorithm is usually associated with a specific computational
problem so that the input data structure represents a problem instance and
the output data structure is considered to be a potential solution. With this
in mind, we might classify algorithms as follows. An algorithm belongs to
the class of correct algorithms if and only if for every input, the algorithm
stops and the output is the correct solution to the computational problem,
with absolute certainty. Algorithms which belong to the class of incorrect al-
gorithms possibly do not terminate, i.e. the output is simply not guaranteed
to be the correct solution for the given problem after a finite number of com-
putational steps. Obviously, we can classify algorithms by means of different
criteria. For example, a classification system which takes into account the
complexity, see Sec. 2.4, of algorithms is a very useful tool to better under-
stand the relations between different classes of algorithms and/or problems,
see Refs. [Cor4-09; ABO06] for more details. In the following we discuss three
different algorithms: the quantum Fourier transformation algorithm, Shor’s
factoring algorithm and variational hybrid algorithms.

We begin with the quantum Fourier transformation ISQFT) algorithm.
The input for this algorithm is some state vector |) € H?" : (|¢p) = 1. For
the moment we ignore the input state so that we can focus on the action of
the QFT on the basis states |z) € C¥. The action of the QFT on these states
reads 1 )

FT|z) = — TN |7/ 2.33
ATl = v 32 S, (233

nN:_01 z,2". Consequently, the action

of the operator QFT on an arbitrary state vector |) can be expressed as

Z Cy |2) — Z dy |2’y ,

zeBY z'eBY

where z € N denotes the integer z = >

where the state vector coefficients d, are given by

1 N
dy = — ce N 2.34
v 2 (234

zeBY

We can use Eq. (2.34) as the definition for the discrete Fourier transformation,
i.e. by definition the discrete Fourier transformation maps the components ¢,
to the components d,,. While in theory the quantum Fourier transformation
algorithm exhibits an advantage in terms of time complexity, over classical
Fourier transformation algorithms, we find that extracting the complex co-
efficients d, and preparing the state |¢) is a major practical problem, see
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Ref. [NC11]. In principle, information extraction and state preparation are
governed by postulate three, see Sec. 2.1, which means we have no direct
access to the complex coefficients ¢, and d,. However, we can use this algo-
rithm as an intermediate computational step as part of another algorithm,
namely Shor’s factoring algorithm, see Refs. [Sho94; Sho97]. This is the
algorithm we discuss next.

The computational problem Shor’s algorithm aims to solve can be ex-
pressed as follows. Assume we are given an integer M = pq, where p,q € N
are prime numbers. The question then is what are the prime factors p, ¢ of
the integer M. The algorithm can be split into two parts. The first part can
be executed on a classical computer. Here we transform the factoring prob-
lem into an order-finding problem. If m € N: m < M and m and M have no
common factors, we say that the order of m modulo M is the smallest integer
r € N which satisfies m” = 1 modulo M. The second part is meant to be
executed on a quantum computer. Here we solve the order-finding problem
by applying another algorithm which in turn relies on the QFT algorithm.
The crux of Shor’s algorithm is that the factoring problem can potentially
be solved in polynomial time, i.e. with a time complexity which is given by
a polynomial. To the best knowledge of the author, no classical state-of-
the-art implementable algorithm can solve this problem in polynomial time.
This is why many cryptography systems are built on the assumption that,
in the foreseeable future, no algorithm can be implemented which solves this
problem in polynomial time. Shor’s algorithm provides an example where
many algorithms are concatenated in the sense that the computational rules
are algorithms themselves. Therefore, Shor’s algorithm provides us with a
natural example of a problem where the original computational problem gets
transformed, subproblems are solved with various algorithms and in the end
the processes are aligned in the correct order. This is probably the best way
to think about computing in general. We are allowed to creatively combine
all resources at our disposal, the only important criterion is that the end
result is the correct one.

The next algorithm or rather the next class of algorithms we discuss com-
bines the generation of a specific state vector [1)(x)) € H2" : (1) = 1 with
classical optimisation algorithms. Here x € R’ denotes a parameter vector
and for large N we assume that D’ is substantially smaller than D = 2V,
The class of variational hybrid algorithms may be characterised as follows.
Assume we are given the following inputs: an initial state |0) € H2" | a set
of gates which form the unitary operator U(x) € U(#2") and a Hermitian
operator H € H(H2"). Here H(H2") C L(H2") denotes the set of all Her-
mitian operators, i.e. H € H(#?") implies H = H'. We can then use U(x)
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to compute the parameterised state vector

[¥(x)) = U(x)|0), (2.35)
on an IGQC. Then we use this state to determine the function value
C(x) = (P(x)| H[¢(x)) , (2.36)

for a fixed x. The function C': R”" — R is the so-called cost function. Note
that the cost-function values are always real, this is a consequence of the fact
that H is Hermitian. We might think about this function as some kind of
subroutine which runs on an IGQC. A classical optimisation algorithm can
call this subroutine in order to minimise the cost function C.
The procedure described above is motivated by the variational principle.
This principle states that
C(x) > Ey, (2.37)

is true for all x € R?', see Ref. [Weil5]. Here Ej denotes the minimum of the
eigenvalues of H. Since H is defined on a finite-dimensional Hilbert space, we
find that the existence of the minimum is guaranteed. Note that the states
|t)(x)) are normalised. The variational principle guarantees that we cannot
surpass Ey while minimising C'(x). Therefore, we might understand this class
of algorithms as a method to find the ground state, i.e. the eigenstate which
corresponds to the eigenvalue E, of a Hermitian operator H. For a general
U (x) there is no guarantee that this method converges to Ey. Therefore,
we denote this method as a heuristic method to find the ground state of a
specific Hermitian operator H.

We can define a generic operator H in terms of the Pauli operators we
discuss in Sec. 2.2. The full operator reads

H=> Jn ® Onn, (2.38)

where O,,,, € {I,0®,¢®, 5()}. This operator is sufficiently general to cover
a variety of interesting cases, e.g. the Ising model or the Heisenberg model.
In principle, we can choose U (x) at random. However, we prefer to generate
parameterised states |1 (x)) which, for some reason, are likely to converge
to the ground state for a given H. Tt is sometimes the case that different
states |¢(x)) are associated with different algorithm names, see for example
Ref. [FGG14] for the quantum approximate optimisation algorithm.
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2.6 Prototype gate-based quantum comput-
ers

With this section we have reached a crucial juncture in this thesis. In the
previous sections we talked about a static computer model, i.e. all changes
which affect the state vector |¢) € #2" are in principle instantaneous. The
IGQC is then simply an algebraic mathematical model and we connect this
model to the physical theory and/or the experiment by means of the postu-
lates we discussed in Sec. 2.1. In principle, we could formulate this computer
model without considering the physical postulates.

In this section, we discuss what we call are prototype gate-based quan-
tum computers (PGQCs). There exist a variety of different PGQCs which
aim to realise an IGQC, see Ref. [DiV13]. We focus our discussion on a spe-
cific type of PGQC: low-temperature superconducting integrated circuits and
the experimental setups which operate these circuits. References [Rot+17;
Kri+20; Aru+19; Ben+20] discuss various experiments which make use of
three different types of circuit architectures. Figure 2.1 shows a photograph
of a superconducting integrated circuit, i.e. a chip, which is supposed to form
a five-qubit system. The five large circles in the middle of the photograph are
meant to manifest the qubits. The four squares which connect the different
qubits, via straight lines which form the letter X, are the so-called coupler
elements. These elements provide an indirect coupling between the qubits.
We can also see wave-like structures which are connected to the five qubits.
These structures are used to read out the qubit state. The remaining struc-
tures on the chip can be used to apply control pulses in terms of currents and
voltages, we denote these as feed lines. Therefore, we find that we might have
to consider more system components than just the qubits themselves. In this
case, we should probably at least take into account the couplers, read-out
elements and feed lines.

Experiments, see Ref. [Nagl9], show that the qubits on chips like the one
in Fig. 2.1 are different from the qubits we define for the IGQC model. For
example, if we initialise the qubit in state |1) at time ¢y and wait some time
t > to, we usually find pi(¢) < 1 for various times ¢. Here p;(t) denotes
the probability for finding the qubit in the first-excited state. Additionally,
if we consider the limit ¢ > ¢, we often find that the qubit mainly resides
in the ground state |0). The relaxation process can be described by an ex-
ponential function of the form p;(t) = a + be™/™, where a is a real-valued
constant which describes the population that resides in the state |1) after
t — o0o. Furthermore, in this model the real-valued constants b and 77 de-
scribe the decay into the state |0). We denote the time 77 as the relaxation
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Figure 2.1: Photograph of a chip which contains structures such that five
superconducting qubits might be realised in an experiment. The five domi-
nant, i.e. larger, circles in the centre of the photograph are supposed to be
the qubits. The four small squares which connect the different qubits are the
so-called coupler elements. The coupler elements are supposed to provide
an indirect coupling between the different qubits. We can also see wave-like
structures which are connected to all five qubits. These are used to read out
the qubit state. The remaining structures are used to apply control pulses
in terms of currents and voltages. With permission of Jonas Bylander from
Chalmers University of Technology.
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time. State-of-the-art 7T times are of the order of microseconds. Experi-
mental qubits are usually characterised by more than just the relaxation law
parameters. One of the most important parameters is the real-valued qubit
frequency w®Y. This parameter is determined by means of a spectroscopy
experiment. Broadly speaking, we use one of the feed lines mentioned in our
discussion of Fig. 2.1 to send a harmonic signal of frequency w® to the qubit.
Then, the qubit frequency w®? is the drive frequency w'™ which optimally
excites the qubit from the ground |0) to the excited state |1) and vice versa.
Another parameter of interest is the so-called dephasing time 7. However,
we do not intend to discuss this parameter here. Reference [Nagl9] provides
an introduction to the topic of qubit characterisation and measurement, in-
cluding the relaxation time 7%, the qubit frequency w®) and the dephasing
time 75.

Superconducting integrated circuits are usually part of a much larger
experimental setup. Figure 2.2 shows two photographs of an experimental
setup to operate a chip at around 10 mK. Both images show the same setup
from different perspectives. The left photograph in Fig. 2.2(a) shows different
electronic devices, see the boxes in the rolling shelf carts. These devices
are connected to a closed cryostat, see the white cylinder with the name
tag Bluefors. The right photograph in Fig. 2.2(b) shows the open cryostat
from the bottom. One can see different horizontal layers at the top of the
image and a silver cylinder at the bottom of the image. The different layers
correspond to different temperature zones within the setup, assuming the
device is in operation. The silver cylinder is used as a magnetic shield. Note
that such shields are usually made of superconducting materials. A much
more detailed discussion of cryogenic setups is provided by Ref. [Kri+19].

The discussion so far should make one thing clear, namely that a com-
plete, detailed, mathematical description of such a system is most likely an
impossible task. The vast number of interdependent variables we have to con-
sider is simply too great. For example, we might consider the variables ma-
terial, see Ref. [Mur21l; MM14], control signals, see Ref. [Rol+19; Wer+21],
temperatures at various points in the experimental setup, see Ref. [Kri+19],
temporal stability of experimental parameters like 77, w©®) and T5, see
Ref. [Bur+19] and maybe even cosmic radiation, see Ref. [McE+22]. Con-
sequently, it seems to be impossible that we can formulate a model which
describes all these aspects in one combined mathematical framework. How-
ever, we might be able to describe and/or explain some trends we see in the
experimental data and gain some insight into the dynamics of certain system
variables of importance.

Additionally, so far we have ignored another important issue, namely how
we extract the qubit state data from the experimental setup. If we perform
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Figure 2.2: Photographs of an experimental setup to operate a supercon-
ducting integrated circuit at around 10 mK. Note that Fig. 2.1 shows a
photograph of such a superconducting integrated circuit. The images show
the same setup from different perspectives. The left photograph (a) shows
a variety of control electronics which is connected to a closed cryostat, see
white cylinder with the name tag Bluefors. The right photograph (b) shows
the open cryostat from the bottom. We can see that the cryostat consists
of different layers. Each layer usually corresponds to its own temperature
zone. Additionally, at the bottom we can see a silver cylinder. This part of
the setup is used to shield the chip from electromagnetic fields which might
disturb the chip operation. See Ref. [Kri+19] for more detailed information
about the setup. With permission of Pavel Bushev from Forschungszentrum
Jiilich.
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measurements with a PGQC, we find that we have to map the measurement
data to discrete events, see Ref. [Nagl9]. These discrete events correspond
to measuring the qubit states |0) and |1) and sometimes even other higher
excited states like |2), see Ref. [Kri+22]. Note that these states are not part
of the IGQC model. This is a consequence of the fact that the measurement
protocols, see Refs. [Nagl9], do not naturally lead to perfectly differentiable
discrete event data. This might be explained as follows, we repeat every
experiment several times in the hope that we generate the exact same state
vector or system state every time we perform the experiment. This is the
state we intend to sample from, in the sense of the IGQC model |¢) € H2Y
However, our discussion of the experimental setup suggests that this might
not be the case. It is probably more realistic to assume that we sample from
state vectors which are similar but not equal, due to all the environmental
factors which play a role in the measurement process. Assuming, that this
qualitative assessment is correct, we might even expect that the experimen-
tal data scatters to a certain extent and we have to employ data processing
protocols which generate discrete event data. Note that not all experiments,
see for example Ref. [Kri+22] and Refs. [And+20; Hei+18], use the same
data processing protocols, this makes a comparison of experiments and/or
devices more difficult. Furthermore, the coupler states are usually not mea-
sured or only considered during the calibration of the control pulses, see
Ref. [Ben+20]. Consequently, we have to take into account the specific mea~
surement protocol used if we compare the PGQC data to some mathematical
model.

2.7 Non-ideal gate-based quantum comput-
ers

In Secs. 2.1-2.5 we discuss the IGQC model and in Sec. 2.6 we discuss su-
perconducting PGQC. In this section we discuss another type of model:
non-ideal gate-based quantum computers (NIGQCs). These models might
be used to describe certain aspects of the PGQC. As discussed in Sec. 2.6,
superconducting PGQC are very complex devices and we should not be ig-
norant and attempt to describe the full device with one model. A NIGQC
model should be used to study certain aspects of the PGQC in question.
We begin our discussion of NIGQC with the second postulate, i.e. the
postulate we discussed in Sec. 2.1. From here on, we assume that the time
evolution of a closed physical system is governed by the time-dependent
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Schrodinger equation (TDSE)
0|0 (t) = H(1) [W(t)) (2.39)

where H(t) = H(t) for all t € RT, i.e. H(t) is a Hermitian operator for every
point in time. This operator generates the dynamics of the system and in
the following we denote the operator H (t) as a Hamiltonian and the model,
i.e. the Hamiltonian in combination with the TDSE, as a Hamiltonian model.
The formal solution of the TDSE can be expressed as

Ut ty) = T exp <—i /t: H(t’)dt’) , (2.40)

where 7~ denotes the time-ordering symbol. Since H(t) is Hermitian as de-
fined above, we find that U is unitary. Therefore, the assumption that the
system dynamics is governed by a Hamiltonian model provides us with a way
to determine an explicit operator U, once H (t) is fixed. Here we assume that
we can determine U analytically and/or numerically.

The science of physics, see for example Refs. [Weil5; Dir25; Bla+21],
might provide us with systematic rules for determining operators H (t) whose
predictions agree, to some extent, with most experiments performed in lab-
oratories all over the world. However, these rules are not necessarily perfect
and/or the corresponding models are so complex that we cannot solve the
TDSE for the H (t) we derive. Therefore, we might consider simply guess-
ing an operator H(t) or rather its form based on experience. Alternatively,
we can also apply approximations to Hamiltonian models, i.e. to the models
which are too complex. The problem with this approach is that usually we
do not know to what extent the results of the original and the approximate
model deviate. This may lead to some kind of false confidence in one or both
models.

The physical systems and/or experiments we intend to model are usually
characterised by a set of parameters R € RP", where D* € N, such that H (t)
actually reads H (R,t). Here R contains the parameters which characterise
the static properties of a device as well as the dynamic features like the ex-
plicit form of ﬁ(t) at time ¢t > t5. Consequently, the solution of the TDSE
should be expressed as |U(R,t)). It might be the case that the solutions
|[¥(R,t)) and |U(R/,t)) for two close by parameter vectors R and R’ devi-
ate quite strongly, at least after some time ¢t > ¢,. Therefore, we make this
distinction here. We can make the scenario even more complex, by assuming
that R — R(t) the parameter vectors are time dependent too. Experiments
show that several quantities which are usually assumed to be constant actu-
ally fluctuate over time, see for example Ref. [Bur+19]. Whether or not such
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a time dependence is relevant for an accurate description of the experiment
and/or device has to be verified by considering the experimental data, i.e. we
have to study how the experimental data changes on different time scales.

This way of modelling computations U in a finite-dimensional Hilbert
space is quite different from the one we discuss in Secs. 2.1-2.5. First, if
we use a Hamiltonian model to implement U, we model a dynamic process
which transforms the state vector continuously in case of an analytical model
or as a real-time process in case of a numerical model. In the IGQC model
the variable time does not play an explicit role, i.e. here changes to the
state vector occur instantaneously. Second, the qubit states we use for the
Hamiltonian model are not necessarily decoupled from the extended state
space, i.e. the model we use is not necessarily a natural two-level model.
If this is the case, we have to define a projection P to the computational
subspace which is formed by the different qubit states. Note that we ourselves
define what is considered to be a qubit state in the NIGQC model. We
can then determine the operator M = PUP and by definition, consider
the operator M to be our computational map, which we might compare to
computational maps U € U(HQN) which are defined for the IGQC model.
Third, we usually do not know how to choose the system parameters R such
that the projection M perfectly fits a desired unitary operator U.

In the following chapters we intend to make these issues more concrete.
First we have to define a Hamiltonian which generates the dynamics of the
system, see Chap. 3. Then we can build a numerical NIGQC model, see
Chap. 4 and determine the parameters R which realise the computational
map M , see Chap. 6. Additionally, we intend to study how the NIGQC
models affect the implementation of simple algorithms, in comparison to the
IGQC model, see Chap. 6. Note that in principle we can relax the assumption
that the dynamics is generated by a Hamiltonian model and consider other
models, for example a Lindblad master equation model, see Refs. [Lin76;

GKS76].

2.8 Summary and conclusions

In Secs. 2.1-2.5 we developed the model of the ideal gate-based quantum
computer (IGQC) and discussed how to simulate the model. In this model,
we describe the state of the IGQC by means of a time-independent state
vector in a high-dimensional Hilbert space.

In Sec. 2.6 we discussed a superconducting prototype gate-based quan-
tum computer (PGQC) and some problems which arise once we attempt to
transfer the idea of a time-independent IGQC into the real world which is in-
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herently dynamic. For example, we reported on experiments which show that
even subtle issues like cosmic radiation affect state-of-the-art superconduct-
ing PGQCs. Note that there are more issues which need to be considered.

In Sec. 2.7 we introduced non-ideal gate-based quantum computer (NIGQC)
models. With these models we attempt to describe different aspects of
PGQCs. The state of a NIGQC is described by a time-dependent state vector
or a time-dependent density matrix depending on which equation generates
the dynamics of the system. In the former case we use the TDSE to generate
a unitary time evolution. Similarly, in the latter case we use the Lindblad
master equation to generate a non-unitary time evolution. Furthermore, we
discussed some general issues regarding NIGQC models.

In conclusion, if we speak of gate-based quantum computers, we should
at least clearly separate between the three different terms IGQCs, NIGQCs
and PGQCs introduced in this chapter. Obviously, they are not one and the
same.
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Hamiltonian models for lumped-
element circuits

In this chapter, we introduce the Hamiltonians we use to model NIGQCs,
see Sec. 2.7. In Sec. 3.1, we discuss the lumped-element circuit model we
use to describe different electromagnetic systems. Next, in Sec. 3.2, we re-
view how one can derive a Hamiltonian for a given lumped-element circuit.
In Sec. 3.3, we apply this procedure to a so-called LC circuit without any
power sources. This circuit is the electromagnetic equivalent of the harmonic
oscillator. Furthermore, in this section we also discuss a bath model which
can be formulated in terms of the LC circuit Hamiltonian. Then, in Sec. 3.4,
we derive and discuss two circuit Hamiltonians, one for the fixed-frequency
and one for the flux-tunable transmon. Later on, we use the bare eigenstates
of both systems to model qubits in a NIGQC model. Furthermore, here we
also discuss effective Hamiltonians which might be used to describe fixed-
frequency and flux-tunable transmons, instead of the circuit Hamiltonians.
In Sec. 3.5, we define a many-particle circuit Hamiltonian which can be used
to model a complete NIGQC. Similarly, in Sec. 3.6, we define an associated
many-particle effective Hamiltonian which can be used to achieve the same
goal. Note that throughout this chapter we use A = 1.

3.1 The lumped-element approximation

In Sec. 2.6, we discussed superconducting PGQCs and we found that a com-
plete description of such devices might be impossible, i.e. there are simply
too many variables which are relevant to the problem at hand. Consequently,
a description in terms of Hamiltonian or NIGQC models, see Sec. 2.7, forces
us to make some simplifying approximations. In this section, we discuss the
so-called lumped-element approximation. Ultimately, we intend to describe
multi-qubit systems as electromagnetic systems, in a lumped-element model
formulation.
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Broadly speaking, we may describe the lumped-element approximation as
follows. A circuit consists of different conductive (superconductive) electro-
magnetic structures and strip conductors (superconductors). The function of
the strip conductors is to connect the different electromagnetic structures. In
our model, we lump the more or less complex electromagnetic structures into
fictitious two-terminal elements and the strip conductors become ideal wires.
The two-terminal elements and ideal wires then form a network, i.e. the dif-
ferent terminals are the nodes n of the network, we connect the nodes via
ideal wires and the two-terminal elements become branches b. Additionally,
we assume that all elements are fully characterised by a constitutive relation.
The corresponding constitutive relations connect the currents I(¢) following
through the different two-terminal elements (branches) with the voltage dif-
ferences Vi (t) = V,,(t) — Viv(t) between the two nodes n and n'. Here V;,(¥)
denotes the voltage at node n. In our network model, currents and voltages
become directed edges of the network, i.e. a change in direction corresponds
to a sign flip in terms of currents and voltages. In the following, we assume
that the constitutive relations for linear capacitive and inductive elements
are given by the equations

L,(t) = CVi(t) (3.1)
and 1
Iy(t) = V(1) (3.2)

respectively. Here C' denotes the capacitance and L is the so-called induc-
tance. Furthermore, we assume that the so-called Josephson junctions are
described by a constitutive relation of the form

L(t) = Lsin (ggéb(t)) , (3.3)

where the constant I. denotes the critical current and ®, = h/2e is the so-
called magnetic flux quantum, which is of the order of 107! Weber. With
Eq. (3.3) we also introduced the branch flux variable

wi) = [ L V)t (3.0

where we assume that V4(t) — 0 for ¢ — —oo. Josephson junctions can
be understood as some kind of non-linear inductors. The capacitance C,
the inductance L and the critical current I. are the parameters we use to
characterise the different elements in our model.
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So far, we can only describe individual elements in terms of currents and
voltages. However, we are interested in the case where the different elements
interact with one another. To this end, we assume that the different elements
or rather the currents and voltages of the different elements are connected
by Kirchhoft’s laws. The first law or the current law reads

PR AGE (3.5)

beN;

for all nodes i € N° in the network. Here N; C N° denotes an index set and
this set contains all the branches b which are connected to the node 7. The
second law or Kirchhoff’s voltage law states that

> Vi) =D EMPFL(t), (3.6)

bEﬁj €€Sj

for all loops j in the network. Here £; C N° denotes the index set of all
two-terminal element branches b which are part of the loop j. The functions
EMPF.(t) denote so-called electromotive forces (EMFSs), we consider EMFs
to be model functions which allow us to describe idealised power sources.
The index set &; C N contains all EMF branches e which are part of the
loop j.

Up to this point, we formulated our model in terms of assumptions, with-
out actually having considered the physical scenario in question. There are
two reasons for this approach. First, it is beyond the scope of this thesis
to properly discuss all the relevant issues. Second, there are some ques-
tions which cannot be resolved completely. The remainder of this section is
devoted to the issues just mentioned.

With our model we a priori assume that the two quantities, voltage Vj(t)
and current I(t), are well defined for all branches b in the network. From
the point of view of Maxwell’s theory of electromagnetism, see Refs. [Max10;
Zanl3; Wen+58], we define currents as

I(t) = /5 j(r,t)ds, (3.7)

where j: R* — R3 denotes the so-called current density and S is a finite
surface in three-dimensional space R?. This leads to the question, how can
we determine the density j(r,t) and the obvious answer would be to solve
Maxwell’s equations in combination with the Coulomb-Lorentz force for the
physical system in question. However, it is unlikely that this approach yields
actual results in terms of an analytical function j(r,t), i.e. exact solutions
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to this mathematical problem are the exception. Furthermore, once we con-
sider I(t), we find that there is no reference to the finite surface S which
determines the right-hand side of Eq. (3.7). Therefore, we might assume that
Iy(t) is constant throughout the two-terminal element we consider. A more
detailed discussion of this assumption is provided by Ref. [Wen+58, Chapter
I1].

The voltage V (t) is a quantity which is more difficult to grasp. Voltages
are usually introduced in the context of electrostatics, where the electric field
E(r,t): R* —» R3 and the magnetic field B(r,t): R* — R?® decouple. This
case occurs once both fields are constant for all times ¢. Here we find that the
electric field E(r) = —Vg(r) can be expressed in terms of a scalar potential
@(r): R — R alone. Therefore, in electrostatics we can define voltages as
differences

V= [ B = () - ol (3.8)

in terms of the scalar potential p(r). Here we make use of the fact that the
line integral in Eq. (3.8) is path independent, see Ref. [Zan13]. This definition
does not naturally translate to all non-static cases, i.e. in some cases it is not
possible to express the electric field with such ease. However, for quasi-static
scenarios, where changes in the state of the system occur instantaneously, we
might still be able to add some meaning to the right-hand side of Eq. (3.8),
see Ref. [Wen+58, Chapter II].

Some authors, see Ref. [FCA60, Section 6.10], promote the view that
voltages are not defined outside of electrostatics, i.e. if the path independence
in the computation of the voltage is not given. If this is the case, we have
to ask ourself whether or not the constitutive relations and Kirchhoft’s laws
have a well-defined physical meaning in the context of Maxwell’s theory of
electromagnetism. The author of Ref. [McD12] advocates the use of so-called
retarded electric scalar potentials in the Lorenz gauge. Another author,
see Ref. [Ball2, Section 1.4], provides a detailed discussion of the relation
between Maxwell’s field equations and the circuit equations introduced in
this section, see Egs. (3.1)—(3.6). Additionally, Ref. [Ball2, Section 1.4] also
provides a detailed discussion of the relation between field quantities and the
corresponding circuit quantities, e.g. the electric field intensity E(r,¢) and
the voltage V' (¢).

In conclusion, to the best knowledge of the author, there exists no stan-
dard definition of the quantity voltage V'(¢) in time-dependent electromag-
netism. Therefore, we might take the stand, in a qualitative manner, that
time-dependent voltages can be associated with quasi-static potential differ-
ences ¢(ry,t) — @(ry,t) in the sense of Eq. (3.8). The condition for the
quasi-static or quasi-stationary state is often, see Refs. [Wen+58; Zanl13],
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expressed as
ws K ¢, (3.9)

where w € R denotes the frequency of the oscillating currents and/or voltages
in the circuit, s € R refers to the distance which characterises the circuit and
¢ € R is the speed of light, which is of the order 10 meter per second.

In this thesis, we prefer the axiomatic view presented at the beginning of
this section. To this end, we treat EMFs as model functions, i.e. EMFs allow
us to describe idealised power sources. Furthermore, the constitutive rela-
tions in Egs. (3.1)-(3.3) allow us to include energy conserving two-terminal
elements. In the end, we can construct arbitrary networks and compare the
predictions made by the circuit theory with the pointer readings, on different
meters, we find in the laboratory, this view is motivated by Ref. [Wen+58].

3.2 The circuit quantisation formalism

In this section, we discuss how one can derive so-called circuit Hamiltonians.
Circuit Hamiltonians, sometimes in combination with the TDSE, provide
us with quantum theoretical models, which allow us to make predictions
for electromagnetic circuits in the quantum regime, i.e. in the regime where
quantum effects dominate the physical scenario in question. In Sec. 3.5,
we use different circuit Hamiltonians to define a many-particle Hamiltonian,
which might describe some aspects of superconducting PGQCs, see Sec. 2.6,
we are interested in. The derivation procedure for circuit Hamiltonians is
usually referred to as circuit quantisation.

The first step in the quantisation of an electromagnetic circuit corre-
sponds to choosing a set of independent variables such that all voltages V;(t)
and currents I(¢) of the circuit can be expressed in terms of these variables
and the corresponding derivatives. Furthermore, we also require that the
Euler-Lagrange equations, which are associated with a certain Lagrangian
function £: RN — R, enforce Kirchhoff’s current and voltage law.

To the best knowledge of the author, there exist two well-studied methods
to systematically quantise a non-dissipative electromagnetic circuit. The
method of nodes and the method of loops, see Refs. [BKD04; YD84; Dev97;
VD17; UH16]. Broadly speaking, both methods deviate in their choice of
variables. The method of nodes makes use of the fact that if we use the
generalised branch fluxes

Oy(t) = / t Vi (t')dt, (3.10)

—00
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as our dynamic variables, where V;,(t) — 0 for ¢ — —oo, we find that Kirch-
hofl’s voltage law can be satisfied without further ado by expressing ®,(t) in
terms of independent generalised node fluxes ®,(t). Similarly, the method
of loops makes use of the fact that if we use the generalised branch charges

t
Qu(t) = / L(t")at', (3.11)
—0o0
as our dynamic variables, where [,(t) — 0 for t — —oo, Kirchhoff’s current
law can be satisfied by choosing another set of independent variables, see
Ref. [UH16]. Which method to choose depends on the problem at hand.
For an extensive discussion of this issue see Ref. [Ulrl7]. In the end, we
have to construct the Lagrangian £ such that the remaining second law is
satisfied too. In this thesis, we are interested in circuits, which contain linear
capacitors, linear inductors, Josephson junctions, i.e. non-linear inductors,
voltage sources and time-dependent external fluxes. For this case, i.e. the
case where no non-linear capacitors are present, the method of nodes is well

suited.

We can determine the node fluxes ®,, with the following procedure. First,
we choose a designated node, the so-called ground node ®, = 0. Then, we
choose a spanning tree S, i.e. an undirected subgraph, which contains all
nodes of the network but no loops. We use the discrete variable j € N° to
refer to the different loops of the network. Branches, which close the loops
are denoted as chords or closure branches. Similarly, the branches of the
spanning tree are simply called tree branches. Next, we give the tree branches
an orientation, they should point away from the ground node. In addition,
we give each loop j an orientation, this orientation is chosen randomly. In
the end, we align the orientation of the closure branches with the ones of the
loops. Consequently, at this point all branches possess an orientation. In the
end, we define the node fluxes

O, =Y Sy, (3.12)

bes

where S, = 1 if branch b is part of the path P(0,n) form the ground node
to node n. If branch b is not part of path P(0,n), we set S,;, = 0. Note
that all branches on the paths P(0,n) have the same orientation because we
defined it this way, i.e. this is a convenient choice. Finally, we can use the
node fluxes ®,, to write

O, =0, — D, (3.13)

for every branch b. The branch b points from node n’ to node n. This choice
of variables ensures that if we form the sum of all branch fluxes ®;, for an
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arbitrary loop j, the sum equals zero. Consequently, the time derivatives of
these sums also add up to zero and this in turn means that Kirchhoff’s voltage
law is satisfied. A more detailed discussion of this topic with emphasis on
graph theory, which goes beyond what we discuss in this thesis, can be found
in Ref. [BKDO04].

So far, we have ignored the presence of voltage sources V,(t) and external
fluxes @.(t). If we model both as EMFs, we can include V,(¢) and ®.(¢) by
means of Kirchhoft’s voltage law. Assuming, the external flux ®, present in
loop j is time-independent, we add a corresponding term

®, =, — O,y + B, (3.14)

to the closure branch b of this loop. The sign +1 is chosen according to
the right-hand rule. The case of time-dependent external fluxes is subject of
ongoing research, see Refs. [YSK19; RD22]. We discuss this issue in Sec. 3.4
in more detail. If a voltage source V,(t) is part of a branch b which contains
another circuit element whose constitutive relation is expressed in terms of
the variable ®,., we write

t
b, = o, + / V,(t)dt'. (3.15)
—00

The time derivative of this relation states that the voltage drop across the
whole branch V} is given by the sum of the voltage drop across the element
V.(t) = ®.(t) and the voltage source V,(t). We can solve this equation for
®, and add the corresponding term for the element e to the Lagrangian, see
Sec. 3.4.

Kirchhoft’s current law can be enforced by constructing the Lagrangian £
accordingly, i.e. such that the Euler-Lagrange equations yield this law. The
first construction rule states that every branch b with an inductive element,
which is characterised by a constitutive relation of the form I(t) = g(®s(t)),
results in an additional potential term

viw) = [ b, (3.16)

—00

of the Lagrangian £ = T —U. The second construction rule states that every
branch b with a capacitive element, which is characterised by a constitutive
relation of the form Qy(t) = f(Vi(t)), results in an additional kinetic term

1) = [ @i, (3.17)
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of the same Lagrangian £. We have to perform variable substitutions in
Eqgs. (3.16) and (3.17) to see that the energies U and T are functions of ®;,
and ®,, respectively. The results read

U(®y) = /1 " e, (3.18)

imy—y oo Pp(t)
and .
. .. Py () . )
T(b) = f(@)dy— [ f(dnd, (3.19)
lim¢— — oo Py ()
For the case we are interested in, we can verify that the Euler-Lagrange
equations
d oL oL
dtod, 0%,
for the different node fluxes ®,, yield Kirchhoff’s current law. If we have a
linear capacitive element, we find a contribution £C®; to the sum of currents,
see first term on the left-hand side of Eq. (3.20). Similarly, an inductive
element contributes the term +¢(®;) to the sum of currents, see second term
on the left-hand side of Eq. (3.20). The sign is determined by the orientation
of the branch ®, = £(®,, — ®,). Therefore, changing the orientation results
in a sign flip of both currents. This ensures that the in and outgoing currents
carry the correct sign with regard to Kirchhoft’s current law.
In a next step, we perform a Legendre transformation, see Ref. [Fend9],
to derive the Hamiltonian function

(3.20)

N-1
H=> Q.b, - L, (3.21)
n=0
where or
= 3.22
Q=5 (322)

is the so-called n'® conjugate variable. Here we assume that £ is a differential,
convex function.

In the end, we perform the canonical quantisation. This means we make
the same fundamental assumptions as the author of Ref. [Dir25], namely we
replace the variables ®,, and @,, with the operators <I>,L and Qn and map the
Poisson brackets {®,,, Q,y} = 0, to the commutators [q)m Qn | = zhénﬂnlf.
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Figure 3.1: Circuit diagram of a network containing a linear capacitor with
capacitance C' and a linear inductor with inductance L. The ground node is
marked by a dashed triangle.

3.3 Resonators and two-level systems

In circuit quantum electrodynamics there exists a circuit equivalent to the
well-studied model of a mechanical harmonic oscillator. This is the first
system we quantise with the formalism discussed in Sec. 3.2. Figure 3.1
shows a circuit diagram of exactly this system. As one can see, the left
branch contains a linear capacitor with capacitance C and the right branch
contains a linear inductor with inductance L. The ground node is marked
by a dashed triangle. Here we choose ®, = 0 such that the left branch flux
is given by ®c = ®,, and the right one reads ®;, = —®,,. Consequently, the
Lagrangian has two terms, the kinetic energy term of the capacitor

. C.
T(®,) = 5@2 (3.23)
and the potential energy term
U®,) = L 52 (3.24)
Yo '
The Lagrangian then reads
Cio L ozo
L= E(I)" — E(I)T“ (3.25)
and the conjugate variable can be expressed as
oL .
Q=2 (3.20)
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If we perform the Legendre transformation as well as the canonical quanti-
sation, we find the Hamiltonian
QQ H?

==,

56 T 3 (3.27)

Note that in this last step we removed the node label. We can express this
Hamiltonian as

. E
H = Eci? + 7%2, (3.28)
where
=0 (3.29)
T2 '
. 2w,
¢ = 30(1)’ (3.30)
(2e)®
Ec = 31
C 20 ) (3 3 )
Bo\? 1
Ep=(=—2) - 32
s (27) ! (3:32)

Here Ec and E}, denote the capacitive and inductive energy of the systems,
respectively. The operator given by Eq. (3.28) and the corresponding eigen-
values and eigenstates are discussed in almost all quantum theory textbooks,
see for example Ref. [Weil5, Section 2.5]. The eigenstates [1)(*)) in -space
read

}(Z) _ 1 </E —(\/ZEW)Z
W) = 5y T H(VEw), (3.33)

where 2 € N°, ¢ = \/E;/(2E¢) and H,(\/€p) denotes the Hermite polyno-
mial of order z. We can express the Hamiltonian in its eigenbasis as

5 I
Hpes, = w™® (a*a + 2) , (3.34)

where the w® is the resonance frequency

wB = \/2E-FE;, (3.35)

and @ and a' are the bosonic number operators which can be defined in terms
of their action

at @y = Vz 1[Gy | (3.36)
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alp?) =z [pth), (3.37)

on the discrete eigenstates |¢*)). In analogy with the classical AC circuit
theory we call this system simply a resonator. This is why we changed the
label H — H‘Re& of the Hamiltonian. Furthermore, from here on we omit the
term [ /2 which only contributes a non-measurable phase to the dynamics of
the system.

The resonator model in its formulation in terms of bosonic operators,
see Eq. (3.34), is the basis of many quantum theoretical models, see for
example Refs. [AM76; Bal07]. In the context of superconducting PGQCs we
are interested in one particular model namely the two-level system (TLS)
model, see Ref. [MCL19] for a review of this subject. We define the generic
Hamiltonian R R X X

H = Hgys + Hrisys + Wi, (3.38)

where Wiy, is some arbitrary interaction and Hgy, is a Hamiltonian which
describes some arbitrary system. Furthermore, the Hamiltonian

Ariss =Y wblb, (3.39)

leL

describes a collection of non-interacting TLSs. Here we simply changed the
notation, ie. w® — W™ 4 — B, a' — bt and L C N° denotes an index
set. The reason for this change in notation is that in the TLS model we
only consider the lowest two levels of }AIReSA, for every TLS. We can look at
this model from the following point of view, Hrpg constitutes a bath for the
system H sys. and the interactions between bath and system are governed by
the operator Wiai.. Reference [Wil+20b] contains a numerical study where
TLSs are used to include temperature effects into a model. Obviously, once
we consider a specific physical scenario, we have to fix the TLS parameters
wl(T) and the operator Wlm,.

TLS models are used to describe and/or explain various phenomena. For
example, in experiments we find that relaxation times 77, dephasing times 75
and qubit frequencies w©Y, see Sec. 2.6 for a definition of these parameters,
fluctuate around a mean value on different time scales. Such fluctuations
might be explained by the presence of TLSs, see Ref. [Bur+19]. TLSs are
also used to describe other types of solid state phenomena, see Ref. [Esq98].
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Figure 3.2: Circuit diagram of a network containing a linear capacitor with
capacitance C, a Josephson junction with Josephson energy E; and a voltage
source V(t). The ground node is marked by a dashed triangle.

3.4 Fixed-frequency and flux-tunable trans-
mons

In this section, we quantise and analyse two circuits. These systems are usu-
ally referred to as fixed-frequency and flux-tunable transmons. The eigen-
states of these systems are often used as qubit states in NIGQC models.
The so-called transmission line shunted plasma oscillation qubit or trans-
mon for short was first introduced by the authors of Ref. [Koc+07]. The
circuit Hamiltonian model for NIGQC we introduce in Sec. 3.5 makes use of
two types of transmons, namely fixed-frequency and flux-tunable transmons.
Note that the term transmon is actually reserved for a specific parameter
regime in which both systems operate. We first quantise both circuits and
then discuss the corresponding eigenproblems together. Additionally, we in-
troduce effective Hamiltonians for both systems.

Figure 3.2 shows the circuit diagram of a fixed-frequency transmon sys-
tem. The left branch contains a linear capacitor with capacitance C' as well
as a voltage source Vi (t). The right branch contains a Josephson junction
with Josephson energy E;. We choose ®, = 0 such that the left branch flux
is given by .

B, — o + / V,()dt (3.40)
—00
where @ is the branch flux variable associated with the capacitor. Therefore,
the right branch flux reads ®p, = —®,,. We find that the kinetic energy of
the Lagrangian is given by

T(6,) = o (B0 - Vg(t))Q, (3.41)



and the potential energy can be expressed as

U(®,) = —E, cos (Z@Q . (3.42)

The full Lagrangian then reads

£ = Gy~ V(1) 4 Eyoos (50, ) (3.43)
2 @

Therefore the conjugate variable is given by the expression

oL .
:—.:C(@Tﬁvl‘). 3.44
Q=1 0 (3.44)
After performing the Legendre transformation and the canonical quantisa-
tion, we find the Hamilton operator
Q2 . 21 .

Note that here we removed the node label n from the operator ®,. After
completing the square and removing some terms which only contribute non-
measurable phases to the dynamics of the system, the Hamilton operator

reads )
S (20 (Q  CVy(t) (27
H= 50 20 20 Ej cos q’o(b . (3.46)
If we perform the variable substitutions
. Q
= — 4
=g (3.47a)
27 o
b=_—"1 4
=3, (3.47b)
CV,(t
ny(t) = ——~ ( ), (3.47¢)

we arrive at the final Hamilton operator for a fixed-frequency transmon
Hyix. = Ec(iv — ng(t))? — Ejcos($), (3.48)

where E¢ = (2¢)” /(2C) denotes the capacitive energy of the system.
Figure 3.3 shows a circuit diagram of a flux-tunable transmon system.
The network contains linear capacitors with capacitances C; (left) and C,
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Figure 3.3: Circuit diagram of a network containing linear capacitors with
capacitances C (left) and C, (right), two Josephson junctions with Josephson
energies B, (left) and E;, (right) as well as an external flux ®.(t) threading
through the center loop. The ground node is marked by a dashed triangle.

(right), two Josephson junctions with Josephson energies E;; (left) and Ej,
(right) as well as an external flux ®.(t) threading through the center loop.
We model the external flux as an EMF and not as an actual physical imple-
mentation in terms of additional circuit elements. Therefore, we include the
external flux by means of Kirchhoff’s voltage law. The following derivation
is motivated by the work in Ref. [YSK19]. The authors performed a critical
analysis of the standard quantisation formalism which is often used in the
literature. Note that in the meantime the work in Ref. [YSK19] was extended
by the authors of Ref. [RD22].
Kirchhoft’s voltage law for the center loop yields the time-dependent con-
straint
D, + D, = D (4). (3.49)

We can define a new degree of freedom
(I)n = mlq)l + mTq)” (350)

such that the left

P, = W—T@e(t))’ (3.51)

and the right

3, = - Bn = mu®b) (3.52)
ma

branch flux satisfy Eq. (3.49) for all m;, m, € R. Here ma = m;—m,.. We use
the two relations V; = V¢, = VE,zl and V, = V¢, = Vg, given by Kirchhoft’s
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voltage law for the left and right loop to express the Lagrangian

a (@n - mTCi)e(t)) G (@n - mlfbe(t))

2 ma 2 ma

2

o —U (@), (3.53)

solely in terms of the variable ®,,. Here the potential energy is given by

U (®,) = — Ej cos (Z W)
Q’TMM> |

(3.54)
- F
J, COS ((I)o i

After evaluating the squares and neglecting all factors proportional to @e(t)27
which in the end only contribute a non-measurable phase to the dynamics of
the system, the Lagrangian reads

CZ (i)2 _ (Clm7> + C'7,ml)
2mi " m%

L= D ()P, — U (P,). (3.55)

The conjugate variable @) can be expressed as

Q _ %@n _ (Clmrrr:l; Crml)q.)e(t>, (356)
A A
such that the Hamiltonian
2 (C’lmr + C, ml)
=gy GOy g @), 6a)

can be determined by means of the Legendre transformation. Note that
here we removed the node label n from the variable ®,. If we promote the
conjugate variables ® and @ to the conjugate operators $ and @ and perform
the substitutions

. 2.
1 4
L1 58D
= 5@, (3.58b)
2
plt) = 0. (t), (3.58¢)
D,

we find the Hamilton operator

(OITTLT + OTml)gb s

H ECL 2 AQ a
P
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where the second term on the right-hand side contains the factor A = 1.
We now simplify the parameterisation by assuming ma = 1 and C; = C,.
Additionally, we define m, = —f and Cy, = C' such that the Hamiltonian for
a flux-tunable transmon can be expressed as

. = Boii* + (= 8) (0~ By cos @ + 5(1)
~ By cos(5 4 (8- (1)

In the following we impose the so-called irrotational constraint, see Ref. [YSK19],
onto the variable ®. This means we use § = 1/2 as a specific choice for the
variable ®.

The flux-tunable transmon Hamiltonian for 5 = 1/2 can be expressed as

Hr = Ecit® — Ej e (1) cos(¢ — pegr (1)), (3.61)

Eje(t) = Ex \/cos <¢g)> : + d?sin <“”;t)> 2, (3.62)

denotes the effective Josephson energy and

Peft.(t) = arctan (d tan <@g)>) 7 (3.63)

refers to the effective external flux. Here we also define the auxiliary system
parameters

(3.60)

where

By =(En+Eyp), (3.64)

and
d=(E;, — E;)/(Ey + Ey,.). (3.65)

The latter is usually referred to as the asymmetry factor. The obvious struc-
tural similarity with Hamiltonian Eq. (3.48) gives this system its name: the
flux-tunable transmon. Both systems, the fixed-frequency and flux-tunable
transmon are usually operated in the regime E;/Ec > 1l or Ej4.(t)/Ec > 1,
see Ref. [Koc407].

The next aim is to add a driving term of the form n,(t)n to the model
of a flux-tunable transmon. Figure 3.4 shows the circuit of a flux-tunable
transmon, see Fig. 3.3, with an additional branch which contains a voltage
source characterised by the real-valued function V(¢) and an additional ca-
pacitor with the capacitance Cy. In the following we make use of Kirchhoft’s
voltage law for the center loop

Ve, + Vy(t) = Ve, (3.66)
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Figure 3.4: Circuit diagram of a network. The right branch contains linear
capacitors with capacitances C; (left) and C, (right), two Josephson junctions
with Josephson energies Ej; (left) and Ej, (right) as well as an external flux
®,(t) threading through the loop which contains the two Josephson junctions.
The left branch contains a linear capacitor C,; and a voltage source V; (). The
ground node is marked by a dashed triangle.

to derive the circuit Hamiltonian H* for this system. The Lagrangian for
this system reads

* Cg + 2
L=r+ (cpl - Vg(t)> . (3.67)
Consequently, we can express £* in terms of ®,,
. _ Cy 42 Gy :
L= Loy bl -, (mee(t) +maVy (), (368)

where we dropped all terms proportional to ®,(t)2, V,(t)? and ®,(t)V,(t). In
the end, these terms only contribute a non-measurable phase to the dynamics
of the system. Again, we simplify the parametrisation by assuming ma = 1,
m, = —f, C; = C, and C = (Y, the result reads

(C+Cy) o

. (C+Cy) B 9_ . .
L= S (2 /3(0+cg))<1>e(t)q>n

- Cg‘/g<t)(1)n -U (q)n) )

(3.69)

where as before we neglect all terms proportional to ®.(t)2. In an ad hoc

manner, we assume that C + Cy — C such that the system’s dynamic be-
haviour is described by the Lagrangian

C. 1 . . .
£=Gat-c(3-8) b, - U OE, -U@). GO
Therefore, the conjugate variable reads

Q=c,~ 0 (5-5) b0 - G0 .7

41



and the first term of the Hamiltonian function can be expressed as

@ (1N, ,
a0, =&+ (5-0) w00+ Frme (72

After expressing the Lagrangian in terms of the variables ®, and @, the
function reads 0

L= 35— U®), (3.73)

where we neglect all terms which only contribute non-measurable phases to
the dynamics of the system. Consequently, the Hamiltonian can be expressed
as

=5 (L) + (1) o) (2) ~28en0 (2) + 00,

(3.74)
where the real-valued function ny(t) is defined as
t
ny(t) = _QIQLZ(). (3.75)

After performing the canonical quantisation, completing the square with re-
gard to the term n,(t)n, using the substitutions in Eq. (3.58)(a-c) with i =1
and dropping some terms which only contribute non-measurable phases to
the dynamics of the system, we find the Hamilton operator

i, = B = ny(0)* + (5= 8) 9000~ Eyrcos 5+ Gp(0)

— Ejpcos(@+ (8- 1p(t)).

(3.76)

Note that here we removed the node label n from the operator d,. Fur-
thermore, as before the second term on the right-hand side of Eq. (3.76)
contains the factor i = 1. We use the Hamiltonian in Eq. (3.76) to describe
flux-tunable transmons with an additional charge drive component.

In this thesis, almost all results are obtained numerically. Therefore, we
have to express the Hamiltonians in Eqgs. (3.48) and (3.59) in some discrete
basis. The basis we use is the so-called charge basis {|n)},cz. We define the
basis states by

1 2 )
=— ) d 3.77
m=g [ elede (3.77)
where n € Z, such that the charge operator can be expressed as
n= Z n|n)n|. (3.78)
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The states |p) are the eigenstates of the operator ¢. Here ¢ € [0,27). Both
operators are Hermitian and Fourier transform duals of each other. The
charge operator n can be expressed as a differential operator

i = —id,, (3.79)

in the flux basis. Furthermore, the flux basis states read

o0

o) = > " n). (3.80)

n=-—oo

If we consider the action of the operator

i Lo i
) = o= [ telm) e ) do (351
T Jo
on the charge states |n), we find
e?n) =|n—1). (3.82)

Consequently, we can express the cosine operator as

oo}

D (In)n+ 1]+ |n+ 1)n]). (3.83)

n=-—oo

. 1
cos(p) = 5
The statements made regarding the charge basis states are not as accurate as
required. However, a detailed discussion of the mathematical subtleties would
require us to extend the mathematical framework considerably. Therefore, we
abstain from doing so and refer the interested reader to Ref. [Will6, Section
2.1.3], which provides a summary of mathematical issues that appear upon
closer inspection. For the simulations in this thesis, we always use a finite
number 2N, + 1, where N, € N°, of basis states {|=N,), ..., [0), ..., |+ N.)} to
express the Hamiltonians Eqs. (3.48) and (3.59) as matrices in a computer
program.

If we consider qubits, which are abstract states by definition, see Sec. 2.2,
as our object of study, we usually assume that the dynamics of the system
can, in some basis, be confined to a small subspace. An even smaller subspace
is used as the computational basis, see Eq. (2.24), for NIGQC models. Since
this is a rather subtle issue, it is best to further clarify this statement. The
aim is to control the system such that the state vector can be expressed in
terms of the computational basis at certain points in time, i.e. the moments
in time where a measurement would take place. The qubit states themselves
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Table 3.1: Parameters for a fixed-frequency (row ¢ = 0) and a flux-tunable
transmon (row ¢ = 1). The first column contains indices i for the different
parameter sets. The second and third column show the qubit frequency w(@0)
and anharmonicity o(@9). The fourth, fifth and sixth column show the ca-
pacitive energy Ec, the left Josephson energy Ej and the right Josephson
energies E; , respectively. The seventh column shows the flux offset param-
eter oo which is determined by ¢(0), see Eq. (3.59). All units are in GHz
except the flux offset parameter ¢y which is without units. The parameters
are motivated by Refs. [Gan+20; Lac+20].

i W )2r o[ jor Eq /2 By /21 EjL/2m @027
0 6.200  -0.285  1.027 20371 n/a n/a
1 5200  -0.295  1.036 4817 9633 0

are usually associated with the eigenstates |p*)(t)) and eigenvalues E®(t)
of some time-dependent Hamiltonian H (t), given by

H(t) 69 () = ED(1) |69 (1)) , (3.84)

where z € N°. Note that we usually use the states at t = 0 as qubit states.

In this thesis, we use the eigenstates of the fixed-frequency and flux-
tunable transmons as qubit states. In this context, we define the circuit
Hamiltonian NIGQC model qubit frequency w@) = EM(0) — E©(0) and
anharmonicity (@0 = E@(0) — E©(0) — 2w(@) in terms of the eigenvalues
E®)(t) of the corresponding systems. Additionally, in both cases we can ex-
press |¢*)(t)) and E®)(t) in terms of the Mathieu functions M4, M¢ and
M. Here we use the same notation as the author of Ref. [Cot02]. This is
a consequence of the fact that the Hamiltonian in Eq. (3.48) and the Hamil-
tonian in Eq. (3.61) for § = 1/2 are structurally equivalent, i.e. the only
difference between both Hamiltonians is that they show different time de-
pendencies, with regard to the variables ng4(t) and ¢(t). Despite the fact
that both systems share this particular kind of equivalence, we find that
their behaviour, with respect to the variables n,(t) and ¢(t) is rather differ-
ent. Therefore, we discuss and compare both systems, with respect to their
corresponding dynamic variables, by analysing the eigenstates and eigenval-
ues.

The eigenstates of a fixed-frequency transmon in the ¢-space read

¢(Z)(997 t) =

eing (t)e <

75 (Metat)h, §> + 26D M (a(t), b, §)> ,(3.89)
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Figure 3.5: The lowest five energy levels of a fixed-frequency transmon as a
function of the effective offset charge ng. We use the Hamiltonian Eq. (3.48),
N, = 50 charge states and the parameters listed in Table 3.1, row ¢ = 0, to
obtain the results.

where we introduced the auxiliary functions

4EC)(t)
a(t) = Fo (3.86a)
 —2E;
b= . (3.86h)
and the eigenvalues
E@(t) = EcMa(z + 1 — (2 + 1)[mod2] + 2n,(t)(—1)%,b)). (3.87)

The variable n,(t) enters the eigenstates twice: explicitly through the global
phase ¢™®¥ and implicitly through E*)(t). We emphasise that eigenstates
and eigenvalues are taken from Ref. [Cot02].

Figure 3.5 shows the lowest five states of the energy spectrum of a fixed-
frequency transmon as a function of effective offset charge n,. Here we use the
Hamiltonian given by Eq. (3.48), N. = 50 charge states and the parameters
listed in Table 3.1, row ¢ = 0, to diagonalise the corresponding matrix repre-
sentation. As one can see, Fig. 3.5 shows five quasi-constant energies. To the
best knowledge of the author, the contributors of Ref. [Koc+07] were the first
to notice that if the system is operated in the transmon limit E;/Ec > 1,
the eigenvalues F*)(t) become quasi constant with regard to the variable
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Figure 3.6: Overlaps | (¢(0)[¢”)(ny)) |* (a) and | (¢(0)[¢V)(ny)) [ (b)
between the instantaneous eigenstates |gz§ 9/ ()) and various measurement
basis states |¢*)(0)), where z € {0,1,2,3,4,5,6,7,8,9}, as functions of the
external charge n,. The basis states |¢ )(p)) are obtained by numerical
diagonalisation. We use Hamiltonian Eq. (3.48), N. = 50 charge states and

the parameters listed in Table 3.1, row i = 0, to obtaln the results.

ng. For the remainder of this discussion, we assume that the eigenvalues
are actually constant. Therefore, in the transmon limit the eigenstates only
vary in time by means of a global phase. If we assume that ny(0) = 0, the
eigenstates read

¢ (p,1) = 0263 (0, 0). (3.88)

We define that the transmon basis states are the eigenstates of FAIFiX' (t) for
t = 0. The overlap between the transmon basis states and |¢(*)(¢)) then
reads

2T
(6 (1)|6)(0)) = / e ima 9] 55) (5, 0) Pdp. (3.89)

For practical purposes, i.e. the implementation of quantum gates, it is fair to
assume that ng(t) < 0.05, see for example Refs. [Wil+17; Wil20a]. In such
cases, we find that the argument ny(t)p only varies slowly. Therefore, one
may assume that (¢*)(t)[¢*)(0)) ~ (¢*)(0)|¢)(0)) for all t. Note that the
overlap cannot be fully time independent, otherwise we would not be able to
implement any gates with a fixed-frequency transmon.

To study this relation for various values of n,, Fig. 3.6(a-b) show the
overlaps | (§7)(0)60 (n,) > (a) and | {69 (0)|¢D(n,))[* (b) between the
instantaneous eigenstates |¢(?)(n,)) and |¢p™!) (n,)) and various transmon basis
states |p(*)(0)), where z € {0,1,...,9}, as functions of the external charge n,.
We use Hamiltonian Eq. (3.48), N, = 50 charge states and the parameters
listed in Table 3.1, see i = 0, to compute the overlap.
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Figures 3.6(a-b) show that for n, < 0.05 the overlaps barely deviate from
one or zero. However, these small deviations are sufficient to implement
single-qubit gates. For n, > 0.05, the state |¢(®(n,)) can possibly be ex-
pressed as a superposition of the states [¢(®(0)) and |¢((0)). Similarly, the
state |p()(n,)) can possibly be expressed as a superposition of the lowest
three transmon basis states.

As a consequence, we find that for small n, fixed-frequency transmons
behave like artificial atoms, i.e. like systems with eigenvalues and eigenstates
which are approximately time independent. These properties allow us to
activate transitions, by means of Rabi oscillations, see Ref. [CGD92], between
different transmon basis states, potentially without leaving the lowest three
or four states. The dynamics of certain circuit architectures, which solely
rely on fixed-frequency transmons and resonators as coupler elements, might
be modelled with four transmon basis states only, see Ref. [Wil20a].

Fixed-frequency transmons are often described by effective models, see
Refs.[Rot+17; McK+16; Koc+07; Bla+21; Gu+21] and many more. We
can develop such an effective model in a step-wise manner. Note that for
simplicity, we set ny(0) = 0 in the beginning. If we expand the cosine in
Eq. (3.48) to the second order, we find the Hamiltonian given by Eq. (3.28)
with E;, = E; such that the harmonic oscillator frequency given by Eq. (3.35)
reads w = /2E-F;. Note that here we neglect all terms which only con-
tribute a non-measurable phase to the dynamics of the system. If we expand
the cosine in Eq. (3.48) to the quartic order, we find the Hamiltonian

. E
e = wilé + =22 (¢ =)', (3.90)

where ¢ and ¢ are the bosonic operators, see Sec. 3.3, which act on the
harmonic basis states [¢)*)). We can split the operator

@ -8 =D+V, (3.91)

into an operator D which is diagonal in the harmonic basis and one V which
is non-diagonal in the same basis. We neglect the operator V' and define
another Hamiltonian

R (90) .
iy = oot ©— (dle (de - 1)), (3.92)

where w®) = w + (%) and o(®) = —FE;/4. The model parameters w(®)
and (@) determine the first and second energy levels of the system Hg, .
The former w(®) denotes the transmon qubit frequency and the latter a.(%)
is referred to as the transmon qubit anharmonicity. Note that the derivation
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of Hamiltonian Eq. (3.92) is similar but not equivalent to one which can be
found in Ref. [DiV13, Section B 4.1.3].

We can also incorporate the driving term in Eq. (3.48) by noting that we
can factor out the term —2E¢n, (t)n. The corresponding driving term reads

D (t) = Q(t) (¢t +¢), (3.93)

where Q(t) x —2Ecn,(t). In the end, we define the effective Hamiltonian
for a fixed-frequency transmon as

/(90)

Hix (1) = w®@éfe + (a*a (efa - 1)) +Q() (¢ +¢). (3.94)
It is often the case that only the lowest two or three basis states are used
to model these systems. If we use two basis states only, we can express the
effective Hamiltonian in terms of Pauli spin operators as

4 w ~(z ~\T
Hey s(t) = —50( )+ Q(t)6@, (3.95)

where we omit the contribution of all higher-order terms in the cosine ex-
pansion, see w(®).

We emphasise that one cannot claim that the circuit Hamiltonian given
by Eq. (3.48) and any of the effective Hamiltonians discussed so far generate
the same dynamics in terms of the TDSE. Since we introduce more effective
Hamiltonians in this section, we address this issue in a general manner at
the end of this section.

Next, we turn our attention to the flux-tunable transmon. As mentioned
before, the Mathieu functions are also the eigenstates of the flux-tunable
transmon Hamiltonian given by Eq. (3.61). The Hamiltonians in Eq. (3.48)
and Eq. (3.61) are structurally equivalent, only the parameter dependencies
are different, i.e. we have to perform the substitutions Ej — Ej.z(t) and
© — ¢ — we(t). However, this means that flux-tunable transmons have
time-dependent eigenvalues and eigenstates.

Figure 3.7 shows the lowest five energy levels of a flux-tunable transmon
as a function of the flux offset . Here we use the Hamiltonian given by
Eq. (3.59), N. = 50 charge states and the parameters listed in Table 3.1,
row ¢ = 1, to obtain the results. As one can see, all energies decrease with
increasing flux . If one uses the lowest two states as qubit states, one might
associate the tunable energy levels with a tunable qubit frequency.

Figures 3.8(a-b) show the overlaps | (¢(*)(0)|¢(*/V()) |> between the in-
stantaneous eigenstates |¢(”)())(a) and |¢!)())(b) and various transmon
basis states |¢(*)(0)), where z € {0,1,...,9}, as functions of the external flux

48



ED@)-EV(¢))2 1 [GHz]

0 0.1 0.2 0.3 04 0.5
¢/21

Figure 3.7: The lowest five energy levels of a flux-tunable transmon as a func-
tion of the flux offset ¢. We numerically diagonalise Hamiltonian Eq. (3.59)
with V. = 50 charge states and the parameters listed in Table 3.1, row i = 1.
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Figure 3.8: Overlaps | (60 (016" (¢)) ? (a) and | (619(0)[6()) [ (b) be-
tween the instantaneous eigenstates [¢(%/(y)) and various measurement ba-
sis states |¢(*)(0)), where z € {0,1,2,3,4,5,6,7,8,9}, as functions of the
external flux . The basis states |¢(*)(¢)) are obtained by numerical diago-
nalisation of Hamiltonian Eq. (3.59). We use N, = 50 charge states and the
parameters listed in Table 3.1, row ¢ = 1, to obtain the results.
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/21 € [0,1]. Here we use the parameters listed in Table 3.1, row ¢ = 1, the
Hamiltonian given by Eq. (3.59) and N, = 50 charge states to compute the
overlaps between the different states. Figures 3.8(a-b) show that the over-
laps between the instantaneous basis states and the transmon basis states
z =0 and z = 1 vanish as ¢/27 approaches the point 0.5, afterwards they
return back to one. Hamiltonian Eq. (3.61) has two symmetry points, one at
w/2m = 0.5 and one at ¢/27 = 1.0. The two symmetry points explain this
behaviour.

In accordance with the adiabatic theorem, see Refs. [Weil5; Ami09], the
external flux might allow us to move the system from a state |p*)(ig)),
where ¢y = ¢(0) is an arbitrary flux offset which defines the transmon ba-
sis, with energy E®)(¢q) to a state [¢*)(p(t))) with energy E*)(p(t)), see
Fig. 3.7, as long as we vary the external flux slowly enough. Since in general
(6P (0(1))]6F) (o)) # 1, we expect that the description of these systems in
the transmon basis probably requires more than just two or three basis states.
The instantaneous basis states are linear combinations of the lowest trans-
mon basis states, see Figs. 3.8(a-b) and the amplitude of ¢(t) determines the
overlap or how many basis states are needed to describe the system.

As for fixed-frequency transmons, we find that flux-tunable transmons are
often modelled by means of effective models, see for example Refs. [McK+16;
Rot+17; Yan+18; Did+18; Rol+19; Bla+21; Gu+21] and we can develop
such an effective model in a step-wise manner. If we expand the Hamiltonian
given by Eq. (3.61) to the second order in the cosine, we can define the
Hamiltonian

% EJ,CH'. (t)

Hsecond(t) = -E‘Cﬁ2 + ) (@ - (peﬂ.(t))Z ) (396)

such that the structural similarity to the harmonic oscillator Hamiltonian in
Eq. (3.28) should be obvious. The difference between the Hamiltonians in
Egs. (3.28) and (3.96) is that the eigenstates and eigenvalues of the Hamilto-
nian in Eq. (3.96) are now time dependent. The time-dependent eigenstates
in @-space read

$a0) = o e w00, (3.97)
where z € N £(t) = /E e (t)/(2Ec), z(t) = V&) (o — pe (t)) and

H,(z(t)) denotes the Hermite polynomial of order z. The eigenvalues are
characterised by the time-dependent frequency

w(t) = \/m (3.98)

50



We use the time-dependent basis states [¢*)(t)) to model the dynamics of
the system. Consequently, we work with the transformed state vector

[W5(1)) = W(t) [¥(2)) , (3.99)

where W(t) is a unitary transformation which maps the basis states |/(*)(0))
at time t = 0 to the states [¢)(*)(¢)) at time . The TDSE for the state vector
|W*(t)) should retain its original form, see Refs. [Wil20b; Weil5]. Therefore,
we have to transform the Hamiltonian as

H*(t) = WO HEWH ) —iw@) oW (t). (3.100)
We denote the second term in Eq. (3.100) as the driving term
D (t) = —iW(H)IW (1), (3.101)
and we can determine this term to be

5 £() . i &(1) "
D (t) = . e — -z —ée), 3.102
b (1) = i/ () (= 8) ¢ o (G —a) . 3102
where we assume that £(t) # 0 for all times t. Here we adjusted the derivation
in Ref. [Wil20b, Section 5.1.2] which considers a similar model. Additionally,
we find

o d
perr(t) = 99(15)2 (COS (@)gﬂp o ( ‘P;*’)Q) (3.103)
" 10 (&~ Dein(elt) (3.104)

g(t)_@(t)g(cos( z)) +d28m( t))>

The transformed Hamiltonian in the time-dependent harmonic basis can be
expressed as

£(t)

5 e () (6 — A)+3@( fet —éc), (3.105)

4€(1)
where we neglect all terms which only contribute a non-measurable phase
to the dynamics of the system. Note that so far we only considered a time-
dependent harmonic oscillator model.

If we use the lowest two eigenstates only, we can use the effective Hamil-
tonian

H:econd( ) - w(t) cle c+—

H:econd,TLS(t) %A (=) + - ¥¢eff.(t)a’(y>v (3106)
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to model the dynamics of the system. Some authors, see for example Refs. [Rot+17;
McK+16; Yan+18], use the term —(w(t)/2)6*) only to model flux-tunable
transmons as two-level systems. If we consider the Hamiltonian given by

Eq. (3.61) and compare it with the term —(w(t)/2)6*), we find that with
such an approximation all higher-order terms in the cosine expansion do not
contribute to the dynamics of the system. Additionally, the driving term in

Eq. (3.102) and all higher states are ignored completely.

We can include some contributions of the higher-order terms in the cosine
expansion as for the case of the fixed-frequency transmon, see Eq. (3.91).
First, we expand the cosine in Eq. (3.61) to the quartic order and define the
Hamiltonian

. N EC . N4 A~
Hipneic(t) = w(t)le+ =0 (& = &) +Dou(r). (3.107)
Second, we split the operator
@ -e)'=D+V, (3.108)

into a diagonal D and non-diagonal 1% part, in the time-dependent harmonic
basis. Third, we define the two effective Hamiltonians

R (90) K .
B () = 0@ (t)ete+ 2 . (aTa (a*e - 1)) + Do (t), (3.109)

and

. o) R
iy () =P ()ele+ = (el (e 1)) (3.110)

where w@ (t) = w(t) + a'®) and al®) = —FE/4. With the definition of the
Hamiltonian given by Eq. (3.109) we neglect all non-diagonal contributions
V. Similarly, with the definition of the Hamiltonian in Eq. (3.110) we neglect
all non-diagonal contributions V and the driving term ﬁDri_ (t).

To the best knowledge of the author, one often finds that the tunable
frequency w(@(t) is modelled with the function

w@(t) = wl®) {/cos (“"ét)) 2 + d?sin (*‘?)2, (3.111)

only, where w@) = const. or w®) = \/2F-Fs and flux-tunable transmons
are modelled with the effective Hamiltonian given by Eq. (3.110), see for
example Refs. [McK+16; Rot+17; Gan+420; Gu+21].

We now turn to the question how the dynamics generated by an origi-
nal model Hamiltonian H 1 (t) and the corresponding effective Hamiltonian
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Hpg(t) deviate in time. The formal solutions of the TDSE for both Hamilto-
nians can be expressed as

t
L?kq(t,to) =T exp <z/ f]l\q(t')dt’> (3.112)
to

and

Us(t, to) = T exp (—i /j f{E(t’)dt’> , (3.113)

where Z)M and L?E denote the time-evolution operators for both Hamiltoni-
ans. Consequently, a quantitative assessment of the deviations between both
models should be based on the time-evolution operators in combination with
an appropriate operator norm. Unfortunately, we find that in almost all
cases the solution of the TDSE is not known such that a detailed comparison
between both solutions is a non-trivial problem in itself. A general discussion
of this issues and explicit examples can be found in Ref. [Bur+22].

Comparing the time evolution of two Hamiltonian models can pose a
rather difficult problem alone. However, we have to consider additional com-
plications once we consider larger systems, i.e. interacting many-particle sys-
tems. For example, by defining the effective Hamiltonian in Eq. (3.110), we
neglect the driving term given by Eq. (3.102). For simplicity, we consider the
effective Hamiltonian in Eq. (3.109) to be the original model. This approxi-
mation constitutes some type of adiabatic approximation. The Hamiltonian
in Eq. (3.110) is diagonal so that the formal solution of the TDSE can be
obtained. The structure of this solution is similar but not equivalent to the
one of a state vector under the adiabatic approximation, see Ref. [Weil5]. In
case of the Hamiltonian in Eq. (3.110), we additionally neglect the so-called
geometric phase. This well-studied approximation is based on a formulation
of the problem in terms of the instantaneous eigenstates. Consequently, if
we use the Hamiltonian in Eq. (3.110) to define an interacting many-particle
system, we find that the corresponding error bounds are not valid any more.
Furthermore, moving from the Hamiltonian given by Eq. (3.61) to the Hamil-
tonian in Eq. (3.110) requires a series of redefinitions of the model of a flux-
tunable transmon. Additionally, it is usually the case that only the lowest
states of the system are used to model the dynamics. This step constitutes
an additional approximation. To the best knowledge of the author, none
of these steps comes with an explicit analysis of the error in terms of the
time-evolution operators involved in the process, see Ref. [Bur+22] for ex-
plicit examples. Consequently, we should not claim that the different models
generate the same dynamics.
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3.5 A circuit Hamiltonian model for non-ideal
gate-based transmon quantum comput-
ers

We can use fixed-frequency transmons, flux-tunable transmons, resonators
and TLS, see Sec. 3.3 and 3.4, to define a many-particle circuit Hamiltonian
model. The generic model Hamiltonian reads

ﬁ(t) = lLAIFix“,Z(t) + HTuIL,E(t) + I:Iﬂ,z(t) + HResA,E + HTLS,Z + ‘7111t.7 (3.114)

where the individual terms are defined as

Hip 5(t) = Z Ee, (i; — ngi(t))* — Ej, cos (@) (3.115a)
Fins(0) = 3 (e (g =m0 (0 + (5 = B7)es 1)
7es (3.115b)

— By, cos (¢ + Bip;(t))
— By, cos (5 + (B — D;(1) ),

Hpe x = Zw;ipt)fllflk, (3.115c¢)
keK

Hrpss = ZWZ(T)Bmh (3.115d)
leL
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V= 3 GO (n@n)

(i)l XTI’

+ Y G <ﬁj ® n)

(jii)eIxI

+ > 69 (ﬁj®ﬁj/>

(43" eI xS’

+ > 6P (ak + a*k) ® iy

(ki)eK xT
+ Y G (&k+&,t> ® iy
(kj)eKxJ (3.115e)
+ Y o) (i) e
(Li)eLxI
+ Y G (in + 8}) ® 7
(Lj)eLxJ
+ > an (ak + a;) ® (ak, + a;,)
(kK )EK X K"
> G (b)) @ (o al)
(I,k)eLxK
+ Z Gl Iy (i)l + é;) ® (i)ll + E}L/) .
LIeLxL!

The full Hamiltonian A (t) describes a set of interacting fixed-frequency trans-
mons, flux-tunable transmons, resonators and TLSs. Here I C N° denotes
the index set of the fixed-frequency transmons, J C N° denotes the index set
of the flux-tunable transmons, X C N° denotes the index set of the resonators
and L C N° denotes the index set of the TLSs. We use the term VIHL to model
dipole-dipole interactions, see Refs. [Zan13; CGD92], between the different
subsystems. The interaction term ‘A/Int' has ten terms in total, i.e. each type
of circuit element can interact with the remaining circuit element types. For
simplicity and notational convenience we express the interaction operator as

Vi = > Y. GU (vn ® un]> 7 (3.116)
n€{0,...,9} (4,7)Eln X Jn

where the different 0, ;, 0y ;, I, and J,, are defined in terms of the interaction
operator given by Eq. (3.115)(e). In the following, we use the interaction
strength constants GZ(-S-'Q) to address the different terms.
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The generic form of the Hamiltonian Eq. (3.114) allows us to model a
wide range of physical scenarios. First, we can model different circuit ar-
chitectures and quantum gates, see Ref. [Bla+21] for a review of different
circuit architectures and gate strategies. Second, we are able to describe
small circuits in a thermal bath environment of TLSs, see Ref. [Wil+20b]
and Sec. 3.3.

In practice, we find that even if we are able to solve the TDSE for ﬁ(t)7 the
work effort to set up simulations for these very different scenarios is immense,
i.e. each physical scenario comes with its own special needs. Furthermore,
the capabilities of the simulation code in terms of the number of circuit
elements which can be simulated, are determined by the simulation algorithm
we introduce in Chap. 4, the exact trajectories of ng;/;(t) and ¢;(t) and the
system parameters we introduce later. This issue is further discussed in
Chap. 5 and 6.

3.6 An effective Hamiltonian model for non-
ideal gate-based transmon quantum com-
puters

We can use the resonator model defined in Sec. 3.3 and the effective models
for fixed-frequency and flux-tunable transmons defined in Sec. 3.4 to define a
many-particle effective Hamiltonian model in the harmonic basis. Note that
here we do not explicitly take into account the time-dependent harmonic
basis which is used to formulate the effective flux-tunable transmon model.
The generic model Hamiltonian reads

H(t) = HTra.,Z(t) + HRes.,z + DDrL,E(t) + ﬁDri.,E(t) + Wi (t).  (3.117)

The first term
(9

Hras(t) = Y eV (@)éle + 25 (CT( (c*c - 1)) , (3.118)

icl

describes a collection of non-interacting transmon qubits, fixed frequency
and/or flux tunable. Here I C N° denotes an index set for the different
transmons. If we choose wZ@ (t) = const. for all times ¢t and a certain transmon
term ¢ € I, we describe a fixed-frequency transmon. Otherwise, we model a
flux-tunable transmon, see Sec. 3.4.

As in Sec. 3.5, we use the second term

HRes.,Z = Zw](-R)&}dj, (3.119)
jed
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to model a set of non-interacting resonator elements. Here J C N° denotes
an index set for the different resonator elements.
The third term

Do s(t) = > Qu(t) (cT + c) : (3.120)

el

is defined as the sum of individual charge driving terms which act on the
different transmon subspaces. Here Q;(t) o< n,;(t) denotes a real-valued
function which allows us to model quantum gates.

The fourth term

ﬁDri.,Z(t) = Z -
il

is another driving term which allows us to model flux-tunable transmons non
adiabatically. The individual terms in Eq. (3.121) are proportional to the
time derivative ¢;(t) of the external flux ¢;(t) which one can use to control
the system, see Eqs. (3.103) and (3.104). In the following we refer to the
Hamiltonian Eq. (3.117) as the adiabatic effective Hamiltonian model when
the term in Eq. (3.121) is neglected. Similarly, if we include the term we refer
to the Hamiltonian Eq. (3.117) as the non-adiabatic effective Hamiltonian
model. Additionally, we set ¢;(t) = 0 for all fixed-frequency transmons 1.

The fifth term describes the interactions between the different subsystems
and reads

W)= 3 o520 (d+a) @ (¢ +a)

U ra(t) (¢ ( ] ) n ﬁgg (éféf _ cc) (3.121)

(ii")eIx I’
aa) ~ ~
SD DRV (“ +“J) ® (aj +%") (3.122)
(4,3")€Ix !
+ > g4 (a} +&j) ® (cT +c> 7
(gir)eIxI

where g( J(t) is a real-valued function which describes a time-dependent in-
teractlon strength. Here too, see Sec. 3.5, we model dipole-dipole interac-
tions. In principle, we can choose the function gfj)(t) as we see fit. However,
in this thesis, we restrict ourselves to the following three cases. The first case
is defined as

g5 () = Gy, (3.123)

where G j» is a constant real-valued parameter which determines the order
of magnitude of the interaction strength. We use this constant function to
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model the coupling between two resonator elements j and j'. The second
case is defined as _

(a,c) 4 EJ,z(t)
g5 (1) = G| —=—, 3.124
i () =Gj S, (3.124)

where E 7i(t) denotes a Josephson energy and EC,i refers to a capacitive

energy. Here we model the coupling between a transmon 4 and a resonator
j. The third case is defined as

E i(t E ot
§50 (1) = G 2 o B0 (3125)
’ 8E(;,i 8Ecyi/

Here we model the interactions between two transmons 7 and 4. The function
E;;(t) and the parameter E¢; are chosen as follows. Assuming we model a
fixed-frequency transmon ¢ with Josephson energy E;; and capacitive energy
Ec;, we then set EJZ(t) = E;; and Ecﬂ- = E¢,;. If we model a flux-tunable
transmon ¢ with effective Josephson energy Ej, o () and capacitive energy
Ec, we set Ej;(t) = Ejen(t) and Ec; = Ec;. This effective interaction
strength model is motivated by the work of Ref. [Koc+07].

3.7 Summary and conclusions

In this chapter we discussed the fundamental mathematical relations we use
to describe electromagnetic systems in this thesis, see Sec. 3.1. Furthermore,
we reviewed the circuit quantisation formalism. This formalism allows us to
determine Hamiltonians for different electromagnetic systems, see Sec. 3.2.
Additionally, we applied the formalism and derived circuit Hamiltonians for
LC resonators as well as fixed-frequency and flux-tunable transmons, see
Sec. 3.3 and 3.4. In Sec. 3.3, we also introduced a two-level system (TLS)
model. Similarly, in Sec. 3.4, we also derived several effective Hamiltonians
for fixed-frequency and flux-tunable transmons. These models can poten-
tially mimic the dynamic behaviour of the associated circuit Hamiltonian
models. Finally, see Sec. 3.5 and 3.6, we defined two generic models for non-
ideal gate-based transmon quantum computers, i.e. these models are sup-
posed to describe certain aspects of superconducting prototype gate-based
quantum computers (PGQCs), see also Sec. 2.7 and 2.6. In Sec. 3.5 we de-
fine a generic circuit Hamiltonian model which describes a set of interacting
fixed-frequency and flux-tunable transmons as well as LC resonators and
TLSs. Here we model the interactions as dipole-dipole interactions. Simi-
larly, in Sec. 3.6 we define a generic effective Hamiltonian which describes a

98



set of interacting fixed-frequency transmons, flux-tunable transmons and LC
resonators. Here too, we model the interactions as dipole-dipole interactions.

The Hamiltonians we derive and/or define are a result of the assumptions
we make, see Secs. 3.1-3.6. Consequently, the time evolution of a NIGQC
modelled with the TDSE and a Hamiltonian is also a direct product of these
assumptions. However, we can never be absolutely certain that the assump-
tions we make are sufficient or actually correct, when it comes to modelling
a physical scenario. Consequently, we should always be sceptical about the
models we use to describe the physical scenario of interest.
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Real-time simulation algorithms
for time-dependent Hamiltonians

The aim of this chapter is to provide a description of the simulation algo-
rithms we employ to solve the time-dependent Schrodinger equation (TDSE)
for the Hamiltonians Eqs. (3.114) and (3.117) as well as the extend simulation
software we use to obtain most results in this thesis.

This chapter is structured as follows. In Sec. 4.1, we review the problems
we face once we try to solve the TDSE numerically. Next, in Sec. 4.2 we
provide the reader with a general discussion of the so-called product-formula
algorithm, this is the algorithm we mainly use to solve the TDSE in this
work. In Sec. 4.3 and 4.4 we discuss two second-order time-evolution opera-
tors which approximately solve the TDSE for the Hamiltonians Eqs. (3.114)
and (3.117). Next, in Sec. 4.5, we discus why simulations of the circuit Hamil-
tonian model in two alternative computational bases were abandoned. In
Sec. 4.6, we discuss the update rules we use to implement the time-evolution
operators we discuss in Sec. 4.3 and 4.4. In the end, in Sec. 4.7, we provide
a high-level overview of the complete simulation software.

Since we solve the TDSE numerically, we always work with finite-dimensional
Hilbert spaces. Therefore, in this chapter we always implicitly assume that
operators are linear maps which act on a finite-dimensional Hilbert space.
Furthermore, we use h = 1 throughout this chapter.

4.1 Solving the time-dependent Schrodinger
equation numerically

Unfortunately, we usually find that analytical solutions of the TDSE
10| (1)) = H(t)[¥(1)) (4.1)

where H (t) denotes an arbitrary model Hamiltonian which acts on the Hilbert
space H C C¥™ are rare and can usually only be obtained for simple model
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Hamiltonians. Here we assume that no approximations are being made to
simplify H (t). In particular, in most cases the problem becomes more difficult
once we consider a composition of different subsystems which interact with
one another. In this thesis, we are interested in exactly this case.

The formal solution of the TDSE reads

Ut ty) = T exp (—z’ /t: H(t’)dt’) , (4.2)

where T denotes the time-ordering symbol. Numerical solutions of the TDSE
require a discretisation of the time domain, i.e. t — t; = 75 +to. If we assume
that f](t) is piecewise constant between the two time steps ¢; and ¢,44, for a
small enough time step difference 7, we might write

U(t,tg) = 1:[ e (t+), (4.3)

Jj=0

This assumption enables us to reduce the problem to the implementation of
a sequence of unitary operators

Uty ty) = e (073, (4.4)

such that

(W (tjh)) = Ultj, 1) [U(E5)) - (4.5)
There exist different algorithms which allow us to implement, Uina computer
program. One popular approach is named full diagonalisation. If we assume
that H is represented by some matrix, in some unspecified basis, for some
time step, we might use the QR algorithm, see Refs. [GV96; Fra61; Fra62],
to diagonalise this matrix. The QR algorithm and others are implemented
in various numerical libraries, e.g. the Linear Algebra Package (LAPACK),
see Ref. [And+] or Intel’s Math Kernel Library (MKL), see Ref. [Cor]. If we
supply the library subroutines with a matrix representation H of H , We can
potentially obtain matrices for the basis transformation W and the diagonal
matrix A such that H = WAW?. Assuming we can repeatedly diagonalise
H (t; 4+ %) for every time step t;, we can solve our problem by implementing
the time-evolution operator

Ut ty) =W (1 + %) PRI (1 4 %) . (4.6)

The advantage of this method is that it is conceptually very simple and
a great deal of complexity is hidden inside the library subroutines. The
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disadvantage of this method is that the computational work, in terms of
time OT™(dim®) and space O%P2¢(dim?) complexity, see Sec. 2.4, grows
with the third and second power in terms of the dimensionality of the sys-
tem, see Ref. [GVI6]. Since the dimensionality itself grows exponentially
with the number of subsystems added to the quantum-theoretical model, see
Sec. 2.1, we find that this approach and other approaches whose time and
space complexity show a non-linear scaling in terms of dimensionality, are
not applicable to the problem at hand. Consequently, we would prefer to im-
plement U with an algorithm whose time and space complexity scale linearly
in terms of dimensionality. Obviously, this does not solve the exponential
scaling problem which is an intrinsic part of the quantum-theoretical formal-
ism. However, assuming we can find an algorithm which exhibits sufficient
concurrency, i.e. independent computational tasks which can be parallelised,
we might be able to remedy this issue by using more computational resources,
see Ref. [HW10].

Methods which might allow us to solve the problem at hand in a rea-
sonable time and with reasonable memory requirements are the Chebyshev
polynomial algorithm, a Lanczos type algorithm or the product-formula al-
gorithm. Reference [RMO06] provides an overview of all methods mentioned.
The product-formula algorithm can often be implemented by only consum-
ing computational resources which grow linearly with the dimension of the
Hilbert space. Furthermore, usually we are able to create sufficient concur-
rency by making use of the freedoms the algorithm provides us with. In
this thesis, we use the product-formula algorithm to solve the TDSE for the
Hamiltonian models defined in Sec. 3.5 and 3.6.

4.2 The product-formula algorithm

In this section, we discuss the product-formula algorithm, see Refs. [DD83;
Rae87], in general terms. Therefore, we assume that the problem at hand
can be described by an arbitrary model Hamiltonian H, i.e. we assume that
this operator is Hermitian and the Hilbert space in question is H4™ C Cdim,
Since we intend to implement L?(tj+1, t;) given by Eq. (4.4) for the discretised
time steps ¢;, we can assume that this operator is time independent, i.e. this
operator represents the piecewise constant Hamiltonian operator between the
time steps ¢;1; and ¢;.

In the beginning, we assume that there exists an additive decomposition

M-1
H= Z A’rm (47)
m=0
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of the model Hamiltonians. Here M € N° and the operators A,, are assumed
to be Hermitian. Note that we always implicitly assume that operators act
on finite-dimensional Hilbert spaces. Consequently, we find that the different
A,, are bounded operators. These assumptions are sufficient to make use of
the so-called generalised (Trotter) decomposition formula

X M—1 N n
H* 1 ’77;"
e —J:%(He ) 7 “8)

m=0

see Refs. [Suz85; SMK77]. We have in mind to systematically apply this
formula to the time-evolution operator U, for finite n and a given operator
decomposition A,,. In this way, we can shift the problem to the imple-
mentation of a product of operators e 4= where a is some real-valued
constant. Since the different A,, are Hermitian, we find that the resulting
time evolution is unitary, i.e. norm preserving. This is the general idea of
the product-formula algorithm.

In practice, this raises two questions. First, in order to obtain efficient
simulation code, how should we choose the operator decomposition /lm? This
question can only be answered properly once we have fixed the simulation
basis and the model Hamiltonian, i.e. this question is very problem specific.
We discuss this issue in the following sections. The second question which we
have to address is, how valid is the approximation once we consider a finite
n, i.e. what is the numerical precision of this approximation. This question
can be answered for the local error if we construct the approximations in a
specific way.

For the time-evolution operator

U=eH (4.9)
the first-order approximant reads
M-1 A
U (1) =[] e (4.10)
m=0

We can use the first-order approximation U, to construct certain higher-order
approximations, see Ref. [RM06]. The second-order approximation can be
expressed as

. il T\, (T

Uy (1) = U (—5) U (5) (4.11)
Similarly, the fourth-order approximation can be expressed in terms of the
second-order approximation

Uy (1) = Us (at) Uy (a7) Uy (1 — 4a) 7) Us (a) Uy (aT) (4.12)
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where a = 1/(4—43). For the first-, second- and fourth-order approximation
p € {1,2,4} there exists a common bound

Uir) — szp(T)H < byt (4.13)

for the local error, see Ref. [Rae87]. Here the constants b, are real valued
and

%] = s ([[€1]],)- (114

denotes the operator norm for the operator X which is induced by the Eu-
clidean norm |||, = v/ (¥[).

Constructing a simulation algorithm in this way has several benefits.
First, since we require a Hermitian operator decomposition flm, we find that
the time evolution is norm preserving, i.e. unconditionally stable. Conse-
quently, we find that the approximation does not affect this general property
of the model. Second, we find that some higher-order approximations can be
implemented recursively. Third, the local error can be controlled by choosing
an appropriate 7 in combination with a particular higher-order approxima-
tion. Last but not least, since the AmAare chosen by ourselves, we are often
able to implement the operators e 4™ with computational resources that
only scale linearly with the dimension of the system. These features make the
product-formula algorithm a suitable candidate for simulating the real-time
dynamics of a quantum system.

4.3 The time-evolution operator for the ef-
fective Hamiltonian model

In Sec. 4.2, we discussed the product-formula algorithm. This algorithm
provides us with the recipe to determine a unitary operator U that approx-
imately solves the TDSE for a given Hamiltonian operator H. In this sec-
tion, we use this recipe to determine the operator UMB for the Hamiltonian
Eq. (3.117). For the remainder of this chapter we use the variable ¢ to denote
the discretised time steps ¢; +7/2. This is done for simplicity and notational
convenience. In the following, we use the states

lzs,21) = @ [Py @ [ (4.15)
jed il

as basis states for the state vector |¥(t)), see Eq. (4.1). Here z; € T},

z; € I and IV = {0,1,....,n — 1}" denotes a set of N-tuples, where the
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tuple entries can take on values from 0 to n — 1. Furthermore, the state
vectors [1)%/3)) denote the basis states of the harmonic oscillator given by
Egs. (3.33) and (3.97). We use the indices 7 and j to differentiate between
transmons and resonators, respectively. The states in Eq. (4.15) form a basis

Tn=112) € Ho |3z € I3: |2) = |2, 21)}, (4.16)
for the Hilbert space
/SiIIL =Q HRCSAJ ® IHTraA,iy (417)
jeJ el
and we find
dim(H, ) = nln), (4.18)

for the dimensionality of the space we use to perform the simulations. The
index set Z; is defined as

I, =1/ x 7lI!, (4.19)
where x denotes the Cartesian product and n = (ny,n;). Here n; and
n; denote the number of basis states we use to model the resonators and
transmons, respectively.

One can show, see Sec. 2.1 and Ref. [NC11], that the product states given
by Eq. (4.15) form a basis of the Hilbert space Hg;,, . We name this basis the
bare harmonic basis or harmonic basis for short. Note that the notation we
use for the simulation basis overloads the notational framework we use in this
thesis. In Chap. 1, we used the states |z) € CV as the basis states of the state
vector for the IGQC. In this section, we use |z) € J, as the simulation basis
states of the NIGQC. Both states are elements of the same mathematical
structure, namely a finite-dimensional Hilbert space. However, we usually
find that the dimensionality is different. Furthermore, in Sec. 4.4, we use the
states |z) as basis states of another Hilbert space. For the remainder of this
thesis, we always make clear which basis is meant if we refer to the states
|Z).

As discussed in Sec. 4.2, the first step in finding &® is choosing a Her-
mitian decomposition of the model Hamiltonian H. Our choice for this de-
composition is

FI(t) = () + V() + Vi (1) + Ta(0). (4.20)
The first term R R A
HO(t) = HTra.,E(t) + HRes.,Za (421)

is defined as the sum of terms which describe non-interacting transmon and
resonator elements. The second term

Vo) = > ai (¢ - &), (4.22)

i€l
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where q;(t) = —\/&(t)@er.i(t)/v/2 for all i € I, is given by the sum of the
first summand of the non-adiabatic driving term in Eq. (3.102). Similarly,
the third term

et cc) : (4.23)

where s;(t) = &(t)/(4&(t)) for all i € I, consists of the sum of the second
summand in Eq. (3.102). The fourth term

‘72(75) = DDri.,Z(t) + Wlnb(t)v (424)

is defined as the sum of the charge drive term lA)Dri_jz(t) and the dipole-dipole
interaction term Wiy, (¢). Note that this decomposition is motivated by the
work presented in Ref. [Wil20a].

In the following, we express the different decomposition terms as

HO(t) = Z 5\Tra.,i(t) + Z 5\RcsA,jy (425&)

el jedJ
Vo(t) = Q)@ (4.25b)
Vi(t) = SAg(t)ST, (4.25¢)
Va(t) = TAr ()T (4.25d)

The operator Ho(t) is diagonal in the basis J,. The operators S\Tra_’i(t)
and XReS“j simply contain the eigenvalues of the transmon and resonator
terms, see Egs. (3.110) and (3.34), respectively. Furthermore, the operators
Vo(t), Vi(t) and Vi(t) in Bq. (4.25)(b-d) are defined in terms of the basis
transformations

Q = ®Ql1m (426&)
el

S=®85,, (4.26b)
el

T=oT, T, (4.26¢)
jeg el

and the operators \o(t), As(t) and Ap(t) are diagonal in the transformed
bases {|wg/s/r)}, which can be obtained by making use of @, S and 7.
Note that Ag(t), Ag(t) and Ap(t) are usually non-diagonal in the basis J..
The different basis transformations in Eq. (4.26)(a-c) are themselves defined
in terms of basis transformations ch, S'Ci, Tg and Ta] which act on the
individual transmon and resonator subspaces

Qo g, QL =i (J - c) : (4.272)
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S.hs, ST =i (éjéj - cc) , (4.27b)

T/\TT h= (CT + c) ; (4.27¢)
Tohs, T} = (a]- + a}) . (4.274d)

We emphasise that if we represent the different operators Qci, S'Ci, Tci and
T, a; numerically as matrices, the diagonalisation algorithm yields the same
result for all ¢ and j. Consequently, if we implement the algorithm and/or the
corresponding time-evolution operator in a program, we only have to make
use of a very small amount of memory to store the three matrices. This is
one of the reasons why we express the problem in this way. Another reason
for choosing this decomposition follows right away.

In the transformed bases {|wq/s/7)}, see basis transformations Q, S and
T, we can express the different diagonal operators as

= at)q., (4.28)

JjeJ
As(t) = sit)As,.. (4.29)
jeJ
M) = Qu(t)Aq,
iel
+ Z gl(czc) <>\TC®>\TC,>
(i,¢")elxI’
o (4.30)
£ S a0 (b e, )
(.5 €Tx T’
+ Z 9]‘26) ()\T ®)\TC)
(ji)eIxI

Therefore, we can lump the time dependencies into the diagonal operators
completely.

The resulting second-order time-evolution operator for the Hermitian de-
composition given by Eq. (4.20) reads

UTB —e=50() §o=5As (0 3T Q= FraO G Pre—iAr Ot
A A ) 431
Qe 22eMQiGem 32t Gle=5H0(), .

In order to reduce the number of basis transformations which need to be
implemented in a computer program, we introduce the operators R = StQ

67



and U = QTT such that

LB — = 5H0() G- FAs() =3 raO T~ imAr () {1t
. (4.32)
—32() pie -Zxs t)sT —*Ho()

For the adiabatic effective Hamiltonian Eq. (3.117) we can derive the much
simpler time-evolution operator

UFB (=500 freriaOft o~ o) (4.33)
where we assume Vp(t) = 0 and V;(t) = 0 for all times ¢ or @;(t) — 0 for all
i, see Eqgs. (3.103) and (3.104).

Consequently, we find that we have to implement two types of diagonal
operators and one type of non-diagonal operators for every iteration step t.
The algorithmic update rules that allow us to implement these operators are
subject of Sec. 4.6.

4.4 The time-evolution operator for the cir-
cuit Hamiltonian model

In Sec. 4.2, we discuss how to solve the TDSE numerically by implementing
a unitary time-evolution operator U, for an arbitrary model Hamiltonian H.
In Sec. 4.3, we make use of this recipe and derive a time-evolution operator
for the effective Hamiltonian Eq. (3.117). In this section, we do the same for
Hamiltonian Eq. (3.114). Note that this model Hamiltonian is more complex
than the one we discussed in Sec. 4.3. In the following, we restrict the dis-
cussion to the case where each type of subsystem, i.e. transmons, resonators
and TLSs, is modelled with a fixed number of basis states. The simulation
code allows us more freedom, i.e. we can choose two different values for the
number of basis states we use to model the subsystem in question. A detailed
discussion of this part of the simulation code goes beyond the scope of this
section. Here, we intend to understand the structure of the second-order
time-evolution operator as clearly as possible. Consequently, we omit some
details regarding the actual simulation code in this section.
In the following, we use the product states

|2, 25,27,21) = ® [P) © [pE) @ [¢*)) @ |p)), (4.34)
leL keK jeJ iel

as basis states for the state |¥(t)), see Eq. (4.1). Here z; € T | 2 €
L‘f;l, z; € IM,‘, z; € Ilfll. Consequently, nr, ng, ny and ny denote the
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numbers of basis states we use to model the dynamics of the system. We
discuss the systems associated with the harmonic basis states [¢)/+)) and the
transmon basis states |¢(*/7)) in Sec. 3.3 and 3.4, respectively. Note that we
differentiate between the fixed-frequency and flux-tunable transmon states
by means of the indices ¢ and j. The simulation basis can be expressed as

JIn ={|2) € Hsim.|3z € Z: |2) = |21, 2K,27,21)}, (4.35)
where
Hsim. = @ Hrrsy @ Hresk ® Hrunj ® Hrix.i (4.36)
leL keK jeJ i€l
denotes a Hilbert space with dimensionality
dim(Hsim.) = n‘Llanln!]Jlnm (4.37)
and
To =T x TN < T 5 711, (4.38)

is another index set, which is specified by the four tuple n = (nx,np,ns,ny).
Here, we denote J, as the transmon bare basis or transmon basis for short.
As discussed in Sec. 2.1 and Ref. [NC11], one can show that the product
states given by Eq. (4.34) form a basis of the space Hgim.. As mentioned
before, in this thesis, see Chap. 2 and Sec. 4.3, we use the ket vectors |z)
to refer to basis states which belong to different bases. This has actually an
advantage once we compare different models with one another, see Chap. 5.
Since all simulations in this thesis are performed by imposing the irro-
tational constraint §; = 1/2, see Ref. [YSK19] and Eq. (3.60), on all flux-
tunable transmons j € J, we discus the second-order time-evolution operator
for this special case only. Furthermore, the notation we use for the circuit
Hamiltonian in Eq. (3.114) is already quite cumbersome and this choice sim-
plifies the notation to some extent. We begin the discussion of the second-
order time-evolution operator U™ by recasting Hamiltonian Eq. (3.114) into

the form
H(t) = Hy + Wo(t) + Wi (t) + Wa(t), (4.39)

where the individual terms are defined as

Hy = HFix.,2(O) + Hpun, 5(0) 4+ Hpes. =+ Hrisys, (4.40a)
R (T .
Wlt) = 3= (B, + B, (co(%g2) - cos( 2D o), (a.a0m)
jed

W) = X (B, - £5,,) (sn() —sin(Z ) sin(iy. (a.00)

JjeJ
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Wa(t) = —2Ecmgi(t)ii + Y —2Ec jng i (£); + Viae.. (4.40d)
icl icJ

The terms HFix'yz(O) and f[Tun,,g(O) are the fixed-frequency and flux-tunable
transmon terms at time ¢t = 0, see Eq. (3.114). These terms are specified
by the charge-offset values ng;/; = n,;/;(0) and the flux-offset values g ; =
©;(0). Note that we neglect all terms which only contribute a global phase
factor to the time evolution.

We use the form given by Eq. (4.39) as a product-formula decomposition,
see Sec. 4.2. In the transmon basis, we express these terms as

HO - Z S\Fix"i + Z 5\Tun~,j + Z /A\RcsA,k' + Z S\TLS,l, (441&)

Wo(t) = QAo (H)Q, (4.41b)
Wi (t) = SAg(t)ST, (4.41c)
Wa(t) = TAr(t)T". (4.41d)

The operators S\Fm"i, Smm,,j, XRequ and j\TLS,l are diagonal in the transmon
basis Jn. Furthermore, the operators @), S and T denote basis transforma-
tions

Q= 3Q,, (4.42a)
jedJ

S=®85,, (4.42b)
jeJ

T=0T © T, ® T, ® T, (4.42¢)

leL keK jedJ el

which are defined in terms of another set of basis transformations

Qw S‘ijQL_, = cos @y, (4.43a)
SV’JS\S@J SL] = sin @jv (443b)
T"W}\T”z/y T’Zi/;‘ = Ni/j, (4.43¢)
Tode, T = (ak + a,t) , (4.43d)
Ty, T = (b +1f). (4.430)

which act on the subspaces of the individual subsystems. These transforma-
tions allow us to express the operators Ag(t), As(t) and Ap(f) as diagonal
operators

olt) = 3 (£, + E1,) (cos(g) - cost ) ) S, ()

° 2
JjeJ
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. N2 OR R

)= 3 (B, - B2,) (s 52 (D)) ds. - (aaa)
JjeJ

Mr(t) = —2Eongi (DA, + > —2Ec,ng (D),

iel jeJ

) A (4.44c)
£y o (o).

n€{0,...,9} (1,5)ELn X Jn

in their respective basis, see the labels @, S and T. Here, we implicitly
defined a function which maps the different interaction operators o, ;, see
Eq. (3.116), to the correct operators 5‘Tvm' This formulation of the prob-
lem allows us to separate the time dependencies from the operators, in the
individual summation terms.

We intend to implement a high-performance simulation code. Therefore
we restrict the number of allowed trajectories of H (t). To this end, we require
that in an arbitrary time interval ¢ € [ty, T] either the flux variables ¢;(t)
or the charge variables n,;/;(t) vary but not both. This assumption allows
us to derive the time-evolution operator 2B (t) by considering two special
cases. We label these cases with Roman numerals I and II.

If we consider time intervals ¢ € [ty, T], where @;(t) = ¢o; for all j € J,
we find Wo(t) = 0 and Wi (t) = 0. Consequently, the Hamiltonian Eq. (3.114)
simplifies considerably. The corresponding second-order time-evolution op-
erator reads ) i )

U'(t) = e ztopemmAr O ple=iz o, (4.45)

The operator we implement here is structurally equivalent to the one dis-
cussed in Ref. [Wil20a].

If we consider time intervals ¢ € [to, T], where ¢;(t) # (0) for some j € J
and ng,;(t) = 0 for all ¢ € I and n,;(t) = 0 for all j € J, we find that the
second-order time-evolution operator can be expressed as

U (1) = Qe Q1 55X 371 (1) Se 13D 5T Qe~57 QT (4.46)

We can simplify L?Il(t), in the sense that we aim to reduce the number of
operators which have to be implemented in the computer program. To this
end, we define an additional unitary operator R = Q'S such that the operator
UM (t) reads

U () = Qe2 e Re=53As( §fl (1)) Se 12 AW Rie=iEhe QT (4.47)

where we made use of the fact that Rf = § TQA. Consequently, we can express
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the operator U™ (t) on the interval ¢ € [ty, T] as

() — U'(t) if Case T (4.48)
U'(t) if Case II.

An implementation of this operator in a computer program allows us to
further reduce the number of operators which have to be applied to the
state vector |W(t)) given by Eq. (4.1). We can see the simplification of the
operator structure once we consider the product of two operators L?Il(t), for
two different time steps t” > ¢’. The corresponding product reads

aII(t//)aII(t/) Qﬁil AQ Reﬂ Zhg(t STMI(IL//)SP—N)@ (G RT 7zT>\Q(t)

e—i%)\Q(t’)Re—i%)\s(t’)STuI(t/)Se—z%)\s(t R]L@_Z%/\Q (¢ )QT7
(4.49)

as one can see, in this case we can avoid implementing the two operators QT
and @ due to the fact that the product of both yields the identity operator.
However, if we implement the time-evolution operator in this way, we have to
take into account that between two time steps t”,t we cannot sample from
|(t)) in the transmon basis, i.e. in this case we have to apply the transfor-
mations QT and Q once again. If we simulate complete quantum circuits, we
rarely sample from |¥(¢)). In such cases this approach is preferable.

4.5 Simulations of the circuit Hamiltonian model
in alternative bases

In the previous section we discussed a product-formula time-evolution oper-
ator UTB for a specific Hermitian decomposition of the circuit Hamiltonian
given by Eq. (3.114). Here we use the transmon basis {|¢*)(t = 0))}.eno,
see Eqgs. (4.34) and (3.84), as the computational basis to simulate the state
vector |U(t)) in Eq. (4.1). Note that in this context the computational basis
is simply the basis we use to represent the abstract state vector |¥(¢)) in a
computer program, i.e. we should not confuse this computational basis with
the one of the IGQC, see Chap. 2. The first question which comes to mind is:
why do we use this basis to solve the TDSE? For the work in this thesis we
implemented several product-formula time-evolution operators which make
use of different computational bases. In this section we briefly summarise
the results of this work.

If we use the charge basis {|n)}nez, see Eq. (3.77), as the computational
basis, we find (data not shown) that a quasi approximation-free solution of
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the TDSE can be obtained by simulating flux-tunable transmons with up to
fifty one charge basis states. This means adding an additional flux-tunable
transmon to the model increases the state vector size by a factor of fifty
one. This number was obtained by performing the simulations presented
in Chap. 5 with the charge basis simulator. Note that the corresponding
simulations in the transmon basis require at most sixteen basis states for
the flux-tunable transmon. Therefore, using the charge basis simulator for
large-scale simulations of flux-tunable transmons is not feasible. The core
simulation algorithm was devised by the author of Ref. [Will6]. The author
of this thesis simply modified the algorithm presented in Ref. [Will6] such
that the changes in the circuit Hamiltonian given by Eq. (3.60) are accounted
for, see also Ref. [YSK19].

If we use the instantaneous basis {|¢*)(#))}.cno, see Eqs. (4.34) and
(3.84), to model the different flux-tunable transmons in the system, i.e. the
fixed-frequency transmons and resonators are still modelled with the basis
states {|o®)(t = 0))}.eno and {[10*))}.cno, we find that we need to modify
the circuit Hamiltonian in Eq. (3.114) such that the TDSE stays form in-
variant. For simplicity, we consider a single flux-tunable transmon whose
dynamics is modelled with the circuit Hamiltonian in Eq. (3.61). The state
vector which describes the time-evolution of the system can be expressed as

(1)) = V() [¥(1)) (4.50)

where )(t) is a unitary transformation which maps the basis states |¢(*)(0))
at time ¢ = 0 to the states |¢(¥)(¢)) at time . We require the TDSE to retain
its original form, see Ref. [Weil5]. Therefore, we transform the Hamiltonian
as

H*(t) = YO HOY'(t) — iV(t)0,V(t). (4.51)
In order to proceed, we have to determine an analytical expressions for the
inner product (¢ (t)|0;|¢*)(t)) such that the term

D(t) = —iY(H)aY' (1), (4.52)

can be implemented. However, to the best knowledge of the author, this
expression is not known to the research community for the eigenfunctions in
Eq. (3.85), see also Ref. [Cot02]. Note that the Josephson energy and the
flux variables in Eq. (3.85) need to be substituted if Hamiltonian Eq. (3.61)
is considered, see Sec. 3.4 for more details. Therefore, this approach was
abandoned too. Furthermore, all attempts to implement the operator in
Eq. (4.52) numerically failed.
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4.6 Implementation of the second-order time-
evolution operator

In Sec. 4.3 and 4.4, we discuss two second-order time-evolution operators /1B
and U™ which allow us to solve the TDSE for Hamiltonians Eqs. (3.114)
and (3.117) numerically, i.e. we can obtain an approximate solution. In this
section, we discuss how to implement the operator U™ with respect to the

state vector
W(6) =D clt) |2). (4.53)

z2€Tn

Since we can use the same algorithms to implement the time-evolution op-
erators "B and U given by BEqs. (4.32) and (4.48), respectively, we only
discuss the implementation of /T8 in detail. Transferring the results of the
following discussion to the case of "B should come at ease.

Broadly speaking, the time-evolution matrix ™8 contains two types of
matrices, namely diagonal and non-diagonal ones. Note that the diagonal
matrices are not all diagonal in the same basis. In fact, this is the reason
why we find the non-diagonal matrices in T2, i.e. these matrices transform
the basis for every term in the product-formula decomposition.

Since both types of matrices are defined in terms of tensor products, see
Eq. (4.42) and the sums of tensor products, see Eq. (4.44) and the product-
formula decomposition allows us to treat the terms Hy, Wo(t) and Wi (t) and
Wy (t) individually, we find that we can evaluate the action of all operators
either by considering their action with respect to the individual basis states
|z) or by considering a small set {|z)} of interdependent basis states. In the
following, we derive a set of update rules which allow us to implement these
operators.

We begin with the update rules for the diagonal matrices. Here we can
further differentiate. The approximant 4™® contains diagonal matrices which
exclusively act on individual subspaces, see Hy, Wy(t) and W(t) as well as
diagonal matrices which act on two distinct subspaces, see Wy(¢), i.e. the
matrices which describe the interaction between two subsystems.

Without loss of generality, we consider a diagonal matrix Ary, ; which is
defined with respect to the subspace Hrun. ; of some flux-tunable transmon.
The action of this matrix reads

‘ G
e*ZTATun.,j ‘Z) — 67“—)\“{“' |Z> , (454)

where z; € {0, ...,n; — 1} is the jth tuple entry of z; = (zm,l, ey zo) in |z),
(25)

Tun.

see Eq. (4.34). Consequently, A is the eigenvalue which corresponds to

74



the eigenvector |¢(%)). In the end, we simply have to implement the update
rule o
¢, = cpe” M min. (4.55)

z

where ¢, denotes the updated state vector coefficient.
Similarly, without loss of generality, we can consider a diagonal matrix
product of the form
/\Res.,k & >\Tun.,j7 (456)

where the matrix Ages i acts on the subspace Hges x- The matrix Ay, j is
defined as before. The action of the tensor product can be expressed as

eiiT}\Res"k@))\Tun"J ‘z> = e_”)‘;zz,cks?)‘frz\fn). Z> , (457)

where z, € {0,...,nxg — 1} is the kth tuple entry of zx = (2|1, ..., 20) in
|z) and AS*) is the eigenvalue which corresponds to the eigenvector [1h()).
The update rule for this case reads

INESNC)
¢, = ¢y Res Man., (4.58)

In principle, we can extend the procedure to products of more than two
diagonal matrices. The argumentation is straightforward.

If we implement the matrix products in U™, we actually work with the
transformed basis states |wg), |ws) and |wyr), which are related to the ba-
sis states |z) by means of the transformations @, S and T, see Eq. (4.42).
However, in order to provide the reader with a discussion which makes use
of the new basis states, we would need to introduce new notation. We cir-
cumvent this inconvenience by providing a discussion which considers matrix
products that are diagonal in the basis 7. The arguments we make can be
transferred to any basis, assuming that the matrices in question are diagonal
in the corresponding bases.

So far, we only discussed how to implement diagonal matrices which ex-
clusively act on specific subspaces or products of diagonal matrices which
are diagonal in one shared basis. However, the approximant U™ contains
the sums in Eq. (4.44) of those types of matrices. Nonetheless, this does
not lead to further complications since the individual summation terms com-
mute. Consequently, we can replace the exponential functions that contain
the sums by products of exponential functions, which contain the individual
summation terms. This means we can implement the individual terms with
the update rules we have discussed so far.

The non-diagonal basis transformations @, S and T all have the same
form, i.e. we can express them as tensor products of matrices which act on
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the different subspaces. Therefore, the tensor algebra calculus, see Sec. 2.1,
allows us to update the state vector by applying the matrices which act on
the different subspaces. We simply make repeated use of the identity given
by Eq. (2.11). In the end, we only have to find one additional update rule
for a full implementation of 2™B.

As before, without loss of generality, we consider the matrix 7;,; which
acts on the subspace Hrun. ;. Evaluating this matrix with respect to the basis
vector |z*)) and the index 2 yields

T, 25 = 3 T gy, (4.59)
z;€{0,...,n;—1}
Here, we introduced the label z; to the notation. This index simply highlights
the corresponding tuple entry in z;. We might call the label j the target
index. If we apply 7, to the state vector in Eq. (4.53), we can make use of
Eq. (4.59) and rearrange the summation terms to find an update rule.
Assuming we fix all the remaining tuple entries in the basis state |Z(Z§>),
i.e. all tuple entries, which are not z;-, we find that the matrix T;,; relates all
basis states |z}, where z; € {0,...,n; —1}. The corresponding update rule
reads

C/Z(z;) = Z E(zjjyzj)cz(zﬁ. (4.60)
Consequently, if we model the subspace Hry,.; with n; basis states, we find
that ny different state vector coefficients ¢, are related by Eq. (4.60). This
allows us to partition the full state vector into groups of size n;. We can
then update these groups independently, i.e. the groups which are built by
fixing the tuple entries that are not the target tuple entry zj. Note that
this reasoning can be applied to all subspaces Hrrs:, HRes. k» Hrun,; and
‘Hrix. ;- This update rule can be implemented in many different ways and the
space of possible implementations is quite large. For example, two important
aspects of the particular implementation instance are the way we address the
different state vector coefficients ¢, and the programming paradigm itself.

A detailed discussion of all the subroutines we use to perform the simula-
tions and the extended simulation code is beyond the scope of this chapter.
However, in Sec. 4.7 we provide the reader with an overview of the simulation
software.

4.7 An overview of the simulation software

In this section, we provide a high-level overview of the simulation software.
So far, we discussed some of the components or modules of this simulation
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Figure 4.1: High-level sketch of the simulation software and the surrounding
compute infrastructure. We use the blue rectangles to lump C++ source
code into modules. The dashed lines surrounding the modules indicate the
borders of the C++ simulation software but also the domain of a BASH
program called JobScheduler. We use the program JobScheduler in combi-
nation with the MAKE build automation tool to control the compilation,
execution, logging and data storage on various computer systems, including
the supercomputers JUWELS and JURECA, see Refs. [Jiil19; Jiil18]. The
modules which are named by means of abbreviations are full diagonalisation
(FD), product-formula algorithm (PFA), ideal gate-based quantum computer
(IGQC), non-ideal gate-based quantum computer (NIGQC) and variational
hybrid algorithm (VHA). The remaining module names are self explanatory.
The functionality of all modules is explained in the main text.
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software. For example, in Sec. 2.4 we discussed how to simulate the IGQC
and in Secs. 4.1-4.6 we discussed how to solve the TDSE with full diago-
nalisation and the product-formula algorithm. The algorithms can be used
to implement a numerical NIGQC model. Note that in the following we
capitalise almost all of the computer science terminology.

Figure 4.1 shows a high-level sketch of the simulation software. Here
we lump different parts of the simulation code into software modules, see
blue rectangles and show the surrounding compute infrastructure, see dashed
lines, red rectangles and other symbols. The dashed rectangle on the right
side of Fig. 4.1 shows the boundaries of the source code. We use C++ as
the basic programming language. In addition, we use Open Multi Processing
(OpenMP), Message Passing Interface (MPI) and Compute Unified Device
Architecture (CUDA) to parallelise the C++ simulation code.

Since we execute tasks on different computer systems like the supercom-
puters JUWELS and JURECA, see Refs. [Jiil19; Jiil18], we use a homemade
BASH program named JobScheduler to control compilation, execution, log-
ging and data storage. If the program JobScheduler executes a job, the
following steps are performed. First, we update the source code by means
of an SSH connection. Second, we execute a MAKE program to recompile
some parts of the source code if changes have been made. Third, we create
a directory structure which contains the result data, log files, SLURM job
scripts and executables. Fourth, if the task is executed on a supercomputer
system, we write a SLURM job script for every task or subjob. Fifth, we
move executables and SLURM job scripts to the correct directories. In the
end, if we use a supercomputer system, we submit the SLURM job scripts to
the program SLURM and the program JobScheduler terminates. Note that
every step in this sequence relies on the successful execution of the preceding
step. In the following we briefly summarise the functionality of each module
and sometimes discuss the relation between different modules.

The module named chip library, see first column on the left side, contains
all NIGQC chip parameters. Here we manage the parameters which specify
the Hamiltonians Eqgs. (3.114) and (3.117) and the pulse parameters which
determine the values of the time dependencies that can be found in the model
Hamiltonians. All these parameters specify a NIGQC model, see Chap. 5-6.

The module named circuit library, see first column on the left side, has
a similar functionality as the module chip library. Here we manage all the
quantum circuits we use to perform simulations.

The module named FD, see second column on the left side, allows us to
perform full diagonalisation of the Hamiltonians Eqgs. (3.114) and (3.117).
Here, we use the software packages LAPACK and MKL, see Refs. [And+;
Cor], to compute the eigenvalues and eigenvectors for a given Hamiltonian.
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The module is split into two parts. The first part consists of a class which
organises all the data and the second part allows us to simulate the time
evolution of a system by implementing Eq. (4.3) for various time steps.

The module named PFA, see second column on the left side, allows us
to solve the TDSE with various product-formula algorithms. This module is
also split into two parts, i.e. a part with classes which organise the simulation
data and a part with subroutines which update the state vector data structure
by means of the update rules we discuss in Sec. 4.6. We can determine an
approximate solution of the TDSE for the Hamiltonian Eq. (3.117) in the
harmonic basis, see Sec. 4.3 and the Hamiltonian Eq. (3.114) in the transmon
basis, see Sec. 4.4. Furthermore, the user can choose between serial execution,
parallel execution with OpenMP and parallel execution on a GPU, where we
use CUDA to parallelise the source code.

The module named IGQC, see second column on the left side, enables us
to simulate the IGQC. Here we update the state vector of a N-qubit system
for a given quantum circuit, see Chap. 2. We can perform the simulations
with the Feynman or the Schrodinger algorithm, see Sec. 2.4. The user has
the choice between serial execution, parallel execution with OpenMP and
parallel execution with OpenMP and MPIL.

The module named Compiler, see second column on the left side, takes
a quantum circuit and optionally a PFA class, with information about the
chip architecture and the pulse parameters, as an input and creates control
data structures. We can use the control data structures in combination with
the PFA and IGQC modules to simulate complete quantum circuits, see
modules NIGQC and VHAs. The data processing steps for the PFA module
are quite complex and the computational effort grows with the number of
qubits and the quantum circuit length. We discuss some of the details of
these computations in Chap. 6. The corresponding data processing steps for
the IGQC module are relatively simple and there is quasi no overhead in
time and space.

The module named Optimisation, see third column on the left side, is a
module to perform various types of optimisation. Here we use the library
NLopt, see Ref. [Joh], to solve the optimisation problems we encounter. The
library provides us with more than a dozen optimisation algorithms.

The module named Spectrum, see third column on the left side, enables
us to compute the spectrum of a system for different model parameters in
parallel. Here we use the packages LAPACK and MKL, see Refs. [And+;
Cor], to obtain the eigenvalues for a given Hamiltonian. We parallelised this
procedure with MPI. This means every MPI process computes the eigenvalues
for one subset of all model parameters. Furthermore, we can make use of the
fact that the packages LAPACK and MKL are parallelised with OpenMP.
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The module named Testing, see third column on the left side, allows us
to systematically test critical parts of the software. We automatically test
the modules FD, PFA, IGQC and Compiler every time after changes have
been made to the corresponding source code files.

The module named NIGQC, see third column on the left side, enables us
to compute various gate-error measures for a given quantum circuit. This
means we can study how gate errors dynamically evolve over time, i.e. for
consecutive gates in the quantum circuit. In Sec. 6.3 we discuss all gate-error
measures we can compute with this module. We use MPI to parallelise this
part of the simulation code.

The module named VHA see third column on the left side, enables us to
simulate variational hybrid algorithms with different optimisation algorithms
and quantum computer models, i.e. IGQC or NIGQC. The user can specify
the cost Hamiltonian given by Eq. (2.38) in combination with a suitable opti-
misation algorithm, see module Optimisation. This module takes a quantum
circuit as an input. However, the quantum circuit is first preprocessed by
the Compiler module. We use MPI to parallelise the simulation code. This
means the user can run several problem instances in parallel.

The module named Data analysis and storage, see fourth column on the
left side, manages data analysis and storage, as the name suggests. In almost
all cases we can store data in binary or text format. The module also en-
ables us to automatically store data in LATEX tables, see Appendix A and
Appendix B. Here a subroutine generates the corresponding LATEX source
code.

4.8 Summary, conclusions and outlook

In this chapter we reviewed the fundamental computational problems we face
when modelling time-evolution processes with the time-dependent Schrodinger
equation (TDSE), see Sec. 4.1. We provided a general discussion of the
product-formula algorithm which can potentially remedy some of computa-
tional issues we face, see Sec. 4.2. Furthermore, in Sec. 4.3 we derived a
product-formula time-evolution operator which allows us to approximately
solve the TDSE for the effective Hamiltonian Eq. (3.117). Similarly, in
Sec. 4.4 we derived a product-formula time-evolution operator which allows
us to approximately solve the TDSE for the circuit Hamiltonian Eq. (3.114).
Additionally, we reported on attempts to model the time evolution of the
circuit Hamiltonian Eq. (3.114) in the charge basis and the instantaneous
flux-tunable transmon basis, see Sec. 4.5. We also discussed the algorithmic
update rules which allow us to implement the time-evolution of the state
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vector for the effective and the circuit Hamiltonian in a computer program,
see Sec. 4.6. Finally, we provided an overview of the simulation software we
use to obtain the results in this thesis, see Sec. 4.7.

In order to obtain the results in this thesis, we implemented several
time-evolution operators which approximately solve the TDSE for the cir-
cuit Hamiltonian Eq. (3.114). However, we were not able to model various
systems, see Chap. 5, with less than sixteen basis states per flux-tunable
transmon. Therefore, in practice it is not possible to model more than eight
interacting flux-tunable transmons with the circuit model. Here we work
under the constraints that we have to simulate the original circuit Hamilto-
nian (3.114) and that the computer hardware can store up to 23 state vector
coefficients c,.

For future work, it might be interesting to look into the question whether
or not there exists a computational basis which allows us to simulate more
than eight interacting flux-tunable transmons. Here one might consider the
time-dependent harmonic basis, see Eq. (3.97) and Ref. [Wil20b]. Alterna-
tively, one might solve the analytical problem discussed in the latter part of
Sec. 4.5.
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Analysis of effective models for
flux-tunable transmon systems

Many studies with a focus on flux-tunable transmons are based on effective
models and not the associated lumped-element circuit Hamiltonian models
introduced in Chap. 3. Unfortunately, usually it is not known to what ex-
tend the predictions made by the effective and the circuit model deviate when
a control pulse is applied, i.e. when the Hamiltonians are time-dependent.
In this chapter, we compare the time evolution of state vectors which are
obtained by solving the TDSE for both the effective and the circuit Hamilto-
nians, for microwave and unimodal control pulses. Here, we consider single-
qubit (X) and two-qubit (ISWAP and CZ) gate type transitions. Note that
we consider these transitions only in terms of the probability amplitudes and
all transitions are activated by means of an external flux. Furthermore, in
order to obtain a quasi approximation-free solution of the TDSE, we increase
the number of basis states up to the point where the probability amplitudes
have converged up to the third decimal.

The work in this chapter is structured as follows. In Sec. 5.1 we discuss the
three different systems we study and the control pulse we use to activate the
different transitions. Here, we also discuss the approximations which give rise
to different effective models. Next, in Sec. 5.2 we study the pulse response of a
single flux-tunable transmon for microwave and unimodal pulse forms. Here,
we consider two effective models and the associated circuit model. In Sec. 5.3
and 5.4 we investigate various single-qubit (X) and two-qubit (ISWAP and
CZ) transitions for a first two-qubit NIGQC model, see Fig. 5.1(a). Here we
model the different transitions with a microwave pulse for various effective
models and the associated circuit model. Similarly, in Sec. 5.5 and 5.6, we
study excitations of the coupler element and two-qubit (ISWAP and CZ)
transitions for a second two-qubit NIGQC model, see Fig. 5.1(b). Here we
activate the different transitions with a microwave and a unimodal pulse for
various effective models and the associated circuit model. Note that we use
h =1 throughout this chapter.
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Architecture 1 Architecture 1T

Flux-tunable transmon i = 2 Resonator i = 2

Fixed-frequency transmon i = 0 Fixed-frequency transmon i = 1 Flux-tun:

(a) (b)

Figure 5.1: Sketches of two different device architectures I(a) and II(b) to
realise NIGQCs, see Sec. 2.7. Panel(a) shows architecture I. Here we couple
two fixed-frequency transmons characterised by the qubit frequencies w(()q")
and wgq(’) to a flux-tunable transmon characterised by the tunable frequency
wéq) (). We use the device parameters listed in Table 5.1 and Table 5.3 for our
simulations of this system. Panel(b) shows architecture II. Here we couple
two flux-tunable transmons characterised by the qubit frequencies wéq> (t) and
wi‘” (t) to a resonator characterised by the resonance frequency wéR). We use
the device parameters listed in Table 5.2 and Table 5.4 for our simulations
of this system. The dynamics is determined by solving the TDSE for the
circuit Hamiltonian Eq. (3.114) and the effective Hamiltonian Eq. (3.117).

5.1 System specification and simulation pa-
rameters

Figures 5.1(a-b) show sketches of two different transmon systems or device
architectures which potentially allow us to realise NIGQCs, see Sec. 2.7.

Architecture I consists of two fixed-frequency transmons wéqO) and w%qo
coupled to a flux-tunable transmon wéq) (t). The flux-tunable transmon func-
tions as a coupler element. We use the device parameters listed in Table 5.1
and Table 5.3 for our simulations of this system. This architecture is subject
of several experimental and theoretical studies, see Refs. [McK+16; Rot+17;
Gan+20; Gu+21; Bla+21].

Architecture II consists of two flux-tunable transmons wéq>(t) and wgq) (t)

)

coupled to a coupling resonator wéR). We use the device parameters listed in
Table 5.2 and Table 5.4 for our simulations of this architecture. This device
type is discussed in Refs. [Rol+19; Kri+20; Lac+20; Bla+21].

The device parameters in Tables 5.1-5.4 are used to fully specify the

83



Table 5.1: Device parameters for the circuit Hamiltonian Eq. (3.114). We
use these parameters to model a device of type architecture I. The first col-
umn shows the subsystem indices i. The second and third columns show the
transmon qubit frequencies w,EQ”) and anharmonicities (JzEQO), respectively.
The fourth column shows the capacitive energies E¢,. The fifth and sixth
columns show the left E;, , and right £ , Josephson energies. The seventh
column shows the flux-offset values ©o;. The eighth column shows the in-
teraction strength constants Gélz) Here we model dipole-dipole interactions
between fixed-frequency and flux-tunable transmons. We show all parame-
ters except the ones in the first and seventh column in units of GHz. These
parameters are motivated by experiments discussed in Ref. [Gan+20].

ngO)/QTI' aEQO)/QW Ec,/2m  Ej,/2m Ej /21 @o./27 Ggi)/Zw
5.100 -0.310 1.079 13.456  n/a n/a 0.085
6.200 -0.285 1.027 20.371 n/a n/a 0.085
8.100 -0.235 0.880 17.897  21.486  0.15 n/a

O = O

Table 5.2: Device parameters for the circuit Hamiltonian Eq. (3.114). We
use these parameters to model a device of type architecture II. The first
column shows the subsystem indices ¢. The second and third columns show
the transmon qubit frequencies wi(QO) and anharmonicities aEQO) , respectively.
The fourth column shows the capacitive energies E¢,. The fifth and sixth
columns show the left E;,, and right £ , Josephson energies. The seventh
column shows the flux-offset values ©o,. The eighth column shows the in-
teraction strength constants Gglz) Here we model dipole-dipole interactions
between flux-tunable transmons and resonators. We show all parameters ex-
cept the ones in the first and eighth column in units of GHz. These device
parameters are motivated by experiments discussed in Ref. [Lac+20].

UJZ(R)/QTF w§Q°>/2ﬂa§Q°)/2ﬂEci/2ﬂ Ej./2n Ej, /21 @o/2m Gg?/?ﬂ'
n/a 4200 -0.320 1.068 3.140 9.419 O 0.300
n/a 5.200 -0.295 1.036 4.817 9.633 O 0.300
45.000 n/a n/a n/a n/a n/a n/a n/a

O = O =

circuit Hamiltonian Eq. (3.114) and the effective Hamiltonian Eq. (3.117).
These are the Hamiltonians we use to model the NIGQCs. One can use
both architectures to implement ISWAP and CZ gate transitions with an
external flux ¢(t), i.e. these transitions can potentially be used to implement
the corresponding gate matrices we discuss in Chap. 1.
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Table 5.3:  Device parameters for the adiabatic effective Hamiltonian
Eq. (3.117) where the interaction strength is constant. We use these pa-
rameters to model a device of type architecture I, see also Table 5.1 for
the corresponding circuit Hamiltonian device parameters. The first column
shows the subsystem indices i. The second and third columns show the
transmon qubit frequencies wgq“) and anharmonicities ozz(q“), respectively. The
fourth column shows the flux-offset values ¢g;. The fifth column shows the
effective interaction strength gg‘f)(gooyg) at the operating point (g 2. Here we
model dipole-dipole interactions between fixed-frequency and flux-tunable
transmons. All device parameters except the ones in the first and fourth

columns are given in units of GHz.

i w/jom o™ jom  pou/2m 95 (o2 /2
0 5.100 -0.310 0 0.146
1 6.200 -0.285 0 0.164
2 8.100 -0.235 0.15 n/a
Table 5.4:  Device parameters for the adiabatic effective Hamiltonian

Eq. (3.117) where the interaction strength is constant. We use these pa-
rameters to model a device of architecture II, see also Table 5.2 for the cor-
responding circuit Hamiltonian device parameters. The first column shows
the subsystem indices 7. The second column shows the resonator frequen-
cies wi(R). The third and fourth columns show the transmon qubit frequencies
w\®) and anharmonicities a* | respectively. The fifth column shows the flux-
offset values ¢g;. The sixth column shows the effective interaction strength
gé‘fi’c)(gpo,i) at the operating points @g,;. Here we model dipole-dipole interac-
tions between flux-tunable transmons and resonators. All device parameters

except the ones in the first and fifth columns are given in units of GHz.

i oPfom W jar o) eoy/2m g (po)/2m
0 n/a 4.200 -0.320 0 0.307

1 n/a 5.200 -0.295 0 0.344

2 45.000 n/a n/a n/a n/a
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Figure 5.2: Fluxes ¢/27 given by Eq. (5.1) as a functions of time ¢ for two
sets of pulse parameters. Panel(a) shows a microwave pulse. Here we use the
parameters w?) /27 = 1.089 GHz, §/2r = 0.075, T,y =13 nsand Ty = 205.4
ns to obtain the results. The parameters are also listed in Table 5.6 row six.
Panel(b) shows a unimodal pulse. Here we use the parameters w(®) /27 = 0
GHz, §/2m = 0.297, T, ;5 = 20.0 ns and T,; = 84.0 ns to acquire the results.
The parameters are also listed in Table 5.6 row nine.

For our simulations we use the external flux (control pulse)
o(t) = @o + de(t) cos(wDt), (5.1)

where the real-valued pulse parameters ¢, 6 and w™ denote the flux offset,
the pulse amplitude and the drive frequency, respectively. Note that the
external flux ¢(t) and consequently the flux offset ¢ and the pulse amplitude
4 are without units. Furthermore, the Hamiltonian Eq. (3.61) is 27 periodic.
Therefore, in this chapter we give the external flux ¢(¢) and the parameters
o, 0 always in units of 27. The real-valued envelope function e(t) is defined
as

sin(At) ifo<t<Ty

et) =¢ 1 if T,)p <t <AT (5.2)
sin(f 4+ A(t — AT)) if AT <t < Ty,

where the real-valued pulse parameters 1,/ and Ty denote the rise and fall
time and the pulse duration, respectively. Furthermore, A = 7/2T,,; and
AT =14 =T, 5.

Figures 5.2(a-b) show the external flux ¢(t)/27 as functions of time ¢ for
two different sets of pulse parameters. In panel(a) we model a microwave
pulse with the pulse amplitude ¢/27 = 0.075, the drive frequency w®) /27 =
1.089 GHz, the rise and fall time 7,,; = 13 ns and the pulse duration Ty =
205.4 ns. This microwave pulse can be used to activate ISWAP transitions
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in architecture I if we drive the tunable coupler, see Fig. 5.1(a). In panel(b)
we model a unimodal pulse with the pulse amplitude §/2m = 0.297, the drive
frequency w™ /2 = 0 GHz, the rise and fall time T,/5 = 20 ns and the pulse
duration T; = 84 ns. This unimodal pulse can be used to activate ISWAP
transitions in architecture II if we drive the flux-tunable transmon w'?(¢),
see Fig. 5.1(b).

Table 5.5 contains a summary of the pulse parameters we use to model
transitions with the circuit Hamiltonian Eq. (3.114). Similarly, in Table 5.6
we summarise the pulse parameters we use to model various transitions with
the adiabatic effective Hamiltonian Eq. (3.117).

The overall objective of this chapter is to analyse how well the circuit
and the effective Hamiltonian models agree with one another if we model
architectures I and II, see Fig. 5.1(a-b). To this end, we implemented two
simulation codes. One allows us to simulate the effective Hamiltonian model
and the other allows to do the same with the circuit Hamiltonian model, see
Chap. 4. The simulation code for the former model is equipped with the
option to turn various approximations, i.e. simplifications, on and off.

To the best knowledge of the author, we often find that flux-tunable
transmons are modelled adiabatically, see Refs. [McK+16; Rot+17; Gu+21;
Yan+18; Bak+22]. This means that the non-adiabatic driving term

t R o
%)%ﬂ,(t) (¢t—e)+ Z% (ctel —ee), (5.3)
first introduced in Eq. (3.102) is neglected completely, see also Eq. (3.117).
We can control this assumption in the simulation code.

Furthermore, we can find instances where the interaction strength be-
tween flux-tunable transmons and other circuit elements is modelled as time
independent, see Refs. [Gan+20; McK+16; Rot+17; Gu+21]. We model the
interaction strength between a flux-tunable transmon ¢ and a fixed-frequency
transmon j with the function

(cc) E]z
g;27(¢) . 5.4
O e 5.4

where G ; is a constant real-valued parameter, E 7;(t) and E;, denote Joseph-

ﬁDri.(t) = -

son energies and Ea] and E¢, refer to capacitive energies. Similarly, we
model the interaction strength between a resonator element ¢ and a flux-
tunable transmon j with the function

@)(t) = Gy o Eg(t) 5.5
gi5 (1) SEe, (5.5)
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Table 5.5: Summary of the pulse parameters we use to perform simulations
with the circuit Hamiltonian model, see Eq. (3.114) and Sec. 3.5. Here, we
use a pulse of the form Eq. (5.1) to drive different systems. The first col-
umn contains table references. The corresponding tables contain the device
parameters which specify the Hamiltonian. The second column shows figure
references which refer the reader to the simulation results. The third column
shows different gate types. We can potentially use the corresponding pulses
to model these gates, assuming we can arrange the phases of the state vec-
tors accordingly. If we cannot assign a gate to the transition, we denote the
gate as not applicable (n/a). The fourth column shows the two states which
exchange population due to the driving terms. The fifth column contains the
drive frequencies w®) in units of GHz. The sixth column shows the pulse
amplitudes §. The seventh and eighth columns show the rise and fall time
T,/ and the pulse duration 7} in units of ns, respectively. The ninth column
shows the minimum number of transmon basis states n; we recommend for
modelling the dynamics of the system in the transmon basis.

Parameters Figure Gate States z O.J(D)/Qﬂ' 802 T,)y  Tqg ny
Table 5.1 Fig. 5.4(a) X HONO) 7.636  0.001 100.0 200.0 3
Table 5.1  Fig. 5.7(a) X  {(0,0,0),(0,1,0)} 6.183 0.045 22.5 450 3
Table 5.1 Fig. 5.7(b) X {(0,0,0),(0,0,1)} 5.092 0.085 25.0 50.0 3
Table 5.1 Fig. 5.8(a-d) ISWAP {(0,1,0),(0,0,1)} 1.089 0.075 13.0 209.40 6
Table 5.1 Fig. 59(a-d) CZ  {(0,1,1),(0,2,0)} 0.809 0.085 13.0 297.55 8
Table 5.2 Fig. 5.14(a-c) n/a  {(0,0,0),(1,0,0)} 45.00 0.020 150.0 300.0 4
Table 5.2 Fig. 5.14(a<c) n/a  {(0,0,0),(2,0,0)} 45.00 0.020 150.0 300.0 4
Table 5.2 Fig. 5.15(a-d) ISWAP {(0,1,0),(0,0,1)} 0  0.280 20.0 100.0 14
Table 5.2 Fig. 5.16(a-d) CZ  {(0,1,1),(0,0,2)} 0  0.334 20.0 125.0 16

This interaction strength model is taken from Ref. [Koc+07] and explained in
more detail in Sec. 3.6. We can control the time dependence in the simulation
code. Additionally, we can also control the accuracy of the spectrum of a
single flux-tunable transmon, see Sec. 5.2 for more details.

Although, we are mainly interested in architecture I and II, it seems
plausible to first investigate how well the effective models in Eqgs. (3.109)
and (3.110) for a single flux-tunable transmon can cover the dynamics of the
corresponding circuit Hamiltonian Eq. (3.61). This question is the subject
of the next section.
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Table 5.6: Summary of pulse parameters we use to perform simulations
with the adiabatic effective Hamiltonian model, see Eq. (3.117) and Sec. 3.6.
Here, we use a pulse of the form Eq. (5.1) to drive different systems. The
first column contains table references. The corresponding tables contain the
device parameters which specify the Hamiltonian. The second column shows
figure references which refer the reader to the simulation results. The third
column shows different gate types. We can potentially use the corresponding
pulses to model these gates, assuming we can arrange the phases of the
state vectors accordingly. The fourth column shows the two states which
exchange population due to the driving terms. The fifth column contains the
drive frequencies w®) in units of GHz. The sixth column shows the pulse
amplitudes 6. The seventh and eighth columns show the rise and fall time 75, ¢
and the pulse duration T} in units of ns, respectively. If we cannot model the
transition with the adiabatic effective Hamiltonian, we denote the parameters
and gates as not applicable (n/a). The ninth column shows the different
cases we model with the effective model Hamiltonian. In case A we model
the system with a time-independent interaction strength and a non-adjusted
spectrum. In case B we model the system with a time-dependent interaction
strength and a non-adjusted spectrum. In case C we model the system with
a time-dependent interaction strength and an adjusted spectrum.

Parameters  Figure Gate States z w®Pjor §/2r T,;; Ty Case
Table 5.3 n/a n/a {(0), (1)} n/a  n/a n/a n/a n/a
Table 5.3 n/a n/a  {(0,0,0),(0,1,0)} n/a n/a n/a n/a n/a
Table 5.3 n/a n/a  {(0,0,0),(0,0,1)} n/a n/a n/a n/a n/a
Table 5.3 Fig. 5.11(a) ISWAP {(0,1,0),(0,0,1)} 1.088 0.075 13.0 139.6 A
Table 5.3 Fig. 5.11(b) ISWAP {(0,1,0),(0,0,1)} 1.089 0.075 13.0 2054 B
Table 5.3 Fig. 5.11(c) CZ {(0,1,1),(0,2,0)} 0.807 0.085 13.0 196.5 A
Table 5.3 Fig. 5.11(d) CZ  {(0,1,1),(0,2,0)} 0.807 0.085 13.0 2720 B
Table 5.4 n/a n/a  {(0,0,0),(1,0,0)} =n/a n/a n/a n/a n/a
Table 5.4 n/a n/a  {(0,0,0),(2,0,0)} =n/a n/a n/a n/a n/a
Table 5.4 Fig. 5.18(a) ISWAP {(0,1,0),(0,0,1)} 0  0.297 200 840 A
Table 5.4 Fig. 5.18(b) ISWAP {(0,1,0),(0,0,1)} 0  0.289 20.0 960 C
Table 5.4 Fig. 5.18(c) CZ  {(0,1,1),(0,0,2)} 0  0.343 20.0 1050 A
Table 5.4 Fig. 5.18(d) CZ  {(0,1,1),(0,0,2)} 0  0.334 20.0 121.0 C
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5.2 Simulations of a single flux-tunable trans-
mon

In this section, we compare how the effective Hamiltonians Eq. (3.109) and
Eq. (3.110) and the circuit Hamiltonian Eq. (3.61) react to different types of
pulses ¢(t), i.e. external fluxes. All these models are used to describe isolated
flux-tunable transmons. We study how the different systems, i.e. models,
react to a resonant microwave pulse, see Fig. 5.2(a) and a unimodal pulse,
see Fig. 5.2(b). If not stated otherwise, we use the system parameters listed
in Table 5.1 row 7 = 2, the pulse given by Eq. (5.1) and three basis states to
perform the simulations.

The effective Hamiltonian Eq. (3.110) is so simple that we can solve the
TDSE for an arbitrary pulse p(t). If we assume that the initial state of the
system is given by

W(to)) = D exlto) [0P(t0)) , (5.6)

2€N0

where c,(t) € C for all times ¢ and [1/*)(¢)) denotes the instantaneous har-
monic basis states, we find that the state vector at time ¢ is given by the
expression
(1) = 3 e POV (1) [pe)) (5.7)
2eN0
Consequently, the probability amplitudes |(z|¥(¢))|*> do not change over
time, no matter how we modulate the energies E*)(t).

We now discuss how the Hamiltonians Eq. (3.109) and Eq. (3.61) react
to a microwave pulse, see Fig. 5.2(a). Figures 5.3(a-b) show the ground-state
probabilities p(® as functions of the pulse duration T and the drive frequency
w®P). Here, we use a pulse with the amplitude §/27 = 0.001 and the rise
and fall time 7,,5 = T4/2 to obtain the results. In panel(a) we solve the
TDSE for the circuit Hamiltonian Eq. (3.61). Similarly, in panel(b) we solve
the TDSE for the effective Hamiltonian Eq. (3.109). Furthermore, we center
the two chevron patterns in Figs. 5.3(a-b) around the transition frequencies
w® = 7.636 GHz(a) and w® = 7.643 GHz(b). As one can see, the results
in Figs. 5.3(a-b) show a qualitative and quantitative similar behaviour if
centered around the corresponding transition frequency.

Figures 5.4(a-b) show the time evolutions of the probabilities p® (t)(a)
and pM(t)(b) as functions of the time ¢ for the effective and the circuit
model. Panels(a-b) show the time evolution for the frequencies which cut
through the chevron patterns in Figs. 5.3(a-b), i.e. we use the frequencies
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Figure 5.3: Ground-state probabilities p®) as functions of the pulse dura-
tion 7 and the drive frequency w®. We use the system parameters listed
in Table 5.1, row i = 2 and the pulse in Eq. (5.1) with T,,; = T3/2 and
0/2m = 0.001 to obtain the results. Here, we model a microwave pulse,
In panel(a) we solve the TDSE for the circuit Hamilto-
nian in Eq. (3.61). Similarly, in panel(b) solve the TDSE for the effective
Hamiltonian in Eq. (3.109). At time ¢ = 0 we initialise the systems in the
corresponding ground states. We center the two chevron patterns around the

see Fig. 5.2(a).
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transition frequencies w® = 7.636 GHz(a) and w(®) = 7.643 GHz(b).

w® = 7.636 GHz(a) and w® = 7.643 GHz(b) as drive frequencies. All the

other simulation parameters are the same as for Figs. 5.3(a-b).

In Figs. 5.4(a-b) we can observe a good qualitative and quantitative agree-
ment between the time evolutions of the different probabilities for the circuit

and the effective model.

Overall, for the microwave pulses we use to model transitions of the form
z =0 — z = 1, the only distinct difference between the two models is the
shift in the transition frequency. However, this shift is something we should
expect. The fourth-order cosine expansion of the Hamiltonian Eq. (3.61)
leads to an effective model with a spectrum which is not exact, i.e. the

spectra of both Hamiltonians do not match exactly.

We performed additional simulations (data not shown), where we include
higher-order terms up to the 60th order in the cosine expansion of the Hamil-
tonian Eq. (3.61). Here we find that the results for the chevron pattern in
Fig. 5.4(b) stay the same as long as we centre the results for the ground-
state probability around the corresponding transition frequency w®. If we
add enough terms to the cosine expansion, the results converge, i.e. the tran-
sition frequency converges and no additional shifts at the order of MHz are

noticeable anymore.

Also, we should emphasise that the adiabatic effective Hamiltonian Eq. (3.110)
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Figure 5.4: Ground-state p(”(¢)(a) and first-excited-state p*)(¢)(b) probabil-
ities as functions of time ¢ for the effective and the circuit model. We use the
system parameters listed in Table 5.1, row ¢ = 2 and the pulse in Eq. (5.1)
with T/, = Ty/2 and ¢/2m = 0.001 to obtain the results. Here, we model a
microwave pulse, see Fig. 5.2(a). Panels(a-b) show the results obtained with
the circuit Hamiltonian Eq. (3.61) and the drive frequency w®) /27 = 7.636
GHz as well as the results obtained with the effective Hamiltonian Eq. (3.109)
and the drive frequency w®) /27 = 7.643 GHz. This means we use the fre-
quencies which cut through the chevron patterns in Figs. 5.3(a-b) as drive
frequencies. At time ¢ = 0 we initialise the systems in the corresponding
ground states.
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Figure 5.5: Probabilities 1 — p® for z € {0,1,2,3} as functions of the rise
and fall time 7,7 and the pulse amplitude 6. We use the system parameters
listed in Table 5.1, row i = 2 and the pulse in Eq. (5.1) with 7;; = 50 ns and
wP) = 0 GHz to obtain the results. Here we model a unimodal pulse, see
Fig. 5.2(b). In panels(a-d) we solve the TDSE for the circuit Hamiltonian
Eq. (3.61). Similarly, in panels(e-h) we solve the TDSE for the effective
Hamiltonian Eq. (3.109). At time ¢ = 0 we initialise the systems in the
eigenstates |z) for z € {0,1, 2, 3}.
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cannot, by definition, be used to model the z = 0 — z = 1 transitions with
a microwave pulse.

We now discuss how the Hamiltonians Egs. (3.61) and (3.109) react to
a unimodal pulse, see Fig. 5.2(b). Figures 5.5(a-h) show the probabilities
1 —p® at time T, for z € {0,1,2,3} as functions of the rise and fall time
T,/; and the pulse amplitude §. We use the duration T; = 50 ns and the drive
frequency w® = 0 GHz to model the pulse (). In panels(a-d) we solve the
TDSE for the circuit Hamiltonian Eq. (3.61). Similarly, in panels(e-h) we
solve the TDSE for the non-adiabatic effective Hamiltonian Eq. (3.109). At
time ¢ = 0 we initialise the systems in the corresponding eigenstates |z) for
2z €{0,1,2,3}. Furthermore, we use twenty basis states to obtain the results
presented in Figs. 5.5(a-h).

The simulations test whether or not the systems have left the adiabatic
regime for a given set of pulse parameters. The bright areas correspond to
regions where the systems do not fully remain in their corresponding initial
eigenstates and therefore have left the adiabatic regime. As expected, we can
observe that this is the case for T,,; — 0 and §/27 — 0.5.

We also find that the circuit Hamiltonian results in panels(a-c) and the
effective Hamiltonian results in panels(e-g) for the states z € {0,1,2} agree
qualitatively. However, the results in panel(d) and panel(h) for z = 3 show
qualitative and quantitative differences.
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Here too, we should emphasise that the adiabatic effective Hamiltonian
Eq. (3.110) cannot, by definition, be used to model any of the transitions
discussed above.

In Figs. 5.3(a-b) we can observe that the transition frequencies w(® for
the effective and the circuit model deviate. Therefore, we want to investi-
gate how well the analytical expressions for the energies E*)((t)) actually
approximate the numerically exact values Eéf()act(go(f)) Since the circuit
Hamiltonian Eq. (3.61) has two symmetry points, we only have to consider
the flux variable on the interval /27 € [0, 0.5].

If we follow the derivation of the Hamiltonian Eq. (3.109) presented in
Sec. 3.4, we find that the energies of the flux-tunable transmon are approxi-
mated by the expression

o/(90)
(B9) - B9) = (w(0)+ T2 -1) . 63

where

2 2
w@(p) = w(qo)f/cos (%) + d?sin (g) + al®), (5.9)

Here w(®) = \/E¢FEy and o(®) = —F/4 are expressed in terms of the ca-
pacitive and Josephson energies which characterise a flux-tunable transmon,
see Sec. 3.4. We denote this type of parametrisation as approximation I.

In the literature one can find instances, see for example Refs. [McK+16;
Rot+17; Gan+20; Gu+21], where the tunable coupler frequency w(@ () in
Eq. (5.8) is modelled differently. Here one uses

W@ (p) = W@ {/cos (%)2 + d?sin (%)2, (5.10)

with w(®) = const., a(®) = const. and d = const. to parameterise the ener-
gies of the effective flux-tunable transmon or an experimental flux-tunable
transmon. This second parametrisation will be denoted as approximation II.

Additionally, the literature also provides us with more complex expres-
sions for the tunable frequency and the anharmonicity in Eq. (5.8). One
such example is given by the authors of Ref. [Did+18]. The corresponding
expression for the tunable frequency reads

W) = \2EeEry(0) — 223 0,z (5.11)

Similarly, the tunable anharmonicity is modelled with the expression

a(p) = —%anﬁ(@)"‘ (5.12)

n=0
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Figure 5.6: Deviations A (E(z) — E(O)) given by Eq. (5.14) between the nu-
merically exact eigenvalues of the circuit Hamiltonian Eq. (3.61) and three
approximations I(a), II(b) and III(c) for the eigenvalues as functions of the
flux ¢/2m. The left y-axis, square markers and blue lines, shows the devi-
ations for z = 1. Similarly, the right y-axis, diamond markers and green
lines, shows the deviations for z = 2. We use the energy parameters listed
in Table 5.1 row ¢« = 2 to obtain the results. The approximations I-III are
discussed in the main text, see Egs. (5.8)—(5.12).

Here a, and b, are real-valued coefficients and the function Z(¢) can be

expressed as
| Ec
Q) =4/ ———. 5.13
( ) 2EJeH((10) ( )

We emphasise that both expression are taken from Ref. [Did+18]. This type
of parametrisation is denoted as approximation III.

We measure the deviations between the numerically exact values and the
approximations I-III with the expression

[1]

A (E) - EV(9) = | (ESlv) — B )
(5.14)

— (E¥)(p) — EO(p))

I

where z € {1,2}. Figures 5.6(a-c) show the deviations A (E)(¢) — E©)(¢p))
as functions of the flux ¢ for the approximations I(a), II(b) and III(c). The
left y-axis, square markers and blue lines, shows the deviations for z = 1.
Similarly, the right y-axis, diamond markers and green lines, shows the de-
viations for z = 2. We use the circuit Hamiltonian Eq. (3.61) and N, = 50
charge basis states to obtain the numerically exact values.

Figure 5.6(a) shows the deviations for approximation I. As one can see,
the deviations start to grow slowly and then rapidly increase. In the end,
at p/2m = 0.5 the first energy gap deviates by about 2 GHz and the second
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energy gap by about 4 GHz. Figure 5.6(b), for approximation II, shows
similar qualitative and quantitative features as Fig. 5.6(a). Figure 5.6(c)
shows barely any deviations on the GHz energy scale. Only if ¢/2m — 0.5,
we see some deviations for the second energy gap. The deviations for the
first energy gap are at most 4 MHz, for the case presented here.

We also computed the deviations for the flux-tunable transmon parame-
ters listed in Table 5.2 row ¢ = 0 and i = 1 (data not shown). Here we find
similar qualitative features as in Fig. 5.6(a-c). However, the numerical values
for the deviations can vary by a couple of GHz for different parameters E¢,
Ejyl and E‘]yr.

The deviations in terms of the Hamiltonian spectra we can see in Fig. 5.6(a-
c¢) can potentially affect the modelling of non-adiabatic quantum gates, see
Ref. [DiC+19; Fox+20], in small NIGQC models. Here we use the pulse
amplitude § to tune the energies of two states into resonance. Furthermore,
so far we only discussed the case for a single, isolated flux-tunable transmon.
It might be the case that the corresponding errors, in terms of the spectra,
for an interacting multi-transmon system are more complex and larger. In
such systems, energy levels tend to repel each other such that the resulting
behaviour with respect to an external parameter, like the external flux or
the interaction strength, leads to complex energy level structures, see for
example Ref. [Ber+22].

Additionally, the results in Figs. 5.3(a-b) and Figs. 5.5(a-h) are obtained
for the operating point ¢o/27 = 0.15. This means, we should expect that
the previously discussed deviations vary with the operating point we use for
the simulations.

5.3 Simulations of suppressed transitions in
the adiabatic effective two-qubit model:
architecture I

In Sec. 5.2, we discussed the case of a single flux-tunable transmon. Here,
we use effective and circuit Hamiltonian models to study how such systems
react to different external fluxes ¢(t), see also Eq. (5.1) and Fig. 5.2(a-b).
We find that the adiabatic effective Hamiltonian Eq. (3.110) does not allow
us, by definition, to model any transitions at all. However, the authors of
Refs. [McK+16; Rot+17; Gan-+20] show that if one uses the adiabatic effec-
tive Hamiltonian Eq. (3.110) to model flux-tunable transmons in architecture
I, see Fig. 5.1(a), one can at least model ISWAP and CZ two-qubit transi-
tions. In this section, we investigate whether or not certain single-qubit type
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Figure 5.7: Probabilities p* for z = (0,0, 0) as functions of the pulse duration
T, and the drive frequency w'”). We use the circuit Hamiltonian Eq. (3.114),
the initial state |0,0,0), the device parameters listed in Table 5.1 and the
control pulse given by Eq. (5.1) with the rise and fall time T,,; = T3/2 to
obtain the results. In panel(a) we model the transition z = (0,0,0) — z =
(0,1,0) and we use the pulse amplitude 6/27 = 0.045. In panel(b) we model
the transition z = (0,0,0) — z = (0,0, 1) and we use the pulse amplitude
0/2m = 0.085.

transitions are also absent.

As already suggested, we study a system of type architecture I, see
Fig. 5.1(a), which contains two fixed-frequency transmons and these are both
coupled to a single flux-tunable transmon. Here we use the positive discrete
indices zg, see Table 5.1 row i = 0 and z;, see Table 5.1 row i = 1, to address
the fixed-frequency transmons and the index z5, see Table 5.1 row i = 2, to
address the flux-tunable transmon. To this end, we define the basis state
tuple z = (22, 21, 20).

Figures 5.7(a-b) show the ground-state probabilities p®%% as functions
of the pulse duration Ty and the drive frequency w®). We use the circuit
Hamiltonian Eq. (3.114), the device parameters listed in Table 5.1, the pulse
given by Eq. (5.1) with T,y = T,;/2 and three basis states for every transmon
to obtain the results. In Fig. 5.7(a), we can observe how the system reacts to
pulses with different drive frequencies w® and the constant pulse amplitude
d/2m = 0.045. Here, we model the transition z = (0,0,0) — z = (0,1,0).
Similarly, in Fig. 5.7(b), we see how the system reacts to pulses with different
drive frequencies w™) and the constant pulse amplitude §/27 = 0.085. Here,
we model the transition z = (0,0,0) — z = (0,0,1). In Figs. 5.7(a-b) we can
observe how the system leaves the bare ground state z = (0,0, 0) for various
pulse parameters.

We find that the corresponding effective model, where the flux-tunable

97



Table 5.7: Table with grid search parameters and the results of
the corresponding searches in terms of the values for ¢ = 1 —
min,m) 54eq(PO (W), 6,1)), where G € R3. Here p@00(w®) §,1) =
[(0,0,0[W(w®),§,t))|? denotes the probability for finding the system in the
bare ground state when a pulse of the form Eq. (5.1) is applied to the system
and |U(0)) = |0,0,0). We use the effective Hamiltonian Eq. (3.117) and the
parameters listed in Table 5.3 to model a two-qubit system of type archi-
tecture I. The first column contains letters which allow us to enumerate the
different searches we perform. The second column shows frequency inter-
vals for the drive frequency w® in units of GHz. The third column shows
the search interval for the pulse amplitude §. The fourth column shows the
search interval for the pulse duration Ty in ns. The fifth column shows the
results for the different searches in terms of e. We use the step parameters
Aw®?) /27 = 107° GHz, A§/27 = 1073 and At = 0.2 ns to obtain the results.

Case w® j2r 0/2m Ty €

A [4.90,5.30] [0.000,0.110] [0, 300] 0.001
B 6.00,6.40]  [0.000,0.110] [0, 300] 0.001
C [0.00,0.00] [0.000,0.000] [0, 300] 0.001

transmon is modelled adiabatically, does not allow us to qualitatively and/or
quantitatively reproduce the results we show in Figs. 5.7(a-b). For these
simulations we use the adiabatic effective Hamiltonian Eq. (3.117), the device
parameters listed in Table 5.1 and Table 5.3, the pulse given by Eq. (5.1)
and four basis states for every transmon.

For this reason, we search for the missing transitions z = (0,0,0) — z =
(0,0,1) and z = (0,0,0) — z = (0,1,0) in a more systematic manner. We
define the expression

e=1— min (pO09 WD 4 1)), (5.15)

(wP) 5t)eG

where G C R? and p©@%0 (w®) §,¢) = |(0,0,0[¥(w®P) 6,t)) |> and evaluate
it for a suitable parameter grid G. If we initialise the system in the bare
ground state |¥(0)) = |0,0,0) and the resulting bare ground state proba-
bility p©®%9) (wP) §,t) substantially deviates from one for at least one tuple
(W) 6,t) € R3, we would find € — 1. Therefore, we define search grids G
which potentially contain the desired transitions.

Table 5.7 shows the results for three different cases or search parameter
grids G. We define the search grids G by means of the step parameters
AwP) /27 = 1075 GHz, Ad/27 = 1073 and At = 0.2 ns and search intervals
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for the drive frequency w™, the pulse amplitude § and the pulse duration 7.
We use the effective Hamiltonian Eq. (3.117), the device parameters listed in
Table 5.3 and the pulse given by Eq. (5.1) to obtain the results. Note that
there exist several ways to modify the effective Hamiltonian model. We can
choose between two different sets of functions to model the tunable transmon
qubit frequency and anharmonicity and we can perform simulations with
static and dynamic interaction strengths g(>?(¢). Furthermore, we can mix
the different cases. We performed simulations for all four scenarios and we
find that the numerical results are identical, up to the third decimal in terms
of €. Therefore, we only present the results for one case.

The first row shows the case where we search for the transition z =
(0,0,0) — z = (0,0,1). Here we find the value ¢ = 0.001. The second row
shows the case where we search for the transition z = (0,0,0) — z = (0, 1,0).
Here too, we find the value 0.001 for e. The third row shows the case for the
free time evolution and again we find e = 0.001. Consequently, for the search
grids we define in Table 5.7, we find that the bare ground state probability
000 (WP § t) reacts to various pulses, see row one and two, in the same
way it reacts to the absence of a pulse, see third row. Note that the chevron
patterns in Fig. 5.7(a-b) are several MHz wide. Therefore, we might conclude
that these transitions are absent from the model specified above. Obviously,
we cannot make this claim with absolute certainty. It is possible, that there
exist other pulse parameters which might allow us to model these transitions.
However, the results in Table 5.7 indicate the absence of the transitions we
find in the circuit Hamiltonian model.

So far we only considered the transitions z = (0,0,0) — z = (0,0, 1) and
z =(0,0,0) — z = (0,1,0). However, we find that more such transitions are
absent in the effective Hamiltonian model, i.e. we can activate these transi-
tions in the circuit Hamiltonian model but not in the effective Hamiltonian
model. For example, similar to the results we discuss in Sec. 5.2, we are
able to excite the flux-tunable transmon itself z = (0,0,0) — z = (1,0,0) by
applying a pulse with a drive frequency w®) near 7.6 GHz.

Furthermore, the results in Sec. 5.2 suggest that the non-adiabatic driv-
ing term in Eq. (5.3) can possibly be used to model the suppressed tran-
sitions. Therefore, we included the driving term into the model and per-
formed the corresponding simulations, see Figs. 5.7(a-b), again. We find
(data not shown) that the transitions z = (0,0,0) — z = (0,0,1) and
z = (0,0,0) — z = (0,1,0) and others can be modelled by including the
non-adiabatic driving term in Eq. (5.3).
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5.4 Simulations of unsuppressed transitions
in the adiabatic effective two-qubit model:
architecture I

In Sec. 5.2 we study a single flux-tunable transmon, see Table 5.1 row i = 2
and we find that various transitions between the states of this system can be
modelled with the circuit Hamiltonian Eq. (3.61) but not with the adiabatic
effective Hamiltonian Eq. (3.110). Similarly, in Sec. 5.3, we study a two-qubit
system of type architecture I, see Fig. 5.1(a), consisting of two fixed-frequency
transmons and a single flux-tunable transmon. Here, we identify transitions
which can be modelled with the circuit Hamiltonian model. However, it
seems to be the case that these transitions are absent in the associated adia-
batic effective model, where the flux-tunable transmon is modelled by means
of Eq. (3.110). In this section, we study the same two-qubit system, but
here we focus on two different transitions which can be described with both
Hamiltonian models.

The system we model is of type architecture I, see Fig. 5.1(a). We use
the positive discrete indices zy and z; to address the two fixed-frequency
transmons, see Table 5.1 row ¢ = 0 and ¢ = 1, respectively. These are the
transmons which are usually used as qubits in this particular architecture, see
for example Refs. [McK+16; Rot+17; Gan+20]. Similarly, we use the index
25 to address the flux-tunable transmon, see Table 5.1 row ¢ = 2, which acts
as a coupler element, i.e. this subsystem is supposed to convey interactions
between the two fixed-frequency transmons we use as qubits. Finally, we
address the different bare basis states |z) of the system, see also Sec. 4.3 and
4.4, by means of the tuples z = (2, 21, 29).

In the following, we study two different transitions: the z = (0,0,1) —
z = (0,1,0) transition is sometimes used to implement ISWAP gates and
the z = (0,1,1) — z = (0,2,0) transition is often used to implement CZ
gates. References [McK+16; Rot+17; Rot20; Gan+20] discuss systems of
type architecture I in this context.

Figures 5.8(a-d) show the probabilities p*(¢) for z = (0,0,1) and z =
(0,1,0) as functions of time ¢. Here, p*(t) = |(z|¥(¢))|* and [V (0)) =
|0,0,1). We use the circuit Hamiltonian Eq. (3.114), the device parameters
listed in Table 5.1 and the pulse given by Eq. (5.1) to describe the dynamics of
the system. The pulse is modelled with the drive frequency w™) /27 = 1.089
GHz, the pulse amplitude 0/27 = 0.075, the rise and fall time T, ,; = 13.00
ns and the pulse duration T; = 209.40 ns. We model the transition with
different numbers of basis states n;. We use n; = 3 in Fig. 5.8(a), n; =4 in
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Figure 5.8: Probabilities p*(t) = | (z|¥(¢))|? as a functions of time ¢ for
z = (0,0,1) and z = (0,1,0). Here, |¥(0)) = |0,0,1). We use the circuit
Hamiltonian Eq. (3.114), the device parameters listed in Table 5.1 and the
pulse given by Eq. (5.1) to generate the results. The pulse parameters are
the drive frequency w® /27 = 1.089 GHz, the amplitude 6/27 = 0.075,
the rise and fall 7;,; = 13.00 ns and the pulse duration T; = 209.40 ns.
Furthermore, n; denotes the number of flux-tunable transmon basis states
and we use n; = 3 in panel(a), n; = 4 in panel(b), n; = 6 in panel(c)
and ny; = 15 in panel(d) to model the dynamics of the system. All pulse
parameters are listed in Table 5.5.
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Figure 5.9: Probabilities p*(t) = | (z|¥(¢))|? as a functions of time ¢ for
z = (0,1,1) and z = (0,2,0). Here, |¥(0)) = |0,1,1). We use the circuit
Hamiltonian Eq. (3.114), the device parameters listed in Table 5.1 and the
pulse given by Eq. (5.1) to obtain the results. The pulse parameters are
the drive frequency w®) /2m = 0.809 GHz, the amplitude 6/27 = 0.085, the
rise and fall time 7}, = 13.00 ns and the pulse duration T3 = 297.55 ns.
Furthermore, n; denotes the number of flux-tunable transmon basis states
and we use n; = 3 in panel(a), n; = 4 in panel(b), n; = 8 in panel(c)
and ny; = 15 in panel(d) to model the dynamics of the system. All pulse
parameters are listed in Table 5.5.
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Fig. 5.8(b), n; = 6 in Fig. 5.8(c) and n; = 15 Fig. 5.8(d).

As can be seen, Figs. 5.8(a-d) show an exchange of population between
the states z = (0,0, 1) and z = (0,1,0). However, we observe that the time
evolution of the probabilities changes with the number of basis states n; we
use to model the dynamics of the system. Figures 5.8(a-b) show that at time
T, there is no full swap between the states z = (0,0,1) and z = (0, 1,0). In
Fig. 5.8(c) the solution of the TDSE has converged up to the third decimal.
Figure 5.8(d) functions as a graphical reference solution, i.e. we cannot find
any noticeable differences between Fig. 5.8(c) and Fig. 5.8(d). In this case
it suffices to describe the dynamics of the system with n; = 6 basis states.
Furthermore, the functions p?(t) in Figs. 5.8(a~d) exhibit small oscillations at
the order of nanoseconds. The oscillations seem to increase with the amount
of population which resides in the corresponding state z.

Figures 5.9(a-d) show the probabilities p%(t) = | (z|¥(t)) |? for z = (0,1, 1)
and z = (0,2,0) as functions of time ¢. The initial state of the system is
|¥(0)) = |0,1,1). We use the same Hamiltonian, device parameters and
pulse as in Figs. 5.8(a-d). The pulse is modelled with the drive frequency
wP) /21 = 0.809 GHz, the pulse amplitude §/27 = 0.085, the rise and fall
time T,y = 13.00 ns and the pulse duration Ty = 297.55 ns. Furthermore,
we use ny = 3 in Fig. 5.9(a), ny = 4 in Fig. 5.9(b), n; = 8 in Fig. 5.9(c) and
ny = 15 Fig. 5.9(d).

Figures 5.9(a-d) exhibit similar features as Figs. 5.8(a-d). First, we ob-
serve that we need more than three or four basis states to model the dynamics
of the system. In this case we have to use at least ny = 8 basis states. Sec-
ond, we see that the functions p?(t) oscillate at the order of nanoseconds.
We also observe that the oscillations in Figs. 5.9(c-d) at around 150 ns seem
to be stronger than everything we observe in Figs. 5.8(c-d).

We now turn our attention to the effective Hamiltonian model. As previ-
ously discussed, see Sec. 5.2 and 5.3, we might use different functional depen-
dencies to model the tunable energies and interaction strengths. For example,
in Refs. [McK+16; Rot+17; Rot20; Gan+4-20], the authors use models where
the interaction strengths are assumed to be constant. Furthermore, here the
energies are modelled with w@ () given by Eq. (5.10) and o%)(¢) = const.
The simulation software allows us to switch between different model options
or rather assumptions and in the following we intend to make use of this func-
tionality. This means we perform simulations of all four modelling scenarios:
simulations with and without an adjusted spectrum as well as simulations
with and without time-dependent interaction strengths. Here we use the
adiabatic effective Hamiltonian Eq. (3.117), the pulse given by Eq. (5.1) and
four basis states for every transmon to model the two-qubit system with the
effective model. Furthermore, we either use the device parameters listed in
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Figure 5.10: Effective interaction strength ¢(¢9 between a fixed-frequency
and a flux-tunable transmon as a function of the external flux ¢ in panel(a)
and as a function of time ¢ in panel(b). We use Eq. (5.4) and the energies
listed in Table 5.1, row ¢ = 1 and ¢ = 2, to obtain the numerical values for
g'®9). In panel(a) we compute the effective interaction strength g9 (i) for
the interval /27 € [0,0.5]. In panel(b) we use the control pulse ¢(t) given
by Eq. (5.1) with the flux-offset value ¢q/2m = 0.15, the drive frequency
wP) /21 = 1.089 GHz, the pulse amplitude 6/27 = 0.075, the rise and fall
time 7,./; = 13.0 ns and the pulse duration T = 205.4 ns to obtain the time
evolution of the effective interaction strength.

Table 5.1 or the parameters listed in Table 5.3 to model the dynamics. The
parameters in Table 5.1 are necessary once we use Eq. (5.11) and Eq. (5.12)
to model the tunable energies of the system or once we use Eq. (5.4) to
model the time-dependent interaction strengths. Otherwise, we can use the
parameters in Table 5.3.

For the device parameters and the control pulse we use, we find (data
not shown) that the adjusted spectrum barely affects the simulation re-
sults. Therefore, we only present the results for cases where w(?(y) given by
Eq. (5.10) and %) (p) = const. are used to model the tunable energies of the
flux-tunable transmon z,. Still, we present the results for both interaction
strength cases.

Figure 5.10(a) shows the interaction strength ¢{> as a function of the
flux variable ¢. Similarly, in Fig. 5.10(b) we show the interaction strength
g'“?) as a function of time t. We use Eq. (5.4) and the energy parameters
listed in Table 5.1, row 4 = 1 and i = 2 to obtain ¢(>® for various flux
values ¢. The time evolution in Fig. 5.10(b) is modelled with the pulse ¢(t)
given by Eq. (5.1). Here we use the flux-offset value ¢y/2m = 0.15, the drive
frequency w®) /2m = 1.089 GHz, the pulse amplitude /27 = 0.075, the rise
and fall time 7,5 = 13.0 ns and the pulse duration T; = 205.4 ns.
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Figure 5.11: Probabilities p*(t) = | (z|¥(t)) |* as functions of time ¢. In pan-
els(a,b) we model the transitions z = (0,0,1) — z = (0,1,0). In panels(c,d)
we model the transitions z = (0,1,1) — z = (0,2,0). We use the effective
Hamiltonian Eq. (3.117), the device parameters listed in Table 5.3 and the
pulse given by Eq. (5.1) with the rise and fall time 7, = 13 ns to obtain the re-
sults. The remaining, non-specified pulse parameters are the drive frequency
wP) | the amplitude ¢ and the pulse duration T,;. Most of these parameters
change for every panel we show. We use w'P) /27 = 1.088 GHz, §/2r = 0.075
and Ty = 139.6 ns in panel(a), w”) /27 = 1.089 GHz, §/27 = 0.075 and
T, = 2054 ns in panel(b), w®) /27 = 0.807 GHz, /27 = 0.085 and
T, = 196.5 ns in panel(c) as well as w?) /27 = 0.807 GHz, §/27 = 0.085
and T; = 272.0 ns in panel(d). The first-order series expansion is used
to model the tunable qubit frequency for all panels. In panels(a,c) we use
g9 (t) = const. to model a static effective interaction strength. Similarly, in
panels(b,d) we use g (t) given by Eq. (5.4) to model a dynamic effective
interaction strength, see also Fig. 5.10(b). All pulse parameters and cases
are listed in Table 5.6.
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As can be seen in Fig. 5.10(a), the interaction strength varies by about 75
MHz over the range /27 € [0,0.5]. Furthermore, in Fig. 5.10(b) we observe
a variation of the interaction strength which is at the order of 1 MHz. The
control pulse (t) we use to model the time evolution of ¢ is also used to
model the transition z = (0,0,1) — z = (0, 1, 0) with the effective model, see
Table 5.6 row six. The results in Fig. 5.10(b) suggest that the assumption of
a static interaction strength, see Refs. [McK+16; Rot+17; Rot20; Gan+20],
might be justified. In the following, we show two counterexamples.

Figures 5.11(a~d) show the probabilities p?(t) = | (z|¥(t)) |* as functions
of time ¢. In Figs. 5.11(a-b) we model the z = (0,0,1) — z = (0, 1, 0) transi-
tion with, see Fig. 5.11(b) and without, see Fig. 5.11(a), a time-dependent in-
teraction strength. Similarly, in Figs. 5.11(c-d) we model the z = (0,1,1) —
z = (0,2,0) transition with, see Fig. 5.11(d) and without, see Fig. 5.11(c), a
time-dependent interaction strength.

We determined the pulse parameters for Figs. 5.11(a-d) as follows. First,
we fix the pulse amplitude 0 and rise and fall time 7,,;. Here, we use the
parameters we found for the circuit Hamiltonian model, see Table 5.5. Sec-
ond, we perform a drive frequency w(®) spectroscopy and determined the
frequency at the center of the chevron pattern, see also Fig. 5.7(a-b). This
means we use the frequency at the center of the chevron pattern as the drive
frequency. At last, we determine the pulse duration Ty for this set of pa-
rameters. The pulse parameters are the rise and fall time 7,/; = 13.0 ns
in Figs. 5.11(a-d), w®) /27 = 1.088 GHz, §/27 = 0.075 and T; = 139.6 ns
in Fig. 5.11(a), w /27 = 1.089 GHz, §/27 = 0.075 and T,; = 205.4 ns in
Fig. 5.11(b), w®) /27 = 0.807 GHz, §/27 = 0.085 and T; = 196.5 ns in
Fig. 5.11(c) as well as wP) /27 = 0.807 GHz, §/27 = 0.085 and T; = 272.0
ns in Fig. 5.11(d). A summary of these parameters is provided in Table 5.6,
row five to eight.

We first the discuss the results for the z = (0,0,1) — z = (0,1,0) tran-
sition. As one can see, the probabilities in Figs. 5.11(a-b) show a qualita-
tively similar behaviour. However, we can observe a quantitative difference
between both results, namely that the pulse duration Ty in Fig. 5.11(b) is
roughly 65.8 ns longer. Note that in Fig. 5.11(b) we model the system with
a time-dependent interaction strength. Furthermore, the circuit Hamilto-
nian model predicts a gate duration Ty of 209.4 ns. Consequently, there is
a 4 ns discrepancy between the circuit Hamiltonian model and the effective
model with a time-dependent interaction strength and a 69.8 ns difference
between the circuit Hamiltonian model and the effective model without a
time-dependent interaction strength.

Now we turn our attention to the z = (0,1,1) — z = (0,2,0) transi-
tion. Figures 5.11(c-d) exhibit similar features as Figs. 5.11(a-b). First, we
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Flux-tunable transmon ¢ = 2

2 =const.

9 € [0,0.125) .
(t) = @p + de(t) cos(wP)t)

*(t) = g + 6*e(t) cos(ww)t)

Fixed-frequency transmon i =0 Fixed-frequency transmon i = 1

Figure 5.12: Sketch of the simulation scenario we use to obtain the results
shown in Figs. 5.13(a-b). The sketch shows architecture I, see Fig. 5.1(a),
with different time dependencies ¢*(t) and (t) given by Eq. (5.1) for the
control pulse or external flux. We model the time-dependent interaction
strengths g9 (t) given by Eq. (5.4) with the pulse ¢*(¢) and the tunable
frequency w@ (t) with the pulse ¢(¢). The only difference between these two
pulses is that we model the pulse ¢*(t) with the amplitudes 6*/27 € [0,0.125]
and the pulse ¢(t) with the amplitude §/2m = const. This allows us to
observe the transitioning behaviour from a model with a static interaction
strength §* = 0 to a model with a dynamic interaction strength 6* = §. We
show the results for this scenario because the combined effects of changing the
coupler amplitude § and the interaction strength amplitude §* together mixes
up two different mechanisms which affect the ISWAP and CZ transitions.
Furthermore, in Fig. 5.13(a) we use the same amplitude 6/27 = 0.075 we use
to model the ISWAP transitions in Fig. 5.11(a-b). Similarly, in Fig. 5.13(b)
we use the same amplitude §/2m = 0.085 we use to model the CZ transitions
in Fig. 5.11(c-d).

find that Figs. 5.11(c-d) show a similar qualitative behaviour in terms of
the time evolution of the probabilities p#(t). Second, we see a shift in the
pulse duration T; between both effective models. The pulse duration dif-
ference between both effective models is 75.5 ns. For this case, the circuit
Hamiltonian predicts a gate duration of T, = 297.55 ns. Therefore, we find a
deviation of 25.55 ns between the effective model with time-dependent inter-
action strength and the circuit model and a difference of 101.05 ns between
the effective model without a time-dependent interaction strength and the
circuit model.
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Next, we investigate how the time-dependent interaction strength g( (t)
affects the gate duration Ty for the ISWAP and CZ transitions in more detail.
To this end, we implement the simulation scenario presented in Fig. 5.12.
The results for this scenario are displayed in Figs. 5.13(a-b). The sketch
in Fig. 5.12 shows architecture T with two different control pulses ¢(t) and
©*(t). Both pulses only deviate in terms of the amplitudes, i.e. we model the
pulse ¢*(t) with the amplitudes ¢* € [0,0.125] and the pulse ¢(t) with the
amplitude ¢ = const.. The pulse ¢*(t) is used to control the time-dependent
interaction strengths g(“° (t) given by Eq. (5.4). We use the other pulse ¢(t)
to control the tunable frequency w(t) of the coupler element. In order to
obtain the results in Figs. 5.13(a-b), we use the amplitudes 6/27 = 0.075(a)
and 0/2r = 0.085(b). This means, if the pulse amplitude is set to zero
0* = 0, we model the cases we present in Figs. 5.11(a,c). Furthermore, if we
set both pulse amplitudes equal §* = §, we model the cases we present in
Figs. 5.11(b,d). All pulses are modelled with the rise and fall time T,,; = 13
ns and the pulse duration T; = 300 ns. This simulation scenario allows us to
separate the two mechanisms which affect the ISWAP and CZ transitions.
On the one hand, we have the time-dependent coupler which can be used to
activate the ISWAP and CZ transitions in the adiabatic effective model with-
out a time-dependent interaction strength. On the other hand, we have the
time-dependent interaction strength which seems to affect the time evolution
of the system.

Figures 5.13(a-b) show the probabilities p*(t) = |(z|¥(t))|* for z =
(0,0,1)(a) and z = (0,1,1)(b) as functions of time ¢. In panel(a) we model
z = (0,0,1) — z = (0,1,0) ISWAP transitions with the drive frequencies
wP) /21 = 1.088 GHz, blue lines and unfilled markers and w®) /27 = 1.089
GHz, green lines and filled markers. In panel(b) we model z = (0,1,1) —
z = (0,2,0) CZ transitions with the drive frequencies w®) /2r = 0.807 GHz,
blue lines and unfilled markers and w®) /27 = 0.808 GHz, green lines and
filled markers.

In Fig. 5.13(a), we see that for the pulse amplitudes ¢*/27 € [0,0.01]
there is barely a change in the first minima of function p®%"(¢). However,
for the pulse amplitudes ¢*/27 € (0.01,0.125] we can observe increases of
roughly 25 ns for the different amplitudes. In Fig. 5.13(b), we find similar
features for the function p(®)(¢).

The results in Figs. 5.11(a~-d) and Figs. 5.13(a-b) raise the question, why
do the oscillations of the interaction strength g(=)(¢) affect the gate duration
T, so strongly? Despite performing additional simulations, we were not able
to find a conclusive answer to this question. Consequently, we have to leave
this question for future research.

There remains one other obvious open question in this section, namely
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Figure 5.13: Probabilities p*(t) = | (z|¥(t))|* for z = (0,0,1)(a) and z =
(0,1,1)(b) as functions of time ¢. Here, we model the transition from a model
with a static interaction strength to a model with a dynamic interaction
strength as illustrated in Fig. 5.12. This means we model the time-dependent
interaction strength given by Eq. (5.4) with the pulse ¢*(¢) in Eq. (5.1)
and the pulse amplitudes 0*/27 € [0,0.125]. The tunable frequency of the
coupler is modelled with the pulse ¢(t) in Eq. (5.1). However, here we use
different constant pulse amplitudes 6/27 = 0.075(a) and /27 = 0.085(b).
The remaining pulse parameters are the same for both pulses. The rise and
fall time 7;,; = 13 ns and the pulse duration T; = 300 ns are the same
for all pulses. In panel(a) we use the drive frequencies w”) /27 = 1.088,
blue lines and unfilled markers and w™ /27 = 1.089, green lines and filled
markers. Similarly, in panel(b) we use the drive frequencies w(D)/QW = 0.807,
blue lines and unfilled markers and w®) /27 = 0.808, green lines and filled
markers. If * = 0, we model the system with a static interaction strength.
Therefore, we model the scenarios in Figs. 5.11(a,c). If §* = §, we model the
scenarios in Figs. 5.11(b,d).
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does the non-adiabatic driving term in Eq. (5.3) affect the ISWAP and CZ
transitions we model in this section. Here, we talk about the driving term
that we implicitly investigated in Sec. 5.2. Broadly speaking, we can answer
this question as follows: we find (data not shown) that the non-adiabatic
driving term in Eq. (5.3) barely affects the ISWAP and CZ transitions we
model in this section. If we want to be precise, we have to say that the prob-
abilities at time Ty are at most affected by the third decimal and the overall
qualitative transitioning behaviour does not seem to be affected at all. Note
that we only verified this for the relevant pulse parameters in Table 5.6. It is
possible that larger drive frequencies w® and pulse amplitudes ¢ can cause
larger deviations between the adiabatic and non-adiabatic effective models.
Furthermore, if the drive frequency w(® comes energetically near various
other transitions, see Sec. 5.3, we can expect to see additional deviations
between the adiabatic and non-adiabatic effective Hamiltonian.

In summary, we find that for short time scales around 250 ns, the adia-
batic effective model with time-dependent interaction strength and the cir-
cuit Hamiltonian model predict similar outcomes in terms of the probabilities
p?(t) = | (z|¥(t)) |* which result from the state vector |¥(t)) for the corre-
sponding model. Additionally, the deviations between the effective model
with static interaction strength and the circuit Hamiltonian model for the
same scenarios seem to be to strong to be neglected.

5.5 Simulations of suppressed transitions in
the adiabatic effective two-qubit model:
architecture II

In Sec. 5.3 and 5.4, we studied the relation between the circuit and effective
Hamiltonian models for a two-qubit system of type architecture I. In this
section, we do the same, but we consider another two-qubit system, namely
a system of type architecture II, see Fig. 5.1(b).

The system consists of two flux-tunable transmons which are coupled to
a single resonator element. We use the positive discrete indices zy and z;
to index the basis states of the first flux-tunable transmon, see Table 5.2
row i = 0 and the second flux-tunable transmon, see Table 5.2 row i = 1,
respectively. The coupler basis states are indexed by means of the positive
discrete index 2, see Table 5.2 row ¢ = 2. The individual transmon and
harmonic oscillator basis states are discussed in Sec. 3.3 and 3.4, respectively.
We address the bare basis states |z) = |22, 21, 29) of the two-qubit system by
means of the tuples z = (29, 21, 29). The ground 20y1 = 0 and first-excited
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Figure 5.14: Probabilities p? for z = (0,0,0)(a), z = (1,0,0)(b) and z =
(2,0,0)(c) as functions of the pulse duration T, and the drive frequency
wP). We use the circuit Hamiltonian Eq. (3.114), the initial state |0,0,0),
the device parameters listed in Table 5.2 and the control pulse given by
Eq. (5.1) with the rise and fall time T,,; = T;/2 and the pulse amplitude
0/2m = 0.020 to obtain the results. The results are centered around the
eigenfrequency of the coupling resonator in Fig. 5.1(b).

291 = 1 transmon states are used as qubit states. This choice is motivated
by the work in Refs. [Rol419; Bla+21; Kri+20].

The simulations in this section are motivated by three observations. First,
while performing simulations with the circuit Hamiltonian Eq. (3.114) to ob-
tain the results described in Sec. 5.6, we noticed (data now shown) that
the coupler states can be excited considerably. Note that the results in
Sec. 5.6 are obtained with a unimodal pulse, see Fig. 5.2(b). Excitations of
the coupling resonator usually occurred for pulses with fast rising (falling)
pulse flanks. Second, the authors of Ref. [Rol+19] neglect the coupler states
by assumption. Note that the authors of Ref. [Rol+19] investigate a system
that consists of two flux-tunable transmons coupled via a coupling resonator.
Here, a so-called bimodal pulse is used to drive the system. Third, in Sec. 5.4
we found that certain transitions between the states of the system illustrated
in Fig. 5.1(a) are seemingly suppressed in the adiabatic effective model for
architecture I. In this section we study transitions which are seemingly sup-
pressed in the adiabatic effective model for architecture II.

Figures 5.14(a-c) show the probabilities p* for z = (0,0,0)(a), z =
(1,0,0)(b) and z = (2,0, 0)(c) as functions of the pulse duration T, and the
drive frequency w®). Here, we use the circuit Hamiltonian Eq. (3.114), the
device parameters listed in Table 5.2 and the control pulse given by Eq. (5.1)
to obtain the results. The control pulse parameters are §/27 = 0.020 and
T,/r = T4/2, see Fig. 5.2(a). The system is initialised in the ground state
|0,0,0). Furthermore, we use n; = 4 and nx = 4 basis states to model the
dynamics of the system.
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We can clearly observe transitions from the ground state z = (0,0, 0) to
the first-excited z = (1,0,0) and second-excited z = (2,0,0) states of the
coupling resonator. The results for the third-excited state z = (3,0,0) are
omitted for simplicity. Note that the energy gap between the ground state
and the first-excited coupler state are roughly the same as the energy gap
between the first-excited coupler state and the second-excited coupler state.

Additionally, we performed analogous simulations with the adiabatic and
non-adiabatic effective Hamiltonian Eq. (3.117). We find (data not shown)
that the non-adiabatic effective Hamiltonian Eq. (3.117) allows us to model
the transitions displayed in Figs. 5.14(a-c). Here, we modelled the non-
adiabatic effective Hamiltonian Eq. (3.117) with and without a time-dependent
interaction strength. Furthermore, we adjusted the spectrum as discussed in
Sec. 5.2. The transitions in Fig. 5.14(a-c) can be activated with all four
effective models. However, the adiabatic effective Hamiltonian Eq. (3.117)
does not react to the control pulse in the same manner, i.e. we cannot find
any excitations of the ground state. Here again, we simulated all four non-
adiabatic effective models. These results are in agreement with the findings
in Sec. 5.2 and 5.3. Note that in this case we did not look more closely for
the missing transitions as in Sec. 5.3.

The results presented in this section suggest that modelling flux-tunable
transmons as adiabatic anharmonic oscillators can suppress potential excita-
tions of the coupling resonator. Obviously, this is only the case if we consider
scenarios where an external flux drive is present.

5.6 Simulations of unsuppressed transitions
in the adiabatic effective two-qubit model:
architecture I1

In Sec. 5.5 we studied transitions which are suppressed in the adiabatic ef-
fective model for architecture II, see Fig. 5.1(b). In this section, we consider
transitions which are unsuppressed in the adiabatic effective model for ar-
chitecture II. Note that we introduced the notation we used to address the
states of the system at the beginning of Sec. 5.5.

In the following, we investigate two different transitions, namely the
z = (0,0,1) - z = (0,1,0) and z = (0,1,1) — z = (0,0,2) transitions.
The former (latter) transitions can potentially be used to implement ISWAP
(CZ) gates. As in Sec. 5.4, we first discuss the results of the circuit Hamil-
tonian model and then study the results of the effective models. We use the
Hamiltonian Eq. (3.114), the device parameters listed in Table 5.2 and the
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Figure 5.15: Probabilities p*(t) = | (z|¥(¢)) |* as functions of time ¢ for z =
(0,0,1) and z = (0,1,0). We use the circuit Hamiltonian Eq. (3.114), the
device parameters listed in Table 5.2 and the pulse given by Eq. (5.1) to
obtain the results. The pulse parameters are the drive frequency w®) /27 =0
GHz, the amplitude §/27 = 0.289, the rise and fall time T, ,; = 20.0 ns and
the pulse duration T; = 100.0 ns. Furthermore, n; denotes the number of
flux-tunable transmon basis states and we use n; = 3 in panel(a), n; = 4
in panel(b), n; = 14 in panel(c) and n; = 25 in panel(d). The resonator is
modelled with nx = 4 harmonic basis states. All pulse parameters are listed
in Table 5.5.

pulse p(t) given by Eq. (5.1) to model the dynamics of the two-qubit system
with the circuit model.

Figures 5.15(a-d) show the probabilities p*(¢) for z = (0,0,1) and z =
(0,1, 0) as functions of time ¢. Here p*(t) = | (z|¥(¢)) |* and the initial state of
the system is |¥(0)) = |0, 0, 1). We use the drive frequency w®) /27 = 0 GHz,
the amplitude 0/27 = 0.289, the rise and fall time 7,,; = 20.0 ns and the
pulse duration T; = 100.0 ns to model the control pulse ¢(t). Furthermore,
we simulate the system with different numbers of basis states n; to model
the flux-tunable transmons in the system. We use n; = 3 in Fig. 5.15(a),
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ny =4 in Fig. 5.15(b), n; = 14 in Fig. 5.15(c) and n; = 25 in Fig. 5.15(d).
The resonator is modelled with nx = 4 basis states only.

On the one hand, we observe that the time evolutions of the probabilities
p*(t) in Figs. 5.15(a-b) and Figs. 5.15(c-d) exhibit qualitative and quantita-
tive deviations. On the other hand, we see that the time evolutions of the
probabilities p*(¢) in Figs. 5.15(a) and Figs. 5.15(b) as well as Figs. 5.15(c)
and Figs. 5.15(d) are similar. Additionally, in Figs. 5.15(a-b) we can observe
that the states z = (0,0,1) and z = (0, 1,0) do not exchange any population.
Instead, we see that after the application of the pulse, the system mainly
returns to its initial state. Only if we increase the number of basis states to
ny = 14, see Fig. 5.15(c), we find that the probabilities p*(¢) have converged
to the third decimal. Here we use the solution for n; = 25 as a graphical
reference solution, i.e. there are no noticeable differences between the results
in Figs. 5.15(c-d).

Figures 5.16(a-d) show the probabilities p*(t) = |(z|¥(¢))|* for z =
(0,1,1) and z = (0,0,2) as functions of time ¢. The initial state of the
system is |¥(0)) = [0, 1,1). Here we use the drive frequency w® = 0 GHz,
the amplitude 6/2m = 0.3335, the rise and fall time 7T,y = 20.0 ns and the
pulse duration T; = 125.0 ns to model the pulse (¢). Furthermore, the
pulse duration T} is chosen such that the population exchange between the
states z = (0,1,1) and z = (0,0, 2) is not optimal, see Figs. 5.16(c-d) at time
Ty. This is done for the following reason. The system has the tendency to
return back to its initial state if we model the system with not enough basis
states ny, see Figs. 5.16(a-b). Consequently, it would be difficult to detect
changes in the probabilities p%(t) at time T} if we calibrate the system such
that p*(Ty) — 1 for z = (0,1,1).

Figures 5.16(a-d) show similar features as Fig. 5.15(a-d). The results for
ny = 3 and ny = 4, see Figs. 5.16(a-b), exhibit qualitative and quantitative
differences and we have to increase the number of basis states to n; = 16
until the probabilities p*(T,) converge to the desired decimal.

We now focus on the corresponding effective Hamiltonian models. For
these simulations, we use the adiabatic effective Hamiltonian Eq. (3.117),
the pulse o(t) given by Eq. (5.1) and four basis states for every transmon
and resonator in the system. Here, as in Sec. 5.4, we have several options
in specifying the effective Hamiltonian model. First, we can either use a
time-dependent or a time-independent interaction strength to model the cou-
pling between the flux-tunable transmons and the resonator. Second, we can
choose between two sets of functions, see Sec. 5.2, to model the tunable ener-
gies of the transmons. The effective model we define, determines the device
parameters we need to perform the simulations. If we model the system with
a time-dependent interaction strength and/or the tunable energies with the
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Figure 5.16: Probabilities p“(t) = | (z|¥(¢)) |* as functions of time ¢ for z =
(0,1,1) and z = (0,0,2). We use the circuit Hamiltonian Eq. (3.114), the
device parameters listed in Table 5.2 and the pulse given by Eq. (5.1) to
obtain the results. The pulse parameters are the drive frequency w®) /2 =0
GHz, the amplitude §/27 = 0.3335, the rise and fall time T, ,; = 20.0 ns and
the pulse duration Ty = 125.00 ns. Furthermore, n; denotes the number of
flux-tunable transmon basis states and we use n; = 3 in panel(a), n; = 4
in panel(b), n; = 16 in panel(c) and n; = 25 in panel(d). The resonator is
modelled with nx = 4 harmonic basis states. All pulse parameters are listed
in Table 5.5.
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Figure 5.17: Effective interaction strength ¢(*¢) between a resonator and a
flux-tunable transmon as a function of the external flux ¢ in panel(a) and as
a function of time ¢ in panel(b). We use Eq. (5.5) and the energies listed in
Table 5.2 row i = 1 to obtain the numerical values for ¢(»¢). In panel(a) we
compute the effective interaction strength ¢(*°(¢) for the interval /27 €
[0,0.5]. In panel(b) we use the control pulse ¢(t) given by Eq. (5.1) with the
flux-offset value ¢, /27 = 0, the drive frequency wP) /27 = 0 GHz, the pulse
amplitude §/27 = 0.297, the rise and fall time 7,,; = 20.0 ns and the pulse
duration 7; = 84.0 ns to obtain the effective interaction strength ¢(®° (p(t))
as a function of time ¢.

functions Egs. (5.11) and (5.12), we have to use the device parameters listed
in Table 5.2. The last remaining case can be modelled with the parameters
listed in Table 5.4.

Figure 5.17(a) shows the effective interaction strength ¢g{*) as a function
of the flux ¢. Figure 5.17(b) shows the effective interaction strength g(»©
for a flux pulse ¢(t) given by Eq. (5.1) as a function of time ¢. We use the
energies listed in Table 5.2, row i = 1, the drive frequency w® = 0 GHz, the
amplitude §/2m = 0.297, the rise and fall time 7T, ,; = 20.0 ns and the pulse
duration T; = 84.0 ns to generate the data for Figs. 5.17(a-b). Note that the
pulse parameters are only necessary to generate the data for Fig. 5.17(b).

In Fig. 5.17(a) we can observe that the interaction strength g(*¢) varies
by about 85 MHz over the interval /27 € [0,0.5]. If we use the pulse ¢(t)
to compute the interaction strength ¢(““, specified above, we find that g+
drops by about 35 MHz for a period of roughly 45 ns, afterwards ¢(®© returns
back to its initial value. Note that in Sec. 5.6 we found that oscillations of
about 1 MHz can shift the pulse duration Ty up to about 65 ns.

Figures 5.18(a-d) show the probabilities p*(t) = |(z|¥(t))|* as func-
tions of time ¢. In Figs. 5.18(a-b) we model z = (0,0,1) — z = (0,1,0)
ISWAP transitions with, see Fig. 5.18(b) and without, see Fig. 5.18(a), a
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Figure 5.18: Probabilities p?(t) = | (z|¥(t))|* as functions of time ¢. In
panels(a,b) we model the transitions z = (0,0,1) — z = (0,1,0). In pan-
els(c,d) we model the transitions z = (0,1,1) — z = (0,0,2). We use the
effective Hamiltonian Eq. (3.117), the device parameters listed in Table 5.4
and the pulse given by Eq. (5.1) with the drive frequency w™ /2r = 0 GHz
and the rise and fall time T; = 20 ns to obtain the results. The remaining,
non-specified pulse parameters are the amplitude ¢ and the pulse duration
Ty. Both parameters are different for every panel. We use /27 = 0.297
and T; = 84.0 ns in panel(a), 6/27 = 0.289 and T; = 96.0 ns in panel(b),
0/2m = 0.343 and T; = 105.0 ns in panel(c) as well as §/2r = 0.334 and
T, = 121.0 ns in panel(d). In panels(a,c) we use the first-order series expan-
sion to model the tunable qubit frequency. Here, we also use g(*°)(t) = const.
to model a static effective interaction strength. Similarly, in panels(b,d) we
use the higher-order series expansion to model the energies of the flux-tunable
transmons and ¢(®° (t) given by Eq. (5.5) to model a dynamic effective inter-
action strength, see Fig. 5.17(b). All pulse parameters and cases are listed
in Table 5.6.
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time-dependent interaction strength. Similarly, in Figs. 5.18(c-d) we model
z=(0,1,1) = z = (0,0, 2) CZ transitions with, see Fig. 5.18(d) and without,
see Fig. 5.18(c), a time-dependent interaction strength.

We determined the pulse parameters as follows. First, we fix the rise and
fall time T),;. Here, we use the rise and fall time 7;,; = 20 ns we found
for the corresponding circuit Hamiltonian transitions. Next, we perform a
spectroscopy simulation for the pulse amplitude §. Here we use the amplitude
in the center of the corresponding chevron pattern. At last, we adjust the
pulse duration such that the corresponding operation can be realised with
the two previously specified pulse parameters. Furthermore, we use the drive
frequency w® = 0 GHz for all pulses.

The results in Fig. 5.18(a) are obtained with the pulse amplitude §/27 =
0.297 GHz and the pulse duration T; = 84.0 ns. Here we use the tunable
frequency given by Eq. (5.10) and a constant anharmonicity to model the
spectrum of the flux-tunable transmon. If we compare these results with the
one of the corresponding circuit Hamiltonian simulations, see Table 5.5, we
find that the pulse amplitudes deviate by Ad/27 = 0.008. Furthermore, if
we compare the pulse durations Ty for both cases, we find a difference of 16
ns.

The results in Fig. 5.18(b) are obtained with the pulse amplitude §/27 =
0.289 GHz and the pulse duration T, = 96.0 ns. Here we use the tunable
frequency given by Eq. (5.11) and the tunable anharmonicity in Eq. (5.12)
to model the spectrum of the flux-tunable transmon. Consequently, if we use
the adjusted spectrum to model the flux-tunable transmon, the deviations
between the effective and the circuit model practically disappear. Further-
more, the difference in terms of the pulse duration has reduced to 4 ns.
Interestingly, even though the nominal changes in interaction strength g(®©
in Fig. 5.18(b) are substantially larger than for the case g(> in Fig. 5.10(b)
in Sec. 5.4, we find much smaller deviations between the two effective models,
i.e. the one with and the one without a time-dependent interaction strength.

The results in Fig. 5.18(c-d) are obtained with the same simulation set-
tings as the results in Fig. 5.18(a-b). Here we find similar features as before.
The large differences in terms of the pulse amplitude disappear if we adjust
the spectrum of the flux-tunable transmon in the effective model. Further-
more, the deviations in terms of the pulse duration T, are reduced to 4 ns if
we model the effective model with a time-dependent interaction strength. It
seems peculiar that we often find a difference of 4 ns for the pulse duration
T, if we compare the effective and the circuit model. However, to the best
knowledge of the author, this finding is just a coincidence.

In Sec. 5.4, we investigate whether or not the non-adiabatic driving term
in Eq. (5.3) affects the ISWAP and CZ transitions if we simulate architecture
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I with the effective model. Here we find that the transitions are barely
affected. Similarly, we added the driving term in Eq. (5.3) to the adiabatic
effective model for the flux-tunable transmons in architecture IT and repeated
the simulations again. We find (data not shown) that the ISWAP and CZ
transitions for the relevant pulse parameters listed in Table 5.6 are barely
affected. This means that the probabilities p* at time T, are at most affected
by the third decimal. Furthermore, the overall transitioning behaviour does
not seem to be affected at all. As before, we emphasise that different pulse
parameters can potentially cause larger deviations.

5.7 Summary, conclusions and outlook

In this chapter we investigated how different approximations, which result
in different effective Hamiltonians, affect the transitions from one state to
another. To this end, we studied the probability amplitudes which are as-
sociated with the different states. Furthermore, we compared the results of
the effective Hamiltonian models to the associated circuit Hamiltonian mod-
els. Note that here we only considered transitions which can be activated by
means of an external flux.

In Sec. 5.2 we investigated a single flux-tunable transmon. Here we com-
pared how the non-adiabatic effective Hamiltonian Eq. (3.109), the adiabatic
effective Hamiltonian Eq. (3.110) and the circuit Hamiltonian Eq. (3.61) re-
act to various microwave pulses, see Fig. 5.2(a) and unimodal pulses, see
Fig. 5.2(b).

Obviously, the adiabatic effective Hamiltonian Eq. (3.110) cannot, by def-
inition, be used to model any transitions. Note that the adiabatic model for
the flux-tunable transmon is often used to describe flux-tunable transmons
in multi-qubit systems. Conversely, we found that the non-adiabatic effec-
tive Hamiltonian Eq. (3.109) and the circuit Hamiltonian Eq. (3.61) can be
used to model various resonant and non-adiabatic transitions. Additionally,
for the case of resonant transitions, driven by a microwave pulse, we showed
an example where the predictions for both models match qualitatively and
quantitatively with minor deviations in one of the pulse parameters. For
the case of non-adiabatic transitions, driven by a unimodal pulse, we showed
an example where the predictions made by both models match qualitatively
for most instances. Furthermore, we showed that the spectrum of the flux-
tunable transmon in question, modelled with the tunable frequencies given
by Egs. (5.9) and (5.10) can deviate up to several GHz from the numeri-
cally exact spectrum. In conclusion, the non-adiabatic effective Hamiltonian
Eq. (3.110) can cover at least some of the aspects of the associated circuit
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Hamiltonian Eq. (3.61).

In Sec. 5.3 and 5.4 we considered a two-qubit NIGQC model, see Sec. 2.7,
which we denote as architecture I, see Fig. 5.1(a). This device consists of two
fixed-frequency transmons whose ground and first-excited states are sup-
posed to function as qubit states and a flux-tunable transmon which works
as a time-dependent coupler. The transitions in this device architecture are
usually activated by means of microwave pulses, see Fig. 5.2(a).

We showed evidence that the adiabatic effective Hamiltonian Eq. (3.117)
is not able to describe certain single-qubit (X) type transitions with a flux
drive, see for example Table 5.6 rows three and four. However, we also found
that the non-adiabatic effective Hamiltonian Eq. (3.117) can be used to model
exactly these transitions. Note that the definitions of the adiabatic and non-
adiabatic effective Hamiltonians only differ by the non-adiabatic driving term
in Eq. (5.3). These results are discussed in Sec. 5.3. Consequently, when
studying the single-qubit (X) type transitions with an effective model for
architecture I, one should consider using the driving term in Eq. (5.3) to do
SO.

Furthermore, for architecture I we found that modelling the interaction
strength of the adiabatic effective Hamiltonian Eq. (3.117) with the time-
dependent function given by Eq. (5.4) leads to large shifts in the pulse dura-
tion of up to 75 ns for ISWAP and CZ gate transitions, see Figs. 5.11(a-d),
Figs. 5.13(a-b) and Table 5.6. Note that the time dependence in Eq. (5.4) in-
duces oscillations of about 1 MHz in the interaction strength, see Fig. 5.10(b).
Therefore, a time-dependent interaction strength of the form Eq. (5.4) can
have a non-negligible impact on the pulse duration for ISWAP and CZ tran-
sitions if we model these transitions with the effective model.

In Sec. 5.4, we compared the results of the effective models with and
without time-dependent interaction strength to the results of the associated
circuit model. If we model architecture I with a time-independent interac-
tion strength and the adiabatic effective Hamiltonian Eq. (3.117), we find
deviations of up to 100 ns for the pulse duration with regard to the asso-
ciated circuit Hamiltonian Eq. (3.114). If we model architecture I with a
time-dependent interaction strength and the adiabatic effective Hamiltonian
Eq. (3.117), we find deviations of up to 25 ns for the pulse duration with
regard to the associated circuit Hamiltonian Eq. (3.114).

Additionally, we found that the non-adiabatic driving term in Eq. (5.3)
barely affects the ISWAP and CZ transitions for the relevant pulse parame-
ters in Table 5.6. Note that different pulse parameters can potentially lead
to more severe deviations.

In Sec. 5.5 and 5.6 we studied a two-qubit NIGQC model which we denote
as architecture 11, see Fig. 5.1(b). This device consists of two flux-tunable
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transmons whose ground and first-excited states are supposed to function
as qubit states and a resonator element which works as a time-independent
coupler. The transitions in this device architecture are usually activated by
means of a unimodal pulses, see Fig. 5.2(b).

We found that we can excite the coupling resonator with a microwave con-
trol pulse if we use the circuit Hamiltonian Eq. (3.114) and the non-adiabatic
effective Hamiltonian Eq. (3.117). However, as in Sec. 5.3 we found that the
adiabatic effective Hamiltonian Eq. (3.117) does not allow us to model the
targeted transitions. These results are discussed in Sec. 5.5. Consequently,
when studying excitations of the coupler states with an effective model for
architecture II, one should consider using the driving term in Eq. (5.3) to do
SO.

We also found that modelling the interaction strength of the adiabatic
effective Hamiltonian Eq. (3.117) with the time-dependent function given by
Eq. (5.5) leads to modest shifts in the pulse durations of about 15 ns for
ISWAP and CZ gate transitions, see Figs. 5.18(a-d) and Table 5.6. Note
that the time dependence in Eq. (5.5) induces a square pulse like reduction
of roughly 35 MHz of the interaction strength, see Fig. 5.17(b).

For architecture II, we also compared the results of the effective mod-
els with and without time-dependent interaction strength to the results of
the associated circuit model. If we use the time-dependent model given by
Eq. (5.4) for the interaction strength, we find deviations of up to 4 ns for
the pulse duration with regard to the circuit model. If we use the time-
independent model for the interaction strength, we find deviations of up to
20 ns for the pulse duration with regard to the circuit model.

Additionally, we found that if we use the adiabatic effective Hamiltonian
Eq. (3.117) to model ISWAP and CZ type transitions, we have to use the
tunable frequency in Eq. (5.11) and the tunable anharmonicity in Eq. (5.12)
to model the spectra of flux-tunable transmons, assuming we want the pulse
amplitudes for the effective and circuit model to match. The findings with
regard to the spectra in Sec. 5.2 make these results seem plausible.

For architecture II, we also found that the non-adiabatic driving term in
Eq. (5.3) barely affects the ISWAP and CZ transitions for the relevant pulse
parameters in Table 5.6. Here too, note that different pulse parameters can
potentially lead to more severe deviations. These results are discussed in
Sec. 5.6.

In conclusion, as long as we cannot proof that two time-evolution oper-
ators, see Eq. (4.2), for two different models are the same or close for the
moments in time which are of interest to the physical scenario we investigate,
we should not assume that the two different models make similar predictions
for the same physical scenario.
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So far, we only considered how different approximations, i.e. simplifica-
tions, affect the time evolution of selected probabilities or probability ampli-
tudes. In Chap. 6, we investigate how different approximations change the
gate-error signatures for complete quantum circuits, see Ref. [Wil+17].
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On the fragility of gate-error met-
rics in simulations of flux-tunable
transmon quantum computers

Building a gate-based quantum computer in the real world requires a tremen-
dous amount of precision in terms of control over a quantum system. There-
fore, the need to somehow quantify deviations between the states of the
ideal gate-based quantum computer (IGQC), see Secs. 2.1-2.5 and prototype
gate-based quantum computers (PGQCs), see Sec. 2.6, arises. Additionally,
many theoretical studies, see for example Refs. [Gu+21; Rot+17; Yan+18;
McK+16; Wit+21], focus on deviations between the states of the IGQC and
non-ideal gate-based quantum computers (NIGQCs), see Sec. 2.7.

In this chapter we study how susceptible gate-error quantifiers, that aim
to quantify these deviations, are to the assumptions (approximations) which
make up the underlying model. Here, we consider NIGQC models which
describe certain aspects of the time evolution of PGQCs. A review of the
literature suggests that PGQCs are susceptible to many time-dependent fac-
tors, see Sec. 2.6. Consequently, it seems to be worth knowing to what extent
the gate-error quantifiers are affected by changes in the model once we de-
scribe the time evolution of a system as a real-time process. In Chap. 5 we
discussed two device architectures, see Figs. 5.1(a-b). A detailed discussion
of only one device architecture already takes up a large part of this thesis.
Therefore, in this chapter we focus on one device architecture only. The
author of this thesis decided to present the results for architecture II, which
seemed to be more understandable.

This chapter is structured as follows. In Secs. 6.1-6.3 we specify the
model. First, in Sec. 6.1, we introduce the device architecture and the device
parameters. Next, in Sec. 6.2, we introduce the control pulses we use to
realise the elementary gate sets. Then, in Sec. 6.3, we introduce the gate-
error quantifiers we use to assess to what extend the state of a NIGQC and
the state of the IGQC deviate from one another for a given sequence of
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gates. The main results of this chapter are discussed in Secs. 6.4-6.8. First,
in Sec. 6.4, we study the spectrum of a four-qubit NIGQC and its relevance
for the implementation of two-qubit gates. Next, in Sec. 6.5, we discuss
the gate-error metrics for the elementary gate sets we use to implement all
gate sequences with our NIGQCs. Then, in Sec. 6.6, we investigate how
modelling the dynamics of a NIGQC with more and less basis states affects
the gate-error quantifiers we compute. Afterwards, in Sec. 6.7, we study how
changes in the control pulse parameters affect the gate-error quantifiers we
compute. Next, in Sec. 6.8, we look at how modelling flux-tunable transmons
as adiabatic and non-adiabatic anharmonic oscillators affects the gate-error
quantifiers. Finally, in Sec. 6.9, we summarise and discuss the findings. Here,
we also present a series of conclusions drawn from our findings. Note that
we use A = 1 throughout this chapter.

6.1 System specification and simulation pa-
rameters

In this section we introduce the device architecture and the model parameters
we use to obtain the results in this chapter. The device parameters, control
pulses and some technical details relevant to the implementation of different
gates were provided by the Quantum Device Lab which is affiliated with the
Eidgenoessische Technische Hochschule Zurich. Note that Refs. [Lac+20;
And+20; Kri+20] discuss a series of experiments with PGQCs characterised
by similar device parameters.

Figures 6.1(a-c) display illustrations of the three different NIGQCs we
model in this chapter. The w,ER) parameters denote resonator frequencies.
Similarly, the wfq’» parameters denote transmon qubit park frequencies. These
are the frequencies at which the transmon qubits reside if no external fluxes
are applied to the system. Furthermore, the GE? parameters denote the
interaction strength constants, see Eq. (3.115)(e). We assume that interac-
tions are of the dipole-dipole type, see Sec. 3.5 and 3.6. In this chapter we
model two-qubit (N=2), three-qubit (N=3) and four-qubit (N=4) NIGQCs,
see Figs. 6.1(a-c), respectively. Here N € N denotes the number of qubits.

The device parameters for the Hamiltonians in Egs. (3.114) and (3.117)
are listed in Table 6.1. We were provided with the measured qubit frequen-
cies, anharmonicities, flux offset values and asymmetry factors, see Sec. 2.6,
Sec. 3.4 and Ref. [Nagl9]. Furthermore, the resonator frequencies are given.
We use the relations

@ = (B — E), (6.12)

2
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(2) (b) (c)

Figure 6.1: Illustrations of a two-qubit(a), three-qubit(b) and four-qubit(c)
NIGQC. The different NIGQCs consist of LC resonators, or resonators for
short, with resonance frequencies wiR) and flux-tunable transmon qubits, or
transmon qubits for short, with park frequencies wz@), see Sec. 3.3 and 3.4,
respectively. Here, i denotes the dlscrete index we use to address the different
bubbybtema The parameters G denote interaction strength constants, see

. (3.115)(e). The interactions betwoen the resonators and transmon qubits
are modelled as dipole-dipole interactions. We use the model Hamiltonians
Egs. (3.114) and (3.117) to describe the dynamics of the different systems.
The devices parameters are listed in Table 6.1.
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Table 6.1: Device parameters for the two-qubit, three-qubit and four-qubit
NIGQCs illustrated in Figs. 6.1(a-c). The first column contains the discrete
indices 7 we use to index the different subsystems. The second column con-
tains the resonator frequencies wER). The third and fourth column contain
the transmon qubit frequencies wZ(Q) and anharmonicities ozl@). The fifth col-
umn contains the capacitive energies E¢, for the transmon qubits. The sixth
and seventh column contain the left E;,; and right E;, . Josephson energies.
The eighth column contains the flux offset values ¢g; = ¢;(t) at time t = 0.
These values define operating points for the different transmon qubits. All
units, except for the flux offset, are in GHz. We do not hbt the asymmetry
factors d; = 0.5 and the interaction strength constants G( ! = 0.300 because
they are constant for all i, € N°. Note that we use h = 1 throughout this
chapter.

wfR)/Qﬂ w§Q>/27r aEQ)/QW Ec,/2n Ej,;/2m Ej, /21 0o/2m
n/a 4.200  —0.320 1.068 2.355 7.064 O
n/a 5200 —0.295 1.037  3.612 10.837 0
n/a 5700 —-0.285 1.017 4374 13.122 O
n/a 4.960 —0.300 1.045  3.281 9.843 0
—7 45.000 n/a n/a n/a n/a n/a n/a

=W N = O
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o = (B? - BV — 2,@, (6.1b)
(EJN' - EJl,i)

dy = e
(Es,, +E5,)

(6.1c)
to fit the given experimental parameters to the lowest three energy levels of
the circuit Hamiltonian Eq. (3.60). This procedure yields the capacitive and
Josephson energies F¢,, Ej, , and Ej, as a result. The model parameters
used deviate at most tens of MHz from the ones which were provided. Note
that we use the constant asymmetry factor d; = 0.5 for all transmon qubits
as well as the constant frequency w,FR) = 45.0 GHz for all coupling resonators.
Furthermore, we use a fixed value of 300 MHz for the interaction strength
constants Gl(-flj). This value for the interaction strength constants roughly
reproduces the gate durations for the two-qubit CZ gates which were observed
in experiments.

For almost all simulations of the circuit Hamiltonian Eq. (3.114), we use
sixteen bare basis states for all transmon qubits which experience a flux drive.
Furthermore, the transmon qubits which do not experience a flux drive and
the coupling resonators are modelled with four basis states only.

For the simulations of the effective Hamiltonian Eq. (3.117), we use four
bare basis states for all transmon qubits and coupling resonators. Also, we
use a time-dependent interaction strength to model the dipole-dipole inter-
actions. Additionally, we use the higher-order series expansions Eqgs. (5.11)
and (5.12) to model the flux-tunable frequencies and anharmonicities, see
Chap. 5 for more details.

6.2 Control pulses and gate implementation

In this section we introduce the control pulses we use to implement different
gates with our NIGQCs.

Figures 6.2(a-c) show the external charge n(t)(a) and external flux ¢(¢)(b-
c) as functions of time ¢. The pulse in Fig. 6.2(a) is a microwave pulse (MP).
The pulse in Fig. 6.2(c) is usually referred to as a unimodal pulse (UMP).
Similarly, we denote the pulse in Fig. 6.2(c) as a bimodal pulse (BMP).
Note that this pulse is also sometimes referred to as net-zero flux pulse, see
Ref. [Rol+19].

We use the MP

n(t) = aG(t,0,Ty) cos (WPt — @) + bG(t, 0, Ty) sin (WPt — ¢),  (6.2)

to implement single-qubit R(® (7 /2) rotations, see Eq. (2.19)(a), by mak-
ing use of the charge-dependent linear driving terms in Eq. (3.115)(b) and
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Figure 6.2: External charge n(t)(a) and external flux ¢(t)(b-c) as functions
of time ¢. In panel(a) we show a microwave pulse (MP). In panels(b-c) we
display a unimodal pulse (UMP) and a bimodal pulse (BMP), respectively.

Eq. (3.120). Here a denotes the pulse amplitude, w® is the drive fre-
quency and b is the amplitude of the DRAG component of the pulse, see
Ref. [Mot+09]. Furthermore, the real-valued function G(t,0,Ty) denotes a
Gaussian envelope that is centered around half of the pulse duration T;. The
parameter o determines the shape of the envelope.

The variable ¢ denotes the phase of the MP. We use this phase to imple-
ment so-called virtual R*)(¢) rotations, see Eq. (2.19)(c) or virtual Z gates
for short, see Ref. [McK+17]. The simulation code is used to compute the
phases ¢ for the MPs in Eq. (6.2) has to be specifically designed for the
two-qubit gates we implement on our NIGQCs. This algorithm preprocesses
every program, i.e. every sequence of gates and computes the correct pulse
phases ¢ for the different MPs in the pulse sequence. Since we only imple-
ment two-qubit CZ gates on our NIGQCs, we find that the preprocessing is
rather simple. Note that the CZ gate commutes with the single-qubit z-axis
rotation. We omit a detailed discussion of the preprocessing algorithm which
is part of the compiler module in Fig. 4.1 to shorten this chapter.

We use the UMP

=) ().
and BMP

-5 () e (S5)). o

to implement two-qubit CZ gates by making use of the flux-dependent driv-
ing terms in Eq. (3.115)(b) as well as Egs. (3.118) and (3.121). Here, the
parameter § denotes the pulse amplitude, o refers to a parameter that allows
us to control how fast the pulse flanks rise (fall) and 7, denotes the pulse
time. We use another parameter T}, the pulse duration, to add some buffer
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time to the control pulses. The pulse duration 7} is not part of Egs. (6.3) and
(6.4) but only part of the simulation software. Note that the Hamiltonian
Eq. (3.61) is 27 periodic. Therefore, in this chapter we give the external flux
©(t) and the pulse amplitude § always in units of 2.

Every flux pulse is followed by single-qubit z-axis rotations Rl(z)(gbi) ap-
plied to every transmon qubit in the system, see Ref. [Bla+21, Section VII
B 2]. In the end, all z-axis rotations are executed as virtual Z gates by
means of the MPs as discussed above. Finally, at the end of the program,
i.e. the pulse sequence, we only once transform the frame of reference. This
transformation can be expressed as ¢, — e%z¢, for z € {0,1}", where the
different phase factors ¢, are computed by the preprocessing algorithm, see
also Ref. [Wil20a, Section 3.3.2].

6.3 Computation of gate-error quantifiers

In this section we introduce the gate-error quantifiers used to assess the
deviations between the states of the IGQC and various NIGQC models for
given sequences of gates.

In Sec. 2.1 we described the computations performed with the IGQC as
unitary mappings of the form

) = U ), (6.5)

where U € U(H2") is a unitary operator defined on the 2V-dimensional
Hilbert space H2". We can use a simple gate-error quantifier like the statis-
tical distance 1

uSD(pv ﬁ) = 5 Z ||pz - ﬁzl|1 ) (66)

z€{0,1}V

where p = (pz)seqo,137 and p = (Pa)yeqo,13v denote discrete probability dis-
tributions, to quantify how well a computation U was realised with a PGQC
or NIGQC. Here, |-||; denotes the absolute value, p is defined in terms of
the probability amplitudes p, = ch||§ of the IGQC for a given initial state
|¢)) and p denotes the reference distribution we compare against. We can
define p to be the relative frequencies obtained in a PGQC experiment or
the probability amplitudes obtained from the truncated state vector of an
NIGQC. The statistical distance is also known as the total variation dis-
tance, see Refs. [SWS15; Sanl6; NC11]. Note that if we use the statistical
distances to quantify gate errors, we completely ignore the phase of the sys-
tem. Furthermore, the statistical distance only takes into account a single
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initial state. Hence, often theoretically more sophisticated gate-error quanti-
fiers are considered. However, in order to provide a proper definition of these
quantifiers, we have to extend the mathematical framework we use.

So far we have considered computations as mappings between two state
vectors. However, there exists an alternative formalism to describe the state
of a quantum system, the density operator formalism. Note that this for-
malism is used widely in physics, e.g. in statistical physics see Ref. [Bal91;
Bal07]. The density operator formalism also relies on four postulates and/or
assumptions which set the stage for the complete mathematical framework.

If we consider an N-qubit IGQC, the first postulate states that the state of
a quantum system is completely described by a density operator p € P(HQN).
The set of density operators P(H?") C IL(H?") contains operators j which
satisfy the three conditions: Tr(p) = 1, p = p' and for all |¢) € H2" the
inequality (|p]1)) > 0 holds true. Operators which satisfy the last condition
are also known as positive (semi-definite) operators and one often writes p >
0 as a shorthand for V|¢) € H2": (|pl) > 0. The second postulate states
that the evolution of a closed system is described by a unitary transformation
of the form

p UpUT. (6.7)
As for the state vector formalism, the third postulate provides us with rela-
tions which allow us to determine the event probabilities

p(i) = Tr (ElEip), (6.8)

where the set of operators {£;} C L(#2") allows us to distinguish between
different discrete events ¢ € I C N° i.e. measurement outcomes. This set

has to satisfy the relation
S EBlE =1 (6.9)
iel

Furthermore, the density operator

p= : (6.10)

describes the state after the measurement if we find that event ¢ has taken
place. The fourth postulate states that composed systems are described by
a tensor product structure. Here we assume that if the individual systems
n € N are prepared in the states p,, then the state of the composite system
is given by

~ Nﬁl/\
p= @Opn. (6.11)
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The density operator formalism is a convenient theoretical tool which allows
us to describe certain physical scenarios with much more ease, compared
to the state vector formalism. For example, we might describe situations
where the initial state of the system |¢) € H2" is not known definitively but
only with a certain probability. Also, density operators often simplify the
analysis of individual subsystems which are part of a larger system, in the
sense of postulate four. We do not make much use of the formalism in this
thesis. Therefore, we cut the discussion of this subject short. A much more
detailed introduction can be found in Refs. [NC11; Wat18]. In fact, the only
reason why we have to consider density operators and the corresponding
mathematical framework is that some gate-error quantifiers are defined in
terms of so-called quantum operations.

In Sec. 2.1 we introduce operators, i.e. linear functions which map one
vector to another vector. Since we find that the set L(#2") together with the
addition of operators, scalar multiplication and the field of complex numbers
C forms a vector space of its own, we can simply define linear functions which
map operators to other operators and retain some of the old terminology. We
denote these functions as superoperators €. Superoperators, like every other
function, can possess features like symmetries. Additionally, we can restrict
the domain and range of superoperators such that we map only certain types
of operators to others. In this thesis we only consider superoperators which
map density operators to other density operators. The superoperators we
are interested in are usually denoted as quantum operations and we impose
the following constraints on them. First, we require them to be Hermiticity
preserving, which means &(p)t = (1) for all p € P(H2"). Second, we would
like to work with so-called completely positive superoperators. A completely
positive superoperator £ maps all positive p € P(HP @ HQN)7 where D € N,
to positive operators by means of the map I ® &£, where I is the identity
operator associated with the Hilbert space H”. The statements made in the
last sentence are not as accurate as required. However, since we do not make
much use of quantum operations in this thesis, we abstain from extending
the mathematical framework any further. A much more extensive discussion
of the subject is provided by Refs. [Wat18; NC11]. Additionally, if we find
that a quantum operation € is also trace preserving Tr(£(p)) = Tr(p), we
denote this quantum operation as quantum or error channel.

With the mathematical framework discussed, we can define the quantum
operation

Eu(p) = UpUT, (6.12)

which describes the ideal target operation. Furthermore, we can define the
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quantum operation 3 o
Eu(p) = MpM', (6.13)

which describes the actual operation performed with the NIGQCs we model
in this chapter. Here, the operator M is defined as

M = PU(t,ty)P, (6.14)

where U(t, ty) denotes the time-evolution operator
t
U(t, to) = T exp (—i / H(t’)dt’) , (6.15)
to

at time ¢ and P denotes a projection onto the computational subspace. Note
that the definitions in Egs. (6.12) and (6.13) are taken from the author of
Ref. [Wil20a, Section 6.1].

We can use the quantum operations in Eqgs. (6.12) and (6.13) to define
the average fidelity as

Hpwy = / (IEES (WX ) dJ) (6.16)

where the integral is taken over all normalised states |1) € H2" : (¢[¢)) = 1.
If we define the auxiliary operator

vV =UM", (6.17)
we can express the average fidelity as
NNTE N
HTr(V)H + T (NI
_ 1
/’LFavg D (D + 1) Ll

(6.18)

where D = 2V, A derivation of Eq. (6.18) can be found in Ref. [Jin+21,
Section 7]. Furthermore, we define the average infidelity

p’IFavg =1- lu’FAvg' (619)
and a leakage measure
Tr(MM?
HLeak = 1- < ( D )> ) (620)

whose definition is motivated by the average fidelity in Eq. (6.18) and the fact
that Tr(M MT) can be expressed solely in terms of the probability amplitudes
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such that the relation 0 < Tr(Nf M T) < D holds true. Consequently, we find
that preax € [0,1]. The last gate-error quantifier we define is the diamond
distance

HeMe

: (6.21)

<

where the diamond norm

141, _wp{ wp (oA

HD | peP(HDRHP)

Tr}} : (6.22)

for an arbitrary superoperator A associated with the Hilbert space HP can
be defined, see Ref. [Sanl6, Section?.l.l]7 in terms of a supremum over the
finite-dimensional Hilbert spaces H” and the trace norm

X = Tr (x/XTf() . (6.23)

We can express the diamond distance as an infimum

inf H fQTQ (VI)T;

1
Ho =3 gedLac

2 (6.24)

1

T|2
}

2

[(v-i) @ (v.-1)

over the set of complex, invertible two by two matrices, see Ref. [JKP09] or
as a supremum

uozé sup {H (Vel) el (V1o 1) - ) wH (6.25)

lp)er2N

over the set of all state vectors |¢)) € H2" of the IGQC, see Ref. [Wat18]. To
the best knowledge of the author, a closed form expression for the diamond
distance i, is not known to the research community. Therefore, we use the
relation

8 < o < S, (6.26)

and the algorithms discussed in Ref. [Wil20a, Section 6.1.2] to obtain the
value of u, up to the fourth decimal.

Figure 6.3 shows an illustration of the compuations we perform to obtain
the gate-error quantifiers average infidelity jup,,, given by Eq. (6.19), the
leakage measure fieax in Eq. (6.20) and the diamond distance p, given by
Egs. (6.24) and (6.25). Here the gate-error quantifier y1, denotes an arbitrary
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Figure 6.3: Illustration of the computations we perform to obtain a gate-
error quantifier y,. Here, z denotes an arbitrary gate-error quantifier label.
First, we simulate the time evolution |W(*)(tg..1)) for all 2V initial states
| U (tyart)) = |2) of a N-qubit NIGQC with the algorithms discussed in
Chap. 4. Next, we apply the projection matrix P to obtain the computational
states |Uihp ) = P[0 (tg,a)). Then, we construct the matrix M given by
Eq. (6.27), i.e. we store the different computational states as the columns of
the matrix M. Note that we use the programming paradigm MPI to parallelise
the simulations of the 2V time evolutions. Furthermore, all simulation are
performed on the supercomputer JUWELS, see Ref. [Jiil19]. Finally, we can
use the matrix U of some target operation and the matrix M to compute
V = UM and consequently s, by means of the expressions Eq. (6.19),
Eq. (6.20) and Egs. (6.24) and (6.25).
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gate-error quantifier with the label x. First, we simulate the time evolution
of the system |U(*) (tg,.1)) for all 2V computational basis states W) (tgar)) =
|z) of an N-qubit NIGQC with the algorithms discussed in Chap. 4. Then,
we compute the computational states [¥3hp ) = P[U® (tg,a)) by applying
the projection matrix P. Afterwards, we compute the matrix

M= 3" 9, Xl (6.27)

z€{0,1}V

where |z) denotes one of the 2V Cartesian unit vectors in the computer pro-
gram. This means we store the computational states |\I/£'Zinp) as the columns
of the matrix M. In the end, we compute the matrix V = UMT for the target
operation U. Note that we parallelise the computations of the 2V time evolu-
tions with the programming paradigm MPI. Furthermore, the computations
are performed on the supercomputer JUWELS, see Ref. [Jiil19].

6.4 Spectrum of the four-qubit NIGQC ob-
tained with the circuit Hamiltonian

The main subject of this section is the spectrum of the four-qubit NIGQC,
illustrated in Fig. 6.4(c), and its importance for the realisation of two-qubit
CZ gates. Hence, we begin this section with a general discussion of the gate
implementation mechanism and then turn our attention to the spectrum
itself.

In order to realise a CZ gate, we tune a target computational state
like |0,0,1,1) into resonance with a non-computational state like |0, 0,0, 2).
Then, we wait some time until the population between the two states has
swapped back and forth. Hopefully, in the end, we find that the target com-
putational state has gained an additional phase of ¢ with respect to the
remaining computational states of the NIGQC. Furthermore, since the re-
maining computational states have presumably acquired only a so-called dy-
namic phase, see Ref. [Section 6.6][Weil5], we apply z-axis rotations REZ)(qSi)
to the different transmon qubits, see Ref. [Bla+21, Section VII B]. In this
context, the word “tune” means that we tune the energies of the instanta-
neous basis states. Therefore, in our discussion of the gate implementation
mechanism we refer to the instantaneous basis states of the system.

The flux control pulses we use to implement the CZ gates have pulse
durations T, between 80 and 125 ns and the time it takes for the population
to swap back and forth lies roughly between 75 and 100 ns. The swap time
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corresponds to the plateau time of a control pulse, see for example Figs. 6.2(b-
¢). We can control the plateau or swap time by changing the interaction
strength constant G accordingly. For the simulations in this chapter, we use
a constant interaction strength of 300 MHz for all dipole-dipole interactions.
This constant roughly reproduces the gate times of the experiments. The
flux control pulse amplitude 0, corresponds to the plateau height of a pulse.
The pulse amplitude is determined by the condition that the states involved
in the population exchange should have approximately the same energies.
Furthermore, both pulse flanks play a crucial role in the gate implementation.
The role of the pulse flanks is discussed together with the spectrum of the
four-qubit NIGQC later in this section.

The authors of Ref. [Bla+21, Section VII B 2] distinguish between so-
called adiabatic, see Ref. [DiC+19], and non-adiabatic gates, see Ref. [DiC+10].
However, in quantum theory the words adiabatic and non-adiabatic are usu-
ally only used in the context of the adiabatic approximation, see Ref. [Weil5,
Section 6.6]. Clearly, since two instantaneous basis states exchange popula-
tion, we find that the gate implementation mechanism described above is not
an adiabatic process. Therefore, in the literature, the words adiabatic and
non-adiabatic are used differently in this context. To the best knowledge of
the author, in this particular context, gates implemented with shorter pulses
are referred to as non-adiabatic and gates implemented with longer pulses are
referred to as adiabatic gates. Additionally and also to the best knowledge
of the author, in most theoretical studies, transmon qubits are modelled as
adiabatic anharmonic oscillators or as adiabatic two-level systems, see for
example Refs. [Rol+19; Fox+20; Yan+18] . Furthermore, we have to take
into account an additional complication, namely that assigning labels to the
energies E*)(p) and eigenstates |¢*)(p)) of a continuous set of Hermitian
matrices {H(p)} is a non-trivial problem in itself, see Refs. [Hun27; NW93;
Uhl20; SK20]. Here, z € N° and /27 € [0,1]. Also, once we apply flux
control pulses like the once displayed in Figs. 6.2(b-c), we cannot exclude
the possibility that additional transitions between the states of the system
occur, i.e. more transitions than the ones needed to implement the CZ gates.

Since we would like to provide clarity on the issues mentioned above, we
avoid using the nomenclature used in Ref. [Bla421, Section VII B 2], while
discussing the spectrum of the four-qubit NIGQC.

Figures 6.4(a-c) show the lowest fourteen energy levels of the four-qubit
NIGQC illustrated in Fig. 6.1(c) as functions of the external flux offset (.
In panels(a-c) we drive the second (¢ = 1), third (¢ = 2) and fourth (i =
3) transmon qubit, respectively. The results are obtained with the device
parameters listed in Table 6.1, the circuit Hamiltonian Eq. (3.114) and a
standard diagonalisation algorithm, see Refs. [Cor; And+]. All transmon

136



720001 *  2=00,10 * 720002 * 2=0011* z=0,1.0,1 * 2z=1,0,10 * =0,,10 |
7=1,000 *  7=01,00 * 7=1001 " 7=2,000 * 7=0020° 7=1100~ 7=02.00
(%) CZ01 (®) CZ12CZ23 © CZ03
= 12
Y ———— ——— =
(‘: ~—— N T SN —-
E 3 \{\\~ _\5\\
w6
E —— =B ———
o 4 ——] — —
~ 0.05 0.25 0.45 0.05 0.25 0.45 0.05 0.25 0.45
9o2n ¢o2n ¢2n

Figure 6.4: Energy levels as functions of the external flux ¢. The lowest
fourteen energy levels of the four-qubit NIGQC illustrated in Fig. 6.1(c) are
computed. In panels(a,b,c) we tune the external flux ¢ of the second (i = 1),
third (¢ = 2) and fourth (¢ = 3) transmon qubit, respectively. We use the
device parameters listed in Table 6.1, the circuit Hamiltonian Eq. (3.114)
and a standard diagonalisation algorithm, see Refs. [Cor; And+], to obtain
the results. The energies £ () of the interacting Hamiltonian Eq. (3.114)
are labelled according to the sorted energies E(*)(¢) of the non-interacting
Hamiltonian Eq. (3.114) at the operating points ¢g; = 0.
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qubits are modelled with three basis states. Similarly, all coupling resonators
are modelled with two basis states only. Note that the circuit Hamiltonian
in Eq. (3.61) has two symmetry points ¢/27 = 0.5 and /27 = 1.

The energy levels E®)(¢) of the interacting Hamiltonian with G' # 0 are
labeled according to the sorted energy levels E®(y) of the non-interacting
Hamiltonian with G = 0 at the flux offset value ¢ = 0. For clarity and better
visibility, we add three markers to each energy level. Furthermore, we mark
points of particular importance by means of black vertical lines and circles.
The vertical lines indicate the pulse amplitudes ¢ = ¢ used to implement
the CZ gates, see Table A.6. The circles indicate the energy level repulsions
(ELRs) used to implement the CZ gates as well as ELRs that can lead to
problems for the implementation of two-qubit CZ gates, see ¢/2m = 0.275 in
Fig. 6.4(b) for the CZ, » gate.

The operating point for all transmon qubits is ¢ = 0. This means, we
always start from this point and tune the external flux to the point ¢ = 4,
see Figs. 6.4(a-c). On our way to the target ELR, i.e. the ELR that we use
to activate population exchange between a target computational state and a
non-computational state as described above, we have to pass through many
unused ELRs with sufficient speed. Unused ELRs are the ones we do not use
to activate population exchange between the target computational state and
the non-computational state. If we do not pass through the unused ELRs
sufficiently fast, we can observe (data not shown) population exchange be-
tween the two states whose energy levels repel each other. If we pass through
the unused ELRs too fast, we can observe (data not shown) a variety of other
transitions between the states of the system. For example, we can potentially
observe that the coupler leaves its ground state. We can make these obser-
vations either by studying the matrix in Eq. (6.27) during the optimisation
of the control pulse parameters or by explicitly studying the probabilities
during the time evolution of the system. The algorithm we use to optimise
the control pulse parameters seems to search for a balance between these two
mechanisms. In order to find this balance, the optimisation algorithm mainly
optimises the parameters o, T}, and T;. The pulse amplitude ¢ is usually only
fine tuned to achieve nearly perfect population exchange and alignment of
the phases. Note that we have to take into account all 2V computational
states and not only the two states which exchange population.

With this in mind, in Fig. 6.4(b), we can point out a problem that cannot
be solved by optimising the control pulse parameters. If we consider the
flux offset value ¢/2m = 0.275 which is used to implement the CZ; » gate
by means of the ELR marked in the energy band between 8 and 12 GHz,
we can see a second ELR in the energy band between 4 and 6 GHz that
is close to the flux offset value ¢ /27 = 0.275. This second ELR leads to
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unwanted transitions between different computational states of the NIGQC.
Some authors, see Ref. [And+20, Supplementary Material Section 1], suggest
to remedy this issue by additionally driving non-interacting transmon qubits.
Other authors, see Ref. [Aru+19, Supplementary Material Section VI C 1],
suggest to solve this problem by redefining the target two-qubit gate such
that the time evolution of the system fits more naturally to the target gate.

Furthermore, if we want to grasp the whole difficulty of the problem, we
also have to take into account that driving different transmon qubits results in
different energy levels, see Figs. 6.4(a-c). Consequently, if we begin to design
a device or system, we are already confronted with an optimisation problem
of exponential size. We have to avoid ELRs between all 2 computational
basis states of the NIGQC and at the same time take into account that
driving different transmon qubits leads to different energy levels. To the
best knowledge of the author, the largest PGQC in existence, based on the
device architecture discussed in this chapter, has seventeen transmon qubits,
see Ref. [Kri+22].

So far in this section we only considered two-qubit gates. However, single-
qubit gates suffer from similar problems as two-qubit gates. The MP control
pulses we use to implement the R®(7/2) rotations are not monochromatic,
see Fig. 6.2(a). Therefore, adding a single transmon qubit to the system
reduces the number of available frequencies that NIGQC computational ba-
sis states can be separated by. Since an IGQC with N qubits can execute
single-qubit gates on every qubit, we potentially have to take into account
the frequency bandwidths of all N MPs and the energy levels of all 2V com-
putational basis states. Consequently, we are confronted with another opti-
misation problem of exponential size.

6.5 Gate metrics for the elementary gate set

In this section we discuss the results of the control pulse optimisation for
the single-qubit R®@ (7 /2) rotations and the CZ gates. These gates form the
elementary gate sets of our NIGQCs. This means we express all gates in a
sequence of gates, i.e. a program, in terms of the elementary gate set and
the virtual R*)(¢) rotations as discussed in Sec. 2.3. A useful table with
gate decompositions can be found in Ref. [Wil20a, Appendix B]. Note that
the results for the effective model presented in this section are obtained with
the adiabatic effective Hamiltonian Eq. (3.117). Furthermore, the dipole-
dipole interactions are time dependent and we use the series expansions in
Egs. (5.11) and (5.12) to model the flux-tunable frequencies and anharmonic-
ities in Eq. (3.118), see Chap. 5 for more details.
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Figure 6.5: Gate-error metrics for single-qubit R®(7/2) and two-qubit CZ
gates for the two-qubit (in blue), three-qubit (in green) and four-qubit (in
red) NIGQCs illustrated in Figs. 6.1(a-c), respectively. In panels(a-b) we
show the diamond distance i, given by Eqs. (6.24) and (6.25) for the differ-
ent NIGQCs obtained with the circuit Hamiltonian Eq. (3.114)(a) and the
effective Hamiltonian Eq. (3.117)(b). Similarly, in panels(c-d) we show the
average infidelity fur,,, given by Eq. (6.19) for the different NIGQCs ob-
tained with the circuit Hamiltonian Eq. (3.114)(c) and the effective Hamil-
tonian Eq. (3.117)(d). We use the device parameters listed in Table 6.1 and
the control pulse parameters listed in Tables A.1-A.12 to obtain the results.
Note that the gate-error metrics are also listed in Tables B.1-B.6.
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Figures 6.5(a-d) show the diamond distance p,(a,b) given by Eqgs. (6.24)
and (6.25) and the average infidelity jur,,,(c,d) given by Eq. (6.19) for the
two-qubit (in blue), three-qubit (in green) and four-qubit (in red) NIGQCs
illustrated in Figs. 6.1(a-c), respectively. We use the optimisation algorithms
provided by the NLopt library, see Ref. [Joh], the device parameters listed
in Table 6.1, the control pulse parameters listed in Tables A.1-A.6 (Ta-
bles A.7-A.12) and the circuit Hamiltonian Eq. (3.114) (effective Hamiltonian
Eq. (3.117)) to obtain the results displayed in panels(a,c) (panels(b,d)). Note
that the results are also listed in Tables B.1-B.6.

The lowest value for the diamond distance ji, (the average infidelity jur,,, )
obtained with the circuit Hamiltonian Eq. (3.114) is 0.0080 (0.0004). These
gate-error metrics were obtained with the control pulse parameters for the
R\ (7/2) gate. However, when we optimise the control pulse parameters for
the R\ (7/2) gate by simulating the circuit Hamiltonian Eq. (3.114) with
the device parameters of the four-qubit NIGQC, the best value we can obtain
is 0.058 (0.004) for the diamond distance j, (the average infidelity jug,,,).

Similarly, the lowest value for the diamond distance p, (the average in-
fidelity fur,,,) obtained with the effective Hamiltonian Eq. (3.117) is 0.0089
(0.0004). These gate-error metrics were obtained with the effective Hamil-
tonian Eq. (3.114) and the control pulse parameters for the Réx) (m/2) gate.
However, when we optimise the control pulse parameters for the Réx) (7/2)
gate by simulating the effective Hamiltonian Eq. (3.117) with the device pa-
rameters of the four-qubit NIGQC, the best value we can obtain is 0.060
(0.004) for the diamond distance j, (the average infidelity jup,,,)-

Therefore, adding additional circuit elements to the system does not allow
us to reproduce the good results for the case of the two-qubit NIGQCs.

The largest value for the diamond distance u, (the average infidelity
[i1F,,,) obtained with the circuit Hamiltonian Eq. (3.114) is 0.144 (0.029).
Similarly, the largest value for the diamond distance p, (the average infidelity
1P, ) obtained with the effective Hamiltonian Eq. (3.117) is 0.146 (0.015).
All these gate-error metrics were obtained with the control pulse parame-
ters for the CZ; 5 gates by simulating the circuit Hamiltonian Eq. (3.114)
(effective Hamiltonian Eq. (3.117)) for the four-qubit NIGQC illustrated in
Fig. 6.1(c).

We may explain these results by studying the energy levels in Fig. 6.4(b).
The pulse amplitude we use to activate the CZ; o gate transitions is §/2m =
0.275. This value for the pulse amplitude activates not only the desired tran-
sitions which can be associated with the ELR, see black circle, in the energy
band between 8 and 12 GHz but also transitions between computational
states in the energy band between 4 and 6 GHz, see black circle. Ultimately,
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the optimisation algorithm cannot find a value for the pulse amplitude that
only activates the transitions of the upper ELR. Note that in order to re-
produce this problem with the effective Hamiltonian Eq. (3.117), we have
to use the higher-order series expansions in Egs. (5.11) and (5.12) to model
the flux-tunable frequency and anharmonicity of the transmon qubits, i.e. a
first-order expansion does not lead to similar results (data not shown).

Furthermore, Figs. 6.5(a-d) also show a tendency to larger gate-error
metrics for NIGQCs with more transmon qubits. Note that both models
show this tendency. The largest system consists of eight circuit elements and
the smallest system is made up of three circuit elements.

While obtaining the control pulse parameters for the two-qubit gates
for NIGQCs of increasing size, we noticed increasing difficulty in navigating
through the various ELRs in Fig. 6.4(a-c). The task is to pass through most
ELRs sufficiently fast (slow) such that undesirable transitions do not occur.
However, the increasing complexity of the energy levels makes this a difficult
challenge. On the one hand, we can observe (data not shown) that using con-
trol pulses with fast rising (falling) pulse flanks can potentially cause all sorts
of undesirable transitions. For example, for such pulses we could observe that
the coupler leaves its ground state, see also the discussion in Sec. 5.5. On the
other hand, we can observe (data not shown) that using control pulses with
slow rising (falling) pulse flanks leads to transitions between states caused
by the ELRs we have to pass through before we reach the one ELR we use
to implement the actually desired transitions. The single-qubit R (7/2)
rotations suffer from a similar problem in the frequency space. The MPs we
use to implement the R®)(7/2) rotations are not monochromatic, this can
potentially cause transitions between different states. Both these issues may
explain the trend to larger gate-error metrics for NIGQCs of increasing size.
Note that we discuss these issues also in Sec. 6.4.

Another explanation for the tendency to larger gate-error metrics might
be the increasing difficulty of the problem passed to the optimisation al-
gorithm. Optimising the control pulse parameters of an N-qubit NIGQC
amounts to influencing the time evolution of the system such that the ma-
trix M in Eq. (6.27) nearly perfectly aligns with the matrix U of the target
gate. This means perfectly aligning 22V *! double-precision numbers without
knowing how the system responds to a change in one or more of the control
pulse parameters. Note that this task has to be carried out for all gates in
the elementary gate set. To the best knowledge of the author, there exists
no optimisation algorithm that can solve this task with guarantee of success.

Finally, we find (data not shown) that using the control pulse parameters
optimised for the circuit (effective) model does not allow us to obtain compa-
rable results with the effective (circuit) model. If we compute the gate-error
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metrics for one model with the control pulse parameters optimised for the
other model, we obtain values close to one for the diamond distance and the
average infidelity. There are two reasons which can potentially explain this
finding. First, in Chap. 5, we found that the circuit Hamiltonian Eq. (3.114)
and the effective Hamiltonian Eq. (3.117) predict similar outcomes if we de-
fine the effective model accordingly. However, there still remain deviations
sufficiently large to cause the mismatch between both models. Second, if
we intend to reproduce the results presented in Figs. 6.5(a-d), we have to
fine-tune control pulse parameters like the drive frequency w® (hw™) for
the MP and the pulse amplitude & (hw'?(8)) for the UMP up to the sixth
decimal (a couple of KHz) within one model. Furthermore, even within one
model these parameters are highly susceptible to changes in the device pa-
rameters. For example, if we simulate the circuit and the effective model, we
find that changing the interaction strength constant G from 300 to 301 MHz
forces us to repeat the control pulse parameter optimisation for all gates.

6.6 Influence of higher states on gate-error
quantifiers obtained with the circuit Hamil-
tonian

In this section we discuss how higher states affect the computation of gate-
error quantifiers obtained with the circuit Hamiltonian Eq. (3.114) and the
device parameters listed in Table 6.1. Here we only consider the four-qubit
NIGQC illustrated in Fig. 6.1(c) and the execution of R((f)(w/Q) gates.

Table 6.2 shows the diamond distance p, given by Egs. (6.24) and (6.25),
the average infidelity pr,,, in Eq. (6.19), the leakage measure fipcax given
by Eq. (6.20) and the statistical distance pgp in Eq. (6.6) for the Réz) (/2)
gate. The statistical distance is obtained for the initial state |0,0,0,0). Fur-
thermore, the results in the first (second) row are obtained with the device
parameters listed in Table 6.1, the control pulse parameters listed in Ta-
ble A.5 row one, the circuit Hamiltonian Eq. (3.114) and four (sixteen) basis
states for every transmon qubit. Note that the coupling resonators are mod-
elled with four basis states only.
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Table 6.2: Gate-error quantifiers for the Rém)(w /2) gate executed on the four-
qubit NIGQC illustrated in Fig. 6.1(c). The first column shows the target
gate. The second column shows the number of basis states n; we use to model
the dynamics of the transmon qubits. Note that all coupling resonators are
modelled with four basis states only. The third column shows the diamond
distance p, given by Egs. (6.24) and (6.25). The fourth column shows the
average infidelity pup,,, given by Eq. (6.19). The fifth column shows the
leakage measure fipea given by Eq. (6.20). The sixth column shows the
statistical distance pugp given by Eq. (6.6) for the initial state |0,0,0,0). We
use the device parameters listed in Table 6.1, the control pulse parameters
listed in Table A.5 first row and the circuit Hamiltonian Eq. (3.114) to obtain
the results.

Gate States n Lo HIF g MLeak HSD
R{(n/2) 4 0.0505 0.0037 0.0024 0.0014
R (7/2) 16 0.0584 0.0040 0.0024 0.0014

We can see that if we use sixteen basis states, the diamond distance and
average infidelity show an increase in the third decimal. However, the leakage
measure and the statistical distance are unaffected up to the fourth decimal.
This finding can potentially be explained by the fact that the leakage measure
and the statistical distance can be expressed solely in terms of the squares
of the state vector amplitudes. Therefore, both these quantifiers do not take
into account the phase of the system.

Figures 6.6(a-d) show the diamond distance p.(a) in Eqgs. (6.24) and
(6.25), the average infidelity jur,,,(b) given by Eq. (6.19), the leakage mea-
sure e (c) in Eq. (6.20) and the statistical distance pgp(d) given Eq. (6.6)
for the computational state |0, 0,0, 0) as functions of the number of Réx) (m/2)
gates executed on the four-qubit NIGQC illustrated in Fig. 6.1(c). Here we
use the same simulation model and the same simulation parameters as be-
fore, see Table 6.2. The blue solid (green dashed) line represents the results
for the case where all transmon qubits are modelled with four (sixteen) basis
states. As before, all coupling resonators are modelled with four basis states
only.

We can see that, after the execution of a few R\ (7/2) gates, the diamond
distance and the average infidelity start to exhibit deviations if we model
the time evolution of the system with four and sixteen basis states. The
deviations grow up to about 10% after the execution of twenty RS (7/2)
gates. As before, we can observe that the leakage measure and the statistical
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Figure 6.6: Gate-error quantifiers as functions of the number of Réx) (/2)
gates executed on the four-qubit NIGQC illustrated in Fig. 6.1(c). All res-
onators are modelled with four basis states and the transmon qubits are
modelled with four (blue solid line) and sixteen (green dashed line) basis
states ny. Here we use the device parameters listed in Table 6.1, the control
pulse parameters listed in Table A.5 first row and the circuit Hamiltonian
Eq. (3.114) to obtain the results. In panels(a-d) we show the diamond dis-
tance pi,(a) given by Eqgs. (6.24) and (6.25), the average infidelity jur,,, (b)
in Eq. (6.19), the leakage measure pipeax(c) given by Eq. (6.20) and the sta-
tistical distance ugp(d) in Eq. (6.6) for the initial state |0, 0,0, 0).
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distance are less affected. Here, we find that both quantifiers are roughly the
same up to the fourth decimal. To the best knowledge of the author, in the
literature, it seems to be common practice to use two or three basis states
only to model the dynamics of NIGQCs and to compute gate errors, see for
example Refs. [Gu+21; Wit+21; McK+16; Rot+17; Rol+19; Yan+18].

The results presented in this section lead the author of this thesis to
advocate the view that gate-error metrics like the diamond distance and
the average infidelity are only valid for the number of basis states they are
obtained for. Consequently, changing the number of basis states leads to a
new NIGQC model in the sense that the gate-error metrics obtained for the
old and the new model are not guaranteed to be the same. Here we exclude
the unlikely case that the truncated time-evolution operators, see Egs. (6.27)
and (6.15), are known to be the same for both models.

6.7 Influence of parameter changes on gate-
error quantifiers obtained with the cir-
cuit Hamiltonian

In this section we discuss how changes in the control pulse parameters affect
the computation of gate-error quantifiers obtained with the circuit Hamilto-
nian Eq. (3.114) and the device parameters listed in Table 6.1. To this end,
we execute simple gate repetition programs that consist of twenty CNOT ; =
HoCZy1Hy gates on the two-qubit, three-qubit and four-qubit NIGQC:s illus-
trated in Fig. 6.1(a~c) and vary the control pulse amplitude 0 = dy + Ad of
the UMP that realises the CZg; gate. Here dp denotes the optimised control
pulses amplitude of the UMP and Ad /27 € {0,1075,107%,107*} refers to the
offset value we use to model the parameter change.

Table 6.3 shows the diamond distance i, given by Eqs. (6.24) and (6.25),
the average infidelity jur,,, in Eq. (6.19), the leakage measure fircak given by
Eq. (6.20) and the statistical distance pgp in Eq. (6.6) for CNOT; gates
executed on the two-qubit NIGQC illustrated in Fig. 6.1(a). The statistical
distance is obtained for the initial state |0,0,0,0). The results are obtained
with the device parameters listed in Table 6.1, the control pulse parameters
listed in Table A.1 and A.2 first rows and the circuit Hamiltonian Eq. (3.114).
The different rows show the gate-error quantifiers obtained with slightly dif-
ferent Ad control pulse amplitudes.
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Table 6.3: Gate-error quantifiers for the CNOT(; gate executed on the two-
qubit NIGQC illustrated in Fig. 6.1(c). Here we use UMPs to implement
the CZ gates. The first column shows the target gate. The second column
shows pulse amplitude offset value Ad we use to model parameter changes.
The third column shows the diamond distance p, given by Egs. (6.24) and
(6.25). The fourth column shows the average infidelity pr,,, in Eq. (6.19).
The fifth column shows the leakage measure pipear given by Eq. (6.20). The
sixth column shows the statistical distance pgp in Eq. (6.6) for the initial state
|0,0,0,0). We use the device parameters listed in Table 6.1, the control pulse
parameters listed in Table A.1 and A.2 first rows and the circuit Hamiltonian
Eq. (3.114) to obtain the results.

Gate AS/2m fo MIF pog HLeak 1SD

CNOTo 0 0.0386 0.0018 0.0012 0.0013
CNOTo, 106 0.0390 0.0018 0.0012 0.0013
CNOTOJ 10~° 0.0456 0.0022 0.0012 0.0013
CNOTo, 104 0.1594 0.0156 0.0018 0.0038

As one can see, the diamond distance is affected by the third decimal if
we add an offset value of A§/27r = 1078 to the optimised pulse amplitude
do. Furthermore, the remaining gate-error quantifiers stay the same up to
the fourth decimal for this offset value. If we increase the offset value by a
factor of ten to AJ/2m = 1075, we can observe that the diamond distance
is affected by the second decimal and the average infidelity is affected by
the third decimal. In this case too, the leakage measure and the statistical
distance stay the same up to the fourth decimal. If we increase the offset
value again such that A§/2r = 107, we find that all gate-error quantifiers
are affected. The diamond distance, average infidelity, leakage measure and
the statistical distance are affected by the first, second, fourth and third
decimal, respectively.

Figures 6.7(a-f) show the diamond distance pu,(a,c,e) in Eqgs. (6.24) and
(6.25) and the average infidelity jur,,, (b,d,f) given by Eq. (6.19) as functions
of the number of executed gates on the two-qubit(a-b), the three-qubit(c-
d) and the four-qubit(e-f) NIGQCs illustrated in Figs. 6.1(a-c), respectively.
The program we execute consists of twenty CNOTy ; gates. Since we are in-
terested in how the gate errors behave as a function of the number of executed
gates, we do not optimise the circuit by removing identities. The results are
obtained with the device parameters listed in Table 6.1, the control pulse
parameters listed in Tables A.1-A.6 first rows and the circuit Hamiltonian
Eq. (3.114). The blue solid (green dashed, red dashed, violet solid) line shows
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Figure 6.7: Gate-error metrics diamond distance p.(a,c,e) given by
Egs. (6.24) and (6.25) and average infidelity pup,, (b,d,f) given by Eq. (6.19)
as functions of the number of gates executed on the two-qubit(a-b), three-
qubit(c-d) and four-qubit(e-f) NIGQCs illustrated in Figs. 6.1(a-c), respec-
tively. The different NIGQCs execute the same program, namely a pro-
gram with twenty CNOTy; instructions. Note that all CNOT gates are
implemented by means of two MPs and one UMP. The program is ex-
ecuted four times on each NIGQC. Here, we vary the pulse amplitude
6 = 9y + Ad, where dy denotes the optimised control pulse amplitude and
AJ denotes the offset value we use to model the parameter change. We use
A§/2m € {0,107%,107%,107*} (blue solid line, green dashed line, red dashed
line, violet solid line), the device parameter listed in Table 6.1, the control
pulse parameters listed in Tables A.1-A.6 first rows and the circuit Hamilto-
nian Eq. (3.114) to obtain the results.
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the results for the offset value Ad =0 (Ad =105 Ad =107°, A§ = 1071).

We can see that the offset value Ad/2r = 1076 only slightly affects the
qualitative and quantitative behaviour of the gate-error trajectories displayed
in Figs. 6.7(a-f). Furthermore, deviations usually only become visible at
the end of the gate repetition programs. If we increase the offset value to
A§/2m = 1075, we find that the qualitative and quantitative behaviour of
the gate-error trajectories becomes increasingly affected by the control pulse
parameter change. The deviations seem to build up over time, i.e. the devi-
ations seem to grow with the number of executed gates. If we use the offset
value Ad/2m = 107* to model the parameter change, we can observe some
type of tipping behaviour in Figs. 6.7(a-f). The qualitative and quantitative
behaviour of all gate-error trajectories show substantial non-linear change.
Note that we can determine similar results (data not shown) if we model the
parameter change by adding offset values Aw® € {0,1076,107%,107*} to
the optimised drive frequency w(()D) of the R(()z) (/2) pulse which allows us to
realise the Hadamard gates Hg.

The results discussed in this section show the fragile nature of the dia-
mond distance and the average infidelity obtained with the circuit Hamil-
tonian Eq. (3.114) and the optimised control pulse parameters. The results
rely on the assumption that we are able to control the flux-tunable qubit
frequencies (the pulse amplitudes) at least up to a few KHz (Ad/2m = 107°).
Furthermore, we should emphasise that we only discussed the case where one
of the many control pulse parameters of a NIGQC was changed, namely the
pulse amplitude of the UMP which realises the CZ,; gate. This means we
implicitly assumed that the remaining control pulse parameters are constant.
Therefore, we should not be surprised by an increased susceptibility in cases
where this assumption is not justified.

In order to emphasise the fragile nature of the gate-error metrics, we con-
vert the offset value Ad/2m = 107° for the external flux A®, = (PyAd)/27
from Weber to Tesla and compare the associated magnetic field strength
A|B| with the earth’s magnetic field. Here, we consider an area of ten by
ten micrometer and assume that the external flux is given by ®, = |BJA,
where | B| is the magnetic field strength and A is the area of the surface we
consider. The assumption about the area size is motivated by Ref. [RMC22].
The result A|B| for the offset value A§/27 = 1075 is proportional to 107!
Tesla. The earth’s magnetic field is about 10~° Tesla strong.

In our discussion so far, we ignored another feature of the gate-error
trajectories displayed in Figs. 6.7(a-f). We can observe that the initial values
for the gate-error metrics are poor predictors for the future behaviour of
the gate error sequence which develops over time. Additionally, most gate-
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error trajectories presented in this section certainly do not behave linearly.
The results presented in this section confirm previous findings obtained for
a different device architecture and therefore add additional evidence to the
conclusion stated in Ref. [Wil+17].

In this thesis, we can provide an explanation for this finding. Even for
very small gate-error metrics u,, where x denotes a label for an arbitrary
gate-error metric, the time evolution |¥(t)) of the system is still governed
by the TDSE and not only by the gate-error metric u, obtained for one
particular moment in time ¢, see Fig. 6.3. For the opposite to be true, we
would need to show that a sufficiently small value for the gate-error metric
[t imposes constraints on the time evolution of the system described by the
state vector |W(¢)). Furthermore, since the time evolution of an arbitrary
system, modelled with the Hamiltonian H (), is by assumption generated
by the time-evolution operator in Eq. (6.15) (the TDSE), we would need to
prove that this statement is true for all Hamiltonians H (t). However, to the
best knowledge of the author, there exists no such proof in the literature.

The results presented in this section lead the author of this thesis to
advocate the view that gate-error metrics like the diamond distance and the
average infidelity are at most measures of closeness at one particular point
in time ¢. How the gate errors in a NIGQC model develop over time is
primarily determined by the TDSE and the model Hamiltonian.

6.8 Influence of the adiabatic approximation
on gate-error quantifiers obtained with
the effective Hamiltonian

In this section we discuss how a seemingly justified adiabatic approxima-
tion affects the computation of gate-error quantifiers obtained with the effec-
tive Hamiltonian Eq. (3.117) and the device parameters listed in Table 6.1.
Since we are interested in the dynamic features of gate errors that emerge in
NIGQC models, we execute simple gate repetition programs that consist of
forty CZp; and forty CNOTy; = HyCZp1Hy gates on the two-qubit, three-
qubit and four-qubit NIGQCs illustrated in Fig. 6.1(a-c), respectively. We
perform all simulations twice. During the first run (the adiabatic case), we
model transmon qubits as adiabatic anharmonic oscillators, see Sec. 3.6 and
5.2. During the second run (the non-adiabatic case), we model transmon
qubits as non-adiabatic anharmonic oscillators, see Sec. 3.6 and 5.2. The
approximation we discuss in this section is often used in the literature, see
for example Refs. [Fox+20; Gu+21; Rol+19; Rot+17; McK+16; Bak+22;
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Yan+18; Bla+21] .

In our simulations, we realise the CZg; gates with two types of control
pulses, namely the UMP given by Eq. (6.3) and BMP given by Eq. (6.4), see
Fig. 6.2(b-c), respectively. Since the BMP in Fig. 6.2(c) exhibits a fast falling
pulse flank at around half of the pulse time 7},, we expect the deviations
between the adiabatic and non-adiabatic case to be larger for the BMP.
Furthermore, for both control pulses we find (data not shown) that the time
derivative ¢(t) of the external flux is practically zero for most of the pulse
duration. Therefore, the deviations between both models should originate
from the pulse flanks of the control pulses, see Fig. 6.2(b-c).

We first discuss the simulation results obtained with the UMP and the
control pulse parameters listed in Tables A.7-A.8 first rows and then the
simulation results acquired with the BMP and the control pulse parameters
listed in Tables A.7-A.8 first and second rows.

Table 6.4 shows the diamond distance p, given by Egs. (6.24) and (6.25),
the average infidelity ju,,, in Eq. (6.19), the leakage measure fircak given by
Eq. (6.20) and the statistical distance psp in Eq. (6.6) for CZg; gates exe-
cuted on the two-qubit (first and second row), three-qubit (third and fourth
row) and four-qubit (fifth and second sixth) NIGQCs illustrated in Fig. 6.1(a-
c), respectively. The statistical distance is obtained for the computational
state |0,0,0,0). The odd (even) row numbers show the results obtained
with the adiabatic (non-adiabatic) effective Hamiltonian Eq. (3.117) and the
UMP. The simulation parameters we use are discussed at the beginning of
this section.
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Table 6.4: Gate-error quantifiers for the CZg; gate executed on the two-qubit,
three-qubit and four-qubit NIGQC:s illustrated in Figs. 6.1(a-c), respectively.
Here we use the UMP to implement the CZ gates. The first column shows
the target gate. The second column shows the type of effective Hamiltonian
we use to describe the transmon qubits, see Egs. (3.109) and (3.110). The
third column shows figure references for the different NIGQCs we model.
The fourth column shows the diamond distance p, given by Egs. (6.24) and
(6.25). The fifth column shows the average infidelity i, in Eq. (6.19).
The sixth column shows the leakage measure peax given by Eq. (6.20). The
seventh column shows the statistical distance pgp in Eq. (6.6) for the initial
state |0,0,0,0). We use the device parameters listed in Table 6.1, the control
pulse parameters listed in Table A.8, Table A.10 and Table A.12 first rows
and the effective Hamiltonian Eq. (3.117) to obtain the results.

Gate Adiabatic System Iho HF aug ILeak USD

CZo,1 Yes Figs. 6.1(a) 0.0424 0.0012 0.0005 0.0012
CZp 1 No Figs. 6.1(a) 0.0425 0.0012 0.0005 0.0012
CZo,1 Yes Figs. 6.1(b) 0.0569 0.0033 0.0017 0.0026
CZo,1 No Figs. 6.1(b) 0.0574 0.0033 0.0017 0.0026
CZp 1 Yes Figs. 6.1(c) 0.0514 0.0040 0.0028 0.0025
CZo,1 No Figs. 6.1(c) 0.0509 0.0040 0.0028 0.0025

We can see (first and second rows) that the diamond distance for the
two-qubit NIGQC modelled with the non-adiabatic effective Hamiltonian
Eq. (3.117) is affected by the fourth decimal. Furthermore, the diamond
distances for the three-qubit and four-qubit NIGQCs modelled with the non-
adiabatic effective Hamiltonian Eq. (3.117) are affected by the third decimal.
All other gate-error quantifiers are not affected up to the fourth decimal.

Figures 6.8(a-1) show the diamond distance j,(a,c,e,g,i,k) given by Egs. (6.24)
and (6.25) and the average infidelity pup,,, (b,d,f,h,j,1) in Eq. (6.19) as func-
tions of the number of gates executed on the two-qubit(a-d), three-qubit(e-h)
and four-qubit(i-1) NIGQCs illustrated in Figs. 6.1(a-c), respectively. The
results for the CZ and CNOT gate repetition programs are displayed in
panels(a,b,e,f)i,j) and panels(c,d,g,h k1), respectively. Here we use UMPs
to realise the CZp; gates. The results obtained with the adiabatic (non-
adiabatic) effective Hamiltonian Eq. (3.117) are presented as a solid (dashed)
blue (green) line. The simulation parameters we use are discussed at the be-
ginning of this section.

Overall, we can observe that the results for the adiabatic and non-adiabatic
case show a good qualitative agreement. In panels(a,c,d,e,g,i) deviations be-
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Figure 6.8: Gate-error metrics diamond distance u.(a,e,i,c,gk) given by
Egs. (6.24) and (6.25) and average infidelity pup,,,(b.fj,d,h]l) given by
Eq. (6.19) as functions of the number of gates executed on the two-qubit(a-d),
three-qubit(e-h) and four-qubit(i-1) NIGQCs illustrated in Figs. 6.1(a-c), re-
spectively. The different NIGQCs execute the same programs, namely a pro-
gram with forty CZg1(a,b,e,f,i,j) instructions and forty CNOT;(c,d,g,h,k,1)
instructions. Note that all CNOT gates are implemented by means of two
MPs and one UMP. The programs are executed two times on each NIGQC.
During the first run (blue solid line) we model the transmon qubits as adia-
batic anharmonic oscillators, see Eq. (3.110). During the second run (green
dashed line) we model the transmon qubits as non-adiabatic anharmonic os-
cillators, see Eq. (3.109). We use the device parameter listed in Table 6.1, the
control pulse parameters listed in Tables A.7-A.12 first rows and the effective
Hamiltonian Eq. (3.117) to obtain the results.
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tween both models seem to grow with the number of gates executed on the
various NIGQCs. In panels(b,f,h,j,k,1) the deviations are barely noticeable.

We should probably emphasise that the UMPs we use in this section are
rather long if we compare them with other instances which can be found in
the literture, see for example Ref. [Fox+20]. Obviously, one cannot generalise
the results presented in this section and conclude that modelling transmon
qubits without the non-adiabatic drive term in Eq. (3.121) is justified. We
now turn our attention to the results for BMPs.

Table 6.4 shows the diamond distance p, in Eqgs. (6.24) and (6.25), the
average infidelity pup,,, given by Eq. (6.19), the leakage measure fipca in
Eq. (6.20) and the statistical distance pgp given by Eq. (6.6) for CZ,; gates
executed on the two-qubit (first and second row), three-qubit (third and
fourth row) and four-qubit (fifth and second sixth) NIGQCs illustrated in
Fig. 6.1(a~c), respectively. The statistical distance is obtained for the com-
putational state |0,0,0,0). The odd (even) row numbers show the results ob-
tained with the adiabatic (non-adiabatic) effective Hamiltonian Eq. (3.117)
and the BMP. The simulation parameters we use are discussed at the begin-
ning of this section.

Table 6.5: Gate-error quantifiers for the CZg; gate executed on the two-
qubit, three-qubit and four-qubit NIGQCs illustrated in Figs. 6.1(a-c), re-
spectively. Here we use the BMP to implement the CZ gates. The rows
and columns show the same unit-less quantities as Table 6.4. We use the
device parameters listed in Table 6.1, the control pulse parameters listed in
Table A.8, Table A.10 and Table A.12 second rows and the effective Hamil-
tonian Eq. (3.117) to obtain the results.

Gate Adiabatic System Lo HF g [Leak 1SD

CZp,1 Yes Figs. 6.1(a) 0.0167 0.0006 0.0005 0.0004
CZo,1 No Figs. 6.1(a) 0.0195 0.0007 0.0005 0.0004
CZo,1 Yes Figs. 6.1(b) 0.0306 0.0042 0.0036 0.0020
CZp,1 No Figs. 6.1(b) 0.0336 0.0042 0.0035 0.0019
CZo,1 Yes Figs. 6.1(c) 0.0415 0.0043 0.0035 0.0024
CZo No Figs. 6.1(c) 0.0435 0.0044 0.0035 0.0024

If we consider the results for the two-qubit, three-qubit and four-qubit
cases, we can see that the diamond distances are all affected by the third
decimal. Furthermore, most average infidelities are affected by the fourth
decimal. The leakage measure and the statistical distance are only affected
in one case, i.e. for the three-qubit case.
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Figure 6.9: Gate-error metrics diamond distance pu.(a,e,i,c,gk) given by
Egs. (6.24) and (6.25) and average infidelity pup,,,(b.fj,d,h]l) given by
Eq. (6.19) as functions of the number of gates executed on the two-qubit(a-d),
three-qubit(e-h) and four-qubit(i-1) NIGQCs illustrated in Figs. 6.1(a-c), re-
spectively. The different NIGQCs execute the same programs, namely a pro-
gram with forty CZg1(a,b,e,f,i,j) instructions and forty CNOT;(c,d,g,h,k,1)
instructions. Note that all CNOT gates are implemented by means of two
MPs and one BMP. The programs are executed two times on each NIGQC.
During the first run (blue solid line) we model the transmon qubits as adia-
batic anharmonic oscillators, see Eq. (3.110). During the second run (green
dashed line) we model the transmon qubits as non-adiabatic anharmonic os-
cillators, see Eq. (3.109). We use the device parameter listed in Table 6.1, the
control pulse parameters listed in Tables A.7-A.12 and the effective Hamil-
tonian Eq. (3.117) to obtain the results.
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Figures 6.9(a-1) show the diamond distance i, (a,c,e,g,i,k) given by Egs. (6.24)

and (6.25) and the average infidelity pr,,,(b,d,f,h,j,1) in Eq. (6.19) as func-
tions of the number of gates executed on the two-qubit(a-d), three-qubit(e-h)
and four-qubit(i-1) NIGQCs illustrated in Figs. 6.1(a-c), respectively. The
results for the CZ and CNOT gate repetition programs are displayed in
panels(a,b,e,f)i,j) and panels(c,d,g,h k1), respectively. Here we use BMPs
to realise the CZg; gates. The results obtained with the adiabatic (non-
adiabatic) effective Hamiltonian Eq. (3.117) are presented as a solid (dashed)
blue (green) line. The simulation parameters we use are discussed at the be-
ginning of this section.

As can be seen, the small numerical deviations we discussed in the context
of Table 6.5 can over time substantially affect the quantitative and qualitative
behaviour of the gate-error trajectories acquired with the adiabatic effective
Hamiltonian Eq. (3.117). Additionally, the deviations between the adiabatic
and non-adiabatic case are larger for the simulation scenario where we realise
the CZy; gates with BMPs instead of the UMPs. Here again, we should
emphasise that the UMPs and BMPs are very similar pulses, except for the
fast falling pulse flank at around half of the pulse time 7}, see Fig. 6.2(b-c).

If we compare Figs. 6.8(a-1) and Figs. 6.9(a-1), we find that the qualita-
tive and quantitative behaviour of the gate-error trajectories obtained with
UMPs and BMPs and the corresponding independently optimised control
pulse parameters is often rather different. Note that the remaining simula-
tion parameters are identical for both cases. We can potentially explain this
observation by considering the results discussed in Sec. 6.7. Here we found
that the qualitative and quantitative behaviour of gate-error trajectories is of-
ten affected by small changes in the control pulse parameters. Consequently,
since we optimised the control pulse parameters for the UMPs and BMPs
independently, the deviations between Figs. 6.8(a-1) and Figs. 6.9(a-1) can
also be caused by the different control pulse parameters we use to obtain the
results. Obviously, this explanation is not conclusive.

In this section we discussed results located at the small border between the
adiabatic and non-adiabatic effective models. We emphasise that the BMPs
we use in this section have rather long pulse durations. For example, the
authors of Ref. [Rol419] investigate a device that consists of two transmon
qubits coupled via a resonator. Here, the transmon qubits are modelled as
adiabatic anharmonic oscillators and the BMPs which are used to realise CZ
gates are about 40 ns long. The numerical results presented in Ref. [Rol+19]
are likely to change once the transmon qubits are no longer modelled as
adiabatic anharmonic oscillators. Furthermore, we emphasise that we only
discussed the case where one of the transmon qubits was modelled non-
adiabatically. Consequently, we may observe larger deviations for programs
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where more than one non-adiabatically modelled transmon qubit experiences
a flux drive.

The results discussed in this section are only concerned with a single
seemingly justified and often applied approximation. However, it is usually
the case that an effective Hamiltonian is the result of numerous approxi-
mations, see Chap. 5. Therefore, it seems impossible to decide whether or
not an approximation (assumption) that can substantially affect the time-
evolution of a system is justified or not. Obviously, here we consider scenarios
where gate-error metrics like the diamond distance or the average infidelity
are obtained by simulating the time-evolution of a system. As in one of
the previous sections, we exclude the unlikely case that the truncated time-
evolution operators, see Egs. (6.27) and (6.15), are known to be the same for
both models.

The data presented in this section lead the author of this thesis to ad-
vocate the view that every additional approximation or assumption leads
to a new independent NIGQC model. Furthermore, the results presented
in this section lead the author of this thesis to conjecture that the qualita-
tive and quantitative behaviour of gate-error trajectories emerges due to a
complex interplay of small deviations with respect to the target gates which
occur over time. Note that the adiabatic and non-adiabatic effective Hamil-
tonian Eq. (3.117) only deviate for small time intervals, where ¢(t) # 0 and
still we can observe how the gate-error trajectories for the different cases
often diverge as time progresses. Certainly, gate errors in NIGQC models
usually do not add up linearly.

6.9 Summary, Discussion and Conclusions

In this chapter we studied sequences of gate errors, in the form of gate-
error quantifiers, that emerge if one repeatedly executes a gate on one of the
two-qubit, three-qubit and four-qubit NIGQCs illustrated in Figs. 6.1(a-c),
respectively. We call these sequences gate-error trajectories. The state of a
NIGQC is by assumption completely determined by a time-dependent state
vector |¥(t)) and the time-evolution of this state vector is, also by assump-
tion, governed by the TDSE and a time-dependent model Hamiltonian H (t).
We used the circuit Hamiltonian Eq. (3.114) and the effective Hamiltonian
Eq. (3.117) to model the time-evolution of various NIGQCs. In Secs. 6.1-6.3
we specified the model. First, in Sec. 6.1, we introduced the device architec-
ture and the device parameters, see Figs. 6.1(a-c) and Table 6.1. Next, in
Sec. 6.2, we introduced the control pulses used to realise the different gates.
The single-qubit R (7 /2) rotations are implemented with microwave pulses
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(MPs), see Fig. 6.2(a). The two-qubit CZ gates are realised with unimodal
pulses (UMPs), see Fig. 6.2(b) and bimodal pulses (BMPs), see Fig. 6.2(c).
Then, in Sec. 6.3, we introduced the gate-error quantifiers used to assess to
what extent the state of a NIGQC and the state of the IGQC deviate from one
another for a given sequence of gates. Here, we discussed the diamond dis-
tance given by Egs. (6.24) and (6.25), the average infidelity in Eq. (6.19), the
leakage measure given by Eq. (6.20) and the statistical distance in Eq. (6.6).
The main results in this chapter are presented in Secs. 6.4-6.8.

In Sec. 6.4 we discussed the energy levels of the four-qubit NIGQC illus-
trated in Figs. 6.1(c) as functions of the external flux ¢. Here we used the
circuit Hamiltonian Eq. (3.114) to obtain the results presented in Figs. 6.4(a-
c¢). We also discussed the relevance of the spectrum for the two-qubit gates
we implement and identified a problem that can potentially limit the scaling
capabilities of the device architecture we studied in this chapter.

In Sec. 6.5 we discussed the gate-error metrics for the elementary gate
sets, see Fig. 6.5, obtained with the optimised control pulse parameters, see
Tables A.1-A.12. Here we used the circuit Hamiltonian Eq. (3.114) and the
effective Hamiltonian Eq. (3.117) to obtain the results. We found that the
gate-error metrics increase with the system size and discussed two potential,
not mutually, exclusive causes for this trend.

In Sec. 6.6 we discussed how modelling the four-qubit NIGQC illustrated
in Figs. 6.1(c) with four and sixteen basis states affects the gate-error quan-
tifiers. Here we used the circuit Hamiltonian Eq. (3.114) and MP for the
simulations of R (7 /2) single-qubit gates. The results are displayed in Ta-
ble 6.2 and Figs. 6.6(a-d). We found that after one (twenty) R® (r/2) gates
the diamond distance and the average infidelity for the two different numbers
of basis states exhibit deviations at the order of 0.1% (10%). Furthermore, we
found that the deviations for the leakage measure and the statistical distance
are smaller by about a factor of one hundred. These results can potentially be
explained by the fact that the leakage measure and the statistical distance
can be expressed solely in terms of the squares of the state vector ampli-
tudes. Note that gate-error quantifiers are often modelled with two or three
basis states only, see for example Refs. [Gu+21; Wit+21; McK+16; Rot+17;
Rol+19; Yan+18].

In Sec. 6.7 we discussed how modelling the two-qubit, three-qubit and
four-qubit NIGQCs illustrated in Figs. 6.1(a-c) with slightly different con-
trol pulse parameters affects the gate-error quantifiers. Here we used the
circuit Hamiltonian Eq. (3.114) for the simulations of CNOT; = HyCZ1Hy
gates. The results are displayed in Table 6.3 and Figs. 6.7(a-f). We used the
pulse amplitude § = dy + A, where Jg refers to the optimised control pulse
amplitude and Ad/2r € {0,107%,1075, 10~} denotes the offset value used
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to model the parameter change, to realise the CZ; gates with UMPs. We
found that all non-zero offset values affect the diamond distance to some ex-
tent and most non-zero offset values affect the average infidelity. The leakage
measure and the statistical distance were less affected. Furthermore, we no-
ticed some type of tipping behaviour for the offset value A§ = 1074, i.e. , for
this offset value, the qualitative and quantitative behaviour of the gate-error
trajectories changed substantially. Note that we found this type of tipping
behaviour for all three NIGQCs, see Fig. 6.1(a-c). We also converted the
offset value Ad/2m = 107° for the external flux Ad®, = (PrAJ)/2m from We-
ber to Tesla and found that gate-error metrics are sensitive to field strengths
of about 10~!! Tesla. Here, we used an area size of ten by ten microme-
ter, see Ref. [RMC22]. In comparison, the earth’s magnetic field is about
1075 Tesla strong. Additionally, we found that the gate-error trajectories in
Figs. 6.7(a-f) exhibit interesting non-linear behaviour.

In Sec. 6.8 we discussed how modelling the transmon qubits which consti-
tute the two-qubit, three-qubit and four-qubit NIGQCs illustrated in Figs. 6.1
(a-c) as adiabatic and non-adiabatic anharmonic oscillators, see Egs. (3.110)
and (3.109), affects the gate-error quantifiers. Here we used the effective
Hamiltonian Eq. (3.117) for the simulations of CZg ; and CNOTy; = HoCZq 1 Ho
gates with UMPs and BMPs. The results are displayed in Table 6.4 and 6.5
as well as Figs. 6.8(a-1) and Figs. 6.9(a-1). For the cases where we realised
the CZg; gates with UMPs we found deviations between 0.001% (for the ex-
ecution of a single CZg; gate, compare Table 6.4 first and second rows) and
20% (for the execution of forty CZy, gates, see Fig. 6.8(a)) for the diamond
distance. For the remaining gate-error quantifiers we found smaller devia-
tions. Additionally, for most cases the qualitative behaviour of the gate-error
trajectories is barely affected by the approximation. The BMP seems to jus-
tify the approximation to a lesser extent, see Figs. 6.2(b-c) and in fact we
found larger qualitative and quantitative deviations once we used BMPs to
realise CZg; gates. Furthermore, we found that the gate-error trajectories
for the CZ and CNOT gate repetition programs show interesting non-linear
behaviour. Additionally, the qualitative behaviour of the gate-error trajecto-
ries that emerges by executing both programs can be substantially different.
Therefore, the author of this thesis stated the conjecture that the qualita-
tive and quantitative behaviour of gate-error trajectories emerges due to a
complex interplay of small deviations with respect to the target gates which
occur over time. Certainly, gate errors in the form of gate-error metrics, in
NIGQC models usually do not add up linearly.

The results presented in this chapter, see Secs. 6.5-6.8, show that making
even minor changes to a NIGQC model can affect the computation of gate-
error metrics like the diamond distance and the average infidelity. On the
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one hand, the mathematical relations used to obtain the gate-error metrics
make the data we saw seem trivial, see Fig. 6.3. On the other hand, it is
worth knowing to what extent the gate-error metrics are affected by changes
in the model. Additionally, in Secs. 6.6-6.8 we focused on individual aspects
of the model that can affect the computation of gate-error metrics. However,
it is not too difficult to imagine what occurs once we start to combine the
individual aspects by changing several aspects of the model at the same time,
in such a case it seems highly unlikely that we are still able to establish a
root cause for the varying gate-error metrics, i.e. the gate errors.

Therefore, the data discussed in this chapter leads the author of this the-
sis to conclude that almost all assumptions (approximations) we make with
regard to the model can substantially affect the gate-error metrics. For this
reason, the author of this thesis advocates the view that every additional
approximation or assumption leads to a new independent NIGQC model.
Here we exclude the unlikely case that the truncated time-evolution opera-
tors, see Eqs. (6.27) and (6.15), are known to be the same for the different
models. The results presented in this chapter were selected to emphasise the
small border between different NIGQC models. The author of this thesis is
aware of various simulation scenarios where the deviations between different
NIGQC models are of greater extent. However, the data presented was also
selected to add evidence to the conjecture that the qualitative and quantita-
tive behaviour of gate-error trajectories emerges due to a complex interplay
of small deviations with respect to the target gates which occur over time.

In Secs. 6.6-6.8 we found that close values for the diamond distance and
average infidelity for a target gate can result in substantially different quali-
tative behaviour of the gate-error metrics that emerge over time if we repeat
the target gate several times. This leads the author of this thesis to conclude
that the gate-error metrics alone cannot be used to predict the future be-
haviour of the sequence of gate-error metrics that emerges over time, let alone
the performance of actual programs (algorithms). The data we discussed was
obtained with the circuit Hamiltonian Eq. (3.114) and the effective Hamilto-
nian Eq. (3.117). Consequently, this is not a feature of one particular NIGQC
model. Furthermore, the authors of Refs. [Wil417; Wil20a] found similar ev-
idence for a different device architecture modelled with a circuit Hamiltonian.
Therefore, this is not a feature of one particular device architecture either.
Hence, the author of this thesis advocates the view that gate-error metrics
are at most a measure of closeness for a selected point in time. Certainly,
gate-error metrics are not good predictors for future behaviour of a system.
This finding is something we could have anticipated since the gate-error met-
rics have been derived in the context of the IGQC model. Changes of the
state vector in this model are by assumption modelled as if they occur instan-
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taneously. However, the future state of the system is always, by assumption,
governed by the TDSE. Consequently, from a theoretical point of view there
seems to be no reason to believe that gate-error metrics alone can be used
to predict the time evolution of a system.

The discussion so far leads to the following line of reasoning. If we cannot
even conclusively compare two NIGQC models and determine the root cause
for the deviations between two models, how can we actually investigate gate
errors in the form of gate-error metrics like the diamond distance and the
average infidelity in PGQCs? Additionally, in Sec. 2.6 and the introduction
to this chapter we already discussed several issues which affect the time evo-
lution of PGQCs. Note that even the seemingly more complicated circuit
Hamiltonian Eq. (3.114) which is based on the lumped-element approxima-
tion, see Sec. 3.1, does not take into account all of the issues discussed in the
literature. Also, so far we did not take into account that measuring the state
of the system is a non-trivial problem in itself, see Sec. 2.6. Adding all these
factors to the uncertainties that the complex experimental setup, again see
Sec. 2.6, already provides makes it seem impossible that a robust study of
gate errors in the form of gate-error metrics like the diamond distance and
the average infidelity is possible. All these issues lead the author of this the-
sis to advocate the view that the assessment of PGQCs should not be based
on the seemingly fragile gate-error metrics considered in this chapter but on
benchmark protocols like the ones discussed in Refs. [Wil+17; Mic+17].
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Summary, concluding remarks and
outlook

In Chap. 1 we provided an introduction to this thesis. Next, in Chap. 2, we
reviewed the model of the ideal gate-based quantum computer (IGQC), see
Secs. 2.1-2.5 and provided a distinction between the IGQC model, prototype
gate-based quantum computers (PGQCs) and non-ideal gate-based quantum
computers (NIGQCs), i.e. the time-dependent Hamiltonian models used to
describe the time evolution of transmon systems in this thesis.

Then, in Chap. 3, we discussed the lumped-element approximation which
provides the mathematical relations used to obtain circuit Hamiltonians, see
Sec. 3.1. Furthermore, we reviewed the circuit quantisation formalism, see
Sec. 3.2 and derived circuit Hamiltonians for LC resonators, fixed-frequency
and flux-tunable transmons, see Sec. 3.3 and 3.4. Additionally, we provided
clear and concise derivations of effective Hamiltonians for fixed-frequency
and flux-tunable transmons, see Sec. 3.4. At the end of this chapter, we
used these subsystems to define a many-particle circuit Hamiltonian (3.114)
and an associated effective Hamiltonian Eq. (3.117), see Sec. 3.5 and 3.6
respectively. The interactions between the different subsystems are modelled
as dipole-dipole interactions.

Afterwards, in Chap. 4, we reviewed the fundamental problems that we
face if we numerically solve the TDSE for most time-dependent Hamilto-
nians, see Sec. 4.1. Furthermore, we provided a general discussion of the
product-formula approach which can potentially be used to mitigate these
problems, see Sec. 4.2 and discussed the product-formula algorithms used
to solve the TDSE for the effective Hamiltonian Eq. (3.117) and the circuit
Hamiltonian Eq. (3.114), see Sec. 4.3 and 4.4 respectively. Additionally, we
reported on attempts to numerically solve the TDSE for the circuit Hamil-
tonian Eq. (3.114) in two alternative bases. At the end of this chapter,
we discussed the update rules used to implement the product-formula algo-
rithms in the simulation software and provided an overview of the simulation
software itself, see Sec. 4.6 and 4.7 respectively.
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Next, in Chap. 5, we studied how various approximations affect the time
evolution of transmon systems modelled with the TDSE and the effective
Hamiltonian Eq. (3.117). Additionally, we compared the time evolution of
the circuit Hamiltonian Eq. (3.114) with the one of the effective Hamilto-
nian Eq. (3.117) for selected scenarios. Note that in this chapter we only
considered the probability amplitudes relevant to the transitions which we
study and transitions which can be activated by means of an external flux.
We focused on three systems: a single flux-tunable transmon and two two-
qubit device architectures, see Figs. 5.1(a-b). For the case of the single flux-
tunable transmon, we found that the non-adiabatic effective Hamiltonian
Eq. (3.109) covers at least some of the dynamic aspects of the associated
circuit Hamiltonian Eq. (3.61), see Sec. 5.2. For device architecture I, see
Fig. 5.1(a), we identified resonant transitions which are seemingly suppressed
in the adiabatic effective model, see Sec. 5.3. Note that these transitions can
be modelled with the non-adiabatic effective Hamiltonian Eq. (3.117) and the
circuit Hamiltonian Eq. (3.114). Furthermore, we found that nominal small
time-dependent oscillations, see Fig. 5.10(b), of the dipole-dipole interaction
strength can substantially affect the ISWAP and CZ transitions modelled in
Sec. 5.4. Additionally, we also found that the ISWAP and CZ transitions,
i.e. the corresponding probability amplitudes, modelled in Sec. 5.4 are barely
affected by the non-adiabatic driving term in Eq. (3.121). For device archi-
tecture II, see Fig. 5.1(b), we also identified resonant transitions which are
seemingly suppressed in the adiabatic effective model, see Sec. 5.5. Again,
these transitions can be modelled with the non-adiabatic effective Hamilto-
nian Eq. (3.117) and the circuit Hamiltonian Eq. (3.114). Additionally, we
found that nominal large time-dependent reductions, see Fig. 5.17(b), of the
dipole-dipole interaction strength affect the ISWAP and CZ transitions mod-
elled in Sec. 5.6 to a lesser extent, cf. the results discussed in Sec. 5.4 and 5.6.
Furthermore, we found that the ISWAP and CZ transitions, i.e. the corre-
sponding probability amplitudes, modelled in Sec. 5.6 are barely influenced
by the non-adiabatic driving term in Eq. (3.121).

Then, in Chap. 6, we investigated how susceptible certain gate-error quan-
tifiers are to the approximations which make up the simulation model. Here,
we considered the diamond distance, the average infidelity, a leakage measure
and the statistical distance, see Sec. 6.3. Note that while the statistical dis-
tance and the leakage measure can be expressed solely in terms of probability
amplitudes, the gate-error metrics diamond distance and average infidelity
take into account the phases of the system. In this chapter we executed
R@(x/2), CZ and CNOT gate repetition programs on the two-qubit, three-
qubit and four-qubit NIGQCs illustrated in Figs. 6.1(a-c). Note that in this
chapter we only considered device architecture II, cf. Chap. 5. We found that
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several aspects of the simulation model clearly affect the gate-error metrics
diamond distance and average infidelity, see Secs. 6.6-6.8. First, in Sec. 6.6
we considered how the number of basis states used to model the dynamics
of the system can influence the gate-error quantifiers we compute, see Ta-
ble 6.2 and Figs. 6.6(a-d). Then, in Sec. 6.7, we studied how changing the
control pulse parameters can affect the gate-error quantifiers we compute,
see Table 6.3 and Figs. 6.7(a-f). Afterwards, in Sec. 6.8 we considered how
neglecting the non-adiabatic driving term in Eq. (3.121) can influence the
gate-error quantifiers we compute, see Table 6.4 and 6.5, Figs. 6.8(a-1) and
Figs. 6.9(a-1). The statistical distance and the leakage measure are affected
to a lesser extent. Additionally, we found that gate errors in the form of
gate-error metrics like the diamond distance and the average infidelity often
do not behave linearly as a function of the number of gates executed on the
different NIGQCs, see for example Figs. 6.8(a-1). In this regard, we should
mention that, like the authors of Refs. [Wil417; Wil20a], we found evidence
that gate-error metrics like the diamond distance and the average infidelity
are poor predictors of future gate errors which emerge over time. We also
provided a clear and concise explanation for this finding, see Sec. 6.9. Fur-
thermore, we identified potential problems for the scaling capabilities of the
device architecture studied in Chap. 6, see Sec. 6.4 and 6.5.

The results presented in this work lead the author of this thesis to make
the following concluding remarks. From the author’s perspective the find-
ings in Chap. 5 seem more than just plausible for the following reason. As
long as we cannot proof that two time-evolution operators, see Eq. (4.2), for
two different models are the same or close for the moments in time which
are of interest to the physical scenario we investigate, we should not assume
that the two different models make similar predictions for the same physical
scenario. We already discussed this argument at the end of Sec. 3.4, 5.7 and
6.9. The results regarding the time dependence of the interaction strength in
the effective model presented in Sec. 5.4 and 5.6 provide a striking example
for a case where the intuitive argument that the nominal small oscillations
in the dipole-dipole interaction strength, see Fig. 5.10(b), are negligible fails.
Furthermore, these results become even more intriguing once we highlight
the fact that the nominal much larger reduction in the time-dependent inter-
action strength shown in Fig. 5.17(b) affects the time evolution of a different
system to a lesser extent. Also, dropping the driving term in Eq. (3.121)
seems to result in the suppression of all sorts of transitions, see Sec. 5.3 and
5.5. Overall, the results in Chap. 5 show that modelling the time evolution
of quantum systems is a difficult task since we cannot decide beforehand
which dependencies are relevant to the problem at hand. Obviously, making
intuitive decisions regarding the model can lead to unintended consequences.
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Furthermore, in Chap. 6 we saw that theoretically sophisticated gate-error
metrics like the diamond distance and the average infidelity are poor pre-
dictors for the future behaviour of the system. This finding seems trivial
once we acknowledge the fact that the TDSE in Eq. (4.1) still governs the
time evolution of the system and not only the gate-error metrics derived
in the theoretical context of the static IGQC model. Additionally, since
most approximations (assumptions) seem to clearly affect gate-error metrics,
the author of this thesis advocates the view that every additional approxi-
mation (assumption) leads to a new independent NIGQC model. In other
words, in almost all cases, we simply cannot easily estimate how modifying
a model Hamiltonian affects the time evolution which is generated by the
time-evolution operator in Eq. (4.2). Here, we exclude the unlikely case that
the time-evolution operators, see Eq. (4.2), are known to be the same for the
different models. The author of this thesis would like to make one final re-
mark regarding the results presented in this thesis. Some authors emphasise
the relevance of their research regarding PGQCs or NIGQC models by high-
lighting the aspects which seem relevant to the field of gate-based quantum
computing, i.e. to the realisation of a fully functioning real-world gate-based
quantum computer. The author of this thesis would like to highlight a dif-
ferent aspect of this type of work. The study of PGQCs and the associated
NIGQC models allows us to learn more about the subtle issues that affect
the time evolution of driven quantum systems.

The results presented in this work lead the author of this thesis to high-
light the following future research opportunities. A review of the literature
suggests, see Refs. [McK+16; Rot+17; Yan+18; Fox+20; Gu+21; Gan+20;
McK+17; Did+18; Mot+09; Rol+19] and more, that it is more common
to simplify NIGQC models which aim to describe superconducting PGQCs
based on transmon qubits than to add more complexity to them. If we use
real-time simulations to describe the dynamics of PGQCs, it seems more
plausible to find a more balanced approach to the problem at hand. On the
one hand, we would like to work with models which take into account all the
relevant factors, see Sec. 2.6. On the other hand, we find that these models
are usually not solvable, numerically and/or analytically. However, we are
also aware of the fact that NIGQC models are rather fragile. Consequently,
it seems plausible to strategically remove certain aspects of the model which
prevent a solution but at the same time to add additional complexity in
terms of variables like system size. However, we should have at least a rudi-
mentary understanding of the approximations (assumptions) we make, see
Chap. 5. For example, we could use the effective Hamiltonian Eq. (3.117)
as the generator of the dynamics and add the read-out resonators and the
measurement process to the simulation model, see Sec. 2.6. Since we use a
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computer model to do so, we can turn on and off this aspect of the model
and study how the measurement process itself affects the data acquisition.
Note that this is only one aspect which could be integrated into the model.
We should also take into account how susceptible gate-error metrics like the
diamond distance and the average infidelity are. Consequently, it seems plau-
sible to focus on modelling more robust quantities first, i.e. quantities which
can be expressed in terms of probability amplitudes, see Chap. 6. Addition-
ally, the author of this thesis was not able to find a satisfactory theoretical
explanation for the time-dependent interaction strength effect discussed in
Sec. 5.4 and 5.6. Hopefully other researchers are more successful in solving
this intriguing problem. Note that parts of the simulation software used to
obtain the results in this thesis are available as open source software, see
Ref. [Lag20].
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Appendices

A Tables with control pulse parameters for
different NIGQC models

Table A.1: Control pulse parameters for single-qubit R (7/2) gates imple-
mented with the microwave pulse (MP) in Eq. (6.2). The first column shows
the gate we model. The second column shows the pulse duration 7Ty in ns.
The third column shows the drive frequency w®) in GHz. The fourth column
shows the unit-less pulse amplitude parameter a. The fifth column shows the
nameless parameter o in ns. The sixth column displays the DRAG amplitude
b in ns. We use these parameters to model the two-qubit NIGQC illustrated
in Fig. 6.1(a) with the circuit Hamiltonian Eq. (3.114).

Gate Ty w®) /or a o b
R\ (7/2) 52250 4.196 0.004 12.082 0.072
R (r/2) 52950 5.195 0.005 10.000 0.070




Table A.2: Control pulse parameters for two-qubit CZ gates implemented
with the unimodal pulse (UMP) in Eq. (6.3). The first column shows the
gate we model. The second column shows the pulse type we use. The third
column shows the pulse time 7}, in ns. The fourth column shows the pulse
duration T, in ns. The fifth column shows the unit-less pulse amplitude 9.
The sixth column displays the nameless parameter ¢ in ns. The parameter
in column six allows us to control the pulse flanks. We use these parameters
to model the two-qubit NIGQC illustrated in Fig. 6.1(a) with the circuit
Hamiltonian Eq. (3.114).

Gate Pulse Ty Tq §/2m o
CZp,1 UMP 99.835 125.000 0.392 1.313

Table A.3: Control pulse parameters for single-qubit R®(7/2) gates im-
plemented with the microwave pulse (MP) in Eq. (6.2). The units in this
table are the same as in Table A.1. We use these parameters to model the
three-qubit NIGQC illustrated in Fig. 6.1(b) with the circuit Hamiltonian
Eq. (3.114).

Gate Ty w® /2r a o b

RY(r/2) 52250 4.196 0.004 12.093 0.168
RW(x/2)  52.950 5.190 0.004 9.997 0.067
R{(x/2) 52950 5.695 0.004 10.011 0.066

Table A.4: Control pulse parameters for two-qubit CZ gates implemented
with the unimodal pulse (UMP) in Eq. (6.3). The units in this table are the
same as in Table A.2. We use these parameters to model the three-qubit
NIGQC illustrated in Fig. 6.1(b) with the circuit Hamiltonian Eq. (3.114).

Gate Pulse T, Ty d/2m o
CZp,1 UMP 96.026 125.000 0.391 1.823
CZi2 UMP 75.367 110.000 0.276 0.513
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Table A.5: Control pulse parameters for single-qubit R®(7/2) gates im-
plemented with the microwave pulse (MP) in Eq. (6.2). The units in this
table are the same as in Table A.1. We use these parameters to model the
four-qubit NIGQC illustrated in Fig. 6.1(c) with the circuit Hamiltonian
Eq. (3.114).

Gate Ty w®) /2x a o b
Wr/2)  52.250 4193 0.004 12.378 0.047
’(w/2) 52.950 5.190 0.004 10.255 0.063

R2 2 (r/2)  52.950 5.689 0.004 10.312 0.065
R{P(x/2) 52950 4.951 0.005 10.191 0.012

Table A.6: Control pulse parameters for two-qubit CZ gates implemented
with the unimodal pulse (UMP) in Eq. (6.3). The units in this table are
the same as in Table A.2. We use these parameters to model the four-qubit
NIGQC illustrated in Fig. 6.1(c) with the circuit Hamiltonian Eq. (3.114).

Gate Pulse T, Ty §/2m o

CZo,1 UMP 100.241 125.000 0.392 1.283
CZ1 UMP 68.046 90.000 0.275 0.182
CZsy3 UMP 80.500 94.000 0.320 0.500
CZo3 UMP 97.708 116.000 0.353 1.458

Table A.7: Control pulse parameters for single-qubit R®(7/2) gates im-
plemented with the microwave pulse (MP) in Eq. (6.2). The units in this
table are the same as in Table A.1. We use these parameters to model the
two-qubit NIGQC illustrated in Fig. 6.1(a) with the effective Hamiltonian
Eq. (3.117).

Gate T, w®) /or a o b
R (x/2) 52250 4.196 0.058 12.082 0.072
R (r/2) 52950 5.195 0.065 10.000 0.070
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Table A.8: Control pulse parameters for two-qubit CZ gates implemented
with the unimodal pulse (UMP) and bimodal pulse (BMP) in Eqgs. (6.3) and
(6.4), respectively. The units in this table are the same as in Table A.2. We
use these parameters to model the two-qubit NIGQC illustrated in Fig. 6.1(a)
with the effective Hamiltonian Eq. (3.117).

Gate Pulse T, Ty 6/2m o
CZo,1 UMP 87.258 95.000 0.391 0.459
CZp 1 BMP 88.570 95.000 0.392 0.394

Table A.9: Control pulse parameters for single-qubit R®(7/2) gates im-
plemented with the microwave pulse (MP) in Eq. (6.2). The units in this
table are the same as in Table A.1. We use these parameters to model the
three-qubit NIGQC illustrated in Fig. 6.1(b) with the effective Hamiltonian
Eq. (3.117).

Gate Ty w®D) /2r a o b

R (/2) 52250 4.196 0.058 12.082 0.072
R (r/2)  52.950 5.189 0.065 10.000 0.070
R (r/2) 52950 5.694 0.066 9.990 0.032

Table A.10: Control pulse parameters for two-qubit CZ gates implemented
with the unimodal pulse (UMP) and bimodal pulse (BMP) in Eqgs. (6.3) and
(6.4), respectively. The units in this table are the same as in Table A.2.
We use these parameters to model the three-qubit NIGQC illustrated in
Fig. 6.1(b) with the effective Hamiltonian Eq. (3.117).

Gate Pulse Ty Ty d/2m o

CZo,1 UMP 87.252 95.006 0.391 0.494
CZo,1 BMP 90.057 92.188 0.391 0.420
CZ1 UMP 68.831 80.000 0.276 0.554
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Table A.11: Control pulse parameters for single-qubit R®(7/2) gates im-
plemented with the microwave pulse (MP) in Eq. (6.2). The units in this
table are the same as in Table A.1. We use these parameters to model the
four-qubit NIGQC illustrated in Fig. 6.1(c) with the effective Hamiltonian
Eq. (3.117).

Gate Ty w®) /2x a o b
(n/2)  52.250 4.191 0.058 12.082 0.072
’(w/2) 52.950 5.189 0.065 10.000 0.070

R2 2 (r/2)  52.950 5.688 0.066 9.990 0.032
R{P(x/2) 52950 4.950 0.066 9.990 0.032

Table A.12: Control pulse parameters for two-qubit CZ gates implemented
with the unimodal pulse (UMP) and bimodal pulse (BMP) in Egs. (6.3) and
(6.4), respectively. The units in this table are the same as in Table A.2. We
use these parameters to model the four-qubit NIGQC illustrated in Fig. 6.1(c)
with the effective Hamiltonian Eq. (3.117).

Gate Pulse Ty Tq d/2m o

CZp 1 UMP 87.254 95.013 0.391 0.453
CZo,1 BMP 89.925 98.114 0.392 0.400
CZi UMP 67.802 115.238 0.275 0.338
CZy3 UMP 71.620 98.197 0.320 0.543
CZy3 UMP 92.616 124.768 0.353 1.877




B Tables with gate-error quantifiers for dif-
ferent NIGQC models

Table B.1: Gate-error quantifiers for R@(7/2) and CZ gates. The first
column shows the target gate. The second column shows the control pulse we
use to obtain the actual gate. The third column shows the unit-less diamond
distance p, given by Eqs. (6.24) and (6.25). The fourth column shows the
unit-less average infidelity pr,,, given by Eq. (6.19). The fifth column shows
the leakage measure piy eax given by Eq. (6.20). We use the circuit Hamiltonian
Eq. (3.114), the device parameters listed in Table 6.1 and the control pulse
parameters listed in Table A.1 and A.2 to obtain the gate-error quantifiers

in this table and to model the two-qubit NIGQC illustrated in Fig. 6.1(a).

Gate Pulse Ho HIF g KLeak

R (r/2) MP 0.0093 0.0004 0.0004
R (r/2) MP 0.0080 0.0004 0.0004
CZ0. UMP 0.0290 0.0011 0.0008

Table B.2: Gate-error quantifiers for R® (7/2) and CZ gates. The rows and
columns show the same unit-less quantities as Table B.1. We use the circuit
Hamiltonian Eq. (3.114), the device parameters listed in Table 6.1 and the
control pulse parameters listed in Table A.3 and A.4 to obtain the gate-error
quantifiers in this table and to model the three-qubit NIGQC illustrated in
Fig. 6.1(b).

Gate Pulse Ho HIF g HLeak
R (r/2) MP 0.044 0.003 0.002
R (r/2) MP 0.038 0.002 0.001
R (7/2) MP 0.039 0.002 0.001
CZo4 UMP 0.044 0.010 0.010
CZys UMP 0.012 0.002 0.002
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Table B.3: Gate-error quantifiers for R@)(7/2) and CZ gates. The rows and
columns show the same unit-less quantities as Table B.1. We use the circuit
Hamiltonian Eq. (3.114), the device parameters listed in Table 6.1 and the
control pulse parameters listed in Table A.5 and A.6 to obtain the gate-error
quantifiers in this table and to model the four-qubit NIGQC illustrated in
Fig. 6.1(c).

Cate Pulse 1o HiFg iLcak
) (7 /2) MP 0.058 0.004 0.002
’(w/2) MP 0.054 0.003 0.002

R2 ) (1/2) MP 0.053 0.003 0.002
RS (x/2) MP 0.057 0.004 0.002

CZQ1 UMP 0.031 0.005 0.004

CZ1 2 UMP 0.144 0.029 0.018

CZs3 UMP 0.073 0.008 0.005

CZo3 UMP 0.046 0.005 0.003

Table B.4: Gate-error quantifiers for R@®)(r/2) and CZ gates. The rows and
columns show the same unit-less quantities as Table B.1. We use the effective
Hamiltonian Eq. (3.117), the device parameters listed in Table 6.1 and the
control pulse parameters listed in Table A.7 and A.8 to obtain the gate-error
quantifiers in this table and to model the two-qubit NIGQC illustrated in
Fig. 6.1(a).

Gate Pulse Lo HIF g ULeak

R (r/2) MP 0.0089 0.0004 0.0004
R (x/2) MP 0.0090 0.0004 0.0004
CZo1 UMP 0.0424 0.0012 0.0005
CZo1 BMP 0.0167 0.0006 0.0005
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Table B.5: Gate-error quantifiers for R@)(r/2) and CZ gates. The rows and
columns show the same unit-less quantities as Table B.1. We use the effective
Hamiltonian Eq. (3.117), the device parameters listed in Table 6.1 and the
control pulse parameters listed in Table A.9 and A.10 to obtain the gate-error
quantifiers in this table and to model the three-qubit NIGQC illustrated in
Fig. 6.1(b).

Gate Pulse Ho HIF HLeak
R (7/2) MP 0.046 0.003 0.002
R (r/2) MP 0.040 0.002 0.002
R (7/2) MP 0.039 0.002 0.002
CZo1 UMP 0.057 0.003 0.002
CZo1 BMP 0.031 0.004 0.004
CZ15 UMP 0.028 0.006 0.006

Table B.6: Gate-error quantifiers for R® (7/2) and CZ gates. The rows and
columns show the same unit-less quantities as Table B.1. We use the effective
Hamiltonian Eq. (3.117), the device parameters listed in Table 6.1 and the
control pulse parameters listed in Table A.11 and A.12 to obtain the gate-
error quantifiers in this table and to model the four-qubit NIGQC illustrated
in Fig. 6.1(c).

Gate Pulse o HIF g ULeak
RO )(n/2) MP 0.060 0.004 0.003
R (r/2) MP 0.056 0.003 0.002
( ) (/2) MP 0.054 0.003 0.002
R (7/2) MP 0.060 0.004 0.002
czo,1 UMP 0.051 0.004 0.003
CZo4 BMP 0.041 0.004 0.004
CZ1 2 UMP 0.146 0.015 0.005
(Zs3 UMP 0.078 0.010 0.007

CZy3 UMP 0.058 0.005 0.003
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