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Chapter 1

Introduction

The need for optical devices (optoelectronics) and lighting applications triggered
a huge effort in understanding as well as tailoring the properties of semiconductor
materials, in particular the band gap and the conductivity. The most promis-
ing group of materials are compound semiconductors, since their band gap can
be modified over a wide range through alloying of two or more binary compounds,
while controlling conductivity appropriately [1-9]. Unfortunately, in planar growth,
alloying introduces large strain, due to lattice mismatch between most binary com-
pounds [5,6,8,10]. This limits the range of band gaps accessible in practical planar
growth schemes and carries the inherent danger of flipping from two to three-
dimensional growth and phase separation [11-14]. Hence, strain management is

inherently important and critical for device manufacturing.

An approach for accommodating larger strain in devices is taking advantage of
nanostructures, such as nanowires [15-19]. Due to the small growth surfaces on the
nanowires’ cross-section, strain can relax over a much wider range, allowing defect-
free growth of material combinations with larger lattice mismatch. Ultimately, this
allows tuning the electronic properties of compound semiconductors over a much

wider range [17-19].

Depending on the crystal structure of the used compound semiconductors, nanowires
exhibit different types of facets. For zincblende materials, the dominant side-

wall facets of (111) grown nanowires are non-polar {110} facets with minor polar



Chapter 1 Introduction

facets [20,21]. The ITI-V {110} surfaces have been characterized exhaustively since

the mid-70s, and most fundamental physics is well understood [22-27].

In contrast, the most promising compound semiconductors for lighting, the group
III nitrides [28-31], preferentially crystallize in the wurtzite structure, which, how-
ever, leads to dominant non-polar {1010} (called m-plane) and minor non-polar
{1120} (called a-plane) facets [32]. Thus far, the knowledge about these surfaces is
limited to GaN [33-39], InN [33,40], AIN [41], and a single lattice-matched ternary
compound AlyglngsN [42]. Hence, a detailed understanding of the non-polar sur-
face’s properties of ternary III-N semiconductors is lacking. Furthermore, only the
surfaces of n-doped materials have been investigated thus far, and no knowledge

exists about the properties of their p-doped counterparts.

Non-polar ITI-N surfaces also lack out-of-plane polarization fields [43-45], which
makes them attractive for polarization-free growth [46]. This is particularly relevant
in view of the fact that polarization fields along the standard polar (0001) growth
direction separate hole and electron wave functions, affecting the quantum efficiency

of light-emitting devices detrimentally.

Therefore, the aim of this thesis is to investigate the electronic properties of (1010)
surfaces of (Al,Ga)N with different compositions ranging from the binaries GaN to
AIN as well as for n- and p-type doping using cross-sectional scanning tunneling
microscopy (XSTM) and spectroscopy (XSTS), aided by tunnel current simulations.
Particular emphasis will be placed on the characterization of the intrinsic as well as
extrinsic surface states and their effect on the Fermi-level pinning. This includes the

investigation of the influence of air exposure on the surfaces’ electronic structure.

This thesis is structured as follows: Chapter 2 illustrates the tunnel effect, the
fundamental effect behind the STM, as well as the influence of band structure and
surface properties on the measured tunnel current. The setup of the STM and the
sample structure is described in Chapter 3. Chapter 4 investigates the effect of
all relevant semiconductor and tip’s materials properties on the tunneling spectra
with help of self-consistent simulations of the tunnel current. In Chapter 5 the
surface states of freshly cleaved as well as air-exposed non-polar p- and n-doped
GaN surfaces are investigated. the interplay between intrinsic and extrinsic surface

states and their effect on the surfaces’ electronic properties as a function of doping,



e.g., Fermi-level pinning, is derived from tunneling spectra. It is found that n-type
surfaces are governed by the intrinsic and empty dangling bond state, whereas the
Fermi-level pinning at p-type surfaces originates primarily from extrinsic defect
states at step edges. Chapter 6 addresses the compositional dependence of the
surface states and related properties of the ternary (Al,Ga)N solid solution (1010)
surfaces. A detailed description of the methodologies for the determination of the
energy position of surface states is provided. A linear shift of the surface state with
composition is found experimentally and compared with DFT calculations. Finally,

in Chapter 7 the achieved results will be summarized.






Chapter 2

Theory

The scanning tunneling microscope (STM), first developed by Binnig et al. [47-51],
is based on the quantum mechanic tunneling effect. The basic idea behind the
STM is to approach a metal tip so close to a sample that a tunnel current can be
measured. Then the tunnel current is probed as a function of the spatial position

on the sample, creating a surface image.

An early description of the phenomenon later known as the tunnel effect was given
by Hund in 1927 [52-54], who studied molecular spectra, their underlying molecular
states, and the potential barrier between these different states. Hund treated the
transition probability between left and right turning molecules as potential barrier

dependent.

The theory describing one-dimensional tunneling through potential barriers was
first found by Gamow in 1928 [55]. Using this theory, he was able to explain and
describe radioactive alpha decay. In addition, Wentzel, Kramers, and Brillouin
(WKB) [56-58] contributed to the general applicability of the tunneling effect by
developing a numerical solution to the approximation of the one-dimensional time-
independent Schrodinger equation for slowly varying potential barriers, also known

as WKB approximation.

This Chapter is structured as follows: The simple case of tunneling through a
constant potential barrier is explained in the first section (cf. Sec. 2.1). A general
description of electron tunneling through non-constant potential barriers using the

WKB approximation can be found in the second section (cf. Sec. 2.2). These



2.1 One-dimensional tunneling effect of a single particle

simplified models are sufficient to explain the exponential dependency of the tunnel
current on barrier width. A more general model that incorporates a many-particle
approach and which has been developed by Bardeen is illuminated in Sec. 2.3.2.
Finally, the Tersoff-Hamann approximation, which models the tip states as s-states

and enables more practical use of the Bardeen approach, is discussed in Sec. 2.3.3.

2.1 One-dimensional tunneling effect of a single

particle

In classical mechanics, a particle with the energy E cannot pass through a barrier
if its energy is lower than the barrier height V. Hence, quantum mechanics is
mandatory to describe the tunnel effect. By solving the Schrédinger equation, a
non-zero probability density of a particle behind the potential barrier is obtained.

For a single particle, the one-dimensional Schrédinger equation is represented by:

2w t) = |10 2 v )] i) (2.1)
ih—=¢(z,t) = |——== x x,t). .
ot 2m Ox? ’ ’

Since the particle’s probability of tunneling through a potential barrier is a station-
ary problem, it is sufficient enough to describe the tunneling from tip to sample or

vice versa through the vacuum using the time-independent Schrédinger equation

n* 9

 2m 022

Bole) = =g s 4 V)| 000) 22)
The tunneling barrier can be described in first approximation by a rectangular
potential barrier with a value of 1 in the region between 0 and d and zero elsewhere
(cf. Fig. 2.1a)

0 ifz<O
Viz) =3V, if0<z<d - (2.3)
0 ifz>d

10
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Figure 2.1: One-dimensional tunneling effect for an electron coming from x = —co. (a)
Rectangular potential barrier with the height Vp between 0 and d. (b) Schematic of the
real part of the wave function that solves the Schrédinger equation for a potential barrier
shown in (a). (c) Probability density of the wave function. Although the probability
density exponentially decreases inside the potential barrier, a significant remnant can be
found behind the barrier in region III for relatively small vacuum gaps. Adapted from
Ref. [59].

In Fig. 2.1a the regions before, in, and after the potential barrier are labeled I, IT,
and ITI, respectively. For the STM, region I can be interpreted as the tip, IT as the
vacuum, and IIT as the sample. For the regions where the energy E is larger than
the potential V'(z), the general plane wave ansatz for a free particle (or electron)

can be assumed (cf. Fig. 2.1)

Y(r) = A-e* 4 B.e7 . (2.4)

11



2.1 One-dimensional tunneling effect of a single particle

A is the amplitude of the wave traveling in x direction, while B is the amplitude

of the wave that moves in —z direction. k is the wave vector given by

. \/2me (B =V (x)) - (25)

h

The potential V'(x) is zero in region I, and the potential barrier partly reflects the
incoming free particle wave. The amplitude of the incoming wave can be normalized

to 1, while the amplitude of the reflected wave is labeled R
Yr(r) =1-e* + R.e7. (2.6)

When the electron passes the potential barrier and reached region III, no further
reflection occurs. Thus, the wave function is composed of the transmitted part with

amplitude T'
wln(l') =1T- e”” . (27)

For region IT the energy of the particle is smaller than the potential barrier V) > E.
This leads on the basis of Eq. 2.3, and 2.4 to an exponential decay of the wave

function

Yr(x) = ¥(0)e™"", (2.8)
with x being
o — w _ (2.9)

Continuity conditions must be fulfilled at the boundaries between I and II, and
additionally IT and ITI. These conditions are ¥1(0) = ¢11(0) and ¥5(0) = 11;(0) as
well as ¥11(d) = Ym(d) and ¥1;(d) = Pi(d). They can be employed to determine
the amplitudes R, T as well as ¢(0). A detailed derivation of these quantities can

be found in refs. [60-62]. Here the transmission amplitude

2kk
2k cosh(kd) — i(k? — Kk2) sinh(kd) ’

T=c ™ (2.10)
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is of particular interest because the square of its absolute value corresponds to the

transmission probability

1

|T|> = : (2.11)

2
V)

L+ mw—s sinh?(kd)

|T'|? can be interpreted as the particle flux through the potential barrier [63].
For a barrier width d and the assumption xkd >> 1, the transmission probabil-
ity (Eq. 2.11) can be simplified using the approximation [63]

1
sinh? kd ~ Zeg"d >>1, (2.12)

to

16E(Vo = E) _os.

TP? ~
|| V2

(2.13)
The transmission probability thus depends exponentially on the potential barrier
width d. The prefactor depends only on the energy of the particle £ and the
potential height V4. Additionally, these are also included in the exponent via the

decay constant .

In conclusion, an electron with an energy lower than a finite potential barrier £ < Vj
has a non-zero transmission probability for finite barrier widths. This is in strong
contrast to classical mechanics, where no transmission probability is found. For
all practical applications, one has to consider that the wave function in region II
decays exponentially. This exponential decay limits the barrier widths for which a

significant tunneling current can be obtained to the nanometer regime.

2.2 Tunneling between materials with a different

work function

Thus far, only equal work functions in the region I and ITI where assumed. This

assumption is viable between similar materials, e.g., for metals. For materials with

13



2.2 Tunneling between materials with a different work function

E
Tip V(x) Sample
P
E
0

0 d x

Figure 2.2: Trapezoidal barrier caused by different work functions of sample g and tip
®r. Adapted from Ref. [63].

different work functions trapezoid barriers need to be considered. However, an-
alytical solutions of the Schrodinger equation are only known for a few specific
potential barriers. For an accurate description of tunneling between various mate-
rials and under manifold conditions, a generalized solution of the one-dimensional
Schrodinger equation for arbitrary potential barrier shapes is required [63]. The

so-called WKB approximation achieves this.

In Sec. 2.1 an exponential decay in the region of the constant potential barrier V'
was derived. If the potential barrier height V' (x) varies over z, the ansatz must be

rewritten as
Y(x) = Ae*@ (2.14)

) _\/2m(E-V(z))
- h

If the one-dimensional potential barrier V' (z) varies only slowly with z (cf. Fig. 2.2),

with a wave vector k(z that is no longer independent of z (cf. Eq. 2.5).

one can approximate it by small segments with constant potential [63]. Such in-

finitesimal rectangular barriers exhibit heights V(x) and thicknesses dz. Following

this idea, the approximated wave function can be calculated by integration over

14



the infinitesimal wave vector changes

W(w1) = (xg) exp

ii/k(:n) dx} . (2.15)

Considering only the leading exponential term in Eq. 2.13, the transmission prob-

ability can be found to

— d
|T|?  exp {—zzme/\/‘/(x)—de
0

Applying this approximation to the trapezoidal barrier (cf. Fig. 2.2) V(z) = E +

(2.16)

Op — §(Pp — Pg) [63], the integral within the exponential function on the right
hand side of Eq. 2.16 yields

d 3 3
T 2 E— P2
B — (P — P =T 7§ 2.1
.O/\/T g (O = ®s)dv =" —g (2.17)

Hence the solution for the transmission probability considering a trapezoid potential

barrier is then given as

3 3
Ad\/2m, D — e
3h bp—dg |

IT|? o exp [— (2.18)
The transmission probability, therefore, depends on the difference in the work func-

tions, the work functions in the numerator even have a g exponent.

2.3 Towards many-particle tunneling

The Bardeen approach takes into account the fact that a current usually con-
sists of more than one electron. While the equations obtained for the transmis-
sion probabilities of single-particle tunneling through a one-dimensional rectan-
gular (cf. Sec. 2.1) or trapezoidal (cf. Sec. 2.2) potential barrier are adequate in

their limits, the derivation of actual tunnel currents requires the incorporation of

15



2.3 Towards many-particle tunneling

multiple particles with slightly deviating energies. Finally, the Tersoff-Hamann
approximation of the Bardeen approach will be introduced in Sec. 2.3.3. In this
approximation, certain assumptions of the front-most tip states are employed to

obtain a tunnel current equation that depends only on the sample properties.

2.3.1 Density of states

For the description of many-particle tunneling, it is necessary to define a density
of electron states. The density of states p(E) is defined as a distribution function
that specifies the sum of all electronic states dN in an energy range between FE and
E +dFE [63-65]:

AN(E,E + dE) = p(E)dE. (2.19)

To obtain the sum over all states N in a finite energy element between F; and Fy

the expression has to be integrated

N(E1, Es) = /Qp(E) dE. (2.20)

Ey

Under the assumption that all n states (n being the running index) are discrete, the
density of states is given by a sum over n delta functions at the states’ corresponding
energy levels E,, [63]. If all energy states E,, are in the range between E; and Es,

Eq. 2.20 can be rewritten as

n

N(By, By) = /QZ J(E-E)dE=3"1. (2.21)

This equation refers to either the whole system or a unit volume of a periodic
system [63]. In addition, the local density of states (LDOS) takes the probability

density [1(r)|? of every state at a spatial position r into account and is defined as

LDOS =Y |1h,|(r)*6(E — E,,) . (2.22)

16



In thermal equilibrium, the occupation probabilities of filled states are given by the

Fermi-Dirac equation

1

E)y= — 2.23
8= TR (2.23)

where kg is the Boltzmann constant and 7' is the temperature. Hence the number
of filled electron states N is determined by the integral over the (local) density of
states, multiplied by the occupation probability f(FE), as indicated by the equa-

tion

N= / p(E)f(B)dE. (2.24)

2.3.2 Bardeen approach of tunneling theory

The Bardeen tunneling model from 1961 was the first practical approach for tun-
neling between solids [66]. At that time, the considered tunneling system was a
metal-insulator-metal junction. A similar approach was also made by Simmons for
a more general potential barrier but in the limit of small voltages [67]. The theory
is also applicable for the later developed STM and can properly describe the process

of tunneling between a sample and a tip through a vacuum barrier.

This approach assumes separate free subsystems for sample and tip with associated
wave functions g and 11, respectively. The two subsystems and the corresponding
wave functions are illustrated in Fig. 2.3b for the sample and in Fig. 2.3c for the
tip. These wave functions extend in their subsystems into infinitely wide potential
barriers [63,66,68]. Figure 2.3a schematically depicts the sample and tip’s density of
states and occupations under an applied voltage V. Bardeen used a time-dependent
perturbation theory to calculate the transfer rate of an electron from one electrode
to another [66,68]. As a result, the tunneling matrix element M is given by the
overlap of the wave functions of the two subsystems at an arbitrary surface which

lies entirely within the potential barrier [66,68]. Hence the tunneling matrix element

17



2.3 Towards many-particle tunneling

@ Tip Sample

Epr ----

)

Figure 2.3: (a) Both tip and sample states are filled up to the Fermi level Ep. The
applied voltage V' leads to an energy difference eV between the occupied sample and tip
states. The Bardeen approach starts with two independent subsystems for sample (b)
and tip (¢). The tunneling current is given by Fermi’s golden rule and the overlap of
both wave functions. Adapted from Ref. [68].

can be expressed as a surface integral over that surface.

h2
Mg = 3 [ 6n Vg — Vi ds. (2.25)

The electron transition probability I'r_,g between the two wave functions is given

by Fermi’s golden rule
2r 9
[ros = f|MTs| §(Es — Ev), (2.26)

where Er and Ejg are the energies of the tip and sample state, respectively. For ob-

18



taining the tunnel current, one has to sum over all states and multiply by 2e because
of the spin degeneracy [63,68]. Taking into account the Fermi-Dirac distributions

as well as the density of states of both tip and sample, this leads to

+o0
I= 4%6 / [f(Be — eV +¢) — f(Er +e)] pr(Br — eV +)ps(Bp + ) |[M[* de..
- (2.27)

In the following, the Fermi energy of the sample is defined as reference energy, i.e.,
Eps = 0. In the limit of low temperatures, the Fermi-Dirac distribution can be
replaced by a step-function which translates into new integration limits and thus
simplifies Eq. 2.27 further [63, 68, 69]:

eV

1= /pT(E — eV)ps(e)|M|? de . (2.28)

0

In order to obtain the matrix element in the one-dimensional case, the ansatz of
the exponential decay (cf. Eq. 2.8) can be used inside the potential barrier for
both tip’s and sample’s wave function. Different starting positions —a and a for
the exponential decay of the tip’s (cf. Fig. 2.3b) and sample’s (cf. Fig. 2.3c) wave
function, respectively, need to be considered. Assuming only elastic tunneling, the
tunneling matrix element becomes Myg = M(¢). In addition, the tunneling matrix
is reduced to only one dimension. Hence the transmission probability equals the
tunneling matrix element |7'(®, d)|? = |M(¢)|?. Evaluating the integral inside of the
potential barrier results in the same exponential dependency for the transmission

probability
9 2m
|T(®,d)|” =x exp | —2dy/ —P| . (2.29)

Hence, in the one-dimensional limit, the results of Bardeen’s approach merge into

that of the simple one-dimensional approach (cf. Eq. 2.11) as discussed in Sec. 2.1.

To include the WKB approximation (cf. Sec. 2.2) in the one-dimensional Bardeen-

approach the trapezoidal potential barrier is approximated by the effective potential

19



2.3 Towards many-particle tunneling

E

@

Figure 2.4: (a) Potential barrier for a tip-sample system with different tip and sample
workfunctions @1 and ®g, respectively. (b) Same system with an additional applied
voltage V. Adapted from Ref. [63].

barrier height ® = (& + ®5)/2. Note that this approximation is not well justified
because it neglects the exponential dependency of the transmission probability.

Nevertheless, it is generally used, even though it underestimates the current [63].

The above-discussed case is illustrated in Fig. 2.4a for thermal equilibrium and
without bias. Applying an additional voltage between tip and sample alters the
effective barrier height by eV//2 (cf. Fig. 2.4b). For a sample state at an energy e
(relative to the sample’s Fermi level), the effective potential barrier height changes
to Peg(e, V) = ® 4+ & — e. Substituting this effective potential barrier height into
the transmission probability for the constant potential barrier (cf. Eq. 2.29) leads to

a transmission probability for the trapezoid potential barrier, which is given by
2m [P+ Pp eV
T(e,V,d)[? —2d \/ —_t— -
|<5,7)|o<exp[ VAL R LAY

2.3.3 Tersoff and Hamann approximation

(2.30)

In 1983, one year after Binnig et al. developed the first STM in 1982 [47], Tersoff
and Hamann adapted the theoretical understanding by introducing a localized tip of

the STM [70]. Thus far, theory considered only tunneling between two-dimensional

20



Figure 2.5: Tersoff-Hamann approximation of the STM tip. The tip states are modeled
as s-wave functions with radius R and centered at 7. Adapted from Refs. [68, 70].

plates [66,67,69]. The spherical shape of the tip, as shown in Fig. 2.5, confines
the tunneling process spatially due to the exponential decaying tunnel probability.
This allows the incorporation of further useful approximations. Bardeen’s approach
of the tunnel current requires the knowledge of the density of states of both sample
and tip. Since the tip’s density of states usually remains unknown, no information
of the sample’s density of states can be revealed using this approach. In contrast,
by modeling the tip states as s-wave functions, the approximation by Tersoff and

Hamann allows getting information about the sample’s density of states.

The tunnel current equation derived by Tersoff and Hamann is based on first order
pertubation theory [71], applied to the results of Bardeen [66], i.e., Eq. 2.27

_ 2me

=225
h

SN f(Br)[1— f(Bs +eV)] | Mrs|*S(BEr — Es). (2.31)
TS

In the limit of low temperatures and small voltages, this equation simplifies to:

B 2weV

1
h

> |Mrs|*6(Es — Ep)S(Er — Ef) . (2.32)

T,

At this stage, Tersoff and Hamann noted [71] that treating the tip as a point only

21



2.3 Towards many-particle tunneling

would be an oversimplification since it leads to an arbitrarily localized tip wave
function. This, in turn, would result in a matrix element that is only proportional
to the amplitude of the sample wave function g and the tip position 7. Therefore,

the current would be proportional to
Ioc Y |ys(7o)*6(Es — Ex), (2.33)
S

The right-hand side of the equation can directly be identified as the sample’s LDOS
(cf. Eq. 2.22). However, due to the finite dimension of the tip, this assumption
can obviously not be upheld. Therefore, Tersoff and Hamann introduced other
approximations for the sample and tip wave functions s and ¥r. They expanded

the sample wave function to

1
g = —— - ag-exp {\/52 + |Rgl|? - z} -exp [iRg - ] , (2.34)
VQs g

which is a general expression for a wave function in a region with negligible potential
[71]. Qg is the sample volume, k the usual decay constant £ = v2m®/h, and ag
the normalization coefficients. Rqg = 12” + G is defined as the sum of the surface

parallel wave vector of the state EH and the surface reciprocal-lattice vector G.

The tip wave function is modeled as a spherical potential well (cf. Fig. 2.5) where
R is the radius of the tip, 7 the center, and d is the smallest distance between the
sample surface and the spherical tip [71]. With this asymptotic spherical form, the
wave function of the tip results in

1 exp [—k|F — 7]

—— - crkRexp[kR] -

v o

with Q1 being the tip volume and ¢t the normalization coefficient. For simplicity

2.35
K| — 7| (2335)

reasons, the work function ® is assumed to be identical for tip and sample. Thus at
low voltages, the tip states can be approximated as s-orbital wave functions with
spherical symmetry [70,71]. Substituting the above-defined wave function into the
tunneling matrix element (cf. Eq. 2.25) yields:

K 4nm

Mpg = — ———
s 2m k/Qr

-kRexp [KR] - ¥s(T) . (2.36)
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Eventually, the tunnel current in the Tersoff-Hamann approximation is obtained:

3273 . 2V R2 B
1= %q)QDT(EF) S oxp [26R] > [0s(7)|*6 (Es — Er). (2.37)
S

The last part of the equation’s right-hand side equals the LDOS (cf. Eq. 2.22).
From this, it follows that the current is directly proportional to the sample density

of states
I pS(EF7 FO) ) (238)

taking into account the exponentially decaying tip.

This approximation is the main theory explaining why the STM predominantly
measures the sample’s local density of states, even though it can not really explain
the spatial resolution. Further in-detail analysis of tip-sample interactions was done
by Chen et al. [72], including more than just s-wave functions. Stronger localized

orbitals can then explain the high spatial resolution.

2.4 Tunneling in semiconductors

Up to now, tunneling was described for metals and metal-like materials. These are
characterized by a high charge carrier concentration. In contrast, semiconductors
have a low to zero density of states close to the Fermi level. Therefore, the elec-
trostatic screening is weaker, and the electrostatic potential can penetrate into the
material, leading to a band bending. A variety of effects can have an impact on
band bending in semiconductors. If metals are in direct contact with semiconduc-
tors, a contact potential arises from the difference in their work functions. In the
simplest case, the Schottky-Mott rule is sufficient to describe the contact potential
and hence the band bending [73,74]. However, the existence of interface states
can considerably complicate the potential at the interface, as these can lead to

Fermi-level pinning [75].

Similarly, a band bending can be observed at semiconductor surfaces, where surface

states can pin the Fermi level. In addition to surface states, the presence of a metal
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2.4 Tunneling in semiconductors

probe tip near the semiconductor surface modifies its band bending, too. This

effect is commonly referred to as tip-induced band bending.

The following two sections introduce tip-induced band bending (cf. Sec. 2.4.1) and
the impact of surface Fermi-level pinning induced by extrinsic and intrinsic surface
states (cf. Sec. 2.4.2).

2.4.1 Tip-induced band bending

If a metal tip is brought in contact with a semiconductor, a contact potential
arises, which is defined by the difference of the metal’s ($r) and semiconductor’s
work function (x — (Ec — Er))

A® = dp — x — (Ec — Er), (2.39)

where y is the electron affinity, and E¢ is the conduction band minimum of the
semiconductor [76]. This contact potential is screened by few charge carriers only
and can therefore penetrate the surface into its sub-surface region. The penetration
length (or screening length) depends on the concentration of fixed and free carri-
ers present in the sub-surface region [22,76]. In first approximation, the applied
voltage shifts the Fermi energy of the tip by eV relative to the Fermi level of the
semiconductor (cf. Fig. 2.6). Hence, the electrostatic potential of the probe tip

relative to the semiconductor for the biased system is given by:

drip =V + (AP)/e. (2.40)

The electrostatic potential profile in the vacuum region between tip and semicon-
ductor as well as in the sub-surface region of the semiconductor (i.e., the band
bending) can be derived by solving the Poisson equation under consideration of
standard semiconductor equations for the description of the charge carrier distri-
bution n(z,y, z) and p(x,y, z) for electrons and holes, respectively, and the ionized

donor N and acceptor N concentrations. In three dimensions, this yields the
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Figure 2.6: Tip-induced band bending with applied voltage eV in the tip-sample system.

following equation:

Ao(z,y,2) + (p(x, y,2) —n(x,y,z) + N — N,;) =0, (2.41)

EoEr
where ¢, is the relative permittivity of the semiconductor and ¢y is that of the
vacuum. The ionized donor and acceptor concentration is defined employing the
Fermi-Dirac distribution [77, 78]

Np
NG = , and 2.42
P 1+ 2exp <7Ei;f‘3) ( )
Ny
Ny = , (2.43)
A 1+ 2exp <7E2;fF)

where Ep and F, are the ionization energy levels of the respective donor and

acceptor states.

At the vacuum-semiconductor interface, the permittivity usually changes by a factor
of ~ 10. This leads to continuity/boundary conditions similar to those of light

refraction at the air-water interface. This effect needs to be taken into account
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2.4 Tunneling in semiconductors

by employing the interface condition that the dielectric displacement density D=

—£0e: V¢ in normal direction 7 to the interface remains constant
7 - (Dvac - Dsemi) =0. (244)

If a surface charge density is present at this interface, the interface condition be-

comes
i+ (Dsae = Daemi) = 0, (2.45)

where o is the surface charge density.

Due to the complexity of the above described tip-vacuum-semiconductor system
in three spatial dimensions and the interface condition that commonly includes
surface charges, this electrostatic problem can be solved numerically only, using
standard Poisson solvers, either based on the finite element or finite difference
method [76,79)].

Further insight on the simulation of tunnel currents and spectra is given in Sec. 4
for ITI-N semiconductors like GaN, which are mainly addressed in this work. In
particular, the influence of typical parameters such as tip-sample separation, dopant
concentration, surface states (cf. Sec. 2.4.2), electron affinity, and tip-dependent

parameters such as tip radius and work function.

2.4.2 Band bending due to surface states

The electrical and structural properties of surfaces and interfaces are fundamentally
different from those of bulk materials. This stems from the fact that the theoretical
description via Bloch waves reaches its limit for surfaces and interfaces since the

infinite periodic expansion is no longer given [80,81].

Surface states at an ideal semiconductor surface may arise from unsatisfied va-
lence electrons of the surface atoms (i.e., dangling bond states). These states are
commonly called intrinsic surface states since they are inherently connected to the

sudden interruption of the material at the surface. On the other hand, extrinsic
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surface states can arise from many different origins. For example, adsorbate sur-
face states originate from the bonds between adsorbates and the semiconductor

surface [82]. Furthermore, extrinsic surface states can be caused by defects.

Fundamentally, the charge of the surface states must be compensated by a space
charge region such that the system is uncharged at thermal equilibrium [75,77,83—

87]. This charge neutrality condition can be written as

st + QSC =0. (246)

where Qg and Q. are the charge of the surface state and the space charge region,

respectively.

The type of surface states differs depending on their physical origin. On the one
hand, acceptor-like surface states exist, which are considered to be electrically
neutral if they are below the semiconductor’s Fermi level (cf. Fig. 2.7b). How-
ever, if these states are above the Fermi level, they become negatively charged
(cf. Fig. 2.7a).

On the other hand, donor-like surface states exhibit a contrary behavior: If they
are situated above the Fermi level, they are positively charged (cf. Fig. 2.7d),
while they remain uncharged and thus electrically neutral below the Fermi level
(cf. Fig. 2.7c). Figure 2.7 illustrates the band bending of both p- and n-type
semiconductors in the presence of midgap acceptor-like and donor-like surface states
in thermal equilibrium. Extrinsic and defect states are commonly considered to be
composed of multiple states, which have either acceptor- or donor-like character.
The electronic interplay of these different states then commonly results in Fermi-

level pinning.

Electrical passivation of surface states can be achieved by adsorbates. For example,
a surface treatment with hydrogen leads in many cases to the creation of adsorbate

surface states outside of the fundamental band gap [88-90].
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2.4 Tunneling in semiconductors
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Figure 2.7: Comparison between acceptor- and donor-like surface states, each for n-
and p-doping. In order to explain the principle, midgap surface states are assumed in
each case. (a)-(d) Band bending in charge equilibrium between surface states and any
space charge region in the semiconductor. (a) the acceptor energy level is below the
Fermi level of the n-doped semiconductor and is therefore negatively charged. In charge
equilibrium, the upward band bending due to the positive charge of the space charge
region compensates for the negatively charged surface states. (d) In the opposite case
for donor-like surface states, the states are positively charged in p-doped semiconductors.
A downward band bending compensates the positive charge of the surface state with
the negatively charged space charge region. For both (b) p-doped semiconductor and
acceptor-like surface states and (c¢) n-doped semiconductor and donor-like surface states,
the surface states are uncharged, and flat-band conditions prevail. In these cases, a band
bending would provide a charge with the same sign of the surface states, therefore actively
preventing a band bending. Adapted from Ref. [82]
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2.5 Band structure and surface state position of
III-nitride (1010) according to DFT

calculations

Previous reports based on density functional theory (DFT) calculations revealed
the position of surface states on non-polar binary ITI-nitride semiconductor surfaces
and their electronic band structure [33-35,37,41,91]. Figure 2.8 shows the band
structure of GaN, InN, and AIN (1010) surfaces. The data were taken from Van
de Walle and Segev (GaN, InN) [33], and from Miao et al. (AIN) [41]. The band
structures of GaN and InN were calculated by DFT with the local density approxi-
mation (LDA), where the modified pseudopotential approach was used to reproduce
the experimental band gaps (cf. Fig. 2.8a and b) [33]. The band structure of AIN
was calculated using DFT with the generalized gradient approximation (GGA),
augmented wave potentials, and the hybrid functional approach implemented in
the Heyd-Scuseria-Ernzerhof (HSE) framework with a mixing parameter of 32% to
obtain a band gap of 6.1eV (cf. Fig. 2.8c) [41].

For m-plane GaN and AIN (1010) surfaces, the Ga/Al-derived empty intrinsic sur-
face state lies below the conduction band throughout the first Brillouin zone [33,41].
The minimum position of the Ga-derived empty dangling bond at the m-plane GaN
surface is about 0.7 eV below the conduction band minimum at the I-point of the
surface Brillouin zone (cf. Fig. 2.8a) [33,34]. The maximum of the Ga-derived dan-
gling bond state at the X point exhibits nearly the same energy as the conduction
band minimum at the I’ point. Hence, the dispersion of the Ga-derived surface
state is roughly 0.7eV. This empty surface state can be occupied by electrons and
thus pins the Fermi level of an n-doped GaN surface ~ 0.7 eV below the conduction
band. The occupied N-derived dangling bond overlaps (i.e., is resonant) with the
valence band at the T-point and has no significant DOS within the fundamental
band gap. Only the Ga-derived surface state may thus pin the Fermi level at the

surface.

Both intrinsic surface states of m-plane AIN surfaces are situated within the funda-

mental band gap. At the [-point, the minimum of the empty Al-derived dangling
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2.5 Band structure and surface state position of III-nitride (1010) according to
DF'T calculations
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Figure 2.8: Calculated electronic band structure of the non-polar m-plane (1010) sur-
faces of (a) GaN (1010) (the data is taken from Ref. [33]), (b) InN (the data is taken
from Ref. [33]) and (c) AIN (the data is taken from Ref. [41]).
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bond state is about 1.3e¢V below the conduction band edge [33], while the maxi-
mum at the X-point is located at the same energy as the conduction band edge
(cf. Fig. 2.8c). The dispersion of the Al-derived dangling bond state is hence about
1.3eV. The filled N-derived dangling bond state is 0.2 eV above the valence band
edge at the T-point. Both dangling bond surface states at AIN (1010) surfaces can
pin the Fermi level. For n-type AIN, only the empty Al-derived dangling bond
state can inflict Fermi-level pinning (cf. previous Sec. 2.4.2) and, in principle, for
p-doped AIN, the filled N-derived dangling bond state.

The maximum of the LDOS of the III-derived surface state is energetically at the
edge of the conduction band for both AIN and GaN. However, the lowermost tail of
the surface state’s DOS, which is located energetically deeper in the fundamental

band gap, yields sufficient surface charges for a full Fermi-level pinning.

For the m-plane InN (1010) surfaces, both the empty In-derived dangling bond
state and the filled N-derived dangling bond state overlap with the conduction and
valence band (cf. Fig. 2.8b), respectively. Thus, no pinning by intrinsic surface
states is expected at the InN(1010) surface.
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Chapter 3

Experimental setup

In this chapter, the basic preparation steps necessary for STM investigations are
explained. In addition, the technical aspects of standard and cross-section STM,
as well as their modes of operation, are introduced. The first section illustrates
a method for preparing probe tips, which are suitable to obtain atomic resolution
depending on the sample material (cf. Sec. 3.1). The sample preparation process
is elucidated in Sec. 3.2. Technical aspects and the operation modes of STM are
described in Sec. 3.3. In the last section of this chapter, detailed descriptions of the

semiconductor samples analyzed in this thesis are given (cf. Sec. 3.4.1 and 3.4.2).

3.1 Tip preparation

The tips used in this work were etched from tungsten wire with a diameter of
0.25mm using a 10 % sodium hydroxide solution NaOH. The NaOH solution is a
thin film suspended within a platinum wire ring. The tungsten wire penetrates a
few millimeters through this film (cf. Fig. 3.1). The etching process is started by
applying a positive voltage between the tungsten wire (anode) and the platinum ring
(cathode). The tungsten wire dissolves to WO3 ™ into the solution, while the water

is reduced to hydrogen gas Hy and hydroxide ions OH™. The chemical equations
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3.1 Tip preparation

NaOH film

platinum wire

ring

shaving foam

Figure 3.1: Basic structure of the tip preparation system. During the etching process,
the anode is the tungsten wire, and the platinum wire ring is the cathode. The meniscus
significantly influences the shape of the tip, which can be seen more clearly in the mag-
nification. The shaving foam catches the falling tip.

for the etching process are [92]

anode (wire): W(s) + 8(OH)™ — WO3; — +4H,0 + 6e~
cathode (ring): 6H,0 + 6e~ — 3Hy(g) + 6(0OH)~ (3.1)
overall: W(s) + 2(OH)™ + 2H,0 — WO;™ + 3Ha(g) .

The applied voltage is alternated with short pulses of negative polarity. This has
the advantage that oxides formed on the tungsten are removed from the tip. The
shape of the meniscus (cf. magnified image section in Fig. 3.1) of the NaOH film
influences the tip shape during the etching process [92]. When the tapered point of
the wire is thin enough that it tears off, the etched tip falls into a glass filled with
shaving foam (cf. Fig. 3.1). Each etching process produces two tips, but only the tip
that tears off is used. To clean the tip after etching, it is immersed several times in
heated distilled water and ethanol. After the tip is checked visually using an optical
microscope, it is fixed in the tip holder and ready to be transferred to the load lock

of the STM vacuum chamber. This transfer should be done immediately after tip
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preparation, such that contamination and oxidation are kept to a minimum.

3.2 Sample preparation

In a conventional STM, the sample surface to be examined is a homogeneous and
extended area. However, the samples studied in this work consisted of layered struc-
tures grown on a substrate. Conventional in-plane STM can only probe the grown
top surface or the substrate, but not the different layers in between (cf. Fig. 3.2a).
To obtain images and spectroscopic information of all layers, the samples have
to be investigated using a cross-sectional view (cf. Fig. 3.2b). In order to obtain
a clean and stochiometric cross-sectional sample surface, the specimen must be
cleaved (cf. Fig. 3.3b). This mode of operation is called cross-sectional STM or
short XSTM. It requires precise knowledge about the actual position of the probe
tip since the layers are situated close to the edge of the sample surface [24,93,94].

Several preparation steps are necessary before a sample can be examined by XSTM:
First, the wafer must be cut into smaller pieces with a rectangular shape of 2 mm
by 4 mm, using a wire saw. The sample pieces are then thinned to a thickness of
80 to 100 pm, followed by polishing. In the next step, the thinned and polished
samples are partly coated using a gold sputtering system. A capacitor is used to
obtain disruptive dischargings in the region of the sample’s gold layer. This step
is required to intermix the gold layer with the underlying material and thus ensure

a good ohmic electrical contact. The samples prepared in this way are glued to a

@ ®

Figure 3.2: (a)Via the conventional STM, a sample surface is directly accessible. (b)
In contrast, cross-sectional areas are only accessible with an XSTM arrangement.
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3.3 Scanning tunneling microscope

Figure 3.3: (a) Sample holder for the STM [95]. (b) A metal block is moved to the
right to cleave the sample.

stainless steel cube with a conductive two-component adhesive. Finally, the samples
are then clamped into a sample holder (cf. Fig. 3.3a) and transported into the load

lock chamber of the microscope.

The cleavage takes place in the ultra-high vacuum (UHV) of the preparation cham-
ber. Due to the low pressure in the UHV chamber, usually less than 2 - 10710
mbar, significant amounts of contamination on the time scales of a few days can
be excluded. The high surface sensitivity of the STM implies that even slight

contamination can render the measurement unusable.

3.3 Scanning tunneling microscope

In this section, the fundamental technical aspects of the STM will be briefly de-
scribed. After placing the sample onto the measurement stage of the STM, the tip
must first be approached towards the sample up to a distance of less than 1nm,
such that a tunnel current can occur. For this purpose, the STM is equipped with
a coarse motor capable of moving the tip in all three spatial directions. This motor

is based on shear piezo stacks, which are operated by applying a sawtooth voltage.
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Figure 3.4: Principle of operation of the STM. If the current changes, the tip-sample
distance is controlled by a feedback loop. Current changes can occur due to surface
irregularities such as steps or electronically different materials.

With the slow-falling voltage flank, the position of the tip is changed, while with
the fast-falling voltage flank, the shear piezo stacks slip through. In addition to the
coarse motor, a piezo tube is employed to move the probe tip in all three spatial
directions with high precision but a smaller range. Approaching the probe tip to
a distance of less than one nanometer from the sample surface requires a two-step
process: For large distances, the tip is approached manually using an optical mi-
croscope and the coarse motor. For smaller distances, an auto approach technique
is available. It successively approaches the tip by the coarse motor and probes the

existence of a tunnel current by stretching out the piezo tube.

For the acquisition of STM images, a scan range of approximately 16 pm in the x
and y direction, i.e., in the sample plane, and 2.4 pm in the z direction is available,

mediated by the bending and stretching of the piezo tube.

The STM image is now obtained by scanning the tip line-wise over the sample sur-
face. The movement parallel to the surface is performed by bending the piezo tube

in x and y direction (cf. blue and red piezo contacts in Fig. 3.4). In the commonly
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used constant current mode, the tip-sample distance is constantly readjusted by
a feedback loop such that the measured tunnel current remains constant during
the measurement. Technically, this is achieved by a PID controller that uses the
tunnel current as input and alters the voltage applied to the piezo tube in the z
direction (cf. green contact in Fig. 3.4). This voltage, which is proportional to the
z position of the tip, is recorded and eventually yields the STM image. The main
contributions to the measured height are, on the one hand, topographic differences
(e.g., steps, defects). On the other hand, different electronic contributions like the
LDOS (materials with different density of states). For example, heterojunctions
typically provide both topographic (through strain) and electronic contributions to
the height contrast in STM.

3.4 Samples

3.4.1 Structure of sample A3782/A3787

p-doped

n-doped n-doped

3.10181, 5-10 9.1018 1 Cal§

cm? cm?

1pm ) 1pm Sl 500nm

20 nm

Figure 3.5: Sample structure of the A3782/A3787 sample. On top of a freestanding
GaN wafer, a n-doped buffer layer was grown. The n-p-n GaN structure was annealed to
activate the p-doped region. Afterward, an n-doped capping layer was grown.

The sample consists of GaN layers with different dopant concentrations and types
grown by metal-organic chemical vapor phase epitaxy (MOVPE) on top of a c-
plane free-standing hydride vapor phase epitaxy (HVPE)-grown GaN substrate.

The consecutive layers form a n-p-n-structure protected by an n-doped capping
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Figure 3.6: SEM image of the sample surface in the secondary electron mode (5keV).
The doping junctions can be discerned well. The substrate sample interface appears as a
thin bright line on the left side. The 3D-growth of the capping layer can be seen on the
right side of the SEM image.

layer (cf. Fig. 3.5). The doping species of the n- and p-type layers are Si and
Mg, respectively. The first 1 pm thick n-doped buffer layer has a nominal doping

3

concentration of 3 - 10'%cm™3. The 1pm thick p-doped layer exhibits a nominal

doping concentration of around 5 - 10'8cm=3, followed by a 20nm thick p-doped

layer with a nominal higher doping concentration of 2 - 10”cm=3

capping the p-
doped region. The next layer has a thickness of 500 nm and an n-type doping
concentration of 9 - 10%¥cm™2. After this MOVPE run at 960°C, the sample was

thermally annealed ez-situ to activate the Mg dopants at 650 °C.

In a second run, three highly doped n-type GaN layers with nominal thicknesses
of 15nm, 150 nm, and 5nm, and Si concentrations of 1 - 10%%cm™3, 1 - 10*%cm ™3,
1-10*°cm ™3, respectively, were grown by MOVPE at a temperature of 715 °C. How-
ever, the two layers with high doping concentration, in the range of 1-10*°cm™3
formed 3D islands. The 3D growth prevents access to these layers through STM.
However, by employing scanning electron microscopy (SEM), a polycrystalline re-
gion on top of the last layer from the first MOVPE run is unraveled. Within this
region, no distinct layers are discernible (cf. Fig. 3.6). Due to the rather low quality,

this region is excluded from further analysis in this thesis.
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Figure 3.7: Sketch of the LED sample structure. The exact number of quantum wells
in the multi-quantum wells is unknown.

3.4.2 Structure of the LED sample

The GaN-based LED-sample structure investigated in this thesis is based on a
layered system designed for a nitride multi-quantum well embedded in an n- and
p-type GaN layer. In order to reduce production costs, the LED structure was
grown on top of a standard Si(111) substrate. However, due to lattice mismatch
and strain, as well as back-etching, epitaxial growth of GaN on Si can only be

realized by introducing several intermediate layers that can reduce strain.

The very first of the buffer layers on top of the Si substrate is a nominally undoped,
300 nm thick AIN layer [96], which is known to exhibit a smaller lattice mismatch
of Si compared to GaN and avoids back-etching. This layer is followed by a 690 nm
thick step graded (Al,Ga)N layer with increasing Ga content, representing the tran-
sition to GaN. It has been shown that most of the dislocations are relieved in this
layer [96]. The AlGaN layer can be subdivided into two layers with different Ga

content.

The first layer is a 320nm thick Alp35GagesN layer [96]. The second one has
a thickness of 370nm and a Ga content of 83 % [96]. The intermediate or buffer
layers are completed by an undoped GaN region with a thickness of 400 nm. On top
of that, the electrically active layers were grown epitaxially, starting with a 3.4 um
thick Si-doped (n-type) GaN layer, followed by a multi-quantum well structure
with an unknown layer sequence. The capping layer consists of several p-doped

sub-layers and is approximately 100 nm thick.
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This work focuses on the analysis of the buffer layers since strain management and
the electrical properties associated with the ternary nitride alloys are nowadays of
particular interest. This is the reason why the first four layers are of particular

interest to this work.
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Chapter 4

Investigation of the influence of
various physical parameters on

tunnel currents simulated for
n-type IlI-nitride (1010)

semiconductor surfaces

This chapter investigates the influence of various physical parameters on tunnel cur-
rents, simulated for n-type III-nitride (1010) semiconductor surfaces. The physical
parameters discussed here are the semiconductors band gap, the electron affinity,
the tip radius, the tip work function, the doping concentration, and the energy po-
sition of the empty intrinsic group III-derived dangling bond state within the band
gap. It turns out that, in particular, the electron affinity and the position of the
surface state affect the tunnel currents decisively, while the dopant concentration
and the band gap play a minor role on these surfaces. The physical origin of this
unexpected behavior of the tunnel current can be found in the electronic properties
of the GaN (1010) surface. The surface exhibits (a) a filled intrinsic dangling bond
state at the valence band edge, which is not influencing the surface Fermi level,
and (b) an empty dangling bond state in the fundamental band gap, which induces
in STM operation a polarity dependent Fermi-level pinning [38]. This results in

a Fermi-level pinning at positive voltages, while at negative voltages no pinning
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occurs under tunneling conditions. This constellation is taken as basis for the sim-
ulations in this chapter. The findings obtained from the analysis in this chapter
are used for the discussion of spectra in Chapter 5 and the fits performed in Chap-
ter 6 for ternary (Al,Ga)N alloys. In addition, they are a guideline for determining

sensible fit parameters for future tunnel current simulations.

4.1 Introduction

The tunnel current between a metal probe tip and semiconductor surfaces is usually
composed of various components. In the simplest case, i.e., under the assumption
of negligible tip-induced band bending as well as the absence of intrinsic surface
states in the fundamental band gap, electrons tunnel from filled valence band states
(tip states) into empty tip states (conduction band states), if a negative (positive)

sample bias of sufficient magnitude is applied [22].

However, the free charge carrier concentration of semiconductors is typically orders
of magnitude smaller than that of metals, and thus the electrostatic potential being
present in the vacuum region between tip and sample penetrates into the subsurface
region of the semiconductor, leading to a tip-induced band bending [22,76,97], as
discussed previously in Chapter 2. The electrostatic potential difference between tip
and sample is the sum of their contact potential (i.e., work function difference) and
the applied voltage. The magnitude and extent of the potential that penetrates the
semiconductor surface and leads to band bending depend on both the free carrier

concentration and the permittivity [76].

For doped semiconductors, tip-induced band bending can create electron or hole
accumulation or inversion, which can be the source of other tunnel current compo-
nents. Such components are known to reduce the voltage range without tunnel cur-
rent in I(V') spectra (also called the apparent band gap) significantly. In addition,
surface states present within the fundamental band gap can alter the band band-
ing and further complicate understanding the measured tunnel currents. Hence,
the simulation of tunnel spectra is necessary for achieving both a qualitative and
a quantitative understanding of the complex interplay of surface- and tip-related

effects at group III nitride semiconductors.
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This chapter discusses the variation of the most important semiconductor parame-
ters that influence the tunnel current of non-polar GaN surfaces. [38] Two different
software packages for simulation are employed for this purpose: P_ SpaceCharge-
Light developed by Schnedler [79,98,99] as well as SEMITIP developed by Feen-
stra [76,100, 101]. The results of both packages are quite similar, as discussed in

the following section.

4.2 General remarks on the simulation packages

used

Both simulation packages utilize finite difference methods (cf. Sec. 2.4.1) to solve
the Poisson equation and obtain the three-dimensional electrostatic potential of
the tip-vacuum-semiconductor system. Both approaches consider a hyperbolic tip
geometry, the interface boundary conditions at the transition from vacuum to the
semiconductor, and are capable of treating surface states. It is worth mentioning
that surface states are incorporated from the electrostatics point of view. Tunneling
between the tip and the surface states is not provided by any of the software pack-
ages. However, due to slight differences in, e.g., the image potential, the coordinate
systems, and their symmetry, the treatment of non-equilibrium charge carriers, and
the derivation of tunnel currents, some deviations may appear in the results, which

are physically negligible, at least for GaN.

Regarding technical aspects, SEMITIP returns a tunnel current density in the units
of A/nm?, while P_ SpaceChargeLight returns a tunnel current in A, assuming a

2. However, the major difference between the two is

fixed tunneling area of 1nm
that P_ SpaceChargeLight considers the image potential at the surfaces of both the
metal probe tip and semiconductor using the approximation described in Ref. [67]
divided by two [102] for the calculation. In contrast, the Unilnt3 application from
the SEMITIP simulation package used in this work does not take into account im-
age potentials. The author of the software rather suggests multiplying the resulting
current densities with a constant factor of about 1000 to account for both the tun-

nel area and the image potentials [76]. This situation is illustrated in Fig. 4.1,
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Figure 4.1: Tunnel spectra in logarithmic scale derived by SEMITIP (blue circles, green
squares) and P__SpaceChargeLight (red circles, orange squares). The dashed lines are the
I(V) curves derived by SEMITIP and multiplied with a constant factor of 1000 in order to
match them with the I(V') curves derived by P_ SpaceChargeLight. (a) The red and blue
circles correspond to a tip radius of 10nm, while the orange and green colored squares
correspond to a tip radius of 50nm. All the spectra were derived assuming the same
tip-sample separation and doping concentration of d = 10A and Np = 3 - 10 cm™3,
respectively. (b) in contrast to (a), all spectra are derived using the same tip radius
of 10nm, but other parameters were changed: For the red and blue symbols, the tip-
sample separation is changed to d = 12 A, and the doping concentration is changed to
Np =3-10%cm™3 for the orange and green spectra.

where tunnel spectra, simulated with P_ SpaceChargeLight (red circles and orange
squares) and SEMITIP (blue circles and green squares), are shown for compari-
son. Figure 4.1a shows tunnel spectra simulated for two different tip radii of 10 nm
(blue and red circles) and 50 nm (green and orange squares). For both tip radii,
the results of Unilnt3 need to be multiplied (i.e., offset) by a factor of around
1000 (dashed lines) to match the simulated tunnel spectra of P_ SpaceChargeLight

close to the current onsets voltages. In analogy to the tip radius, the tip-sample
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separation and the doping concentration have been varied from 10 A to 12 A and
from 3- 10 ecm ™3 to 3- 101 cm™3, respectively. Figure 4.1b shows the correspond-
ing simulated I(V') curves obtained by both software packages. A comparison of
the spectra yields again a factor of around 1000 between the (V') curves of both
applications (dashed lines). Hence, it is concluded that the factor is, in first approx-
imation, independent of most of the simulation parameters. Under this assumption,
a quantitative comparison of the results of both simulation software packages can

be performed.

Nevertheless, at large absolute voltages, small deviations arise, either due to the
different tunnel current models employed in the simulation packages or due to nu-
merical errors caused by finite difference algorithms applied to different coordinate
systems (hyperbolic vs. Cartesian). Furthermore, the ratio between the tunnel
currents derived with and without image potentials (using P SpaceChargeLight)

is voltage-dependent and increases by a factor of & 2 for larger sample voltages.

In the following the simulation program SEMITIP is used, and the resulting spectra
are multiplied by a factor of 1000. As shown above, the results are, however,

comparable with those of P_ SpaceChargeLight.

4.3 Exponential dependence of the tunnel

current on the tip-sample separation

First, the dependence of the tunnel spectra on the tip-sample separation is examined
in more detail. As mentioned in Sec. 2.1 (cf. Eq. 2.13) at the beginning of Chapter 2,
the transmission probability and, thus, the tunnel current depends exponentially

on the tip-sample separation in first approximation [60,66,67,70,103]:
I x exp <72~n-d[A]) . (4.1)

In Eq. 4.1, the decay constant x is roughly ~ 1.09 A_l, if a work function of
4.5eV is assumed [22,49]. From this relation, it can be concluded that a tip-

sample separation change of roughly 1A changes the tunnel current by one order
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Figure 4.2: (a) Simulated I(V) spectra at various tip-sample separations, ranging from
5A(top) to 17 A (bottom) and with a step width of 1 A. (b) Tunnel current as a function
of tip-sample separation of the positive current branch. The color-coding of the symbols
in (b) corresponds to the applied voltage, i.e., the horizontal axis in (a): Each symbol
color in (b) is related to a specific voltage point of the positive current branch in (a).

of magnitude. However, these estimations do not consider the effect of the tip-
induced band bending, which depends, to a certain degree, also on the tip-sample

separation.

Thus, it is worth assessing the relation of the tip-sample separation and the tunnel
current in detail. Figure 4.2a shows the simulated I(V') spectra for the non-polar
GaN surface at different tip-sample separations. A n-type doping (3-10'® cm=3) was
used, and in accordance with Refs. [34,38], a polarity-dependent surface Fermi-level
pinning was assumed. The corresponding Ga-derived dangling bond surface state
was modeled as Gaussian distribution of states with a full width at half maximum
(FWHM) of 0.1 eV, centered 0.7 €V below the bulk conduction band edge. The total

density of states of the Gaussian distribution was assumed to be 6-10'4 cm~2, which
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Figure 4.3: The fitted decay constant (a) and amplitude (b) of Eq. 4.1 for every voltage
point of the simulated spectra in Fig. 4.2.

corresponds to one state per surface unit cell. The topmost spectrum was derived for
the smallest tip-sample separation of 5 A, while the lowermost spectrum corresponds
to the largest tip-sample separation of 17 A. Figure 4.2b depicts the decay of the
tunnel current as a function of the tip-sample separation. The color-coding of the
symbols corresponds to the applied voltage and is the same as in Fig. 4.2a. A linear
decay in the tunnel current with increasing distance between tip and sample can
be seen on a logarithmic scale, i.e., the tunnel current is exponentially decreasing
with the tip-sample separation. Figure 4.2b illustrates that the slope of the decay
depends on the applied voltage. This is indicative of a voltage dependency of the
decay constant x (cf. Eq. 4.1).

To analyze the voltage dependency of the decay constant x, Eq. 4.1, is extended by a
proportionality constant A and fitted to the I(z) curves presented in Fig. 4.2b. The
result of the fits is presented in Fig. 4.3, as a function of voltage in a. First, the decay
constant « is close to the expected literature value of around 1 A [22,49,103], and
decreases only slightly (= 0.1A to 0.2 A) for large absolute voltages. Second, two
different slopes of the x(V') curve can be discerned for the negative and positive
branches. Note that the decay constant « in Fig. 4.3a is an averaged one, since it

is calculated from I(V') curves. However, I(V) curves compromise the density of
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4.4 Effects of sample parameters on the tunnel current

states integrated over a certain energy range (from Ep to Er + e - V), with each

energy corresponding to a slightly different .

Close to the onset voltages, the x values agree well with the nominal ones of ~ 1 AT
At larger absolute voltages, a reduced tunneling barrier leads to decreasing average
decay constants. It is thus concluded that the exponential decay of the tunnel
current due to the increase of the tunnel barrier is the dominant effect for increasing

tip-sample separations.

Furthermore, Figure 4.3b shows amplitude A as a function of voltage. The general
shape of this function resembles that of the I(V') spectra. The proportionality
constant A increases by several orders of magnitudes for large absolute voltages.
This is explained by the fact that A contains the integrated density of states, which

increases significantly with increasing voltages as well.

4.4 Effects of sample parameters on the tunnel

current

The effects of variation of selected sample parameters on computed tunnel cur-
rents are discussed below for non-polar GaN surfaces. The results gained in the
following section can be transferred and applied to other non-polar ternary ITI-N
compound semiconductor surfaces if their cation-derived dangling bond state has
similar characteristics like that for the GaN (1010) surface.

4.4.1 Variations in the band gap

In Fig. 4.4 tunnel spectra are shown for band gaps from 3.09¢V to 3.69eV. The
spectra in were derived assuming a polarity-dependent pinning as described above.
Note that the calculated currents for the different band gaps coincide in Fig. 4.4.
Hence, in both cases, no dependence of the tunnel spectra on the band gap was

found.
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Figure 4.4: I(V) tunnel spectra simulated for different band gaps in a range from 3.09 eV
(line) to 3.69¢eV, shown as symbols. A polarity-dependent Fermi-level pinning induced
by an intrinsic surface state 0.7eV below the conduction band edge is assumed. Note
that tunnel currents at different band gaps coincide for all voltages. No dependence of
the tunnel current on the band gap is observed.

For the understanding of the absence of band gap dependence, it is recalled that the
empty Ga-derived surface state leads to a polarity-dependent Fermi-level pinning
and thus to a shifted onset of the positive voltage branch of the tunnel spectra at
the n-doped non-polar GaN (1010) surfaces [38]. In contrast, no pinning occurs
at negative voltages, and the conduction band is pulled below the Fermi-level, and
an accumulation layer can form. Electrons in this layer can tunnel into the tip
giving rise to a so-called accumulation current [22,97,104-106]. As a result, for
both negative and positive voltages, conduction band states are probed. Only at
large negative voltages (i.e., V <« —3.4V), one could probe valence band states in
principle. However, due to the larger tunnel barrier related to the valence band
states, valence band currents can be neglected in the present case. Without tunnel

currents that originate from valence band states, STM becomes insensitive to the
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4.4 Effects of sample parameters on the tunnel current

band gap. Therefore, the band gap is not expected to impact the tunnel currents

at this surface.

4.4.2 Effect of the variation in the energy of surface states

The presence of the Ga-derived dangling bond state in the fundamental band gap
of n-type non-polar GaN surfaces and its implications on the tunnel current has
been discussed in Sec. 4.3 and 4.4.1, already. Here, the focus is on the impact
of the variation in surface state energy on the tunnel current. Such a variation
influences the onsets voltages and slopes of the tunnel currents, as discussed in the

following.

The surface state is again modeled by a Gaussian distribution of states with an
FWHM of 0.1eV and a total (integrated) density of states of 6 - 101* cm~2, which
corresponds to one state per surface unit cell. The centroid energies of the Gaussian
distribution are varied in steps of 0.1eV in a range of 0eV and 1.4eV below the

bulk conduction band edge. The resulting I(V') spectra are shown in Fig. 4.5a.

By shifting the centroid energy of the surface state further towards the mid band gap
position, the onset of the tunnel spectra is moved to higher voltages (cf. Fig. 4.5a).
The currents are found to converge towards large positive voltages, despite different

centroid energies.

This effect is even more evident in Fig. 4.5b, where the tunnel current is shown in
logarithmic scale as a function of the surface state’s centroid energy: For smaller
positive voltages (white in Fig. 4.5), a shift of the centroid energy position changes
the tunnel current strongly. In contrast, for larger voltages (green in Fig. 4.5), this
influence of a centroid energy shift is much smaller. Hence, all spectra have in
common that the influence of surface state induced Fermi-level pinning decreases

with increasing positive voltages.
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Figure 4.5: (a) Computed I(V) spectra at different centroid energies of the surface state
below the conduction band F¢ — Egs (ranging from 0eV to 1.4€V), with a step width of
0.1eV. The red line is a tunnel spectrum without any surface state, and the color-coding
of the marks in (a) and (b) corresponds to the applied voltage (horizontal axis in (a)).
Higher voltages correspond to darker green color. Note, the negative current branch is
calculated without pinning by the surface state. (b) Influence of the relative position of
the surface state on the measured tunnel current for the simulated voltages.

4.4.3 Effect of the variation in the doping concentration

Next, the influence of the doping concentration on the tunnel current is elucidated.
The simulations were carried out assuming both a polarity-dependent pinning as
well as an unpinned surface. The doping concentration was varied according to
the following sequence: 310" cm™3,8-10% cm=3,3-10® cm™3,8-10% em™3,...,3-
10" em™3. The donor ionization energy was assumed to be 0.03 eV, which agrees
with that of typical dopants, i.e., Si (0.022 £0.04eV) and O (0.032eV to 0.037€V)
[107-109].
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Figure 4.6: Simulated I(V') tunnel spectra for different doping concentrations following
the sequence: 3-10%cm=3,8-10%cm™3,3- 10 cm 2,8 - 10 ecm™2,...,3 - 109 cm 3.
Darker colors of the symbols indicate higher doping concentrations. (a) Tunnel currents
assuming a polarity-dependent Fermi-level pinning, induced by an intrinsic surface state
0.7V below the conduction band edge. (b) Tunnel spectra for an unpinned surface. For
the sake of clarity, the tunnel currents of the pinned surface are also shown in (b) as a
shaded area.

Figure 4.6a illustrates the corresponding results of the computations that incor-
porate a polarity-dependent pinning, while Fig. 4.6b depicts the same results for
the unpinned surface. Both, Fig. 4.6a and b have in common that the change in
doping concentration has only a minor effect on the negative voltage branch of the
tunnel spectra. This observation can be understood by recalling that the tunnel
current at negative voltages originates from an electron accumulation layer for n-
type material. This situation is further elucidated by Fig. 4.7, which illustrates
the tunnel current as a function of the doping concentration at a negative and b
positive voltages in case of a surface state 0.7¢V below the conduction band. At

negative voltages (cf. Fig. 4.7a), no strong dependence of the tunnel current on

o4



@ negative current branch @ positive current branch

1077
; V =-425V
—o — 0o
] T %o o - o o V=50V2
10—8 A A A 5 yN_— I;
E| A A
3 A A A 4
= E m ] /l/: ®
] ] " m - ! u
® ® ® ® ° [ ] ¢ z A
-9 . ® ® ° o @ L, T8 §¢ 238
1077 9 ¢ ¢ ‘ ¢ o o o o
E (SR 358 SR YEHIN T ! ! m A g © ¢
— ® e e o ¢ ? | B A 0 o 9 ®
=< 1 o e o 4 o S m A2 ¢ o ¢ @
+ e ® m A é 9 o ¢ @ o "
g 10-10 * ®° o o ¥ A o 2 % 0 ® g
8 E LSEN A A 8 o o ® ® B
=] o A A ¢ g - A o 9
= o o o e = 0 ® o o o
O 7 o © g ® o A Q o
® ® ® ® | u} A o O o
10-11 3 @ ° o A of © 0 g ©
¢ o 0 o O ® u]
e a o orHe—e T
a o 0 oflTel o 4 i g U g a (RS o i A
o o o Q o ®
10712 E;—ér‘é.—é T o ® i
2 [m]
] \A—A\A—A\A/-e( ¢ ® A
4 [m}
1 V=-11V ® A V=09V

1015 1016 1017 1018 1019 1015 1016 1017 1018 1019
Doping concentration [cm ™3] Doping concentration [cm ™3]

Figure 4.7: Log-log plot of the simulated tunnel currents as a function of the doping
concentrations for (a) negative and (b) positive sample voltages (The data is extracted
from Fig. 4.6a, i.e., simulated with an intrinsic surface state). Dark green filled symbols
correspond to higher absolute voltages than light green symbols. The voltage difference
between two adjacent curves is in the range of 0.1V to 0.25V.

doping concentration exists for all voltages.

In contrast, for positive voltages, an approximately linear increase of the tunnel
current with increasing doping concentrations is visible at all voltages in the log-
log plot (cf. Fig. 4.6b). This tendency is independent of the pinning by the surface
state, which causes just a shift of the tunnel spectra towards larger positive voltages.
The rather strong dependence of the tunnel current on the doping concentration
can be understood by considering the screening of electrostatic potentials at the
surface and subsurface region of the semiconductor: Both the Ga-derived dangling
bond state (dominating at small voltages) and the biased probe tip (dominating at
larger voltages) induce a potential at the surface of the GaN sample. This potential

penetrates into the semiconductor, where it is successively screened by free carriers.
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Figure 4.8: Computed I(V) tunnel spectra for electron affinities x in the range from
3.6eV (white) to 4.6V (darkest color) in steps of 0.1eV. (a) Simulated with an empty
intrinsic surface state 0.7€V below the conduction band edge. (b) Tunnel spectra for an
unpinned surface. For clarity, the tunnel currents of the pinned surface are also shown in
(b) as a shaded area.

The screening length and the size of the remaining potential at the surface depend

on the free carrier concentration and thus on the dopant concentration.

4.4.4 Electron affinity

Figure 4.8 shows tunnel spectra for different electron affinities y, between 3.6 eV
and 4.6eV in steps of 0.1eV. With increasing electron affinity, the onset of the
negative current branch is shifted towards smaller absolute voltages. The onset
of the positive current branch also shifts to smaller voltages in the unpinned case
(cf. Fig. 4.8b), but not in the pinned one (cf. Fig. 4.8a). In addition, the slope of

the I(V) curve becomes smaller for both cases with and without a surface state in
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the band gap.

For an understanding of these effects, it is recalled that a larger electron affinity
leads to a smaller contact potential (cf. Eq. 2.39) and vice versa. The sum of
contact potential and applied voltage governs the band bending at the surface of an
unpinned semiconductor. If this sum becomes negative, downward band bending is
present, and (in the case of n-type material) an electron accumulation zone develops
at negative voltages. Thus, a larger electron affinity leads to an earlier onset of the
accumulation current. The reduced slope of the I(V') curve is caused by the tunnel

barrier, which becomes higher with increasing electron affinities.

For positive voltages, the situation is similar to that at negative voltages: A larger
electron affinity decreases the contact potential, which in turn leads to an earlier
onset, of the positive current branch. In fact, this is only the case for the unpinned
surface (cf. Fig. 4.8b). However, experiments unraveled a pinned situation in reality
[34,38]: A surface Fermi-level pinning caused by the Ga-derived dangling bond state
at the non-polar GaN surface is responsible for an upward band bending of ~ 0.7 eV
at positive voltages. This upward band bending is nearly independent of the contact
potential and the applied voltage, provided that it is not too large. Considering
that the band bending is not altered by the electron affinity, changes of the tunnel
current can only stem from different tunnel barrier heights. This is indeed the case,
as demonstrated by the tunnel spectra depicted in Fig. 4.8a: The I(V') curves that
correspond to smaller electron affinities and thus smaller tunnel barriers exhibit
higher tunnel currents at all positive voltage points. Note again that this is not the
case for the tunnel spectra of the unpinned surface (cf. Fig. 4.8b), where the current
corresponding to larger electron affinities is higher for small voltages (V < 0.7V),
while for larger voltages, the current corresponding to smaller electron affinities

dominates.

4.5 Tip specific parameters

Commonly, not much is known about the probe tip’s precise geometry and electronic
properties in STM/STS experiments. Thus, it is crucial to investigate the influence

of varying tip parameters on the tunnel current. This will provide insight into the
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Figure 4.9: I(V) spectra for tip radii between 20 nm (white open symbols) and 200 nm
(darkest color, filled symbols) with 20 nm steps. (a) Depicts the simulated tunnel spectra
with an empty intrinsic surface state and (b) without. For clarity, the tunnel currents of
the pinned (red) surface are also shown in (b) as a shaded area.

reproducibility of STS experiments when different tips are used. Again, the non-

polar GaN surface is employed exemplary to model the semiconductor surface.

4.5.1 Tip radius

Figure 4.9 depicts tunnel spectra computed for different tip radii, ranging from
20nm to 200nm. At negative voltages, the tunnel currents increase by a factor of
less than 2 if the tip radius is enlarged by more than one order of magnitude. This

is similar for the cases with and without a surface state.

The small increase of the tunnel current at negative voltages with tip radius is

caused by an enlarged tip-induced electron accumulation zone: For larger tip radii,
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the downward band bending increases, giving rise to more electrons in the accumu-

lation zone, able to tunnel into the tip.

For the simulation of the positive voltage branch, again, the differences between the
unpinned (cf. Fig. 4.9b) case and the case of a surface Fermi-level pinning by the
intrinsic Ga-derived dangling bond state (cf. Fig. 4.9a) have been distinguished.
The unpinned surface reveals an increase of the tunnel current at all positive volt-
ages with decreasing tip radius. Note that this is the opposite behavior compared
to negative voltages and the magnitude increases for large positive voltages. It
can be understood considering the tip-induced band bending again: At positive
voltages, tunneling from the tip into the conduction band emerges. The smaller
the tip-induced upward band banding, the higher the tunnel current because more
empty states of the conduction band overlap energetically with the filled states
of the tip. Since a smaller tip radius reduces the upward band bending, it thus
increases the tunnel current. The impact of the tip radius on the tunnel current
becomes stronger for larger positive voltages. At 5V, the tunnel current changes
by one order of magnitude if the tip radius is enlarged by one order of magnitude.
The behavior of the tunnel current for the unpinned and the pinned surface differs
only for small positive voltages: For the pinned surface (cf. Fig. 4.9a), the tunnel
current is independent of the tip radius for small positive voltages < 0.7V. The
reason is similar to that described before in Sec. 4.4.4: At small positive voltages,
band bending at the surface of the semiconductor is dominated by pinning and not
by the tip’s potential. At larger positive voltages, the tip-induced band bending
dominates, and thus the currents of the unpinned and pinned surface approach each
other.

Note, in the simulation the tunneling area was kept independent of the tip radius
for comparability purposes. In addition, a change of the tip-sample separation
results in a similar effect as discussed before. In practice, both the tip-sample
separation and the tip radius are unknown quantities, and the feedback controller
will adjust the absolute tip-sample separation to compensate offsets in the tunnel

current caused by different tunnel areas.
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Figure 4.10: Simulated I (V') spectra for tip work functions in a range from 4.0 eV (white)
to 5.0eV (darkest color) and an interval of 0.1eV. (a) Shows the tunnel spectra for an
empty intrinsic surface state 0.7eV below the conduction band edge. (b) Depicts the
unpinned surface. For clarity, the tunnel currents of the pinned (red) surface are also
shown in (b) as a shaded area.

4.5.2 Tip work function

Closely intertwined with the electron affinity y of the semiconductor is the work
function of the tunnel tip &1 in terms of its influence on the contact potential
(cf. Eq. 2.39).

Figure 4.10 shows tunnel spectra computed for tip work functions in the range from
4.0eV to 5.0eV. For the unpinned case, the tunnel spectra are shifted rigidly down-
wards on the current axis for increasing work functions. Two effects are responsible
for the observed behavior. First, the tunnel barrier increases with increasing work
function. Thus, the probability of electrons tunneling between the tip and the sam-

ple reduces. Second, an increased work function and thus a larger contact potential
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shifts the conduction band edge upward, i.e., away from the Fermi level. Since the
tunnel current arises from electron tunneling out of or into conduction band states
for both polarities, the onset voltages of both current branches are shifted to larger

absolute values.

In the case of a surface Fermi-level pinning (cf. Fig. 4.10a), the downward shift
with work function is also present, but the onset voltage of the positive current
branch is less affected by the change in work function (smaller shift range). This is
again due to the fact that the band bending at the surface of the semiconductor is
not dominated by the tip but by the Ga-derived dangling bond state, at least for
small positive voltages. Hence, for these voltages, the current only changes due to

the change in the tunnel barrier.

Compensating an electron affinity change with the tip work function

The contact potential depends on the difference between the tip’s and the semi-
conductor’s work function. Hence, a change of the sample’s electron affinity can
be compensated by a simultaneous change of the tip’s work function while keeping
the contact potential, and thus the tip-induced band bending constant. Only the
height of the tunnel barrier is changed. In Fig. 4.11, tunnel spectra are shown for
the case of a constant contact potential of 0.4 eV. The electron affinity and tip work
function are changed simultaneously in the ranges from 3.6¢eV to 4.6 eV and from
4.0eV to 5.0eV, respectively, in steps of 0.1eV. The spectra exhibit a rigid shift for
the unpinned case, which is slightly reduced for the pinned case at small positive

voltages.

This can be understood as follows: A higher tunnel barrier decreases the probability
of electrons tunneling between tip and sample and thus reduces the tunnel current.
As a result, the I(V) spectra are shifted on the current axis (cf. Fig. 4.11).

The surface Fermi-level pinning at positive voltages is again responsible for an
almost unchanged onset of the current branch in Fig. 4.11a, while the unpinned

surface exhibits a more uniform shift of the I(V) curves (cf. Fig. 4.11b).
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Figure 4.11: I(V) tunnel spectra simulated for a constant contact potential of 0.4€eV.
The electron affinity and tip work function are varied in the ranges from 3.6 eV to 4.6 eV
and from 4.0eV to 5.0eV, respectively, in steps of 0.1eV. The graphs for &1 = 4.0€V,
X = 3.6eV and &1 = 5.0eV, x = 4.6 eV are white and the darkest color, respectively. For
clarity, the tunnel currents of the pinned (red) surface are also shown in (b) as a shaded
area.

4.6 Conclusion

In this chapter, the influence of the variation of various physical parameters of non-
polar GaN sample surfaces and the probe tip on tunnel spectra was investigated
using tunnel current simulations. The simulated tunnel spectra obtained by both
available simulation packages SEMITIP and P_ SpaceChargeLight for the same set
of parameters yield almost identical current onsets and slopes close to the onsets if

the appropriate image potentials and related tunneling areas are considered.

While the tunnel spectra were found to be independent of a change in band gap,

other material parameters and physical quantities have a large impact on the cur-
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rent onsets and slopes of the I(V') curves.

Increasing (decreasing) the potential barrier via either the tip work function or the
electron affinity of the semiconductor, or both, decreases (increases) the simulated

tunnel current.

Accumulation currents are almost independent of many parameters, i.e., doping

concentration, electron affinity, tip radius.

Tunnel currents other than accumulation currents are strongly dependent on the
band bending (either tip-induced or pinning-induced) at the sample’s surface. Thus
these currents can be used to gain information about sample parameters, such as

the doping concentration and the electron affinity.

These results are used in the following chapters to understand and interpret tun-
neling spectra quantitatively in conjunction with carefully performed simulations

of the tip-vacuum-semiconductor system and hence of the tunnel current.
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Chapter 5

Investigation of Fermi-level
pinning induced by intrinsic and
extrinsic surface states at n- and
p-type GaN (1010) surfaces

Text and images of this chapter were adapted in parts from the previously published
article [P2] (see list of own publications, p. 135) © 2020, Journal of Applied Physics,
AIP Publishing.

Fermi-level pinning by extrinsic and intrinsic surface states, as well as their pas-
sivation, has been the subject of numerous STM studies at surfaces of n-type
GaN [34, 37, 38,105,110, 111]. However, similar experiments are still lacking for
their p-type counterparts, despite the relevance of such investigations, e.g., under-
standing the effects of non-polar (1010) sidewalls on p-n-junctions in nanowires. In
this chapter, non-polar (1010) cleavage surfaces of MOVPE grown high quality p-
and n-type GaN epitaxial layers are investigated and characterized electrically and
structurally by SEM, secondary ion mass spectrometry (SIMS), STM, and STS.
Particular emphasis will be put on the changes of UHV cleaved surfaces due to air

exposure.

For the clean m-plane GaN (1010) surface, it is found that the Ga-derived acceptor-

like surface state dominates the Fermi-level pinning for n-type material, while for
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5.1 Experimental results

p-type GaN the main contribution is attributed to extrinsic Fermi-level pinning
caused by cleavage steps. After air exposure, hydroxylation leads to passivation of

both extrinsic and intrinsic surface states for n- and p-type GaN.

5.1 Experimental results

5.1.1 SIMS investigation

The sample A3782/3787 was first investigated by SEM and SIMS to obtain in-
formation about the layers’ crystal quality, thickness, and doping concentrations.
The SIMS measurements were carried out using a TOF.SIMS 5.NCS system from
IONTOF GmbH (cf. Figs. 5.1, 5.2, and 5.3). The system is equipped with a reflec-
tron time of flight (TOF) analyzer and two ion guns that are used alternately to
ablate material and probe the chemical composition. Depending on the required po-
larity, either Cs™ ions (2keV, 169 nA, negative polarity) or O3 ions (1keV, 310nA,
positive polarity) are employed as primary sputter beam to ablate a 300 x 300 pm?
wide square. In the center of this square, a Bit (30keV, & 2.5 pA) ion beam is used

for composition probing in an area of approximately 60 x 60 pm?.

First, a qualitative analysis of the SIMS profiles at negative and positive polarity
is provided. The time axis of the SIMS data was calibrated to the penetration
depth of the ion beam with the help of the layer thicknesses obtained by SEM
(cf. Fig. 5.5a). The SIMS measurement at negative polarity provides information
about the Si ion intensity, i.e., the n-type dopant species in these samples [112-115].
The results are illustrated in Fig. 5.1. First of all, the SiN~ intensity profile (blue
line) reproduces the layer structure: The n-type layers are discernible by their high
SiN~ signal (counts > 100). The p-type layer can be distinguished by the low SiN~
intensity counts (< 10). The peak (counts > 1000) at position 200 nm indicates
the beginning of the growth of the capping layer. Another prominent feature of
the SiN™ intensity profile is the peak between the substrate and the buffer layer at
spatial position 2800 nm: Within a narrow region of around 20 nm [P1], the SiN~
intensity counts increase by one order of magnitude. Thus this layer is referred to

as d-doped layer.

66



Cap n-GaN n-GaN

4
1073 —SiN~
103 N n
" E WW
= ] ARSI A e s
E ]
] |
2
% 102 A
E 1
] |
E ]
10 4
1 T T T T T T — T — T
0 500 1000 1500 2000 2500 3000
Depth [nm)]

Figure 5.1: SIMS measurement at negative polarity for sample A3782/3787, obtained
by sputtering with Cs™ ions. At negative polarity, signals of donor atoms have a higher
yield rate. In the case of GaN, Si acts as a donor and is the dopant for the two n-doped
layers.

The SIMS data measured at positive polarity provides access to the p-type dop-
ing species (here: Mg) with higher secondary ion yield and accuracy [114,115] as
compared to negative polarity [116,117]. The results are presented in Fig. 5.2.
The Mg™ intensity profile (orange line) exhibits a peak at the interface between
the p- and n-type GaN layer at spatial position 850 nm. In addition, the Mg" in-
tensity is increasing in growth direction throughout the p-doped layer (Note, the
growth direction is from right to left in Fig. 5.2). Note, the overall shape of the
Sit signal (blue line) in Fig. 5.2 coincides with the one measured at negative po-
larity (cf. Fig. 5.1). This relation was used for the depth calibration of both graphs

relative to each other.

For a quantitative analysis of SIMS signals, a proper calibration of the signals
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Figure 5.2: SIMS spectra of sample A3782/3787 at positive polarity. The primary
sputter ions were O%’. At positive polarity, the signal of acceptor atoms like Mg and,
therefore, the p-doped layer is discernible.

is of utmost importance. In this work, an implantation standard sample with a
defined concentration of the trace element Mg is used to calibrate the p-type doping
concentration. The n-type doping concentration is calibrated by the nominal doping
concentration of a GaN buffer layer of 3 - 10'® cm™3 from another sample (A3162).
Therefore, the n-type doping concentrations can only be compared relative to the

known doping concentration of this separate sample.

Next, the Mgt and SiN~ ion concentration profiles (cf. Fig. 5.3), which are ob-
tained by calibration of the intensity axis of the SIMS profile (cf. Fig. 5.1 and
5.2), are analyzed quantitatively. The Mg dopant concentration peak at the in-
terface between p- and n- type layer (at spatial position 850nm) reaches up to
5-10* cm™. The peak concentration is in agreement with the nominal doping

concentration of the 20 nm wide highly p-doped layer grown on top of the 1 um
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Figure 5.3: Doping concentration was obtained by calibrating the SIMS signal for pos-
itive polarity (cf. Fig. 5.2) with an implantation standard and the negative polarity
(cf. Fig. 5.1) sample with a known doping concentration of a separate sample.

wide, lower p-doped layer (cf. sample structure in Chapter 3, Fig. 3.5). The lower
p-doped layer exhibits an exponential increase (linear on a logarithmic scale) of the

3

Mg concentration from 5 - 10'® em™ to 3 - 101 cm™ in growth direction. Hence,

on average, the Mg doping concentration in this layer is somewhat higher than the
nominal one of 5-10'% cm™3.

However, it should be noted again that just a small part of the Mg dopants are
expected to act electrically as acceptors due to an incomplete activation. The
fraction of activated Mg dopants could be decreased even further due to the over
growth by a n-doped layer before thermal activation. The fraction of activated Mg

dopants and thus the actual free carrier concentration in the p-doped layers cannot
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Figure 5.4: SIMS signals for unintentionally incorporated elements O~,C~, and Cl~,
probed at negative polarity. The SiN~ signal is shown as a reference to allow comparison
with the layer structure.

be determined by SIMS.

The calibrated Si doping concentration of the n-type layers (cf. blue line in Fig.5.3)
is close to the intended one: For the capping layer (although polycrystalline), it
is above 1-10%° ¢cm™2 (cf. spatial position 200nm). The n-type layer next to the
cap is about 1 - 10 em™3, while the buffer layer is at about 3 - 10'® cm™3. The
d-doped peak at the substrate buffer interface exhibits a concentration of around 2-
10 cm™3. Next to this peak in the GaN buffer, the Si concentration is first reduced
to 1.5-10'8 cm™3 before 3 - 10'® cm™2 is reached (cf. spatial position 2700 nm). The
Si concentration of the substrate is below the detection limit. Hence, the n-type
conductance of the substrate stems from either oxygen (whose intensity profiles

increase slightly in the substrate, cf. Fig. 5.1) or nitrogen vacancies [118-122].

In addition, further ions, i.e., O7,C~, and Cl~, are probed at negative polarity
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(cf. Fig. 5.4). Starting at the surface (position 0), the signals of O~,C~, and CI~
show an exponential decay due to entrainment from the surface and enhanced by
the 3D growth of the top layer. At position 1, the highly n-doped capping layer (Si
doping concentration above 1-10%° cm™®) was grown after thermal activation of the
Mg dopants. The growth after thermal activation could explain the presence of an
O peak, and in addition, the Mg peak was detected at positive polarity (cf. Fig. 5.2).
At the interface region between the n-doped layer next to the cap and the p-doped
layer (at position 2), increased intensity signals for O, and C~ can be seen. The
presence of O and C indicates contaminations that are incorporated during the
growth process or might be caused by a growth interruption. The exponential tail
of the O~ and C~ signals could stem from diffusion during post-growth annealing.
The layer between substrate and buffer with its 8-like Si doping profile (position 3)
also shows an increased content of Cl which usually is introduced by the preparation
of the free-standing substrate [123].

5.1.2 Microscopic characterization

Figure 5.5 depicts overview images of the A3782/3787 sample structure (cf. Fig. 3.5)
acquired by (a) SEM (cf. Fig. 3.6), (b) current imaging tunneling spectroscopy
(CITS), and (c¢) STM. Each layer of the n-p-n-structure is discernible in all three
images (cf. Fig. 5.5a-c). In addition to the n-p-n layers, a bright contrast on the
left side of the CITS map and SEM image separates the substrate and the n-type
buffer layer. This interface contrast exhibits a spatial width of roughly 20 nm is
caused by the aforementioned 8-type Si-doped layer [P1], which was also observed
by SIMS with negative polarity (cf. Fig. 5.1, and 5.3). The comparison of all three
images reveals that the n-p-n structure has been grown with high epitaxial quality.
No growth-related defects are visible (cf. Fig. 5.5a-c). The SEM image reveals that
the capping layer exhibits a polycrystalline 3D growth. Possible reasons could be
the low growth temperature of 715°C (compared to 960 °C for the n-p-n-structure)
or high doping concentration. The cleavage surface of a 3D grown crystal bears
extreme height changes, which would lead to non-reproducible scan-lines and tip-
crashes in the STM. For this reason, the cap layer was not investigated further in
the present STM studies.
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Figure 5.5: Aligned overview images of the n-p-n GaN layer structure. (a) SEM image
in the secondary electron mode at 5keV acceleration voltage. (b) CITS map at —3.2V
(tip-sample distance fixed with setpoint at +6 V and 80pA). (c) STM image acquired at
a setpoint of —2.5'V and 80 pA. The n-p-n junctions can be recognized well by each of the
methods. The CITS map and the STM image were acquired after the SEM analysis and,

therefore, after an air exposure of the sample. Reproduced from [P2], with the permission
of AIP Publishing.

72



STM was used to obtain high-resolution images of the surface topography. The
STM image in Fig. 5.5b unravels many cleavage steps along the ¢[0001] direction.
In addition to cleavage steps, a rather strong contrast is discernible between the
n-p and p-n-junction. This contrast can, however, be an electronic one. If the
microscope is operated in the constant-current mode, such an electronic contrast

will be translated into a height change in the topographic image.

5.1.3 Tunneling spectroscopy obtained at clean GaN (1010)

cleavage surfaces in UHV

In order to analyze the electronic properties across the homojunction, STS was
measured across the cleavage surface. The corresponding CITS map, evaluated at
—3.2V (cf. Fig. 5.5b), indicates a strong electronic contrast between the n- and

p-type region, which in turn can be used to localize the n-p-n homo-structure.

Another representation of the same data set is shown in Fig.5.6, where the spatial
evolution of tunnel spectra (setpoint —4 V and 50 pA) perpendicular to the n-p-n
GaN structure is depicted. The image was generated by dividing the rectangular
grid that is used to measure tunneling spectra into 23nm wide subregions (i.e.,
slices) parallel to the interfaces. The medians of the I(V') spectra in these slices
are shown as a function of voltage and spatial position in a logarithmic heat map.

Such heat maps will be called tunnel current evolution maps in the following.

The region without measurable tunnel current (i.e., I < 0.2 pA) is shown as a yellow
and red pixelated area in Fig. 5.6. It is centered around 0V, with the onset of both
negative and positive voltage branches discernible as yellow to green transition (i.e.,
I ~ 1pA). Higher currents are indicated by blue, magenta, and pink colors. The
region without measurable tunnel current will be referred to as the apparent band
gap in the following. Comparing Fig. 5.5 with Fig. 5.6 yields a rather large apparent
band gap of 3.6eV in the n-type GaN at spatial positions below 1500 nm. The
transition from n-type to p-type doping at 1500 nm is accompanied by a significant
decrease of the apparent band gap down to = 1 eV. Towards the right (at the spatial
position > 1800nm), the apparent band gap widens again due to the subsequent
n-doped layer on top.
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Figure 5.6: Evolution of tunnel spectra (setpoint —4 V and 50 pA) perpendicular to the
n-p-n GaN junctions (i.e., in growth direction). The image was generated from a grid
of tunnel spectra, measured at the clean UHV-cleaved non-polar GaN (1010) surface.
Then the grid was divided into 23nm wide subregions. The median of all spectra of
every subregion is shown as a function of voltage and spatial position, using logarithmic
color-coding. The onset of the positive and negative tunnel current branches is revealed
by the yellow to green transition.

The electronic contrast between the n- and p-doped GaN (1010) surfaces can be
further assessed by analyzing the spatial evolution of the asymmetry of the tunnel-
ing spectra (cf. Fig. 5.7a). The asymmetry of the tunnel spectra is defined here as
the mean tunnel current in the voltage range from —2.3V to 2.3 V. According to
this definition, an asymmetry value around 0 is indicative for a tunneling spectrum
with similar absolute onset voltages and slopes for the negative and positive current
branches. In contrast, values above 0 are characteristic of a smaller onset voltage
and an enhanced tunnel current of the positive current branch. Spectra obtained at
the surface of the n-doped GaN layer (cf. blue I(V) curves in Fig. 5.7a) are almost
symmetrical in terms of current onset voltages and slopes of the negative and pos-

itive current branches. Thus, they exhibit asymmetry values close to zero (cf. blue
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Figure 5.7: (a) Spatial evolution of current-voltage spectra across the n-p-n-layers (set-
point —4V and 50 pA) acquired on freshly cleaved, clean GaN surfaces in UHV. Every
spectrum displayed is the median of 490 single tunneling spectra measured in a rectan-
gular spatial area two pixels wide in the ¢ direction (corresponding roughly to 23 nm).
The equidistant spatial separation between consecutive rectangular surface areas is ap-
proximately 70nm in the ¢ direction (i.e., the spatial separation between consecutively
shown median spectra). For better visibility, consecutive spectra are offset by 25 pA. The
current is cut off at approximately 50 pA for display purposes only. (b) Averaged current
in the voltage range from —2.3V to +2.3V for the spectra shown in (a). Blue spectra are
rather symmetric within the n-type material. Red spectra show an asymmetric behavior,
i.e., the average current is much larger than zero (red circles). This points to p-type
material characteristics. Reproduced from [P2], with the permission of AIP Publishing.
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Figure 5.8: Current-voltage (I(V')) spectra obtained at the centers of the p- and n-doped
layers exposed on freshly cleaved, clean GaN surfaces in UHV. The n- (blue line) and
p-type (red line) spectra are the medians of 10230 and 7225 single spectra, respectively.
The background shadow indicates the respective error range of one standard deviation.
The data is extracted from the same measurement as that in Fig. 5.7. The tip-sample
separation was fixed at —4V and 50 pA. The dashed curve is a fit to the first current
onsets of the spectrum measured on the p-doped layer. The constant-current STM image
(setpoint +6 V and 80 pA) of the p-doped layer in the inset demonstrates the high step
density inducing a Fermi-level pinning. Reproduced from [P2], with the permission of
AIP Publishing.

circle in Fig. 5.7b). In contrast, the spectra recorded on the p-doped layer show
significantly different behavior with higher absolute currents at the positive voltage
branch compared to the spectra of n-type GaN. This leads to positive asymmetry
values in the range of 20 to 30 pA (cf. red circle in Fig. 5.7b). The asymmetry of
the tunneling spectra is used in the following, in addition, to identify the p- and

n-doped layers at the GaN (1010) cleavage surface.

Next, an in-depth analysis of the tunnel spectra recorded on the differently doped

GaN layers is provided. Figure. 5.8 illustrates the median of the tunnel spectra
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obtained at both n- and p-doped GaN layers in a logarithmic scale. The blue line
comprises spectra acquired in the center of the first n-doped layer. Its shape is quite
similar to previously measured n-type spectra on clean in-situ cleaved m-plane GaN
[34,38]. The key features of these spectra are first, an apparent band gap smaller
than the fundamental band gap, and second, an upward shift of the conduction
band current onset to about +1V, i.e., much higher as compared to that expected
for unpinned n-type semiconductors (= 0V) [P2]. The shift of the current onset has
been attributed to the presence of the empty Ga-derived dangling bond surface state
below the conduction band minimum (i.e., within the fundamental band gap), which
leads to a surface Fermi-level pinning [33,34,36-38]. At negative voltages, however,
no surface Fermi-level pinning and thus no upward band bending was observed. In
contrast, at small negative voltages, the recorded current originates from electrons
tunneling from a tip-induced electron accumulation zone into empty tip states (i.e.,
the conduction band minimum is dragged below the Fermi level locally). Only at
larger negative voltages, the tunneling out of filled valence band states into empty
tip states occurs in addition to the tunneling out from the accumulation zone.
The convolution of both tunnel current contributions is measured by STS. Thus,
for the specific case of nitride semiconductors, the measurement of the size of the
fundamental band gap by STS is complicated by i) the convolution of different
tunnel current components at negative voltages and ii) the presence of a surface

Fermi-level pinning at positive voltages only [106].

The I(V') spectra measured at the center of the p-type GaN layer do exhibit fun-
damentally different characteristics. First, the apparent band gap is much smaller
than on n-type material. Second, at positive voltages, a second current onset is
observed at about +1.6 V. For the negative branch, a similar but weaker secondary
onset occurs at voltages of about —2V. The secondary onsets can be identified by
a reversal of curvature. The presence of two current contributions in each cur-
rent branch can be further revealed by fitting the tunnel current close to the first
current onsets. In first approximation, a simple exponential dependence of the
tunnel current on the voltage is used to fit the I(V) characteristic close to the
onset (cf. Eq. 5.1). This dependency is based on Eq. 24 in Ref. [67], which takes
into account the exponential transmission coefficient. In addition, this equation

was extended by the shift induced by the current onset voltage, which leads to the
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equation:
I ocexp(a- |V — Vinset|*?) . (5.1)

In Eq. 5.1 a is a constant, and Vg, is the shift of the surface band edges relative
to the Fermi level Er [22,67]. As it turned out, an exponent of about 0.25 instead
of 0.5 yields the best fits. The fitted currents are depicted in Fig. 5.8 as gray dashed
lines. Subtracting the fitted tunnel currents from the measured I(V') profile yields
an estimation of the second current onsets, which are assigned to the bulk valence
(Ev) and conduction band edge (E¢) in Fig. 5.8.

The very small apparent band gap of the spectra on the p-type layer suggests the
presence of surface states pinning the Fermi energy near the mid-gap position. This
and the symmetric shape of the spectra close to 0V indicates that electrons can
tunnel into and out of these surface states, pointing to half-filled surface states. The
steeper slope of the current at the second current onset is higher than the current
out of the first onset, suggests a significantly smaller DOS of the midgap states as
compared to the DOS present at the second current onset at higher voltages. The
smaller DOS can be attributed to the defect states at the surface, while the second
onsets, which are indicative of a higher DOS, arise from electrons tunneling into
or out of the bulk conduction and valence bands states, respectively. Indeed, the
separation of second onset voltages of 3.6 V fits well to the fundamental band gap
of GaN at room temperature of approximately 3.4eV. Hence the defects pin the
p-type GaN surface 1.6 eV below the conduction band edge.

5.1.4 Discussion of the origin of Fermi-level pinning

Next, the physical origin of the surface states and thus of the surface Fermi-level
pinning will be elucidated. The intrinsic surface states of the GaN (1010) surfaces
comprise empty Ga-derived or the filled N-derived dangling bond states. While the
filled states turned out to be resonant with the bulk valence band or close to the
valence band [33-37,110], a significant DOS arising from the empty Ga dangling
bonds was found within the fundamental band gap of GaN, reaching up to 0.7¢eV
below the conduction band edge [33-39]. For p-type GaN, the bulk Fermi level
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close to the valence band edge is too low to achieve an occupation of this empty
acceptor-like surface state. Thus, it becomes electrically inactive and cannot be

responsible for the observed midgap pinning.

Similarly, the filled N-derived dangling bond surface states cannot induce a midgap
pinning either, since they are close to the valence band edge and thus lack a DOS
within the fundamental band gap [34,124-127]. In addition, the concentration of
activated Mg dopants in p-type GaN is always rather small, typically giving rise to
a Fermi level located relatively far above the valence band edge. Thus, the fully
occupied N-derived intrinsic surface state cannot give rise to a surface Fermi-level
pinning. Finally, intrinsic surface states have a DOS of states comparable to the
bulk bands and thus much larger than that of extrinsic surface states such as defect
states. Therefore, the current induced by intrinsic surface states is larger than
that of extrinsic surface states. On p-type GaN (1010) surfaces, the current due
to surface states is significantly smaller than that of the bulk states, suggesting

extrinsic defect states as the origin.

At this stage, the origin of the extrinsic surface state is further addressed. The
surface morphology revealed by STM and SEM exhibits a high density of cleavage
steps. The 3D-growth structure of the capping layer might be at the origin of the
large step density since the cleavage may start simultaneously at multiple positions
in the 3D-grown cap. As a result, steps and step kinks are present at the cleavage
surface. They exhibit localized states, which are typically half-filled and in midgap
position [39,40,128-132]. Therefore, the surface pinning is anticipated to be caused
by these defect states.

In contrast, the situation is different for n-type GaN (1010) surfaces. With the
Fermi level located close to the conduction band edge, the intrinsic Ga-derived
dangling bond surface state is partially occupied. Since the LDOS of the dangling
bond states is much higher than the LDOS of the defect state, the surface Fermi

level will be pinned by this intrinsic surface state.

Finally, the fictive case of an unpinned p-type GaN (1010) surface is addressed.
Even in this configuration, the spectra would also be fundamentally different from
those measured on n-doped GaN (1010) surfaces [P2]: "No electrons would be

in the conduction band under (non-equilibrium) tunneling conditions, even if the
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conduction band edge is dragged below the Fermi energy by the tip’s electric field
[for unpinned p-type GaN (1010) surfaces]. Hence, no tunneling current of electrons
from the conduction band into the tip can occur at negative voltages [133]. Thus, on
p-type surfaces, no electron accumulation current occurs at negative voltages. The
analogous hole accumulation current of electrons tunneling from the tip into the
hole accumulation zone in the valence band at positive voltages can be neglected:
the barrier for tunneling directly into the conduction band is much smaller (due
to the large band gap) and hence the normal conduction band current dominates.
Hence, even for unpinned p-type material, the fundamental band gap is detectable

in contrast to n-type material [106]” [P2].

5.1.5 Tunneling spectroscopy on surfaces after exposure to

ambient conditions

After the STM measurements were performed on the freshly cleaved sample surface,
the sample was transferred through the air for further analysis by SEM (cf. Fig. 5.5).
After SEM imaging, the sample was reinserted into the vacuum chamber of the
STM. For this purpose, the sample was first placed in the load lock chamber, and
heated for 4 days at 110°C.

After air exposure and subsequent restoration of UHV conditions, both the tunnel
spectra (cf. Figs. 5.9, 5.10) and CITS maps (cf. Fig. 5.5) still exhibit characteristics
that enable a distinction between the different layers of the n-p-n GaN structure:
In the evolution of the tunnel spectra in growth direction, as shown in Fig. 5.9,
all three layers are clearly distinguishable, with the p-type layer in the center of
Fig. 5.9 being most prominent due to its smaller apparent band gap and its higher
current of the positive voltage branch, compared to the n-type GaN layers on the
left and right. This leads in turn to an increased asymmetry of the tunnel spectra in
the p-type region, as depicted in Fig. 5.10. To illustrate this asymmetric behavior,
the tunnel current of the spectra was again averaged in the range from -2.1V to
+2.1V. The asymmetry of the tunnel spectra is found to be slightly negative (i.e.,
higher currents at the negative branch) for n-type GaN and pronounced positive

(i.e., higher currents at the positive branch) for the p-type layer. The reversal of the
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Figure 5.9: Evolution of tunnel spectra in growth direction after air exposure acquired
at a negative setpoint of —2.5V and 80 pA. The current onset is discernible again at the
yellow to green transition as in Fig. 5.6. The n-doped GaN regions are on the left and
right, as indicated by the colored bar on top. The p-doped region becomes visible in the
center (starting at a spatial position of 500 nm to 1100 nm) and is characterized by a very
small apparent band gap.

asymmetry between n- and p-doped areas is in agreement with tunneling spectra
obtained on GaAs(110) n- and p-junctions [93,133,134].

The tunnel spectra evolution across the n-p-n junction changes significantly when
reversing the polarity of the set voltage. Figure 5.11 depicts the tunnel current
evolution across the n-p-n junction, similar to the one shown in Fig. 5.9, but this
time recorded using a positive setpoint of +6V and 80pA. The tunnel spectra
measured at the p-doped layer exhibit a much larger apparent band gap than those
obtained on the n-doped layers. This at first glance counterintuitive result can
be explained by the rather high positive set voltage used for the acquisition: The
spectra measured at the p-type layer exhibit at positive voltages, independent of the

air exposure, a second current onset at +2 V, and a strong current increase at higher
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Figure 5.10: a) Spatial evolution of tunneling spectra (setpoint —2.5V and 80 pA) across
the n-p-n-layers after air-exposure, evaluated in analogy to Fig.5.7. Each spectrum is
the median of at least 460 single spectra. The spatial distance between two consecutive
spectra is roughly 90 nm. b) Averaged current (from -2.1V to +2.1 V) of the spectra shown
in a). Spectra (red) at the p-doped layer show a positive asymmetric behavior, whereas
spectra (blue) at the n-doped layer have a small negative asymmetry. Reproduced from
[P2], with the permission of AIP Publishing.

voltages (cf. Figs. 5.8, 5.12 and 5.13). Thus, for a set voltage of +6 V, the tip-sample
separation will be increased substantially (as compared to negative set voltages)
by the feedback electronics in order to counteract the strong current increase on
p-type GaN and keep the set current at 80 pA. However, this increase of the tip-
sample separation is accompanied by a reduced tunnel current at the negative
current branch too. As a result, the negative current branch of the spectrum is

below the detection limit in a rather wide voltage range. In contrast, for n-type
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Figure 5.11: Tunnel spectra evolution across the n-p-n junction after air exposure. The
spectra were measured using a positive setpoint of +6 V and 80 pA. The p-doped region
becomes visible in the center (starting at a spatial position of 900 nm to 1600 nm) and is
characterized by a very large apparent band gap. The n-doped GaN region is on the left
and right. The changes in apparent band gap are due to substantially different tip-sample
separations between n- and p-type GaN. A proper comparison is not possible at positive
set voltages.

GaN, the spectra do not exhibit a large current at large positive voltages as on
p-type material. Hence, on n-type GalN, the tip-sample separation is not increased
at positive set voltages. Hence, the tip-sample separation is at positive set voltages
strongly differing between n- and p-type GaN, and thus the spectra cannot be
compared. A comparison is only possible at negative set voltages in the range below
-2V, where the tip-sample separation on p and n-type GaN is almost identical, as

done in the following.

Let us now return to the detailed analysis of the spectra measured at the center of
both the p-doped (cf. Fig. 5.12) and n-doped (cf. Fig. 5.13) layer, with negative set
voltage. At first glance, the spectra after air exposure and subsequent reintroduc-

tion into UHV with long-term annealing are quite similar to the spectra recorded
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Figure 5.12: Characteristic (V') spectra obtained at the p-doped layer after air expo-
sure. The setpoint is at -2.5V and 80 pA. The dashed curves are fits to the first current
onsets of the spectrum. The background shadow indicates the error margin. Reproduced
from [P2], with the permission of AIP Publishing.

on the freshly cleaved clean sample: At the p-doped layer, two onsets are clearly
distinguishable, one at +0.8 V, the second one around +2V (cf. Fig. 5.12). Of the
onsets at negative voltages (—0.8 V and —1.5V), the second one is less pronounced
than in the spectrum on the clean sample (cf. Fig. 5.8) but clearly present. The
first onsets of the p-type spectra after air exposure were again fitted using the same
method as mentioned before in Sec. 5.1.3 (cf. Eq. 5.1). The best fits were achieved
for an exponent of about 0.5 and are shown as dashed lines in Fig. 5.12. The voltage
difference of the second onsets at negative and positive voltages is about 3.5V and

thus close to the fundamental band gap of 3.4¢V.

Despite many similarities of the spectra on p-type material before and after air
exposure, some key differences occur: The apparent band gap is slightly larger
after air exposure, and the pinning position is shifted a few tenths of eV towards the

valence band edge compared to the spectra on the freshly cleaved clean surface.
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Figure 5.13: Characteristic I(V) spectra obtained at the n-doped layer after air ex-
posure. The setpoint is at -2.5V and 80 pA. For comparison, a spectrum at the same
setpoint from the n-type substrate of the clean sample is also displayed. The background
shadows indicate the error margin. Reproduced from [P2], with the permission of AIP
Publishing.

The spectra recorded on n-type material after air exposure are quite similar too to
the spectra measured with the same setpoint on the freshly cleaved clean n-type
GaN surface (cf. Fig. 5.13). The only difference is a downward shift of the onset

voltage of the positive current branch to 0.5 V(i.e., onset shifted towards 0).

5.2 Discussion of the effect of air exposure

In this section, the origin of the electronic changes due to air exposure is elucidated.
First, the experimental observations described above on p-type material air expo-
sure leads to an increase of the apparent band gap attributable to a decrease of the
defect currents. This suggests a reduced pinning DOS which is also accompanied

by a slight shift of the pinning level.
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5.2 Discussion of the effect of air exposure

On n-type material, the pinning level shifts toward the conduction band upon air

exposure. This suggests again a reduced pinning DOS.

Both of these effects are anticipated to be caused by air exposure. The most likely
adsorbed air components on the non-polar GaN surface are either oxygen or water
molecules since other gases, such as nitrogen, are non-reactive or have a negligible
concentration. Typically, oxidation is the dominating effect at many unprotected
semiconductors surfaces subjected to ambient air at room temperature, such as
GaAs and Si. The resulting oxide can penetrate deep into the bulk material. How-
ever, it is known that GaN exhibits different behavior in which no oxidation is
detected below 700 °C [135,136]. Furthermore, the sticking coefficient of oxygen on
GaN (1010) surfaces is significantly lower than that of water [88]. Recent publica-
tions suggest that adsorption and subsequent dissociation of water molecules is the

preferred reaction process on polar GaN surfaces [89,90].

This adsorption and dissociation process also occurs on the non-polar GaN (1010)
surface: Theoretical calculations and experiments found a small dissociation barrier
for HyO in the low meV range [137-139]. Such a low dissociation barrier implies a
fast, almost instant coverage of the surface by dissociated water, much faster than
oxidation can take place. At the hydroxylated surface, the OH™ group is bound to
the Ga surface atom, while the H* is associated with the N [90,137,138,140]. Of the
various possible hydroxylation configurations, this one has the highest dissociation
energy of 1.44eV and is [90,137,138,140], therefore, the most stable one. The Ga-
OH bond can only be broken above 200°C [88,139]. Therefore, the annealing of
the here investigated air-exposed samples during baking in the load-lock chamber

at 110 °C was not sufficient to remove the dissociated water molecules.

The hydroxylated surface has a large impact on the electronic properties since
both the N- and Ga-derived dangling bond surface states are shifted to the valence
band edge emptying the fundamental band gap of intrinsic surface states [138,141].
The shift of the intrinsic surface states relative to the band edges is illustrated in
Fig. 5.14 for the clean (left) and hydroxylated (right) surface: after air exposure, the
N-H bond surface state is energetically positioned below the valence band edge [141].
The Ga-OH bond surface state is found close to the valence band edge [138,140].
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Figure 5.14: Schematic diagram showing the energy levels of the different states (intrin-
sic surface states, defect states and hydroxylated intrinsic surface states) for the clean and
hydroxylated m-plane GaN surface. The energy levels were extracted from our measure-

ments (Sqefect and Sga) and Refs. [138,141]. Reproduced from [P2], with the permission
of AIP Publishing.

A H,0O-driven passivation of the non-polar GaN surface is in good agreement with

the STS measurements in this thesis, as discussed in detail below.

p-type GaN

As mentioned above, a high density of steps is present at the cleaved m-plane
surface. The resulting step edges and kinks correspond to either a- or c-plane
facets, with the latter appearing more frequently in the sample studied. The defect
states arising from these step edges and kinks give rise to Fermi-level pinning on

the freshly cleaved clean p-type GaN (1010) surface as measured by STS (see, e.g.,
Fig. 5.8).

Hydroxylation is also expected to affect step edges and kinks. The a-plane facets at
the step edges can be anticipated to behave as m-plane surfaces. Thus, hydroxyla-

tion or hydrogen absorption at these edges shifts the intrinsic surface state into the
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valence band. Indeed, similar behavior has already been observed for the intrinsic
surface states of GaN c¢-plane surfaces, caused either by hydroxylation [89,142,143]
or hydrogen absorption [144]. Therefore, one can expect that step edges can be
passivated by hydroxylation. This is in line with the experimental observations on
p-type GaN (1010) surfaces, which imply a smaller density of defect states and a
shift of the pinning levels. The fact that the pinning level was only shifted but was
not completely removed from the fundamental band gap indicates that the step
edges are only partially hydrated, in agreement with the above expectation [P2].
Exposing the non-polar p-type GaN surface to water instead of air could ultimately

lead to a full passivation.

n-type GaN

As discussed in Sec. 5.1.5, the minimum of the Ga-derived empty dangling bond
leads to Fermi-level pinning of n-type GaN (1010) surfaces. On clean samples, this
surface Fermi-level pinning induces an upward band bending of about 1eV. After
air exposure of the surface, the upward band bending is reduced to about 0.5¢eV.
This reduction is in agreement with electroreflectance measurements. These showed
a Fermi-level pinning 0.42 4 0.05 eV below the conduction band [145].

The explanation for the reduced band bending is the passivation of the Ga-derived
empty dangling bond by hydroxide groups. The resulting filled Ga-OH state is
shifted towards the valence band edge [138,140]. Provided that hydroxylation
passivates most, but not all Ga dangling bonds, a reduced density of pinning states
will be present after air exposure, which in turn would lower the band bending
towards flat band conditions. This is consistent with the reduced band bending

observed by the measurements.

Note that with this type of analysis, no differences of OH~ bond to the Ga surface
atoms can be identified for the n- or p-doped surface. Therefore, there is no evidence

for a Fermi-level dependent behavior of the surface reaction.

Finally, the hydroxylation and adsorption on GaN surfaces other than the (1010)
surface and the adsorption of other molecules on the m-plane surface are discussed.

On the one hand, hydroxylation has been investigated on c-plane GaN surfaces,
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too: On the c-plane surface, the adsorption of hydroxyl groups is preferred near
the H3 site but not at the Ga location (T4 site) [146]. Hence the binding structure
is not comparable with that on the m-plane surface. Interestingly, at high hydroxyl
concentrations, the pinning of the Ga surface state at the c-plane surface is lifted

[147]. This tendency agrees with that observed here on the m-plane GaN surface.

On the other hand, the binding of other types of molecules was investigated on
m-plane GaN surfaces. It is found that the sulfur atom of thiol groups is bound to
the Ga dangling bond [148], in analogy to the adsorption of the OH™ group. This
suggests that the complex negatively charged molecule groups generally bind to the
empty Ga dangling bond. This site is likely preferred due to the cation character
of Ga in GaN.

For the sake of completeness, the conclusions drawn and the methodology used
should be examined critically at this point. Besides the interpretation shown here,
other effects can also lead to similar tunnel spectra, such as pure hydrogen pas-
sivation or oxygen coverage [36,141]. However, considering the literature results
regarding adsorption for different molecules on GaN surfaces [141], the most plau-
sible interpretation is the one outlined above. In addition, the energy levels of the
surface states expected from literature for the presented interpretation regarding hy-
droxylation are consistent with the observed pinning and density changes [36,140].
Finally, it should be mentioned that the determination of the defect pinning level is
blurred due to the thermal broadening and the measurement noise. Nevertheless,
the defect pinning level is still well below the minimum of the Ga-derived dangling

bond state and can therefore be well separated.

5.3 Conclusion

In this chapter, a cross-sectional scanning tunneling microscopy and spectroscopy
investigation of GaN n-p-n-junctions is presented. The focus is on the comparison
of freshly cleaved clean cross-section surfaces in UHV with surfaces after exposure
to air [P2]. For the freshly cleaved clean n-type GaN (1010) surface, the Fermi level
is found to be intrinsically pinned by the empty Ga-derived dangling bond surface
state. In contrast, on the p-type GaN (1010) surfaces, pinning by extrinsic defect
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5.3 Conclusion

states dominates. After exposure to ambient air and reintroduction and heating in
UHV, the pinning shifts towards the band edges combined with a reduced density of
the pinning states. These effects are discussed in the framework of adsorption and
dissociation of water molecules. The hydroxylation results in a passivation of both
intrinsic and extrinsic surface states by shifting the surface state into the valence
band. These results reveal an interesting interplay between intrinsic and extrinsic
surface states present at the m-plane surface of GaN [P2]. The results illustrate
how critical the dopant-dependent Fermi-level pinning is for the interpretation of

tunnel spectra in doping structures in group III-nitrides.

Furthermore, the study suggests a pathway towards creating passivated GaN sur-
faces with flat band conditions. Such passivated nitride surfaces are useful for the
production of improved nanowire-based optoelectronic devices, solar cells, hydrogen

splitting cells, or bio-electric devices, as well as laser facets [P2].
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Chapter 6

Intrinsic surface states of ternary
(Al,Ga)N (1010) surfaces

6.1 Experiment

For the XSTM investigations, small rectangular samples were cut from the as-
grown wafer, thinned, and electrically contacted [96]. For further details on the
sample structure and preparation, the reader is referred to Sec. 3.4.2. After trans-
fer into the ultra-high vacuum chamber (p < 2-107® Pa) of the STM, the sam-
ples were cleaved to obtain contamination-free cross-sectional (1010) surfaces. The
measurements were performed without interruption of the vacuum. Compositions
and layer thicknesses were studied by energy dispersive x-ray (EDX) spectroscopy
in a FEI Titan G2 80-200 CREWLEY scanning transmission electron microscope
(STEM) [96,149].

6.2 Experimental results

Figure 6.1 provides a chemical, microscopic, and electronic overview of the cross-
sectional Aly17Gag g3N/Alg 35Gag 65N/ AIN/Si hetero sample structure. The constant-
current XSTM image in Fig. 6.1b acquired at -2.5V primarily reveals the topog-

raphy of the non-polar (1010) cleavage surface. It consists of large atomically flat
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Figure 6.1: (a) EDX measurement of the Al and Ga compositions for the three different
layers. (b) XSTM image, measured at a setpoint of —2.5V, 80 pA. (c) CITS image of the
same area, measured at a setpoint of —4.5V, 80 pA. The CITS map depicts the measured
current at a selected voltage of +4.8 V. While the XSTM image in (b) does not reveal to-
pographic changes at the layers’ interfaces, the CITS image in (c¢) exhibits a pronounced
change of contrast and thus of the electronic properties at the Aly 35Gag.esN/AIN inter-
face. In addition to the CITS maps, single-point spectroscopy has been performed at
spatial positions that are indicated by filled circles in the XSTM image.

92



terraces separated by cleavage steps of various heights. Despite the rather large
compositional differences at the heterointerfaces, as revealed by the EDX line pro-
file in Fig. 6.1a, no surface topography changes can be discerned. In particular, the
cleavage steps cross the interfaces unaffected and without any directional change.
At negative set voltages, there is also no detectable electronic contrast change at
the two heterointerfaces covered by the overview images (cf. Chapter 4; the accu-
mulation current is nearly independent of most semiconductor parameters). Only
in the far left bottom corner of the constant-current STM image the outermost edge
of the Si substrate, which is not of interest here, induces a cleavage orientation and

a large height change.

In contrast to the XSTM image at a negative voltage, the CITS map evaluated at
positive sample voltages (cf. Fig. 6.1c) reveals a notable change of contrast (i.e.,
current) at the Alg35GaggsN/AIN interface (cf. left dashed white line). However,
the Alg17GagssN/Alp35GagesN interface with smaller composition change exhibits
no pronounced contrast either. Therefore, the position of the latter interface in
both the XSTM image and the CITS map is determined using the Al 35GaggsN
layer thickness as obtained by EDX (cf. right dashed lines). Note, the curved stripe
contrast within the (Al,Ga)N layers, in Fig. 6.1c are step-related features, whereas

the horizontal single pixel wide lines arise from tip-instabilities.

At this stage, the current-voltage spectra acquired at different spatial positions
on the cross-sectional cleavage surface are addressed. At each position, marked
by filled circles in Fig. 6.1b, a set of 25 tunnel spectra was measured. All tunnel
spectra acquired at spatial positions within the Aly17GaggsN and Alg35GagesN
layers far enough from the interfaces are averaged and shown in Fig. 6.2a and
b, as blue and red symbols, respectively. Throughout the AIN layer, a rather
large systematic change of the spectra occurs, and thus three spectra acquired
with increasing distances to the Alj35GaggsN/AIN interface are shown in Fig. 6.2c.

Their spatial positions are numbered correspondingly in Fig. 6.1b.

The negative current branches of all spectra exhibit identical onset voltages and
slopes. In contrast, the onsets and slopes of the positive current branch change with
Al content. In particular, the onset voltages increase with the Al concentration.

Note, for pure AIN, the positive current branch of the spectra, in addition, exhibits
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Figure 6.2: I(V) tunnel spectra measured on (a) the Al 17Gag gsN-layer (blue symbols),
(b) the Alg35GagesN-layer (red symbols), and (c) the AIN-layer (green symbols). All
spectra were obtained using the same setpoint (—2.5V and 80pA). The onset of the
spectra where fitted by adjusting the surface state energy level in the simulation described
in Ref. [79,98,99] (violet lines).
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Figure 6.3: Evolution of tunnel spectra in growth direction across the Al,Gaj;_,N-
layers. The spectra were measured using a negative setpoint of —4.5V and 80 pA. A wide
transition region between AIN and (Al,Ga)N is visible. In this spectroscopy taken at
large tip-sample separation, the two (Al,Ga)N layers with different compositions cannot
be distinguished easily.

a shift to larger onset voltages with increasing distance to the Algs;GagesN/AIN
interface (cf. Fig. 6.2c).

The continuous change of tunnel spectra’s positive current branch onset within the
AlN-layer can also be recognized in the tunnel current evolution across the interfaces
shown in Fig. 6.3 (setpoint —4.5V and 80pA). The logarithmic scale of the color
scheme used enables a rough assignment of the colors to different characteristics
of the tunnel spectra: The voltage range that is primarily colored yellow and red
is attributed to the apparent band gap, while the transition from yellow to green
gives a rough estimation of the spatial evolution of the current onsets across the
interfaces. Blue and purple areas represent higher tunnel currents. For AIN (region
from 0 nm to 300 nm), the apparent band gap is larger than that of the Al,Ga;_,N-

layers (region from 300nm to 1000nm). In the tunnel current evolution image,
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Figure 6.4: Onset voltages of the (a) positive and (b) negative current branches deter-
mined from tunnel spectra acquired at different tip-sample separations fixed by different
setpoints —80 pA and set voltages of —2.5V (gray diamonds), —3.5V (blue rectangles),
and —4.5V (green triangles). The intercept of the noise level with an exponential fit of
the positive current branch close to the onset was used to determine the onset voltages.

the AIN tunnel spectra exhibit a continuous change of the onset of the positive
current branch away from the AlGaN/AIN interface. At larger distances to this
interface (i.e., on the left edge of Fig. 6.3), no current could be measured for positive
voltages up to 4.8 V. Therefore, we first consider only spectra measured in the center
of the AIN layer, i.e., far away from the AIN/Alj35GaggsN interface (dark green
symbols in Fig. 6.2¢), whereas for the two other layers, no such spatial dependence

is observed.

Figure 6.4 shows the onset voltages Vst 0of both current branches of the tunnel
spectra as a function of the Al content. The tunnel spectra were acquired at three
different setpoints with the set current fixed at —80pA and the voltage set to:
—2.5V (gray diamonds, cf. Fig. 6.2), —3.5V (blue rectangles), and —4.5V (green
triangles). To determine the voltage onset, the current branch of the I(V) curves

were fitted with an exponential function and the intercept with the noise level
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Figure 6.5: Surface state induced band bending without any tip. The cation-derived
surface state is partially occupied, pinning the Fermi energy at the surface.

was calculated. The onset voltages of the positive current branch V. increase
with the Al concentration (cf. Fig. 6.4a). The onset voltages Vet of the negative
voltage branch seem to be in the same range for al Al concentration and at the

same setpoint. (cf. Fig. 6.4b).

6.3 Discussion

In order to understand the Al composition-dependent shift of the current onset at
positive voltages (and the lack of Al concentration dependence at negative voltages),
we recall that the freshly cleaved (1010) surfaces exhibit a filled N-derived dangling
bond at or near the valence band edge and empty Ga/Al-derived dangling bonds
in the upper part of the fundamental band gap (cf. Fig. 2.8) [33,34,41]. On n-type
surfaces, a partial occupation of the latter cation-derived empty dangling bond
state induces an upward band bending and Fermi-level pinning (cf. Fig. 6.5). The
magnitude of the upward band bending depends on the energy difference between
the lowermost tail (i.e., the minimum) of the LDOS of the cation-derived surface

state and the Fermi level near the conduction band minimum.

During STM measurements, the additional presence of a biased probe tip modifies

97



6.3 Discussion

@

Figure 6.6: (a) Band bending at positive voltages applied between tip and sample. Due
to the additional band bending induced by the cation-derived surface state, the applied
voltage has to be higher for electrons to tunnel from filled tip states into empty conduction
band states. (b) Band bending at negative voltages. The upward band bending of the
cation-derived surface state is removed due to the electrons tunneling out of the surface
state into the tip.

this intrinsic band bending (cf. Fig. 6.6):

At negative voltages applied to the sample, the tip induces a downward band bend-
ing, and the partial occupation of the empty surface state is removed (by tunneling
from the surface state into the tip). Thereby the conduction band edge is dragged
below the Fermi energy, creating an electron accumulation zone in the conduction
band (cf. Fig. 6.6b). Note that the empty surface state cannot be filled despite
being below the Fermi level Er since the transition probability between the con-
duction band minimum and the surface state is smaller than between the surface
state and the tip [38]. Hence, at negative voltages smaller than the band gap, the
tunnel current is dominated by electron tunneling out of this accumulation zone in
the conduction band into the tip [38]. The resulting current is essentially indepen-
dent of band alignment, doping level, Al composition, etc., and thus the contrast
is dominated by topographic features only. This explains the lack of contrast at
the heterointerfaces in the XSTM images acquired at negative voltages and the
absence of Al composition dependence of the onset voltage at negative voltages

(cf. Fig. 6.4b).
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At positive voltages, the additional electric field due to the presence of the tip
modifies the intrinsic band bending primarily at large voltages only, where the tip-
induced band bending dominates. At small positive voltages, the tip-induced band
bending is negligible, and therefore only the intrinsic band bending (cf. Fig. 6.6a)
due to the empty surface state in the band gap governs the tunnel current onset (as
also described in Chapter 4) [38]. This corresponds to a polarity-dependent Fermi-
level pinning for the n-doped m-plane GaN surface, where the onset of the positive
voltage branch of the I(V) curves is indicative of the position of the intrinsic surface
state in the band gap [38].

6.3.1 Empty surface state of (Al,Ga)N

For the two (Al,Ga)N layers (17% and 35% Al content), the situation should be
relatively similar (discussed later in this section in detail) to those of GaN. There-
fore, the partially filled surface state will govern the upward band bending in the
case of no applied voltage. The voltage required to allow electrons tunneling from
filled tip states into empty conduction band states thus depends largely on the
energy position of the intrinsic surface state (cf. Fig. 6.6a). Hence, the previously
determined onset voltages (cf. Fig. 6.4) indicate in first approximation the position

of the surface state below the conduction band edge.

The approximation above assumes that the band bending at the n-type Al,Ga;_,N
(1010) surface is independent of the tip, i.e., no tip-induced band banding occurs,
and the bend bending is determined by the intrinsic Fermi-level pinning only. How-
ever, the band bending induced by the tip cannot be neglected entirely as it adds
a small additional upward shift of the band edges at positive voltages. In order to
decouple these two contributions (i.e., surface state energy and tip-induced band
bending) and to eventually obtain a surface Fermi-level pinning energy free of tip-

induced effects, we turn to the simulation of the tunnel spectra [76,79,98,100].

We used Vegard’s law and literature values for all sample properties. For the
effective masses of holes and electrons, the literature values for GaN were used since
the Al concentration is relatively small, and the effect even at larger voltages should

be negligible. The empty cation-derived surface state was modeled as Gaussian
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distribution with a full width at half maximum of 0.1 eV and a total surface charge
density of 6-10** cm™2, corresponding to one state per surface unit cell. The centroid
energy of the Gaussian distribution, relative to the conduction band minimum
Ec— Ess, was used as a fit parameter. A standard probe tip with a 60 nm radius, an
apex opening angle of 45°, and a work function of 4.0 eV was used in all simulations.
The work function of the tip (here W) can vary in a wide range due to the tip’s

surface roughness and orientation [150-153].

According to the SIMS measurement, the (Al,Ga)N layers contained a Si doping
concentration of Np =1.6 - 10 em™. This Si doping concentration was used for
both ternary nitride layers and the assumption of no doping compensation [154—
156]. In addition, the activation energy of the dopants was assumed to be identical

to that in pure GaN [107-109, 154, 155].

The electron affinities used in the simulation are determined using literature values
of the binary compounds GaN and AIN and Vegard’s law: For polar GaN surfaces, a
wide range of electron affinities from 2.1 eV to 4.1 ¢V is found in literature [157-162].
Also, for polar AIN surfaces, a similarly wide range of electron affinity values from
0.6eV to 2.0eV are reported [159-165]. The electron affinity appears to decrease
almost linear with increasing Al content supporting the use of Vegard’s law for

ternary compounds [159, 160, 166].

For non-polar GaN (1010) surfaces an electron affinity of about xy = 4.1¢€V is found
experimentally [39]. Unfortunately, no experimental values were found in litera-
ture for the non-polar surfaces of AIN. In a theoretical calculation of Lymperakis,
electron affinities of 3.5eV and 1.2 eV were found for GaN and AIN (1010) surface,
respectively [167]. These values appear to be roughly 0.6 eV lower than the experi-
mental one, and it can be anticipated that the electron affinity of non-polar surfaces
is at the uppermost end of the range obtained for polar surfaces. Therefore, the
electron affinity of the ternary nitride layers is approximated using the upper values
of the polar AIN surface (2eV) and the one of the non-polar GaN surface (4.1eV).
Note that the large uncertainty of the literature values prohibits a clear distinction
between the electron affinities of (Al,Ga)N with 17% and 35% Al content. There-
fore, an electron affinity of y = 3.5eV was assumed, as first approximation, for

both ternary nitride layers.
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Figure 6.7: Onset voltages (-e) for the ternary (Al,Ga)N-layer (cf. Fig. 6.4) with different
Al compositions as a function of the tip-sample separation adjusted by the set voltage
Vietpoint Of the setpoint. (a) Voltage onsets obtained on the Aly17Gag.g3N layer, and (b)
on the Aly35GaggsN layer. The set current of the setpoint was 80 pA. The solid lines
correspond to the surface state position below the conduction band obtained by tunnel
spectra simulation.

The solid violet lines in Fig. 6.2 show the best fits of the simulated tunnel spectra to
the measured I(V') curves. In case of the ternary nitride layers, a good agreement
could be achieved between the simulation and measured tunnel spectra. The best
fits were obtained for surface state energies (below E¢) of (0.7 £ 0.2) eV and (0.8
=+ 0.2) eV for Al contents of 17%, and 35%, respectively. The violet shaded areas
in Fig. 6.2 indicate changes of the simulated I(V') curves that correspond to the

respective uncertainty values.

The centroid energies of the surface state determined in this way can be compared
with the previously determined voltage onsets (cf. Fig. 6.4). Since as mentioned
above, these values indicate the approximate surface state position below the con-
duction band. For this purpose, the dependence of the determined onset voltages
(-e) on the set voltage is shown in Fig. 6.7. Note that a higher set voltage also

corresponds to a larger tip-sample separation. With a smaller tip-sample separa-
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Figure 6.8: I(V) tunnel spectra measured on AIN (cf. spectrum number 1 in Fig.6.2c),
using the setpoint —2.5 V and 80 pA. The solid lines represent simulated tunnel spectra for
a doping concentration of Np =1.6-10'8 cm ™3 and an electron affinity of y = 2.0eV. The
red line represents a simulated tunnel spectrum without surface state, while the tunnel
spectrum with a surface state 1.9V below the conduction band (violet line) matches the
onset of the measured spectrum. Using a doping concentration of Np =110 cm=3 and
otherwise the same parameters, one obtains the dashed tunnel spectrum.

tion (set voltage —2.5V and —3.5V), the voltage onsets are reasonably close to
the surface state positions determined from the tunnel current simulation for both
ternary (Al,Ga)N layers (cf. Fig. 6.7a,b). However, especially at higher tip-sample
separations (set voltage —4.5V), there are notable deviations. A larger part of
the tunnel spectra obtained with a higher tip-sample separation is shifted below
the current noise level, and therefore the measured positive current branch onset

voltages are apparently shifted to higher values.

6.3.2 Empty surface state of AIN

First, assuming that AIN behaves similarly to GaN, the standard model used above
for GaN and (Al,Ga)N is applied to AIN. DFT calculations predict the energy
position of the cation-derived dangling bond state of the AIN (1010) surface to
be (partially) located within the fundamental band gap (cf. Fig. 2.8). Hence, the
positive current branch should be offset again by the pinning effect of the surface

state. The SIMS data reveal a Si doping concentration (Np =1.6-10'8 cm=2) almost
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Figure 6.9: Calculated charge carrier concentration as a function of doping concentra-
tion. Data is taken from Ref. [168].

identical to that of the ternary nitride layers. Again no compensation is assumed,
and the Si donor activation energy is taken as equal to that of GaN and (Al,Ga)N.
The electron affinity of AIN is assumed to be x = 2.0eV, the upper end of the

literature values for polar AIN as mentioned above.

The resulting simulated spectra are shown in Fig. 6.8. The onset of the positive
current branch can be fitted by the surface state position (cf. 1.9€V in Fig. 6.8).
However, the slope of the positive current branch is too steep. At the negative
current branch, neither the onset nor the slope are in agreement with the measured
spectra. Even by changing the tip-sample separation, it is not possible to get a
good match between the simulated and measured spectra, since shifting the positive
(negative) branch of the simulated closer to the measured spectra will shift away

the negative (positive) branch.

Hence, the above-stated assumptions can not be entirely fulfilled. The situation
seems to be more complex at the AlN-layer [120, 169, 170]. Indeed, recent litera-
ture suggests that higher Si doping concentrations in AIN actually lead to lower
charge carrier concentrations [154-156,168,171-173]. The lower charge carrier con-
centration is originating from a doping compensation. In addition, the activation

energy is sharply increasing for higher Al concentrations up to 250 meV for pure
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Figure 6.10: Simulated positions of the conduction (blue) and valence (violet) band at
the surface as a function of applied voltage at the AIN surface with a doping concentration
of 1-10"em™3 (cf. Fig. 6.8). The Fermi level of the tip (red dashed line) is inside the
fundamental band gap for the whole simulated voltage range.

AIN [154,155]. Thus, the actual charge carrier concentration is significantly smaller
than the Si doping concentration. To take this effect into account, a doping con-

3

centration as low as 1- 10 ¢cm ™3 was assumed for a new simulation of the tunnel

spectra of AIN.

The simulated AIN tunnel spectrum for a doping concentration of 1 - 106 cm™3

is shown as a yellow dashed line in Fig. 6.8. The onset of the simulated positive
current branch is significantly above 4 V, i.e., far above the measured one. Similarly,
the simulated negative branch caused by the tip-induced electron accumulation
zone does not fit to the measured (V') spectra: neither the onset nor the slope

matches.

The discrepancy of the onset voltages is due to a large contact potential induced by

the rather large difference between the AIN electron affinity and the tip’s work func-
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Figure 6.11: I(V) tunnel spectra measured on AIN (cf. spectra number 1 in Fig.6.2c),
using the setpoint —2.5V and 80 pA. The solid lines represent simulated tunnel spectra
for a doping concentration of Np =1- 10 cm™3, an electron affinity of y = 3.5¢V and
a surface state 1.4eV below the conduction band. The violet shaded area corresponds
to a surface state position from 1.0eV to 1.8eV below the conduction band. The yellow
dashed line represents a simulated tunnel spectra without surface state and a doping
concentration of Np =1 - 106 cm™3.

tion. This induces a tip-induced band bending, which keeps the tip’s Fermi energy
facing the fundamental band gap of AIN for a wide voltage range (cf. Fig. 6.10), As
a result tunneling is only possible at voltages larger than +4.6 V or smaller than
—2.4V, which is in conflict with the measured onset voltages. In summary, us-
ing only literature values for the sample’s electrical parameters and assuming only
tunneling into or out of bulk states, the measured I(V') spectra of AIN cannot be

reproduced by the simulation.

One possibility to resolve the above-described discrepancy between the measured
and simulated tunnel spectra of AIN is to use an electron affinity of y = 3.5eV
instead of 2.0 eV (cf. violet line in Fig. 6.11) in the simulations. However, this value
is far away of all the reported literature values for AIN, where an electron affinity
of x = 2.0eV already represents the upper limit. Even under the assumption of a
similar offset between non-polar and polar AIN like for GaN of 0.6 eV, an electron

affinity of 3.5¢eV is likely too large.

Therefore, the only conflict-free resolution of the discrepancy above-mentioned is

incorporating tunneling into and out of AIN’s surface states. Indeed both intrinsic

105



6.3 Discussion

@

Figure 6.12: (a) Band bending without applied voltage and an empty surface state
below the conduction band. Due to the band bending arising from the contact potential,
the surface state is far away from the Fermi level and completely empty. (b) By applying
a voltage eV the band bending will be increased, but the Fermi level of the tip will also
be shifted closer to the surface state. At the onset voltage, the electrons can tunnel from
the tip into the surface state.

and extrinsic (i.e., defect-related) surface states can be the origin of tunnel currents.
The investigated AIN (1010) surface exhibits a rather low defect density since it
consists of large atomically flat terraces, separated by steps (cf. Fig. 6.1b). It is
thus anticipated that only the intrinsic surface states (i.e., the cation- and anion-
derived dangling bond states) contribute to the tunnel current, and no defect-state

related current arises.

The presence of surface state-related tunneling necessitates a different approach to
determining the energy position of the empty cation-derived surface state. This
approach is elucidated in the following. Due to the rather small electron affinity, a
contact potential (cf. Sec. 2.4.1) of around +2.0V is present between the tip and
the AIN surface, which induces a strong upward band bending, as illustrated in
Fig. 6.12a. The band bending shifts the cation-derived dangling bond state of the
AIN (1010) surface upward and thus away from the Fermi level. As a result, the
state is completely empty and has no significant influence on the band bending.
By applying and increasing a positive voltage, the Fermi level of the tip increases

relative to the Fermi level of the sample (cf. Fig. 6.12b). Simultaneously the upward
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band bending increases. When the tip’s Fermi level exceeds the lowermost end of
the Al-derived surface state, tunneling of electrons between the tip and the surface

state becomes possible at much smaller voltages than tunneling into bulk states.

Using this model, the energy position of the Al-derived surface state minimum can
be deduced from the current onset of the experimental (V') spectra, provided that
the surface potential (i.e., band bending at the surface) at V = Vjueet is known.
the position of the surface state below the conduction band E¢ — Fsg is then given
by

EC - ESS =€ (¢surf - ‘/onset) . (61)

First, the onset voltage of the positive current branch V.. needs to be deter-
mined from the measured I(V') curves. Exponential function fitting (cf. Eq. 5.1
in Sec. 5.1.3) yields +1.77V, while the intersection of the positive voltage branch
with the noise level yields +2.2V. The latter is helpful in the evaluation of the

accuracy.

Next, the surface potential ¢eut(V,r, Ec — Ess) has to be determined at the onset
voltage (V' = Viuset). However, ¢gur is not directly accessible in STS experiments.
In first approximation, it can be calculated theoretically by solving the electrostatic
tip-vacuum-semiconductor problem. Using the finite-difference Poisson-solver of
P_ SpaceChargeLight [79,98,99], the surface potential ¢sui(V = Vonget, 7, Ec — Fss)
was derived as a function of Fc — Ess and tip radii (30, 60, and 120 nm).

Finally, with a known onset voltage Vonses and surface potential ¢sui(V = Vonset, s
E¢ — Esg), the surface state energy can be calculated according to Eq. 6.1. Due to
the dependence of ¢gy.r on both the tip radius and the surface state energy Ec — Fss
a graphical solution is depicted in Fig. 6.13a. In this figure, the difference between
the surface potential and the onset voltage (i.e., right-hand side of Eq. 6.1) is shown
as a function of the surface state energy Ec — Egg (i.e., left-hand side of Eq. 6.1)
for Vonset = +1.8V and for different tip radii of 30 nm (red line), 60 nm (orange
line) as well as 120nm (blue line). The solution of Eq. 6.1 is then given by the

intersection of the function for 60 nm radius (found as best value for (Al,Ga)N)
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Figure 6.13: (a) Surface state minimum energy in terms of the difference of the onset
voltage and the surface potential as a function of surface state position below the conduc-
tion band edge for the onset voltage of +1.8 V. (b) Shows the same for an onset voltage
at the upper limit of +2.2 V. Both figures show data for different tip radii.

with the bisector (gray line). The other tip radii can be used to estimate the error

bar.

For an onset voltage of +1.8V the surface state energy is found to be at around
+1.1eV. A deviating tip radius in the range of 30nm and 120 nm leads to a devi-
ation of the surface state position between 0.8eV and 1.3eV (cf. Fig. 6.13a). An
additional variation of the onset voltage will lead to further errors estimated here
using an onset voltage of 2.2 V. This yields a surface state position range between
0.6e¢V and 1.2eV (cf. Fig. 6.13b). Therefore, an error range of £0.5¢V should be
considered. Combining these values yields a position of the surface state below the
conduction band edge of Eqc — Egs = (1.1 £0.5) €V for AIN (1010).
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Figure 6.14: Surface state position relative to the conduction band minimum for different
Al compositions. The red circles represent DFT calculations [167]. The violet marks
correspond to the surface state positions obtained by tunnel current simulation in Fig. 6.2
and Sec. 6.3.2. Literature values for GaN were obtained from Ref. [33, 34, 38], and for
AIN from Ref. [41].

6.3.3 Position of the empty surface state in DFT

calculations

Next, the experimentally obtained surface state positions derived by tunnel spectra
simulation are compared to those obtained by first-principles calculations within

DFT and values found in literature.

Figure 6.14 depicts the minimum of the cation-derived surface state relative to the
bulk conduction band obtained by several methods. The surface state position
obtained by DFT calculations is indicated by red circles [167]. For pure GaN the
minimum of the LDOS of the surface state is calculated to be 0.1 eV below the con-

duction band. For higher Al contents the difference between conduction band edge
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and minimum of the surface state increases until it reaches ~ 1.2¢eV for pure AIN.
The experimentally obtained values (from the above-described method of simulat-
ing tunnel spectra) are depicted as violet diamond symbols for the corresponding Al
composition (cf. Fig. 6.14). The values found in literature for pure GaN [33,34, 38]
and AIN [41] are shown as brown pentagons in Fig. 6.14.

Note that the ab-initio DFT calculations performed for and presented in this thesis
appear to underestimate the energy difference between the empty dangling bond
state and the bulk conduction band minimum. For pure GaN the energy differ-
ence is calculated here to be 0.1eV, while previous reports found values around
0.7¢V [33,34,38]. The origin of this discrepancy is presumably due to issues with
the alignment of the band gap/conduction band between the alloys and AIN, an-
ticipated to be most relevant for moderate Al concentrations. For high Al concen-
tration this problem may not exist. This is corroborated by the fact that for pure
GaN the experimental surface state position from literature fits well with the DFT
results presented in earlier reports (i.e., 0.7¢eV) [33,34,38]. The literature value for
pure AIN and the present DFT calculation are in good agreement, and fit well with

the surface state position determined experimentally here.

Therefore, both the surface state position resulting from measurement and the one
resulting from DFT calculation are in good agreement and reveal a weak shift
of the surface state toward midgap with increasing Al concentration of roughly
5-1072eV/%. This trend is indicated by the gray dashed line in Fig. 6.14.

6.4 Conclusion

In conclusion, tunnel spectra measured by STM were analyzed to unravel the en-
ergy position of the group Ill-derived empty surface state at non-polar m-plane
Al,Ga;_,N surfaces. The presented DFT calculations indicate the same trend
as the experimental values for the empty cation-derived dangling bond state on
(Al,Ga)N (1010) surfaces. With increasing Al concentration, the minimum in en-
ergy of the empty dangling bond state shifts toward midgap. The shift is in first

approximation linear with a slope of ~ 5-1073eV/%. This is in good agreement
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with new DFT calculations presented here and from literature revealing the same

trend.
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Chapter 7

Summary

The electronic properties of (1010) surfaces of ternary solid solution (Al,Ga)N semi-
conductors with compositions ranging from pure GaN to AIN (i.e., the binary end
points) as well as n- and p-type doping were investigated using cross-sectional
scanning tunneling microscopy (XSTM) and spectroscopy (XSTS). The aim of the
thesis was to identify the different intrinsic and extrinsic surface states present,
their energy position within the fundamental band gap, and their physical origin
in order to understand the electronic properties of non-polar (Al,Ga)N (1010) sur-
faces subjected to different surface treatment conditions, i.e., atomically clean and
hydroxylated. Particular emphasis has been put on the Fermi-level pinning as a

central parameter defining the surfaces’ electronic properties and passivation.

The position of surface states within the fundamental band gap can be unraveled
quantitatively by STS in conjunction with tunnel current simulations. However,
this approach requires detailed knowledge about the physical effects that contribute
to the surface band bending during the experimental measurement. Therefore, a
systematic preliminary investigation of the influence of different physical parameters
on the tunnel current was performed, using a simulation of the tunnel current. For
the n-doped non-polar I1I-nitride surfaces, it is found that the tunnel spectra are
independent of the size of the fundamental band gap, since for both, negative and
positive sample voltages, the measured current originates from tunneling into or
out of conduction band states. Other semiconductor parameters, like the electron
affinity or the doping concentration, affect the onsets and slopes of the I(V) spectra

to different degrees. The tunnel current also depends on the work function of the

113



Chapter 7 Summary

probe tip, while its radius has minor influence. The assessment of the simulation
provides a detailed understanding of the surface and tip properties derivable from
STS data and yields a basis for a proper interpretation of tunneling spectra of
ternary (Al,Ga)N (1010) surfaces.

With the help of the findings, the extrinsic and intrinsic surface states present on
freshly cleaved and air-exposed non-polar (1010) cross-sectional surfaces of GaN

n-p-n junctions were investigated quantitatively by STS [P2].

For clean freshly cleaved GaN the n-type surface is intrinsically pinned by the
empty Ga-derived dangling bond surface state, which is in agreement with earlier
reports. In contrast, the Fermi level on p-type surface is found to be extrinsically
pinned. This pinning is attributed to defect states at the edges of cleavage-induced

steps.

After air exposure and subsequent heating in UHV, the pinning level of both n-
and p-doped regions shifted towards the band edge, accompanied by a reduced
density of pinning states, and for p-doped GaN, a larger apparent band gap was
probed by STS. These findings are attributed to the adsorption and dissociation of
water molecules during air exposure. The hydroxylation results in a passivation of
the Ga dangling bonds by binding with OH- groups and in a passivation of the N
dangling bonds by binding with H+. This passivation removes the surface states
from the fundamental band gap, by shifting the energy position of the intrinsic (and
likely also extrinsic) surface states into the valence band. For a full passivation, no
pinning would be expected anymore, and tunneling spectra would be only governed
by the tip-induced band bending. However, the surfaces exhibit a reduced band
bending on the n-type GaN (1010) surface after air exposure and a reduced pinning

DOS on p-doped GaN surfaces, which points to a partial passivation.

These results reveal an interesting interplay between intrinsic and extrinsic surface
states present at the m-plane surface of GaN [P2], illustrating the importance of
dopant-dependent Fermi-level pinning for the interpretation of tunnel spectra in

group III nitride doping structures.

Furthermore, the intrinsic surface states were investigated as a function of the Al

concentration in ternary solid solution (Al,Ga)N (1010) surfaces. The energy posi-
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tion of the empty cation-derived dangling bond state was extracted from tunneling
spectra measured on a set of non-polar m-plane Al,Ga;_,N (1010) surfaces with dif-
ferent compositions. With increasing Al concentration, the minimum of the empty
dangling bond state shifts towards midgap. The shift is in first approximation lin-
ear with a slope of ~ 5-1073eV/%. Complimentary DFT calculations reveal an
analogous trend. In addition, a fundamentally different tunneling behavior is found
for pure AIN as compared to Ga containing (Al,Ga)N semiconductors. For pure
AIN, tunneling into the conduction band is not possible due to the large band gap,
the low free carrier concentration, and large tip-induced band bending. Instead,
the tunneling spectra are compatible only with tunneling into the intrinsic surface
states. This is in contrast with Ga containing (Al,Ga)N (1010) surfaces, where
tunneling into the bulk states dominates and the surfaces states show up primarily

in the Fermi-level pinning.

The trends and physical effects observed for surface states on non-polar ternary
(Al,Ga)N m-plane surfaces can be anticipated to be not limited to this particular
alloy, but rather provide a general behavior for intrinsic and extrinsic surface states
of most binary and ternary non-polar III-nitride compound semiconductor surfaces.
Especially the passivation by hydroxylation offers the prospect to control Fermi-
level pinning at sidewall facets of ternary group III nitride nanowires and related
nanostructures for both n and p doping, despite clean surfaces exhibit different

physical origins of the Fermi level pinning.
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