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“Workhorses of Opportunity”:
Regional Universities Increase Local Social 
Mobility*

Regional public universities educate approximately 70 percent of college students at 

four-year public universities and an even larger share of students from disadvantaged 

backgrounds. They aim to provide opportunity for education and social mobility, in part 

by locating near potential students. In this paper, we use the historical assignment of 

normal schools and insane asylums (normal schools grew into regional universities while 

asylums remain small) and data from Opportunity Insights to identify the effects of regional 

universities on the social mobility of nearby children. Children in counties given a normal 

school get more education and have better economic and social outcomes, especially 

lower-income children. For several key outcomes, we show this effect is a causal effect on 

children, and not only selection on which children live near universities.
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Regional public universities have been considered the “colleges of the forgotten Ameri-

cans” and “workhorses of opportunity” because of their potential to increase social mobility

(Dunham, 1969; Wendler, 2018). From the time they were established in the mid-20th cen-

tury, a central part of their mission has been to increase access to higher education, by locat-

ing near potential students, being less selective, and having lower tuition. Regional public

universities enroll roughly 40 percent of all undergraduate students in the United States, and

students at these institutions come disproportionately from lower-parental-income families

and are more likely to be racial minorities relative to other four-year public universities.1,2

For this reason, these colleges are also called the “backbone of the American higher education

system,” especially for traditionally underrepresented groups (Fryar, 2015).

We study whether regional public universities increase nearby children’s educational at-

tainment and economic mobility. These local objectives were important historical justi-

fication for, and continue to be missions of, these regional colleges, making our analysis

especially policy-relevant. Using data from Opportunity Insights, we study the e↵ects of

these colleges on local children at di↵erent parts of the parental-income distribution. Impor-

tantly, our analysis highlights the continued role of geographic frictions in college attendance

and economic mobility.

The central identification challenge is that these universities were not located randomly,

and may have been placed in areas expected to have high educational attainment and eco-

nomic mobility even without the university. We use a strategy developed in Howard, Wein-

1Of undergraduates at four-year public universities, almost 70 percent, including 85 percent of Black and
74 percent of Hispanic students, are at regional universities (Fryar, 2015). These statistics are based on Fryar
(2015)’s historical definition of comprehensive universities, which includes public, four-year universities that
are not the primary research university in the state, not land-grant universities, and not established expressly
to serve as a research institution.

2On average roughly 15 percent of students at four-year public flagship, public elite, or public highly
selective institutions came from the bottom two parental income quintiles. At four-year public non-flagship,
non-highly selective institutions that fraction is roughly 28 percent. This is based on the university-level
Opportunity Insights, and the 1980 birth cohort. We exclude institutions that report as a system. There
are 45 public institutions in the flagship/highly selective group, and 377 in the other (314 of which were
classified as selective public colleges and the remainder were nonselective public colleges). We note that
the distinctions used for this statistic are not quite the same as Fryar (2015)’s historical definition, but
nonetheless separates the very selective and flagships from other public universities. Pell grants are also
more common at regional universities (Maxim and Muro, 2020).
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stein and Yang (2022) to identify the impact of regional public universities on local economic

and social mobility, focusing on people who grew up in the county. Our strategy utilizes the

placement of normal schools and insane asylums in the late 19th and early 20th centuries,

both part of the period’s social reform movements. We show that state governments assigned

these institutions to counties using similar criteria, including political factors, proximity and

ease of access to population centers, as well as locations with su�cient property and natural

beauty (Humphreys, 1923; Kirkbride, 1854). By the mid-20th century, normal schools had

evolved to become regional public universities, and comprise roughly half of today’s regional

public universities. In contrast to the universities, most insane asylums were converted into

psychiatric health facilities and remain small in size.

This history allows us to identify the e↵ects of regional public universities on local edu-

cational attainment, economic mobility, and social outcomes, by comparing counties which

were assigned normal schools versus counties that were assigned asylums.

The central identification assumption is that the asylum counties are a good counter-

factual for what would have happened in the normal counties had the normal schools not

converted to regional public universities. We argue the counties for normal schools and asy-

lums were selected on similar observable and unobservable criteria. We also assume that the

presence of an insane asylum does not have direct e↵ects on economic mobility, beyond the

e↵ects from having a normal school that never transformed to a regional public university.

This assumption seems justified as the institutionalized population in asylum counties has

remained at about the same size since the early 20th century.

Using data from Chetty et al. (2018), we show that regional public universities increase

economic and social mobility in their counties. These universities increase the fraction of

children in the county who obtain at least a four-year degree and at least some college.

These universities not only increase college attainment among people who would otherwise

be high school graduates; they also increase the high school graduation rate. These e↵ects

are largest in relative terms for children from lower-income families. For children whose
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parents’ income is at the 25th percentile, regional public universities raise the fraction with

a four-year college degree by over 8 percent.

In addition, these universities improve the fraction of children in the county who are

employed in their mid-30s as well as their income percentiles, with e↵ects concentrated among

children from lower-income families. Finally, we also see that regional public universities have

impacts on social outcomes in their county, increasing the fraction of lower-income children

in the county who get married, and decreasing the fraction that live in their childhood

commuting zone.

Using estimates from Chetty and Hendren (2018), we see evidence that these causal

impacts on the county reflect causal impacts on individuals, rather than reflecting sorting of

high mobility individuals into counties with regional public universities.

Finally, we explore potential mechanisms that may explain the e↵ect of regional public

universities on social mobility. We do not see strong evidence that these e↵ects are explained

by universities’ impact on the local economy, on K-12 education, or on family characteristics.

This suggests the mechanism is perhaps the most obvious one: regional public universities

increase access to higher education for students in the local area and this increases mobility.

Under our identification assumption, there are two ways in which our specification could

have a zero coe�cient. First, we would obtain a zero coe�cient if universities do not a↵ect

social mobility. Second, we would obtain a zero coe�cient if these universities a↵ect local

outcomes, but outcomes are similar for people growing up in counties that were assigned

an asylum. This could be because students travel across counties within a state to attend

a regional public college, or because individuals in asylum counties equally access private

institutions in their home county to similar e↵ects. So finding a non-zero e↵ect of universities

rejects both that universities have no e↵ect on the social outcomes we consider and it rejects

that the geographic sorting of college students or other universities makes the location of

regional universities irrelevant. Irrelevance of the university’s location would be incongrous

with the mission and rationale for regional universities.
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Our results show proximity to a university still matters for access to higher education

and economic mobility. This is relevant for policymakers considering where universities

are located and expanding. It also suggests the importance of addressing individuals who

are not in close proximity to public universities. Our analysis is further relevant given

recent discussions about consolidation and the future of these universities (see McClure and

Fryar, 2020; Maxim and Muro, 2020; Seltzer, 2019).3 Finally, our results contribute to our

understanding of where people should live to improve the economic and social mobility of

their children.

Despite their size and potential to improve economic mobility, the impacts of regional

public universities on students and communities have received limited attention in the liter-

ature, especially relative to community colleges and elite universities (Schneider and Deane,

2015).4 While their role as an anchor institution in local communities is often cited, along

with their role in enhancing mobility, there is very little work to our knowledge estimating

the causal impacts of these public, less research-intensive universities on nearby residents.

The relationship between educational attainment and proximity to universities has been

an important topic in the literature.5 For example, Card (1993) finds that proximity to

a college raises education and earnings for men in the 1960s and 1970s, especially for men

with the lowest predicted levels of educational attainment. Kling (2001) shows evidence that

these e↵ects are smaller for teens in 1979.6

3Recent examples of states that have discussed consolidation of regional public universities include Penn-
sylvania, Vermont, and Wisconsin (Seltzer, 2020; Quinton, 2020).

4Klor de Alva (2019) uses university-level Opportunity Insights data to highlight that among enrollees at
a sample of roughly 300 comprehensive universities whose parents were in the lowest two income quintiles,
over half reached the upper two quintiles by their 30s. Crisp, McClure and Orphan (2021) present a volume
exploring broadly accessible institutions, institutions which include but are not limited to regional public
universities.

5More broadly our paper contributes to research studying universities and local economic growth, with
many of the papers focusing on innovation. Papers include Aghion et al. (2009); Andersson, Quigley and
Wilhelmson (2004); Andrews (2021); Bartik and Erickcek (2008); Cantoni and Yuchtman (2014); Feng and
Valero (2020); Hausmann (2020); Kantor and Whalley (2014, 2019); Moretti (2004); Valero and Reenen
(2019). Also related to our paper, Garin and Rothbaum (2022) study the long-run e↵ects of counties
receiving a large manufacturing plant in World War II, finding impacts on upward economic mobility for
children born in these counties before the war.

6Other papers studying the relationship between proximity to universities and enrollment or completed
education include: Do (2004); Doyle and Skinner (2016); Kane and Rouse (1995); Long (2004); Jepsen and
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Our paper contributes to this literature in several ways. First, we use a novel strategy

to identify the causal impact of universities on local educational attainment. Establish-

ing causality in the existing literature is challenging, as di↵erences between areas with and

without universities, unrelated to the university, may explain di↵erences in educational at-

tainment. For example, universities may have been established in areas where there is a

high return to college education. Second, we focus on regional public universities, a highly

relevant, important, and yet understudied higher education sector. Finally, we utilize the

very rich data from the U.S. Census and the IRS made available by Opportunity Insights,

allowing us to study the impacts on education for roughly 20 percent of the U.S. population

born between 1978 and 1983, as well as study other labor market and social outcomes for

nearly the whole population born in these cohorts. Many of the previous papers have used

samples from survey data, such as the National Longitudinal Surveys or the High School

and Beyond survey.

Russell, Yu and Andrews (2022) and Russell and Andrews (2022), building on the em-

pirical strategy of Andrews (2021), also focus on identifying the causal impact of colleges

on educational attainment and economic mobility, respectively, by comparing areas with

universities to runners-up locations for universities. Compared to our findings, they find

larger e↵ects on college education and smaller e↵ects on income rank.7 We view our papers

as complementary. One of the biggest di↵erences is that we identify the e↵ects of regional

public universities, while the sample in Russell, Yu and Andrews (2022) includes primarily

research-intensive universities. Given that regional public universities were established to

improve local access to higher education and opportunity, ours is an especially relevant sam-

ple for understanding the impact of universities on mobility. Second, given the relatively few

number of observations inherent to either empirical strategies, bringing more observations

Montgomery (2009); Alm and Winters (2009). Bedard (2001) finds that areas with universities have higher
high school drop out rates in the 1960s and early 1970s, consistent with a signaling model, as higher rates
of college attendance decrease the value of pooling with high school graduates.

7The primary outcomes in Russell and Andrews (2022) are the probability of reaching the top income
percentiles, as well as measures of local inequality, two outcomes which we do not investigate given our focus
on the primary goals of regional universities.
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to this question is of particularly high return.8 Finally, the counties in our control group

are given a similarly-sized state institution, rather than being only runners-up. Russell, Yu

and Andrews (2022) are also interested in the e↵ect of universities relative to counties with

a “consolation prize,” but have only 27 counties in the sample for this exercise.

Chetty et al. (2014) and Chetty and Hendren (2018) show some evidence of a positive

relationship between their local mobility measures and the local higher education landscape,

including colleges per capita and graduation rate at local colleges. As Chetty and Hendren

(2018) caution, this does not identify the e↵ect of colleges on local mobility. Areas with

colleges may be high mobility areas for reasons other than the college, an issue addressed

by our identification strategy.9 Chetty and Hendren (2018) also show evidence consistent

with lower-mobility, not higher-mobility, individuals sorting into areas with more colleges

per capita, which is helpful for interpreting our results.

1 History of Normal Schools and Asylums

The social reform movements of the 19th century included support for public institutions

aimed at societal improvement.10 This included normal schools to train teachers, as well as

asylums for those with mental illnesses (Grob, 2008). In this section we provide qualitative

evidence that locations for these institutions were chosen based on very similar criteria.

States opened normal schools to train teachers, in order to meet growing demand stem-

8There are 191 counties in Russell, Yu and Andrews (2022), split between 63 counties with universities
and 128 without. There are 320 counties in Howard, Weinstein and Yang (2022), with 204 that received
normal schools and 126 that received asylums.

9Chetty et al. (2014) show a positive correlation between rates of local upward income mobility and two
measures of local higher education: colleges per capita and the graduation rate at local colleges (controlling
for parental income), though the correlation with colleges per capita disappears when controlling for state
fixed e↵ects. There is a negative correlation with mean tuition at local colleges, but it is not statistically
significant. Chetty and Hendren (2018) further show a positive correlation between causal e↵ects on upward
income mobility and these college variables, though only the relationship with colleges per capita is statisti-
cally significant. There is also a negative correlation between the causal e↵ects on upward income mobility
and mean tuition at local colleges, but this is not statistically significant.

10Howard, Weinstein and Yang (2022) contain a thorough discussion of the history and site selection of
normal schools and asylums.
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ming from the common school movement in the mid 19th century (Labaree, 2008).11 There

were 209 state normal schools opened between 1839 and 1930 (Ogren, 2005). Similarly, as

part of the mid-19th century movement to improve care for those with mental illnesses, many

states opened insane asylums. The objective of these asylums was to facilitate recovery and

to provide compassionate care (Grob, 2008).

The criteria for where to locate normal schools and insane asylums were very similar.

Both were political decisions, in which population, geographic accessibility, and natural

beauty were important factors. Humphreys (1923) describes in detail the location decisions

for normal schools, asserting that political factors were the most important, though other

factors included demand for instruction (e.g. local population), geographic accessibility,

financial and land donations, location of existing schools, and natural beauty. Kirkbride

(1854) developed an architectural plan for asylums, implemented by many states, which

emphasized the importance of accessibility to population centers, as well as locations with

natural beauty, ample area for recreation, and stately architecture, which were all believed

to help cure mental illness.

During this period local communities desired and took pride in both types of institutions.

An article from the Kankakee Gazette, written in August 1877 when the city was assigned

an asylum, helps illustrate these points, “Our citizens received the news in a spirit of jubilee,

and on Friday evening there was a bonfire, band music... and speeches...” The article

expresses gratitude for “the great services of Messrs. Bonfeid and Taylor, our representatives

in the upper and lower houses of the legislature,” highlighting the importance of the political

process in determining these locations. We provide more evidence from historical newspapers

supporting our identification strategy in Howard, Weinstein and Yang (2022).

As we show in Howard, Weinstein and Yang (2022), states were often determining loca-

tions for normal schools and insane asylums at roughly the same time.12 The timing and the

11This increased demand for qualified teachers, and as a result many states established normal schools to
train teachers according to the “norm” for good teaching (Labaree, 2008).

12For reference, we reproduce the figure from Howard, Weinstein and Yang (2022) showing the timeline of
institution openings in Figure A1a.
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similar selection criteria, along with individual state histories, support the idea that whether

a community received a normal school or an asylum may have been e↵ectively random based

on political factors.13 We showed in Howard, Weinstein and Yang (2022) that in the early

20th century, enrollment at normal schools and the population in asylums were similar rela-

tive to county population. This provides further supportive evidence that being selected as

the location for these two types of institutions may have required similar political influence,

as the institutions may have been expected to confer similar advantages.14

We support our identification assumption with several additional observations. First,

roughly 17 percent of counties that were assigned asylums also were assigned normal schools

(13 percent of normal counties had asylums). This suggests similar selection criteria for the

two types of institutions. Second, asylum counties were often runners-up locations for public

colleges and universities, as documented in Andrews (2021).15 In the opposite direction, one

example is Bloomington, IL, which was assigned a normal school and was a top contender

for an asylum. Additionally, Andrews (2021) presents evidence suggesting Tuscon, Arizona

randomly ended up with the university instead of the asylum because a flood delayed their

delegation’s lobbying trip to the capital.

1.1 Subsequent Evolution

Demand for higher education increased over the course of the 20th century, and normal

schools evolved with these changes. In the early 20th century, many were renamed as teach-

ers colleges, allowing them to confer bachelor’s degrees in education. In the mid-20th century

there was growing demand for degrees that did not focus on teacher training. As policymak-

13Humphreys (1923) also provides evidence that location decisions for these two types of institutions were
relevant for political negotiations. See Howard, Weinstein and Yang (2022) for further details on these
political factors.

14For reference, we reproduce the figure from Howard, Weinstein and Yang (2022) showing this fact in
Figure A1b.

15Of the 62 high-quality public college site selection experiments in Andrews (2021), 17 had runners-up
that were asylum counties, although most of these experiments were for land grant institutions. Andrews
(2021) discusses consolation prizes, and argues that assignment of one type of institutions versus another
was “as good as random”.
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ers considered how they would address this demand, many discussions focused on geographic

accessibility as a way of improving access (Doyle and Skinner, 2016; Mayhew, 1969; Willing-

ham, 1970; Douglass, 2007).16

Many saw the normal schools as able to play an important role, and argued they should

be able to o↵er bachelor’s degrees in areas other than education. They already existed as

higher education institutions, and they were geographically distributed within states, serving

the regional population. Proponents argued they were uniquely positioned to increase access

to a college education for their local areas. For example, in advocating they be permitted

to grant liberal arts degrees, college leaders at Eastern Illinois State Teachers College cited

the limited number of other colleges in the region, the fact that they were already serving

as a regional college, and that many highly qualified high school students were not willing

to attend a teachers college but would attend a state college (Coleman, 1950).17

The proponents of these changes were successful, and in the mid-20th century many of the

teachers colleges were given the authority to grant degrees in areas other than education. As

a result, many of the teachers colleges were renamed as state colleges, removing “teachers”

from the name altogether.18 In contrast to the already existing state universities, these state

colleges were established to focus on undergraduate education, and also to provide training in

business, teaching, and engineering (as opposed to law, medicine, and scholarship) (Mayhew,

1969). From the 1950s through the 1970s, many obtained university status (Labaree, 2008).

16Mayhew (1969) presents a summary of state master plans for higher education developed during this
period of increased demand, stating “all plans seek to provide complete geographical access to higher edu-
cation.”

17Similarly, proponents of making these changes at Southern Illinois Normal University argued local high
school students were demanding a liberal arts degree, and it would be very costly for them to obtain this
degree from another college (Lentz, 1955). A 1945 commission report wrote that even though they were
only authorized to prepare teachers, the teachers colleges in Illinois had e↵ectively already become regional
colleges. These colleges were under pressure from the region to provide broader training, and students were
enrolling in the teachers colleges and then not entering the teaching profession. The report noted that over
the past seven years approximately 25% of graduates did not enter teaching (Commission to Survey Higher
Educational Facilities in Illinois, 1945). In subsequent years the teachers colleges were authorized to grant
non-education degrees and became state colleges.

18Dunham (1969) observed that while many teachers colleges were renamed state colleges, they still re-
mained focused on teacher training as of 1969. He also noted that for some faculty, “teachers college carries
with it connotations of mediocrity, especially since Sputnik”, and this led some faculty to push for removing
“teachers” from the name of their college.
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Commenting on the frequent name changes, Dunham (1969) humorously noted discounted

t-shirts at the college stores with the college’s previous name.19 Figure A1b shows large

enrollment increases around the time these former normal schools were converted to regional

public universities.

Institutions that started as normal schools comprise a large fraction of today’s regional

public universities, or using a similar classification, “comprehensive” universities.20 Of the

320 public colleges in 1987 that are classified as “comprehensive” based on the 1987 Carnegie

classification, roughly 50 percent started as state normal schools.21 In keeping with their

original mission, students at regional public universities are more likely to be from historically

underrepresented or nontraditional groups in higher education (Fryar, 2015).

While many of the asylum buildings are no longer in use, states continue to own many

of the asylum properties, and they are used as psychiatric health facilities. Some properties

are used as correctional facilities, while other have been acquired by universities (Hoopes,

2015). During the deinstitutionalization movement in the mid-20th century, institutionalized

population per capita in asylum counties fell, though only modestly, and was twice the level

in normal counties in 2010.22

1.2 Data on Normal Schools and Asylums

As we describe in Howard, Weinstein and Yang (2022), we obtain data on normal schools’

locations, opening years, and years corresponding to name changes, from Ogren (2005).23

There were 209 normal schools across 204 counties, opened between 1839 and 1930, with

19Figure A1a, reproduced from Howard, Weinstein and Yang (2022), shows the years in which normal
schools were opened, and converted to state colleges and universities.

20See Maxim and Muro (2020) for an overview of various classifications.
21This is based on the evolution of name changes of state normal schools in Ogren (2005). In 1987, there

are a total of 188 colleges that originated as state normal schools, based on Ogren (2005). Of these, 156 are
classified as “comprehensive” in the 1987 Carnegie classifications, and 187 are “Research II,” “Doctorate-
Granting,” “Comprehensive,” or “Liberal Arts”. Using an alternative classification, of the 439 public, non-
Research I colleges in 1987 that are classified as “Research II,” “Doctorate-Granting,” “Comprehensive,” or
“Liberal Arts,” roughly 43 percent started as state normal schools.

22We show this in Figure A1b, reproduced from Howard, Weinstein and Yang (2022).
23Using the city and state of the normal school, we identified the county using StatsAmerica (Indiana

Business Research Center, 2020).
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median opening year of 1891 (Figure A1a).

We digitize data on asylums’ geographic locations and opening years from the 1923 special

census of “institutions of mental disease” (Furbush et al., 1926). As in Howard, Weinstein

and Yang (2022), we focus on institutions that were established around the same time and

thus may have been assigned randomly, and so we exclude five asylums that were established

before 1830.24

Counties that had both normal schools and asylums are defined as normal counties (there

are 25 of these counties).25 Our sample includes 204 normal counties and 126 asylum counties.

Figure A1 shows the geographic distribution of normal and asylum counties in our sample.

1.3 Historical Measures of Mobility

Our identification assumption is that asylum counties are a good counterfactual for what

would have happened in normal school counties, had the normal schools not converted to

regional public universities. Howard, Weinstein and Yang (2022) showed balance between

normal and asylum counties in 1840, before most of the normal schools and asylums were

established. Here we show balance on economic mobility in 1850 because, as we will discuss,

in that year we are able to construct a more meaningful measure of mobility. It is possible

that normal schools had an e↵ect on local educational mobility before they were converted to

universities, and that this explains part of the e↵ect we see today.26 To address this we test

whether there are di↵erences between normal and asylum counties in upward educational

mobility in 1940, before most of the normal schools converted to regional public colleges and

24The opening years and locations were extracted from Table 64 and Table 104 of Furbush et al. (1926).
Seventeen of these asylums did not have opening years in the 1923 Census, and we obtain them from
government websites or other open sources.

25In Howard, Weinstein and Yang (2022), we showed that excluding these counties had no e↵ect on the
outcomes we considered in that paper.

26Dunham (1969) states that at institutions which train people to be teachers, the students are from
lower-middle-income families and often first-generation college students. Ogren (2003) also discusses the
normal schools enrolling students from lower-income backgrounds. However, as we show in Figure A1b,
enrollment in normal schools before 1940 was only 2.5% of county population. While they may have had a
direct e↵ect on enrollees, this was a small number of people. By the 1970s, enrollment was over 10% of the
county population.
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universities.

To test for di↵erences in upward educational mobility in the period before most asylums

and normal schools were established, we use the 1850 full count of the U.S. Census. Following

Card, Domnisoru and Taylor (2022) and Derenoncourt (2022), our historical measure of

mobility is based on education–the likelihood that children of parents with lower incomes or

education levels have high levels of educational attainment.27

We identify upward educational mobility as the school attendance rate of 14-17 year

olds whose father’s reported value of real estate owned is less than or equal to the median.

This is constructed using teens living with their fathers, allowing us to match children to

their fathers, and also avoids capturing teens who have traveled from other locations for the

purposes of enrolling in school.28 For robustness, we also construct this measure for 7-13

year-olds. Given di↵erences across counties in the fraction of non-slave black individuals,

we separate these measures for black and white individuals. Figure A2 shows the school

attendance rate for teens is upward sloping in their father’s real estate value. This suggests

that we capture upward educational mobility by using the school attendance rate for teens

with father’s real estate value below the median.29

To test whether the normal schools may have had an impact on upward educational

mobility, before they converted to universities, we use data from Card, Domnisoru and

Taylor (2022). These county-level data show the fraction of children attaining eighth grade,

living with parents with grade six maximal educational attainment.

Table 1 shows there are no significant di↵erences in upward educational mobility in 1850

or in 1940.30 Normal counties are smaller in population in 1850 (though the di↵erences

27Derenoncourt (2022) uses the occupational score of the fathers to identify socioeconomic status, but
this is based on 1950 incomes and this score could be quite di↵erent in 1850. Specifically, among seven
to seventeen year-old children in 1850 who were living with their fathers, 60 percent had fathers who were
farmers, and 85 percent had fathers whose occupation was in one of five codes (farmer, manager, carpenter,
laborer, operative). Card, Domnisoru and Taylor (2022) uses the educational attainment of the parents, but
this is not available in the 1850 census.

28We calculate the median value of father’s real estate, among seven to seventeen year olds living with
their father.

29Figure A3 also shows an upward-sloping, although flatter, pattern for non-slave black teens.
30Using fraction of 7-13 year olds attending school, among those whose father’s reported value of real
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are not significant in 1920 when we have data on all states, or in 1840), and there is some

evidence they are less urban and have lower real estate values per capita in 1850 (Appendix

Table A2). We further show balance on other variables in 1840 and in 1920 in Howard,

Weinstein and Yang (2022).

Table 1: Historical Measures of Upward Educational Mobility

Normal Asylum Within-State Di↵erence

Upward educational mobility, 1850
White 0.4 0.44 -0.01

(.23) (.19) (0.02)
Black 0.22 0.25 0.04

(.26) (.27) (0.04)

Upward educational mobility, 1940
White 0.7 0.75 0.00

(.18) (.15) (0.01)
Black 0.58 0.67 0.02

(.29) (.26) (0.03)

Notes: Columns 1 and 2 show mean and standard deviation of county characteristics for normal and asylum
counties. Column 3 shows the coe�cient on normal county, when the dependent variable is the county
characteristic, and we include state fixed e↵ects. Educational mobility measures in 1850 are the fraction of
14-17 year olds attending school, among those whose father’s real estate value is less than or equal to the
median. Educational mobility measures in 1940 are from Card, Domnisoru and Taylor (2022), and denote
the fraction of children attaining eighth grade, living with parents with grade six maximal educational
attainment. We show standard errors clustered at the state level in parentheses in column 3. For the
1850 educational mobility of white individuals there are 161 normal and 102 asylum counties, and for black
individuals there are 100 normal and 61 asylum counties. We restrict the 1850 samples to counties covered
in the 1850 complete census from IPUMS USA. For the 1850 measures, we use the Eckert et al. (2020)
crosswalk to 1990 counties. For the 1940 measure of educational mobility of white individuals, there are 203
normal counties and 122 asylum counties. For the 1940 measure of educational mobility of black individuals,
there are 137 normal counties and 78 asylum counties.
+ p < 0.1, ⇤ p < .05, ⇤⇤ p < .01

estate is less than or equal to the median, shows this fraction is actually slightly lower in normal counties.
This suggests lower upward mobility before normal schools were established.
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1.4 E↵ect of Historical Normal School Assignment on the Higher

Education Sector in 1980

Before showing the e↵ects of historical normal school assignment on economic and social

mobility, we document that most normal schools indeed became regional public universities.

We then discuss the di↵erences this created in the higher education landscape in normal

versus asylum counties. These results are from Howard, Weinstein and Yang (2022), and we

reproduce the table from Howard, Weinstein and Yang (2022) in the Appendix (Table A1).

In 1980, around the time the children in our sample were born, 91 percent of counties that

were historically assigned a normal school have a regional public college or university that

had been a normal school, while this percentage is mechanically zero in asylum counties.31

Some asylum counties have public four-year colleges, and the within-state di↵erences imply

normal counties have 0.7 additional public four-year colleges than asylum counties. The fact

that not all normal counties have a regional public college, and that some asylum counties

do have a public four-year college, both imply that our reduced-form empirical strategy will

underestimate the impact of regional public universities.

On average, asylum counties have more private four-year colleges and two-year colleges.

The results imply the total number of colleges is equal in the two types of counties, adding the

coe�cients for total public four-year, private four-year, and two-year colleges. However, not

only are the universities in the normal counties public, but they are much larger. Enrollment

as a percent of population is an additional 8.4 percentage points higher in normal counties,

with enrollment equal to 4.5% of population in asylum counties. Finally, the fraction of the

population with a college degree is 2 percentage higher in normal counties, which is large

relative to the level, though small relative to the number of degrees awarded per year as a

percent of population. This suggests many students leave after graduating.

31For an additional two counties, the normal school closed and the site of the normal school became a
di↵erent university. This was true of UCLA and Maine Maritime Academy.
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2 Data on Economic and Social Mobility

For our primary outcomes, we obtain data from Chetty et al. (2018). Using IRS and Census

data, this includes county-level outcomes of children born between 1978 and 1983 who grew

up in the county, by their parents’ income. The sample includes 96 percent of all children

born between 1978 and 1983, who were born in the U.S. or are authorized immigrants who

arrived in the U.S. as children and whose parents were U.S. citizens or authorized immigrants.

Parents are defined as the first person who claims the child as a dependent between 1994

and 2015. Individuals are attributed to a county in Chetty et al. (2018), weighted by the

fraction of years that they spend in the county before age 23.

We test for e↵ects on educational attainment, income and employment, and other social

outcomes. For education, we analyze fraction obtaining at least a four-year degree, fraction

with some college, and fraction with at least a high school degree or a GED. These education

outcomes are observed only in the ACS, and thus are only available for the subsample that

is observed in the ACS between 2005 and 2015. The number of children in this subsample

is roughly four million, relative to the full sample of 20.5 million. The fraction obtaining at

least a four-year degree, and the fraction with some college, are measured only for people

at least 25.32 The fraction with at least a high school degree or GED is measured only for

those at least 19.

The income and employment outcomes we analyze include the fraction with positive W-2

earnings in 2015, family income percentile in 2014-2015, and individual income percentile

in 2014-2015. Children’s income as an adult is measured as the average of their adjusted

gross incomes in 2014 and 2015, when they are 31-37 years old. The other social outcomes

we analyze include the fraction married in 2015, teen birth (for women only), fraction incar-

cerated on April 1, 2010, fraction staying with their parents in 2015, and fraction staying

32Median age at graduation was 23 for public four-year institutions that were not very high research
activity based on the 2005 Carnegie ratings (U.S. Department of Education, National Center for Education
Statistics, 2021). Thus, this sample restriction will likely not capture too many people who are still enrolled
and have yet to obtain a degree.
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in their childhood commuting zone based on their most recent address.33 These income,

employment, and social outcomes are observed for the full sample.

Chetty et al. (2018) provide predicted children’s outcomes in each county at five di↵erent

percentiles of the parental income distribution.34 Parental income is measured as the mean

of parents’ household adjusted gross income in 1994, 1995, and 1998-2000, when children

are 11-22 years old. Given the children’s age when parents’ income is measured, we are less

concerned that lower-income children in normal school counties are the children of graduate

students, who may be experiencing only temporarily reduced income levels.

For suggestive evidence on whether our primary outcomes reflect causal e↵ects on in-

dividuals, in addition to causal e↵ects on counties, we use data from Chetty and Hendren

(2018). This dataset contains causal estimates of counties on economic and social mobility

of children born from 1980-1986 who grew up in the county, using IRS tax records. The

causal e↵ects are identified based on families who move across counties, whose children are

of di↵erent ages at the time of the move. The causal e↵ect is the e↵ect of one additional

year in the county during childhood.

33The measure of teen motherhood is constructed based on whether a woman ever claims a dependent
who was born while she was 13 to 19 years old. As Chetty et al. (2018) discuss, this is an imperfect measure
since it relies on the woman claiming the child as a dependent at some point, but they document that this
is aligned with estimates from the ACS. Staying with parents is defined as having an address that matches
their parents’ in 2015. Staying in childhood commuting zone is defined as the most recent commuting zone
matching any commuting zone they lived in before 23.

34These predictions are based on regressing children’s outcomes on parents’ income percentiles, and allow-
ing the coe�cient to vary by county. Chetty et al. (2018) parameterize the relationship between child and
parent income using a lowess regression of children’s outcomes on parent’s income percentile at the national
level.
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3 E↵ects of Regional Public Universities on Local So-

cial Mobility

3.1 Empirical Strategy

Based on the history of normal schools and asylums, the main specification in our paper is

yi = �Normali + ↵s + ✏i (1)

where y is our outcome of interest from Chetty et al. (2018), i is a county, and ↵s is a state

fixed e↵ect. The sample consists of counties that had an insane asylum or normal school,

and Normali is equal to 1 if the county had a normal school. � can be interpreted as an

average e↵ect of having been assigned a normal school on the outcome y.

The identification assumption is that asylum counties in the same state are a good coun-

terfactual for the social mobility of normal counties, had the normal school not converted to

a university.

We cluster standard errors at the state level.

3.2 E↵ects on education

We first study the educational attainment of children who grow up in the county.

The regression results are shown in Figure 1. The green dots are the estimated coe�cients

from regression (1), and the spikes are the 95 percent confidence intervals. The x-axis is the

parents’ income percentile, so the estimates to the right are for children of high-income

parents, and the estimates to the left are for children of low-income parents. The estimates

correspond to the y-axis on the left. For example, in panel (a), the e↵ect of having been

assigned a normal school is about a 2 percentage point increase in the probability of getting

a four-year college degree, for a child who grows up in that county with a parent at the 1st

percentile of the national income distribution. In the dotted orange line, the mean value of

18



the outcome in asylum counties is plotted against the parents’ income percentile, and the

corresponding y-axis is on the right. For example, at the 1st percentile, less than 20 percent

of the children in asylum counties get a four-year college degree. The orange line is not a

causal estimate, but provides important context for interpreting the magnitudes of the e↵ect.

Note that the scales on each axis are di↵erent and vary from figure to figure.

In panel (a), we see a significant increase in college degree attainment for children growing

up in normal counties, by almost two percentage points for children of parents at the 1st,

25th, 50th, and 75th percentiles. For the 100th percentile, the point estimate is a bit smaller

and the confidence interval is quite wide.

While there are not significantly significant di↵erences in the e↵ects across the income

distribution, the e↵ects for lower income percentiles are much larger relative to the baseline.

For a child with parents at the 75th percentile, the increase is less than 5 percent of the

baseline, while it is about a 10 percent increase for a child at the 1st percentile, and 8

percent for a child at the 25th percentile. The positive e↵ects on college attainment across

the distribution of parental income are important for interpreting the e↵ects on our other

outcomes.

In Panel (b), we look at the e↵ects on some college attendance. The point estimates are

generally comparable, which is noteworthy for several reasons. First, if normal schools only

a↵ected substitution between two- and four-year colleges, or if they only a↵ected completion

among those who enroll, then the e↵ects on some college would be zero. In fact, for students

with parents at the 75th percentile, the e↵ects on some college are smaller than the four-year

e↵ects. This suggests the e↵ect on four-year degrees for more a✏uent students is driven to

a greater extent by changing the type of college they attend (2 versus 4 year) or increasing

likelihood of completion. Second, if normal schools increased enrollment in four-year colleges,

but these marginal students were unlikely to complete a degree, the e↵ects on some college

would be larger than the four-year e↵ects. The e↵ects on some college for lower-income

individuals imply regional public universities increase likelihood of enrolling in college and
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(a) At least 4-year College Degree, Age 25 and
over
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(b) At Least Some College, Age 25 and over
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(c) At least HS Graduate or GED, Age 19 and
over

Figure 1: E↵ect of a normal school on education. Green dots with spikes represent the
estimated e↵ect of a normal school on the outcome variable, conditional on state fixed e↵ects.
Outcome variables are measured at di↵erent percentiles of the parents’ income distribution,
which is the x-axis. The green spikes span the 95 percent confidence intervals, with the
cross-bars at the 90 percent confidence intervals. The estimates and confidence intervals
correspond to the y-axis on the left-hand side of the figure. The orange dashed line shows
the mean of the outcome variable in asylum counties, and correspond to the y-axis on the
right-hand side of the figure.
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these enrollment e↵ects do not disappear because of low completion rates.

In Panel (c), we find significant increases in the high-school degree or GED attainment

for children with parents at the low-end of the income distribution. The point estimate at

the 1st percentile is comparable to the point estimate of the e↵ect on some college or the

e↵ect on four-year college degree attainment. If normal schools’ only e↵ect was incentivizing

high school graduates to enroll in college, there would be no e↵ect on high school completion.

Our results show regional public universities also lead to higher high school graduation rates.

Increasing college attainment does not come at the cost of worse education outcomes for those

not at the margin of college enrollment. We note this is in contrast to Bedard (2001), who

finds that proximity to a college increases the high school dropout rate among teenagers in

the 1960s. A central di↵erence in our analyses is the identification of the control group to

areas with universities.

The results from our causal identification strategy confirm the results of Card (1993)

and the subsequent literature, that has used proximity to a college as a predictor of col-

lege attendance. For comparison, Kling (2001) shows that for the lowest-quartile of family

background, having a college in the county increases highest grade completed by roughly

one year in 1976 for individuals who were 14-19 in 1966. In 1989, this had fallen to 0.5

years for individuals who were 14-19 in 1979. While not directly comparable to our outcome

variables, our empirical strategy appears to yield substantially smaller e↵ects.35 One reason

may be that colleges are located in areas that have higher attainment for reasons other than

the college, and our empirical strategy accounts for those. In our strategy, colleges may af-

fect attainment through the direct e↵ect on students and also through indirect e↵ects (e.g.,

on the economy), but we eliminate the non-causal relationship between colleges and local

35The reason this comparison is challenging is that we do not observe years of education, the main outcome
variable in those studies. However, if both point estimates are correct, it would need to be the case that
almost all of the increase in years of schooling is due to students who do not obtain an additional degree.
For example, if we take our coe�cients, and assume that every additional college graduate or high school
graduate gets another four years of schooling, that would contribute only 0.1 additional years of schooling
(1.6 ⇥ 4 + 0.9 ⇥ 4), which means that 0.4 years would have to come from students who get more schooling
but not additional degrees.
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educational attainment.

Russell, Yu and Andrews (2022) finds a substantially larger e↵ect on college attain-

ment. Their baseline estimate, using data from the American Community Survey, is that

the presence of a university increases the share of the population with a college degree by 14

percentage points. When using data from Chetty et al. (2018), they estimate the fraction

with at least a bachelor’s degree is 8 percentage points higher for people who grew up in

counties with universities, which is still substantially larger than our estimate. This likely

reflects di↵erent e↵ects of top-tier flagships and private universities on their local economies,

compared to the e↵ects of regional public universities which are our focus. For example,

the universities in Russell, Yu and Andrews (2022) have larger e↵ects on the local industry

composition than the universities in our sample (see Howard, Weinstein and Yang, 2022).

That could mean they attract parents more likely to send their children to college. It could

also be that the universities in Russell, Yu and Andrews (2022) provide a higher return to a

college degree.

In Appendix E, we look at the e↵ects on education by race and sex. The sample of

counties is di↵erent across races due to data availability, making comparisons across race

di�cult.36 The results are also noisier, making it hard to say anything conclusive. However,

there are several interesting observations within race. For Hispanics, the e↵ects on high

school attainment are very large for those from lower-income families. And for some of the

results regarding college degrees and some college, the e↵ects for black and Hispanic children

are the strongest at the top of the income distribution. For college degrees, the e↵ects are

stronger for women, while for high school degrees, the e↵ects are slightly stronger for men

at the bottom of the income distribution.37

36For example, there are 325 counties in the regressions comparing college attainment of white individuals
in normal versus asylum counties, but only 172 counties in the regressions for black individuals.

37For black individuals from higher-income families the e↵ects on at least some college are larger in
magnitude than the e↵ects on four-year degree attainment (and they are statistically significant). If the
increase in those with exactly some college (e.g., at least some college minus at least a four-year degree) were
statistically significant, this could imply that regional public universities are inducing additional enrollment
but completion rates are low. However, this increase is not statistically significant.
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3.2.1 Comparison to causal e↵ects on people

Our estimates in Figure 1 identify the causal e↵ects of having a university on the fraction

of children in the county who attain high school degrees, or who enroll in or complete

college. This is important for understanding how regional public universities a↵ect their

local communities. While these estimates identify the causal impact on the place, they do

not identify the causal impact on the child’s education, because the university may also

a↵ect the composition of children who grow up in the county. We use Chetty and Hendren

(2018)’s estimates of causal e↵ects of an additional year of exposure to a county, which

accounts for this selective location choice, to see if the college does indeed have an e↵ect on

the educational outcomes of a child.

In Table 2, we use our same empirical strategy but use the causal estimates on individuals

from Chetty and Hendren (2018) as the dependent variables. Connecting to the mission of

these universities, we focus on students with parental income at the 25th percentile, but show

the 75th percentile in the appendix. We use the outcome that is most comparable between

the two datasets: some college from Chetty et al. (2018) and having attended college from

Chetty and Hendren (2018). Column (1) shows the same results as from Figure 1b, for the

25th percentile. Column (2) shows the comparable result using the causal e↵ects on children

as outcomes.

There are a few di↵erences to note when comparing these columns. First, following Chetty

and Hendren (2018), to maximize precision, when using the causal impacts on people, we

weight the observations using the inverse of the variance of the estimate. These weights are

correlated with county population, so if the e↵ect size is correlated to the size of the county,

then the coe�cients may reflect di↵erent average e↵ects. Second, the causal estimates in

column (2) are to be interpreted as the e↵ect of having one additional year in that county,

whereas the scale in column (1) is based on a childhood. The suggested comparison would

be to scale the coe�cient in column (2) by about 15 or 20 (see Derenoncourt (2022) for a

discussion). Third, the variables are slightly di↵erent, with the variable in column (1) from
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Table 2: Causal E↵ects on College Attendance, 25th percentile parental income

(1) (2)
Some College, Age 25+ Attended College, Age 18-23

Normal 1.398⇤ 0.139+

(0.672) (0.0749)
Observations 325 306
Birth Cohorts 1978-1983 1980-1986
Weights Unweighted Precision Weights
Scale Per Childhood Per Year
Interpretation E↵ect on Place E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
column 1 are from Chetty et al. (2018), and outcome data in column 2 are from Chetty
and Hendren (2018).

ACS respondents and in column (2) from 1098-T forms that universities file with the IRS.38

Finally, the results are based on di↵erent birth cohorts.39

At the 10 percent level, there is evidence that having a normal school has a causal e↵ect

on the child’s outcome. If we took the point-estimates seriously, it would seem that the

causal e↵ects are a bit bigger, but between the large standard errors, the di↵erent samples,

and the di↵erent weightings, our main takeaway is that the magnitudes are roughly similar.

3.3 Income

In Figure 2, we show e↵ects on measures of income from Chetty et al. (2018). Panel (a) shows

the e↵ect on having any positive wage income in 2015, when the sample is 32 to 37 years

old. At the first percentile of the parental income distribution, regional public universities

increase the probability of positive W-2 earnings by 1.4 percentage points, significant at the

1 percent level, which is an increase of 2.2 percent relative to the baseline. At the 25th

percentile of parental income, there is a 0.6 percentage point increase, significant at the 5

38Specifically, this variable is based on whether the individual had any 1098-T forms filed by colleges on
their behalf from the ages of 18-23. This is required for all Title-IV institutions.

39Appendix Table A3 shows the causal estimates without weights and the observational estimates with
the same weighting scheme as the causal estimates. Neither is significant, but both feature much larger
standard errors than those in Table 2. In addition Table A3 shows estimates of the e↵ects of a normal school
on non-movers in the same cohort and using the same outcome as the causal estimates (column 3), which is
slightly larger and statistically significant than our estimate of the causal e↵ect of the place in Figure 1.
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percent level, which is an increase of 0.8 percent. Recall that we see a 1.4 percentage point

increase in four-year degree attainment, at the 25th percentile of parental income. If the .6

percentage point increase in employment is driven by the 1.4 percentage point increase in

education, this implies large positive employment e↵ects on the additional degree recipients.

When we look at the family income percentile or the individual income percentile, there is

an increase that is more pronounced at the low-end of the distribution and that is borderline

significant at conventional levels. We find that regional public universities raise household

income percentile rank of children at the 25th percentile by roughly 0.7 percentile ranks

(p-value  0.1), when measuring their incomes in 2014-2015 at age 31-37. For comparison,

Chetty and Hendren (2018) show that growing up in a commuting zone with one standard

deviation lower racial segregation is associated with higher household income rank of chil-

dren at the 25th percentile by 1.6 percentile ranks. One standard deviation lower income

segregation is associated with higher rank by 1.1 percentile ranks.40 That is a purely correla-

tional result, while the 0.7 percentile rank increase we identify is the causal e↵ect of regional

public universities on their local community.

To put it in comparison to the baseline, the slope of the social mobility curve in asylum

counties (the orange dotted line) is about 0.4. Taking the point-estimates at face value, the

causal e↵ect of being assigned a normal school would be to reduce that by about 0.01, or

about 2.5 percent. Both the slope and the impact are somewhat muted when focusing on

individual income, with normal schools reducing the slope by about 1.5 percent.

While the confidence intervals are large, it is of note that the e↵ects on college attainment

were roughly constant across parental income, but the e↵ects on employment and income

are much more pronounced for children from lower-income families. This is consistent with

40Using a di↵erent set of birth cohorts, and measuring income at a di↵erent age than in our sample,
Chetty and Hendren (2018) show that for the 1980-1986 birth cohorts, an increase of one percentile rank in
household income at age 26 translates to an additional 818 dollars, for children whose parents were at the
25th income percentile, which is an increase in income of roughly 3.14 percent. If the relationship between
percentile rank and percent increase in income holds for the slightly older individuals in our sample, our
results would imply regional universities increase income by roughly 2.2 percent for children who grew up in
the county with parents at the 25th income percentile.
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the additional enrollees experiencing stronger labor market benefits of college if they were

from lower-income families.

Russell and Andrews (2022) looks at the e↵ects of universities on income rank, although

they estimate the e↵ect of primarily research-intensive universities. For children born to

parents at the 1st or 25th percentile, they find an increase in the mean income rank in 2014-

15 of 0.003, although the e↵ect is insignificant. This is somewhat smaller than our estimated

e↵ect of about 0.01. Interestingly, given our smaller e↵ect on education attainment, this

results could suggest a higher income return to regional universities, although there are

certainly other possible mechanisms, and the estimated e↵ects are not particularly precise

for either type of university.

3.3.1 Comparison to causal e↵ects on people

Subject to the same caveats as when we examined college attendance, we also compare the

results in Figure 2b to the most comparable datapoint in the Chetty and Hendren (2018)

dataset with causal e↵ects on individuals, at the 25th percentile.41 In this case, we compare

our estimates to the measure of the family income percentile at age 26. The results are

comparable, in terms of statistical significance, and once we multiply by 15 or 20, the point

estimates are the same order of magnitude. Again, given the di↵erent cohort, measure, and

weighting, as well as the large standard errors, we are hesitant to draw conclusions about

the fact that the causal point estimate seems to be larger.42

3.4 Other social outcomes

We also examine the e↵ects of being assigned a normal school on other social outcomes,

specifically marriage, teen childbirth, incarceration, and migration.

These results are presented in Figure 3. In Panel (a), we look at the e↵ects of normal

school assignment on marriage rates across the parental income distribution. Consistent with

41The results comparing e↵ects at the 75th percentile can be found in Appendix C.
42See Appendix Table A4 for a breakdown of how the weighting and di↵erent datasets a↵ect the results.
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(a) Positive W-2 Earnings, 2015

��
��

��
��

��
$Y
HU
DJ
H�
9D

OX
H�
LQ
�$
V\
OX
P
�&
RX
QW
\�
�'
DV
KH
G�

���
�

��
�

��
�

�
(I
IH
FW
�R
I�1

RU
P
DO
�&
RX
QW
\�
�6
SL
NH
V�

� �� �� �� ���
3DUHQWV
�,QFRPH�3HUFHQWLOH

(b) Family Income Percentile, 2014-2015
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(c) Individual Income Percentile, 2014-2015

Figure 2: E↵ect of a normal school on income. Green dots with spikes represent the
estimated e↵ect of a normal school on the outcome variable, conditional on state fixed e↵ects.
Outcome variables are measured at di↵erent percentiles of the parents’ income distribution,
which is the x-axis. The green spikes span the 95 percent confidence intervals, with the
cross-bars at the 90 percent confidence intervals. The estimates and confidence intervals
correspond to the y-axis on the left-hand side of the figure. The orange dashed line shows
the mean of the outcome variable in asylum counties, and correspond to the y-axis on the
right-hand side of the figure.
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Table 3: Causal E↵ects on Income, 25th percentile parental income

(1) (2)
Family Income Percentile, 2014-15 Family Income Percentile, Age 26

Normal 0.748+ 0.0794+

(0.428) (0.0428)
Observations 325 306
Birth Cohorts 1978-1983 1980-1986
Weights Unweighted Precision Weights
Scale Per Childhood Per Year
Interpretation E↵ect on Place E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
column 1 are from Chetty et al. (2018), and outcome data in column 2 are from Chetty
and Hendren (2018).

the larger e↵ects we found on family income relative to individual income, we find positive

e↵ects on marriage in 2015 when the sample is age 32 to 37, with children born to parents

in the 1st percentile being 2 percentage points more likely to get married, approximately a

7 percent increase.43 For the 25th percentile, the increase is 1.5 percentage points, roughly

a 4 percent increase.

In Panel (b) we also find negative e↵ects on teen childbirth. The point estimates are

larger for children of lower-income parents, but the standard errors are also larger, so the

only statistically significant results are at the top end of the distribution. However, these

are large: about 1 percentage point across the distribution, o↵ of a baseline ranging from

close to 0 at the top end to about 33 percent for children of the lowest-income parents.

Panel (c) shows negative e↵ects on incarceration. As with teen birth the point estimates

are larger for children of lower-income parents, but the results are more precise for higher-

income parents. For example, for children whose parents were at the 75th percentile, regional

public universities reduce the fraction that were in jail on April 1, 2010 by 0.05 percentage

points, from a baseline rate of 0.4 percent in asylum counties.

Panel (d) shows that children are less likely to live with their parents in 2015 if they

43Fixing the age at which we analyze marriage at 32, we find similar results that are significant at the 5%
level for children at the 1st and 25th percentiles.
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(a) Marriage, 2015
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(b) Teen Birth (women-only)

�
��
�

��
�

��
�

��
�

��
�

$Y
HU
DJ
H�
9D

OX
H�
LQ
�$
V\
OX
P
�&
RX
QW
\�
�'
DV
KH
G�

���
��

���
��

���
��

�
��
��

��
��

(I
IH
FW
�R
I�1

RU
P
DO
�&
RX
QW
\�
�6
SL
NH
V�

� �� �� �� ���
3DUHQWV
�,QFRPH�3HUFHQWLOH

(c) Incarcerated, April 1, 2010
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(d) Staying with Parents, 2015
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(e) Live in Childhood Commuting Zone

Figure 3: E↵ect of a normal school on social outcomes. Green dots with spikes
represent the estimated e↵ect of a normal school on the outcome variable, conditional on
state fixed e↵ects. Outcome variables are measured at di↵erent percentiles of the parents’
income distribution, which is the x-axis. The green spikes span the 95 percent confidence
intervals, with the cross-bars at the 90 percent confidence intervals. The estimates and
confidence intervals correspond to the left y-axis. The orange dashed line shows the mean
of the outcome variable in asylum counties, and correspond to the right y-axis.
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grew up in a county that had been assigned a normal school. However, these results are not

statistically significant.

Panel (e) shows that in normal school counties, children are less likely to remain in the

commuting zone in which they grew up. The e↵ect is larger for high-income parents, despite

already having a much lower baseline. These e↵ects are large, with children in normal

counties being about 3 percentage points more likely to move out of the commuting zone,

and about 5 percentage points for the 100th percentile of parental income. This e↵ect is

roughly a 12 percent increase.44

3.4.1 Comparison to causal e↵ects on people

For marriage, we can compare the results from the Chetty et al. (2018) dataset to the causal

estimates on individuals in Chetty and Hendren (2018). We do this in Table 4. At the 25th

percentile, there is also a causal e↵ect on being married at age 26.45 The result is of similar

significance to the primary measure, and once we multiply by 15 or 20 to adjust for the

di↵erent scales, the e↵ects are of similar magnitudes.46

Unfortunately, causal estimates on individuals for the other social outcomes are not

included in the Chetty and Hendren (2018) dataset.

3.5 Discussion of multiple hypothesis testing

To this point, we have used our empirical strategy to investigate the e↵ect of universities on

11 di↵erent outcomes at 5 di↵erent points of the parents’ income distribution. A reader may

reasonably wonder which takeaways are robust to considering multiple hypothesis testing.

44We see larger e↵ects for children from the highest income families, even though there were not e↵ects on
educational attainment for this group. This may reflect that children of faculty and higher-level university
administrators are more geographically mobile, given the likely greater geographic mobility of their parents.
In asylum counties, it is less likely that the higher-income families are faculty or university administrators.
As we show in Table 5, children in normal counties spent less of their childhood in the commuting zone
than children in asylum counties. This is consistent with children in normal counties growing up in more
geographically mobile families.

45The results comparing to Chetty and Hendren (2018) at the 75th percentile, rather than the 25th, can
be found in Appendix C.

46See Appendix Table A5 for a breakdown of how the weighting and di↵erent datasets a↵ect the results.
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Table 4: Causal E↵ects on Marriage, 25th percentile parental income

(1) (2)
Married, 2015 Married, Age 26

Normal 1.529+ 0.0880+

(0.790) (0.0468)
Observations 325 301
Birth Cohorts 1978-1983 1980-1986
Weights Unweighted Precision Weights
Scale Per Childhood Per Year
Interpretation E↵ect on Place E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
column 1 are from Chetty et al. (2018), and outcome data in column 2 are from Chetty
and Hendren (2018).
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Figure 4: p-values from the 55 regressions. Each bin has a width of 0.05, so if the p-values
were distributed uniformly, 5 percent would be in each bin.

To give a general idea of the overall significance of our results, Figure 4 shows a distribution

of the p-values for the 55 outcomes. More than a quarter of the unadjusted p-values are less

than 5 percent, and another tenth are less than 10 percent. Of course, this is not a formal

test, but is suggestive that universities have some causal e↵ect.

To formally show that universities matter, we implement Young (2020), a randomization-

based omnibus test to see if we can reject the null hypothesis that the normal schools have

no e↵ect on any of the 55 outcomes. The p-value associated with this test is 0.023 or 0.031,

depending on whether you take the randomization-c or the randomization-t value, coming
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from two di↵erent randomization-based test statistics outlined in Young (2020).47 Either

way, the null hypothesis of no e↵ect of the normal schools is rejected at conventional levels.

Given that there is some e↵ect, we turn our focus to what the e↵ect is. Before doing

any econometrics, we must ask what makes this study interesting. The answer is not that

regional universities a↵ect any one particular outcome that we tested above. In our opinion,

the main point of this paper is that universities a↵ect “social mobility,” i.e. they a↵ect the

common part of all these various outcomes, and that they do so particularly at the lower

end of the income distribution.

Based on wanting to test “social mobility,” we create a measure that is the principal

component of the 11 outcomes we have previously considered: having a college degree,

attending college, having a high school degree, working, the percentile of family income,

the percentile of individual income, marriage, teen birth, incarceration, living at home, and

living outside of their childhood commuting zone.48 We calculate this principal component

treating each county in our sample by each percentile we consider as one observation. We

then see if there is an e↵ect on this principal component at each of the five percentiles. We

adjust for the fact that this is five di↵erent tests by applying the Romano and Wolf (2005)

correction for adjusting p-values.

The results of this procedure are in Figure 5.49 The confidence intervals in the Figure

are not adjusted for multiple hypothesis testing. However, the p-values associated with each

percentile, from the Romano and Wolf (2005) procedure, are for the 1st percentile, 0.043; for

the 25th percentile, 0.037; for the 50th percentile, 0.026; for the 75th percentile, 0.037; and

for the 100th percentile, 0.120. So even adjusting for multiple hypothesis testing, there is

statistically significant evidence that universities have an e↵ect on the principal component

47Young (2020) shows that randomization-c and randomization-p yield similar results.
48Our use of a principal component is distinct from Anderson (2008), who emphasized creating an index

that overweights outcomes that are less correlated to the others. We are not interested in maximizing the
power of our test, but think there is economic significance in the underlying factor that can explain the most
variation across these eleven outcomes.

49The principal component has similar scoring coe�cient magnitudes, between 0.22 and 0.34 for all 11
outcomes. Teen birth, jail, staying within the commuting zone, and staying at the parent’s home have
negative coe�cients.
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Figure 5: Principal Components

of these outcomes for all but the very top of the parents’ income distribution.

The point estimates are bigger for children of lower-income parents, but we do not view

the di↵erences as a key aspect of our study. Whether or not universities help the outcomes of

high-parental-income children, the fact that they help the outcomes of low-parental-income

children implies that they improve social mobility for children that grow up near them,

relative to the national distribution. As we discussed in the introduction, this is more of

the policy purpose of the regional university, rather than whether they move up in the

local distribution. Further, we note that college completion rates are still only 50 percent

for children whose parents were at the 75th percentile of the income distribution (roughly

$95,000 in 2015 dollars), and who grew up in asylum counties. Thus, even among relatively

high income families, there is room for large increases in college degree attainment and

economic and social mobility, and regional public universities are having an impact.

4 Potential Channels

We find that regional public universities a↵ect education and mobility in their local commu-

nities. The most natural explanation is that these universities reduce geographic frictions in

college attendance, and this a↵ects college attainment as well as income mobility and social
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outcomes. However, regional public universities may impact these outcomes through other

channels as well. For example, regional universities may impact local economic outcomes,

such as industrial composition, in ways that increase the return to education in the local

community, and this may increase high school and college attainment. Regional universities

may also a↵ect other characteristics of the local community, such as the income distribution

or family composition, which may a↵ect mobility directly or indirectly, for example through

a↵ecting primary and secondary school quality. For suggestive evidence on the importance

of these potential channels, we test for di↵erences between normal and asylum counties on a

number of characteristics related to these mechanisms, using data from Chetty et al. (2018)

and Chetty and Hendren (2018).50

Consistent with Howard, Weinstein and Yang (2022) we find very little di↵erence in

economic characteristics between normal and asylum counties within states.51 The man-

ufacturing share is slightly lower in normal counties, and in Howard, Weinstein and Yang

(2022) we show that in normal counties the employment share in accommodations and food

services is about 1 percentage point higher (significant at the 1 percent level), the share

in retail trade is higher by about 0.6 percentage points, and the share in wholesale trade

and finance and insurance are both lower by about 0.4 percentage points. These di↵erences

are small, and none of them suggest jobs with a higher return to college degrees in normal

counties. There is no di↵erence in wage growth for high school graduates, or overall job

growth. As we also show in Howard, Weinstein and Yang (2022) we see higher bachelor’s

degree share by about 2 percentage points in normal counties. Higher bachelor’s share may

a↵ect education levels of lower-income children in several ways, one of which is the quality

of the local public elementary and secondary schools.

While there is no di↵erence in expenditures per student, or in 3rd grade math scores,

the student-teacher ratio is modestly lower in normal counties by about 0.4, which is ap-

50We focus on variables that do not come from the Census, given that students are included in the Census
in the location where they live as students, and this will a↵ect per capita estimates.

51We also find insignificant di↵erences in racial and income segregation indices from Chetty and Hendren
(2018).
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Table 5: Potential Channels

Normal Asylum Within-State Di↵erence

Economic Characteristics

Manufacturing employment share, 2000 0.13 0.15 -0.01+

(0.06) (0.07) (0.01)
Average annualized job growth, 2004-2013 0 0 -0.00

(0.01) (0.01) (0.001)
HS grad. wage growth, 2005-2009 - 2010-2014 0.06 0.05 0.01

(0.11) (0.07) (0.01)
Bachelor’s degree share, age � 25, 2000 0.24 0.22 0.02*

(0.07) (0.09) (0.01)
Population, 2000 269,614 304,082 -27,213

(765,738) (591,179) (91,084)
Children < 18, 2000 67,974 76,844 -7,406

(209,691) (152,362) (23,965)

K-12 Public Schools and Colleges

K-12 expenditures per stud., 1996-1997 6.38 6.39 0.01
(1.43) (1.43) (0.07)

K-12 student teacher ratio, 1996-1997 16.88 17.47 -0.42*
(2.18) (2.16) (0.17)

Mean 3rd grade math test scores, 2013 3.28 3.29 0.02
(0.63) (0.71) (0.07)

College tuition, local colleges, IPEDS 2000 4149.01 6836.79 -2,508.13**
(3,836.2) (4,652.87) (597.97)

Family characteristics, children in Chetty et al. (2018)

Children claimed by two people
parent income at p25 0.51 0.49 0.02*

(0.12) (0.12) (0.01)
parent income at p75 0.94 0.93 0.00

(0.04) (0.06) (0.01)
Fraction of childhood spent in the county 0.74 0.76 -0.01+

(0.07) (0.06) (0.01)

Notes: Columns 1 and 2 show mean and standard deviation of county characteristics for normal and asylum
counties. Column 3 shows the coe�cient on normal county, when the dependent variable is the county
characteristic, and we include state fixed e↵ects. We show standard errors clustered at the state level in
parentheses in column 3. All economic variables except county population are from Chetty et al. (2018).
Variables related to K-12 public schools and colleges are from Chetty and Hendren (2018), except 3rd grade
math scores which are from Chetty et al. (2018). Fraction of children claimed by two people as a dependent
is from Chetty et al. (2018), and is based on parents of children in the 1978-1983 birth cohorts, and parents’
average household adjusted gross income in 1994, 1995, and 1998-2000. Fraction of childhood spent in the
county is from Chetty et al. (2018). + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01.
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proximately 2 percent lower. This may suggest other di↵erences in local schools that a↵ect

high school graduation and college enrollment rates in normal relative to asylum counties.

Consistent with regional public universities a↵ecting outcomes by making a local college

education more a↵ordable, the tuition at colleges in the county is lower by about $2500 in

normal counties, which is roughly 37 percent lower.

Di↵erences in the parental income distribution may a↵ect outcomes of lower-income in-

dividuals, including through e↵ects on local services and on peers. The fraction of parents in

each national income decile is similar in normal and asylum counties within the same state

(Figure 6). However, normal counties have slightly higher percentages in the fourth and fifth

decile, and lower percentages in the ninth and tenth. Figure 6 also makes clear that asylum

and normal counties are di↵erent than the country as a whole, with substantial underrepre-

sentation of people with very low incomes, as well as underrepresentation of people with the

highest incomes.52

Children living in low-income households in normal counties are more likely to have two

parents whose income together is the same as single parents’ income in asylum counties. The

fraction of children claimed by two people as a dependent, among those whose parents are

at the 25th income percentile, is higher by two percentage points in normal counties, which

is roughly 4 percent higher based on the average in asylum counties.53 There is no di↵erence

for children whose parents are at the 75th percentile. As regional public universities raise

education levels and marriage of children from lower-income families, they may also have

done so for their parents. In this case, some of the e↵ect of regional public universities on

children may come through the e↵ect they had on the previous generation.

Using data from Chetty et al. (2016), we provide suggestive evidence that the mobility

e↵ects are not driven by di↵erences in likelihood of having two parents. These data are similar

52If counties were representative of the country as a whole, then 10 percent of the population would be in
each decile.

53This does not say that children of low-income parents are more likely to live with both parents in normal
counties than asylum counties because this statement is dependent on the total income of their parents being
at the 25th percentile, which is endogenous to how many parents the child has.
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Figure 6: Fraction of Parents by National Income Decile. Green dots with spikes
represent the estimated e↵ect of a normal school on the outcome variable, conditional on
state fixed e↵ects. Outcome variables are the fraction of parents in the county in each
national income decile. We estimate a separate regression for each decile, with e↵ects across
the x-axis. The green spikes span the 95 percent confidence intervals, with crossbars at the
90 percent confidence intervals. The estimates and confidence intervals correspond to the
y-axis on the left-hand side of the figure. The orange dashed line shows the mean of the
outcome variable in asylum counties, and corresponds to the y-axis on the right-hand side of
the figure. Fraction of parents in national income decile, from Chetty and Hendren (2018),
is based on parents of children in the 1980-1986 birth cohorts and average family income
over 1996-2000.

to the other outcome data we use, but further disaggregate outcomes by whether children

have one or two parents who claim them on their taxes. The only outcomes available are

regarding the likelihood of employment, and only disaggregated by gender. Among those

who have two parents claim them on their taxes, we show normal school assignment increases

employment by two percentage points for men whose parents are in the first income quintile

(Appendix Figure A6). The magnitude is similar for men with single parents, and one

percentage point for women with two parents, though neither are statistically significant.

These results suggest our main e↵ects are not driven by di↵erences between normal and

asylum counties in likelihood of having two parents during childhood.
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5 Conclusion

Regional public universities were established to improve access to higher education in their

local communities, thereby improving economic and social mobility. Using a novel strategy

and rich data from Opportunity Insights, we show that regional public universities do have

these impacts on their counties, with e↵ects on high school graduation and college attain-

ment, employment, household income, marriage, and geographic mobility. These e↵ects are

large for children from lower-income families. We also show suggestive evidence that these

causal e↵ects on the counties are driven by causal e↵ects on people, rather than operating

only through sorting.

While there are many costs and benefits to consider when allocating university funding,

we provide insights on a key set of benefits of regional public universities that are central

to their mission. These results also provide evidence on the types of places that generate

positive outcomes for children from lower-income families.

Our results present important questions for policymakers and future research. The local

impact of these universities raises the question of whether they are located optimally, if their

objective is to help low-income individuals. We showed that these universities are located in

communities with underrepresentation of the lowest-income families, and over-representation

of middle-income families.54 Expanding to lower-income communities will likely have general

equilibrium e↵ects, but this seems like an important area for future consideration.

Second, how should policymakers address individuals who do not benefit from proximity

to one of these institutions? We show that individuals in our control set of counties have

access to a greater number of four-year private institutions. Are they less likely to attain

a four-year degree because these private institutions are smaller, more expensive, have less

outreach to lower-income families, or do not have the types majors or training they desire?55

54Hillman (2016) studies the location of colleges relative to racial, demographic, and economic character-
istics of the local area.

55When policymakers were considering how to address the growing demand for higher education in the
mid-20th century, one area of discussion was having the government contribute to private universities’ ability
to increase access, especially in areas where public universities would not reach (Mayhew, 1969).
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Are these individuals less likely to enroll in the farther regional public universities because

of migration frictions, or information frictions about their o↵erings or costs? Answering

these questions may help determine whether there is potential for policymakers to target

assistance to students in these underserved areas.56

56A number of studies have analyzed information interventions to increase college attendance among low-
income high-achieving students. For example, Dynarski et al. (2021) finds positive impacts of personalized e-
mails to students from the University of Michigan that clarified the costs of attendance. Andrews, Imberman
and Lovenheim (2020) finds positive impacts of UT-Austin’s recruiting program at high schools in low-income
areas, but no enrollment impacts of Texas A&M’s high school recruiting program.
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A Details on Normal School and Asylum History

Figure A1 and Table A1 are reproduced from Howard, Weinstein and Yang (2022).

In Figure A1, we show the timeline of the opening and conversion of normal schools,

compared to asylum counties (Panel a), as well as the statistics on the size of these insti-

tutions over time (Panel b). We also include a map of the institutions to show that both

normal schools and asylums were common across the entire country (Panel c).

Table A1 shows the e↵ects that normal schools had on the size of the higher-education

sector in the counties, showing that normal school counties have more public four-year col-

leges, and the colleges have higher enrollment and more degrees awarded per population.

The normal counties also have a higher share of the population with a bachelor’s degree.

While there are some insignificant negative e↵ects on other types of universities, these uni-

versities are small, so the net e↵ect is still a much larger university presence, when measured

by enrollment or degrees, even if that is not the case when measured by the total number of

colleges.

Table A2 shows balance on characteristics in 1850. Normal counties are smaller in pop-

ulation in 1850, and there is some evidence they are less urban and have lower real estate

values per capita in 1850. We note that while there is not a statistically significant di↵er-

ence in 1850 population levels, using log population yields a coe�cient of -.31, statistically

significant at the 5% level. As we show in Howard, Weinstein and Yang (2022), there is not

a statistically significant di↵erence between normal and asylum counties in log population

in 1920, when we have data on all states. There is also not a significant di↵erence in log

population in 1840. Finally, we note that there is an extreme outlier in terms of 1850 popu-

lation: New York County. Omitting this county yields a statistically insignificant coe�cient

of -785 in row 1, and a mean of 22,674 in column 2 row 1.
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Figure A1: History of Normal Schools and Insane Asylums. Notes: Figure (a) shows
opening years for normal schools and asylums. We use an Epanechnikov kernel with a five-year bandwidth for
density estimation. The year in which previous normal schools convert to state colleges and state universities
is defined to be the year that the school’s name changes to college and university respectively. Figure
(b) shows average enrollment in normal schools (or in colleges that had been normal schools) per county
population in normal counties. We also show average institutionalized population per county population for
both normal and asylum counties. Depending on the year, institutionalized population includes population
in mental institutions, correctional institutions, institutions for the elderly, handicapped, and poor, juvenile
facilities, and nursing/skilled nursing facilities. College enrollment in Maine and Vermont is missing in 1952;
however, using a balanced sample yields a similar figure. Figure (c) shows a map of the locations of the
normal and asylum counties in our sample. See the Appendix in Howard, Weinstein and Yang (2022) for
data sources.
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Table A1: County-level Higher Education Sector, 1980

(1) (2) (3)
Variable Means Di↵erence in Means

With State FE
Normal Asylum (1) - (2)

Has regional college formerly normal school 0.91 0.00 0.93**
(0.29) (0.00) (0.02)

Total public four-year colleges 1.11 0.44 0.69**
(0.67) (0.88) (0.12)

Total private four-year colleges 1.39 1.94 -0.45
(3.27) (4.62) (0.53)

Total two-year colleges 0.97 1.16 -0.22
(2.17) (2.17) (0.31)

Enrollment as % of population 11.72 4.56 8.41**
(9.23) (5.51) (1.59)

Full-time enrollment as % of population 8.52 2.97 6.48**
(7.4) (4.34) (1.26)

Total degrees awarded as % of population 3.04 0.93 2.47**
(2.77) (1.41) (0.5)

Bachelor’s degrees awarded as % of population 1.43 0.39 1.23**
(1.38) (0.69) (0.25)

% Population over 25 with Bachelor’s degree 16.57 15.02 2.04*
(4.79) (6.1) (0.86)

% Population over 25 with 1-3 years college 15.40 15.01 0.57
(3.89) (3.97) (0.35)

Notes: Source: Howard, Weinstein and Yang (2022). Columns (1) and (2) show means and standard
deviations in parentheses. For panel A, column (1) includes 204 normal counties, and column (2) includes
126 asylum counties. Panel A data are constructed using IPEDS, except the bachelor’s share and some-college
share which are from the Census, obtained from NHGIS. Column (3) displays coe�cients from regressing
each variable on the normal county indicator with state fixed e↵ects, clustering standard errors at the state
level. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01.
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Table A2: County Characteristics in 1850

Normal Asylum Within-State Di↵erence

Population, 1850 23,187 27,460 -5,746
(32,218) (55,570) (5,671)

Proportion of population, 1850:

Urban, 2500 and over 0.09 0.13 -0.04+

(.19) (.22) (0.02)
In cities, 25,000 and over 0.03 0.04 -0.01

(.13) (.18) (0.02)
Non-white, free 0.01 0.02 -0.001

(.03) (.03) (0.002)
Non-white, slave 0.12 0.07 0.01

(.19) (.15) (0.01)
Farmer 0.43 0.44 0.02

(.24) (.24) (0.03)
Real estate value per capita 224.67 245.35 -25.69+

(159.34) (220.47) (12.77)

Notes: Columns 1 and 2 show mean and standard deviation of county characteristics for normal and asylum
counties. Column 3 shows the coe�cient on normal county, when the dependent variable is the county
characteristic, and we include state fixed e↵ects. We show standard errors clustered at the state level in
parentheses in column 3. There are 162 normal counties and 102 asylum counties. We restrict the 1850
samples to counties covered in the 1850 complete census from IPUMS USA. We use the Eckert et al. (2020)
crosswalk to 1990 counties. When using log population in 1850 as the dependent variable in column 3, the
coe�cient on normal county is -.31, statistically significant at the 5% level. Fraction of the population that
is a farmer is the fraction of the males who are at least 15, and not living in group quarters. Real estate
value per capita is the sum of all real estate value owned by individuals in the county (not living in group
quarters), divided by the total non-group-quarters population. See Howard, Weinstein and Yang (2022) for
balance on other variables in 1840 and in 1920.
+ p < 0.1, ⇤ p < .05, ⇤⇤ p < .01
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B Detail on Comparing Chetty et al. (2018) and Chetty

and Hendren (2018) Results

In Table A3, we show alternative specifications for Table 2. In the main text, we used

separate weighting schemes for the baseline results using the Chetty et al. (2018) data, in

which the regressions were unweighted, and the causal e↵ects on people results using the

Chetty and Hendren (2018) data, in which the results were weighted with precision weights.

These are reproduced in columns (1) and columns (5) in Table A3.

In this section, we additionally show three alternative specifications. Column (2) uses the

same data as Column (1) but the weights from Column (5). The point estimate is slightly

lower, but the standard error increases by a factor of 2. The very large increase in standard

error is why we do not prefer this regression for our main specification. The point estimates

are also not very di↵erent. Column (4) uses the same data as Column (5), but is unweighted

as in Column (1). While columns (1) and (4) are both unweighted, a few observations have

an outcome in the Chetty et al. (2018) data (column 1) but not the Chetty and Hendren

(2018) data (column 4), so implicitly those counties get zero weight in column (4). Here, the

point estimate also falls slightly, but the standard errors also increase. Chetty and Hendren

(2018) suggests that the weights are necessary to account for the fact that some of the

coe�cients are quite noisy, so we prefer Column (5) as our main specification. Finally, as

another check on the comparability of the two datasets, we also look at college attendance

as measured in Chetty and Hendren (2018), but using the sample of permanent residents.

Using this sample the e↵ect can be interpreted as an e↵ect on the place, and is measured

per childhood, not per year. The di↵erences between Columns (1) and (3) are how college

attendance is measured, and also that Column (1) included people that lived in the county

for part of their childhood, weighted to reflect how many years they spent there. Column

(3) is a bit noisier, but the point estimate is actually larger, and still statistically significant.

Overall, this exercise justifies why we prefer Columns (1) and (5): because they maximize
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power, but also shows that the positive point-estimates seem to be robust to alternative

specifications.

Table A3: E↵ect on College Attendance, 25th percentile parental income, Robustness

(1) (2) (3) (4) (5)
Some College, Age 25+ Some College, Age 25+ Attended College, Age 18-23 Attended College, Age 18-23 Attended College, Age 18-23

Normal 1.398⇤ 0.829 1.866⇤ 0.0751 0.139+

(0.672) (1.218) (0.843) (0.0892) (0.0749)
Observations 325 306 325 306 306
Weights Unweighted Precision Weights Unweighted Unweighted Precision Weights
Scale Per Childhood Per Childhood Per Childhood Per Year Per Year
Interpretation E↵ect on Place E↵ect on Place E↵ect on Place E↵ect on Person E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
columns 1 and 2 are from Chetty et al. (2018), and outcome data in columns 3-5 are
from Chetty and Hendren (2018).

Table A4 shows a similar analysis for income, and is an expanded version of Table 3.

Again, the alternative weighting schemes which make the regressions in Columns (1) and

(5) more comparable are also less powerful, and while the point-estimates are still positive,

they are not statistically significant. In this case, the point estimate on permanent residents

in Column (3) does di↵er from our main results, but we cannot rule out a positive e↵ect.

Table A4: E↵ect on Income Percentile, 25th percentile parental income, Robustness

(1) (2) (3) (4) (5)
Family Income Percentile, 2014-15 Family Income Percentile, 2014-15 Family Income Percentile, Age 26 Family Income Percentile, Age 26 Family Income Percentile, Age 26

Normal 0.748+ 0.459 -0.0943 0.00317 0.0794+

(0.428) (0.811) (0.453) (0.0973) (0.0428)
Observations 325 306 325 306 306
Weights Unweighted Precision Weights Unweighted Unweighted Precision Weights
Scale Per Childhood Per Childhood Per Childhood Per Year Per Year
Interpretation E↵ect on Place E↵ect on Place E↵ect on Place E↵ect on Person E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
columns 1 and 2 are from Chetty et al. (2018), and outcome data in columns 3-5 are
from Chetty and Hendren (2018).

Table A5 shows a similar analysis for marriage, and is an expanded version of Table 4. As

with the other two outcomes in Tables A3 and A4, the alternative weighting schemes which

make the regressions in Columns (1) and (5) more comparable are also less powerful, and

while the point-estimates are still positive, they are not statistically significant. In this case,

the point estimate on permanent residents in Column (3) is also positive, but not statistically

significant.
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Table A5: E↵ect on Marriage, 25th percentile parental income, Robustness

(1) (2) (3) (4) (5)
Married, 2015 Married, 2015 Married, Age 26 Married, Age 26 Married, Age 26

Normal 1.529+ 0.959 0.316 0.152 0.0880+

(0.790) (1.694) (0.778) (0.201) (0.0468)
Observations 325 301 325 306 301
Weights Unweighted Precision Weights Unweighted Unweighted Precision Weights
Scale Per Childhood Per Childhood Per Childhood Per Year Per Year
Interpretation E↵ect on Place E↵ect on Place E↵ect on Place E↵ect on Person E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
columns 1 and 2 are from Chetty et al. (2018), and outcome data in columns 3-5 are
from Chetty and Hendren (2018).
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C Causal Results at the 75th Percentile of Parental

Income

In this appendix, we show the same tables as Tables 2, 3, and 4, but for children born

to parents at the 75th percentile rather than the 25th percentile (Tables A6, A7, and A8,

respectively). For every outcome, the e↵ect using the Chetty and Hendren (2018) data are

insignificant. These outcomes were also insignificant using the Chetty et al. (2018) measures,

except for the some college measure, which was marginally significant. Once applying the

appropriate rescaling (multiplying the “e↵ect on person” results by between 15 and 20), the

confidence interval in column (2) would be so large that it includes the point estimate in

Column (1).

Table A6: Causal E↵ects on College Attendance, 75th percentile parental income

(1) (2)
Some College, Age 25+ Attended College, Age 18-23

Normal 0.835+ 0.0115
(0.473) (0.0468)

Observations 325 306
Weights Unweighted Precision Weights
Scale Per Childhood Per Year
Interpretation E↵ect on Place E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
column 1 are from Chetty et al. (2018), and outcome data in column 2 are from Chetty
and Hendren (2018).
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Table A7: Causal E↵ects on Income, 75th percentile parental income

(1) (2)
Family Income Percentile, 2014-15 Family Income Percentile, Age 26

Normal 0.286 0.0160
(0.208) (0.0426)

Observations 325 306
Weights Unweighted Precision Weights
Scale Per Childhood Per Year
Interpretation E↵ect on Place E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
column 1 are from Chetty et al. (2018), and outcome data in column 2 are from Chetty
and Hendren (2018).

Table A8: Causal E↵ects on Marriage, 75th percentile parental income

(1) (2)
Married, 2015 Married, Age 26

Normal 0.623 0.0153
(0.533) (0.0645)

Observations 325 301
Weights Unweighted Precision Weights
Scale Per Childhood Per Year
Interpretation E↵ect on Place E↵ect on Person

Standard errors clustered by state. + p < 0.1, ⇤ p < .05, ⇤⇤ p < .01. Outcome data in
column 1 are from Chetty et al. (2018), and outcome data in column 2 are from Chetty
and Hendren (2018).
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D Historical measures of educational mobility

In this section we show that the likelihood of school attendance in 1850 increases with father’s

real estate value. This suggests that the fraction of children in the county attending school,

among those with fathers whose real estate value is below the median, is reflective of the

extent of upward mobility in the county.
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Figure A2: School Attendance of White 14-17 Year Olds in 1850 by Father’s Real
Estate Value, relative to those whose fathers have real estate value of zero, with
county fixed e↵ects. Estimates are from a regression of an indicator for school attendance
on indicators for deciles of father’s real estate value, and including county fixed e↵ects.
Sample includes white teens aged 14 to 17 who were living with their father.
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Figure A3: School Attendance of Non-Slave Black 14-17 Year Olds in 1850 by
Father’s Real Estate Value, relative to those whose fathers have real estate value
of zero, with county fixed e↵ects. Estimates are from a regression of an indicator for
school attendance on indicators for deciles of father’s real estate value, and including county
fixed e↵ects. Sample includes non-slave black teens aged 14 to 17 who were living with their
father.
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E Education Results by Race and Sex

In this appendix, we present the e↵ect of normal schools on educational attainment, by

race and gender. In Figure A4, we show the results from Figure 1, by race. The e↵ects

on high school attainment are very large for Hispanics, especially at the lower end of the

income distribution. For at least some college, there is a large e↵ect for Black children whose

parents are at the top of the income distribution. And for college degrees, there is a large

e↵ect for Hispanic children with parents at the top of the income distribution. The results

at the top of the distribution contrast with the results averaging across races being the least

significant at the top of the distribution.

For sex, presented in Figure A5, the most interesting result is that across the income dis-

tribution, the e↵ect on 4-year college degrees is stronger for women. For high school degrees,

the result is slightly stronger for men, at least at the bottom of the income distribution.
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(a) At least 4-year College Degree, Age 25 and
over
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(b) At Least Some College, Age 25 and over
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(c) At least HS Graduate or GED, Age 19 and
over

Figure A4: E↵ect of a normal school on education, by race. Dots with spikes repre-
sent the estimated e↵ect of a normal school on the outcome variable, conditional on state
fixed e↵ects. Outcome variables are measured at di↵erent percentiles of the parents’ income
distribution, which is the x-axis. The spikes span the 95 percent confidence intervals, with
the cross-bars at the 90 percent confidence intervals. The estimates and confidence intervals
correspond to the y-axis on the left-hand side of the figure. The dashed lines show the mean
of the outcome variable in asylum counties, and correspond to the y-axis on the right-hand
side of the figure.
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(a) At least 4-year College Degree, Age 25 and
over
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(b) At Least Some College, Age 25 and over
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(c) At least HS Graduate or GED, Age 19 and
over

Figure A5: E↵ect of a normal school on education, by sex. Dots with spikes repre-
sent the estimated e↵ect of a normal school on the outcome variable, conditional on state
fixed e↵ects. Outcome variables are measured at di↵erent percentiles of the parents’ income
distribution, which is the x-axis. The spikes span the 95 percent confidence intervals, with
the cross-bars at the 90 percent confidence intervals. The estimates and confidence intervals
correspond to the y-axis on the left-hand side of the figure. The dashed lines show the mean
of the outcome variable in asylum counties, and correspond to the y-axis on the right-hand
side of the figure.
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F Employment Results, by Parental Structure

In this section, we provide evidence that our main results are not driven by di↵erences in

parental structure across normal and asylum counties. Using data from Chetty et al. (2016),

we show employment results conditional on having two parents and separately conditional

on having one parent.
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(a) Men, two parents
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(b) Women, two parents
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(c) Men, single parent
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(d) Women, single parent

Figure A6: E↵ect of a normal school on employment, by sex and parental struc-
ture. Dots with spikes represent the estimated e↵ect of a normal school on the outcome
variable, conditional on state fixed e↵ects. Outcome variables are measured at di↵erent
percentiles of the parents’ income distribution, which is the x-axis. The spikes span the 95
percent confidence intervals. The estimates and confidence intervals correspond to the y-axis
on the left-hand side of the figure. The dashed lines show the mean of the outcome variable
in asylum counties, and correspond to the y-axis on the right-hand side of the figure.
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