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Abstract

A central question in designing optimal policies concerns the assignment of
individuals with different observable characteristics to different treatments. We
study this question in the context of increasing workers’ performance by using
targeted incentives based on measurable worker characteristics. To do so, we ran two
large-scale experiments. The key results are that (i) performance can be predicted by
accurately measured personality traits, (ii) a machine learning algorithm can detect
such heterogeneity in worker responses to different schemes, and (iii) a targeted
assignment of schemes to individual workers increases performance in a second
experiment significantly above the level achieved by the single best scheme.
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1 Introduction

To motivate workers, employers can choose from a variety of different incentive schemes.
Previous research has already shown positive average performance effects, for instance,
for performance pay (e.g., Lazear 2000; Bandiera, Barankay and Rasul 2007), tournaments
(e.g., Casas-Arce and Martinez-Jerez 2009; Delfgaauw et al. 2013), team incentives (e.g.,
Friebel et al. 2017), gain-framed incentives and loss-framed incentives (e.g., Hossain and
List 2012; Levitt et al. 2016), relative performance evaluation (e.g., Blanes i Vidal and
Nossol 2011; Eyring and Narayanan 2018; Barankay 2012), or social incentives (e.g., Imas
2014; Tonin and Vlassopoulos 2015).1 But while one person may perform best under
e.g. a performance pay scheme, others may be motivated more effectively through
different types of incentives. This paper investigates whether and to what extent worker
performance can be improved by the targeted assignment of incentive schemes based
on individual worker characteristics.

Recently advanced methods that combine machine learning and modern causal
inference hold promise to identify drivers relevant to such targeting policies that can be
used to improve desired policy outcomes (Wager and Athey 2018; Chernozhukov et al.
2018b; Hitsch and Misra 2018; Farrell, Liang and Misra 2021). The underlying idea in this
growing literature is to move beyond identifying average treatment effects towards the
identification of conditional average treatment effects for specific individuals. But while
these methods have been applied in illustrative examples in observational data, their
merit in using them to determine optimal treatment assignment in different contexts
remains largely an open question.

To study the potential of targeted incentive schemes for performance improvements,
we ran two consecutive large-scale real-effort experiments with altogether around 12,000
workers on Amazon MTurk. In both experiments, we hired workers for a real-effort task
developed by DellaVigna and Pope (2018). The key question is, therefore, whether (i) a
machine learning algorithm trained with data on individual characteristics can detect
heterogeneous responses, and (ii) to what extent a targeted assignment of incentive
schemes by this algorithm in a second experiment can raise performance.

The project proceeds as follows: In a first step, we ran an initial experiment imple-
menting six different incentive schemes for the same real-effort task. The schemes
were mainly based on a previous large-scale study by DellaVigna and Pope (2018).
The schemes included a fixed wage, a piece rate scheme, two target bonus schemes
with either a gain or loss framing, a competitive scheme with real-time rank feedback,

1Please note that due to the large number of existing studies this list does not claim to be complete.
Moreover, this list is not an evaluation of the significance of individual studies. For reasons of clarity, we
limit ourselves to isolated examples. For a more complete overview see Bandiera, Barankay and Rasul
(2011), Sprinkle and Williamson (2006), Lazear (2018).
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and a social incentive scheme combining a piece rate with a performance-contingent
donation to charity. Prior to assigning participants to a scheme, we elicited detailed
survey information on subjects’ characteristics such as their demographics, personality
traits and their social and economic preferences2.

The highest average performance in the first experiment is achieved by the Bonus
Loss scheme that awards a bonus that is lost when the worker does not achieve a
specific target value.3 But estimating conditional average treatment effects, we detect
significant heterogeneity based on worker characteristics in the data from experiment 1.
In other words, our estimated model predicts that for subsets of workers of different
characteristics, different schemes would lead to a higher performance.

We then validated this prediction in a second experiment, where we again elicited
the respective workers’ characteristics. In this second experiment, we compare three
treatments (i) A control treatment where all workers work under a fixed wage, (ii) a
Best ATE treatment where all workers work under the scheme that generated the highest
average treatment effect in the first experiment, and (iii) an Algorithm treatment where
workers are exposed to the scheme that is predicted to yield the highest performance
conditional on the specific characteristics of each individual worker.

In addition to standard tuning of algorithm-specific hyperparameters, we determined
the optimal subset of incentive schemes to be implemented in experiment 2 by maximiz-
ing the predicted treatment effect. The set resulting from this procedure comprises the
benchmark Bonus Loss scheme, a competitive Real-time Rank Feedback condition where
subjects’ pay is based on their prospective percentage rank, and the Social PfP scheme
where subjects receive a piece rate topped up by a performance-contingent donation to
a charity.

2In particular, we measure the Big-5 personality traits (Benet-Martínez and John 1998; John, Donahue
and Kentle 1991; John, Naumann and Soto 2008; Rammstedt and John 2007), risk preferences (Falk et al.
2016, 2018), altruism (Falk et al. 2016, 2018), positive reciprocity (Falk et al. 2016, 2018), loss aversion
(Gächter, Johnson and Herrmann 2021), competitiveness (Fallucchi, Nosenzo and Reuben 2020), social
comparison (Gibbons and Buunk 1999)

3This scheme is not the highest performing scheme in DellaVigna and Pope (2018) where the high
incentive gain scheme has a higher average treatment effect, but the difference is small (around 1.5%) and
not significant. Given the same monetary incentive size, the loss-framed incentive has a non-significantly
higher point estimate than the gain-framed incentive. Several studies find a larger performance effect
for loss-framed incentives compared to gain-framed incentives (e.g., Hannan, Hoffman and Moser 2005;
Armantier and Boly 2015; Imas, Sadoff and Samek 2017; Van der Stede, Wu and Wu 2020). Others do not
find a statistically significant difference (e.g., Grolleau, Kocher and Sutan 2016; Levitt et al. 2016; De Quidt
et al. 2017; Czibor et al. 2022) or mixed results (e.g., Hossain and List 2012). See Ferraro and Tracy (2021)
for a meta-analysis.
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We find that the treatment with the targeted scheme assignment significantly out-
performs the loss treatment that achieved the highest treatment effect in Experiment 1:
While the loss treatment raises performance by 23.9% over the level of the fixed wage
control group, the targeted assignment raises performance by 29.3% and thus leads to a
5.4 percentage points or 22.5% higher treatment effect.

The algorithm assigns the incentive scheme based on information from a survey on
the subjects’ personality traits as well as social and economic preferences. The next
question we address is, thus, whether and to what extent the quality of the assignment
procedure depends on the reliability of the elicited traits. As traits are self-reported
subjects may, for instance, differ in their diligence filling out the survey. For one, more
diligent survey responses should lead to more precise assessment of traits and thus to
better assignment. Yet the algorithm could also pick up patterns in the survey responses
that predict this diligence and at the same time are informative for optimal incentive
assignment.4 To study this, we create a measure of a subjects’ reliability by studying the
consistency in the answers to items measuring the same trait. We find that reliability
of survey responses strongly affects the quality of the assignment procedures as the
effect of the Algorithm treatment is the larger, the more reliable the survey responses
are. Hence, the contribution of mere pattern recognition in responses does not appear
to be large and rather precisely elicited traits are crucial for the performance of the
assignment algorithm.

As experiment 2 comprises both newly hired workers and workers who also took part
in experiment 1, we can also compare the performance effects of the Algorithm treatment
in these two sub-samples. We find that the performance gains are substantially larger in
the sub-sample of workers who already had taken part in the first experiment. This is
the case even though the algorithm did not use information on their identity in the first
experiment in the assignment procedure. Comparing these sub-samples in more detail,
we find that the sample of "new hires" is significantly different from the "retakers" in
some observable characteristics. Moreover, survey responses in the sample of new hires
exhibit a significantly lower reliability on average. We then show that there are sizeable
treatment effects in the subset of new hires with reliable answering patterns. Hence,
an important precondition for a sensible targeted assignment of incentive schemes is a
reliable measurement of the subjects’ traits.

4For instance, when a subject always ticks the first box in the survey this will lead to completely
unreliable direct measures for each trait, but the pattern in itself may be indirectly revealing about the
subject’s traits and this could be picked up by the algorithm.
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Our study adds to different strands of the literature. We contribute to the literature
on heterogeneous effects of incentives schemes. Several studies have found effect
heterogeneity with respect to factors such as, for example, gender (Gneezy, Niederle
and Rustichini, 2003; Niederle and Vesterlund, 2007; Delfgaauw et al., 2013), social
preferences (Bandiera, Barankay and Rasul 2005), task motivation (Ashraf, Bandiera
and Jack, 2014; Butschek et al., 2021), personality traits (Donato et al. 2017), reciprocal
inclination (Englmaier and Leider, 2020), job mission (Carpenter and Gong, 2016) or
prior experience (Manthei, Sliwka and Vogelsang 2021). We show that employers can
exploit information about worker heterogeneity and increase the performance effect
of incentives through a targeted assignment based on the characteristics of individual
workers.

Our findings also relate to the literature on sorting into incentive schemes. Several
studies have shown, that individuals sort by their preferences when choosing between
incentive schemes (Lazear, 2000; Banker et al., 2000; Cadsby, Song and Tapon, 2007;
Dohmen and Falk, 2011; Larkin and Leider, 2012). But while this literature has
investigated the worker’s own sorting decisions, our analysis is – to the best of our
knowledge – the first one that studies the targeted assignment of workers to incentive
schemes by predicted productivity gains.

Finally, we complement a growing literature that uses machine learning methods
to estimate heterogeneous treatment effects and then uses such estimates for optimal
policy assignment.5 Several studies provide parametric (Imai and Ratkovic, 2013) and
non-parametric (Athey and Imbens, 2016; Wager and Athey, 2018; Farrell, Liang and
Misra, 2021) estimators to identify subgroups with high expected treatment effects while
taking the issue of multiple hypothesis testing into account. We compare several of
those estimators and find that so-called indirect methods tend to work better in our
context than direct methods. With an estimated mapping of individual characteristics to
treatment effect in hand, one can proceed to define optimal policy assignments (Hirano
and Porter, 2009; Hitsch and Misra, 2018; Kitagawa and Tetenov, 2018; Caria et al., 2020).
Such estimated policy assignments are typically used to describe observational data
(Kleinberg et al., 2015, 2017), but are not validated out-of-sample (with Dubé and Misra
(forthcoming) being an exception in the context of personalized pricing).

The paper proceeds as follows. First we present the design and results of Experiment
1 in section 2. Then we explain the implemented algorithm and the resulting assignment
procedure in section 3 and report the results of experiment 2 in section 4. Section 5
provides further analyses and robustness checks and section 6 concludes.

5See Athey and Imbens (2017) and Athey and Imbens (2019) for comprehensive overviews.
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2 Experiment 1

2.1 Experimental Design

The first experiment consists of two parts. First, workers have to complete a survey
eliciting demographics (i.e., age, gender, education level) as well as personality traits (i.e.,
Big-5) and social and economic preferences (i.e., social comparison, risk preferences, loss
aversion, competitiveness, altruism, positive reciprocity)6. In the second part, workers
work on a real-effort task. We use the real-effort task developed by DellaVigna and
Pope (2018). In this task, workers have to repeatedly press the ’a’ and the ’b’ button on
their keyboards to score points. One point is awarded for each time they correctly press
first ’a’ then ’b’7. Workers have ten minutes to score as many points as possible. Prior
to receiving their treatment information, workers have the opportunity to test the task
for 30 seconds. We ask them to try to score as many points as possible. We use the points
workers score in this test as a proxy for ability in such type of tasks8. After the test phase
and a short waiting screen9, workers receive the information on their treatment.

Workers are randomly allocated to one of six treatments or a control group. Table
1 displays the exact wording of the treatment instructions. Three of these treatments
replicate treatments implemented by DellaVigna and Pope (2018) with adapted payment
amounts.10 One of these treatments (PfP) is a piece-rate scheme. The other two
treatments require the participants to reach a specific goal to receive a bonus and are
framed as gain (Bonus Gain) or loss (Bonus Loss), respectively. Additionally, we include
three treatments which are similar to the ones by DellaVigna and Pope (2018) but are
adjusted to make them more comparable to the other three treatments in (i) the payments
made, (ii) the bonus workers can reach for themselves, and (iii) guidance provided on
how many points should be reached. In particular, we include a gift treatment, where
workers receive a bonus without any requirements but are asked to try to reach a specific
goal (Gift & Goal). Furthermore, we add a treatment which combines a piece-rate for
the participants themselves with a performance-contingent donation to charity (Social
PfP), and a competitive treatment where payments are based on the percentile reached
(Real-time Rank Feedback). The control group received a fixed wage.

6See Appendix A for the list of characteristics and scale references. Note that participants cannot skip
questions, but they can withdraw from the study at any time.

7For a screenshot of the working stage for the Social PfP treatment see Figure 4 in Appendix A
8The ability proxy explains a large part of the performance variance in the task (adj. R-squared =

0.167)
9We included the waiting screen in experiment 1 so that the sequence of screens did not differ

between experiment 1 and experiment 2. In experiment 2, the waiting time was necessary to allocate the
participants in the Algorithm treatment to their predictably best treatment (see Section 4.1)

10We adjusted the payments so that they fitted the different fixed wage we have due to the inclusion of
the survey.
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During the real-effort task, workers see a timer showing the time until the end of the
ten minutes. Furthermore, they can see how many points they have already scored and
how large their current bonus is. After the end of the task, workers receive information
on their total payment and the completion code, which they need to submit the task for
payment.

2.2 Experimental Procedure

We implemented the experiment using oTree (Chen, Schonger and Wickens 2016).
Workers are invited via MTurk.11 As common on MTurk, we explicitly advertised our
study as an academic study.

Before enrolling in the task, workers are provided with a brief description of the task
(complete a survey and a working task) as well as with the technical requirements (a
physical keyboard) and guaranteed payment upon successful submission ($1 flat-pay +
$1.50 guaranteed minimum bonus12). Furthermore, they are asked for their consent to
participate in the study from which they know they can withdraw at any time.

The experiment ran for 2.5 weeks in September 2021. We required workers to be
located in the US.13 In total, more than 6,649 workers submitted the task for payment.
Based on pre-registered criteria14 we excluded 584 workers resulting in a final sample
consisting of 6,065 workers.15

11Evidence suggests that MTurk findings are generally similar to findings in laboratory or field settings
(Horton, Rand and Zeckhauser 2011; Farrell, Grenier and Leiby 2017; Snowberg and Yariv 2021).

12Workers received the guaranteed minimum bonus of $1.50 for completing the survey. Additional
bonuses could be earned in the real-effort task. Please note that also the workers in the control group
received an additional bonus of $1 at the end of the study in order to provide them with a reasonably
high payment for their participation in the study.

13Further requirements were an approval rate of at least 90% as well as at least 50 approvals. We
decided to set requirements relatively low compared to other studies because our working task is not
complex, and we were aiming for a large sample size

14As pre-registered the final sample excludes workers who: (1) do not complete the MTurk task within
90 minutes of starting, (2) are not approved; (3) do not score at least one point, (4) scored 4000 or more
points (since this would indicate cheating), or (5) scored 400 or more points in 1 minute (since this would
indicate cheating) Restrictions (2)-(4) are the same as in DellaVigna and Pope (2018). Restriction (1) is
similar to the restriction in DellaVigna and Pope (2018), however, the maximum completion time is longer
due to the survey included in our study. Restriction (5) is equivalent to restriction (4) broken down to
individual minutes for which we will collect data as well.

15The number of workers in the final sample were in Pay for Performance (PfP) 879 workers, in Bonus Gain
865 subjects, in Gift & Goal 875 workers, in Bonus Loss 848 workers, in Real-time Rank Feedback 874 workers,
in Social PfP 845 workers, and in Control 879 workers. The smaller sample sizes in Bonus Loss mainly
comes from a larger share of workers which was excluded based on scoring an amount of points that may
indicate cheating. The smaller sample size in Social PfP mainly comes from more workers withdrawing
from the study in this treatment.
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Table 1: Treatments
Treatment Incentive Scheme Text

Pay for Performance (PfP) As a bonus, you will be paid an extra 5 cents for every
100 points that you score.

Bonus Gain As a bonus, you will be paid an extra $1 if you score at
least 2000 points.

Gift & Goal Thank you for your participation in this study! In
appreciation to you performing this task, you will be
paid a bonus of $1. In return, we would appreciate if
you try to score at least 2,000 points.

Bonus Loss As a bonus, you will be paid an extra $1. However,
you will lose this bonus (it will not be placed in your
account) unless you score at least 2,000 points.

Real-Time Rank Feedback You will receive a bonus that is based on how well you
perform relative to others. On your work screen you
will see how your current performance compares to
that of others who previously performed the task. To
that end you will see the percentage of participants
who previously performed the task and whom you will
outperform at your current speed.
You will receive a bonus of $0.02 times the percentage
of participants who performed worse than you at
the end of the task. That is, you will for instance
receive an additional bonus of $1.00 (=$0.02*50) if
you perform better than 50% of the participants. The
ranking shown on the screen is computed assuming
you keep the speed with which you pressed ’a’ and ’b’
for the past 10 seconds. Your current percentile as well
as your currently expected bonus is updated every 10
seconds.

Social PfP As a bonus, you will be paid an extra 3 cents for every
100 points that you score. On top of that, 2 cents will
go to Doctors Without Borders for every 100 points.

Control Your score will not affect your payment in any way.
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The average duration of the experiment was around 19 minutes (median duration
around 17 minutes) and mean payoff was $3.32 ($10.60 per hour; $11.93 per hour median).
The mean age in the sample was 39 years, 46.4% of the sample indicated that they were
female, 76.3% had at least a college degree. Similar to DellaVigna and Pope (2018) our
MTurk sample over-represents somewhat younger and higher educated groups in the
U.S. population. In addition, men are somewhat over-represented. Descriptive statistics
are shown in Table 9 in Appendix B.

The following stratified randomization procedure is applied to achieve balanced
sampling into the treatments: Strata are constructed based on the entry time of the
workers to the study, i.e. the first seven workers to click on the experiment link and thus
enter the study belong to one stratum, the seven workers entering afterwards belong
to another stratum and so on. Within these strata, treatments 1 to 7 are assigned in a
random order such that in each stratum each treatment is assigned once.

2.3 Results of Experiment 1

Figure 1 displays the key results from experiment 1. All treatments increase performance
significantly above the level achieved by the fixed-wage control group (p < 0.001). The
Bonus Loss and Real-time Rank Feedback treatment lead to marginally significantly higher
performance than the Social PfP treatment and significantly higher performance than
the Gift & Goal treatment.16

16This observation is similar to DellaVigna and Pope (2018), where the gift-exchange incentive scheme
induced the smallest performance gains. This is also consistent with the results in DellaVigna et al.
(2022) who find that MTurk workers receiving a monetary gift increase performance above the level of no
incentive but less than with any level of piece rate incentive.
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Figure 1: Results of Experiment 1
Note: This figure shows the mean worker performance in experiment 1 by treatment group. Treatments
are described in Table 1. Performance is measured by the number of points scored in the A/B - pressing
task. Vertical lines correspond to the 95% confidence interval. For corresponding regression results, see
Table 11 in Appendix B.

3 Heterogeneity in Treatment Effects

To gain insight into the effect of incentive schemes beyond the average treatment effects
analyzed in section 2, we estimate conditional average treatment effects (CATEs) defined
in equation (1).

𝐶𝐴𝑇𝐸 = 𝐸[𝑦𝑖(1) − 𝑦𝑖(0)|𝑋 = 𝑥] = 𝜏(𝑥) (1)

In equation (1), the CATE is the expected difference between the outcome for the
individual under treatment 𝑦𝑖(1) and under no treatment 𝑦𝑖(0), conditional on the same
characteristics 𝑥. If there exists no heterogeneity in the treatment effects, the CATE is
the same for all individuals and the same as the average treatment effect.
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We compare several recently advanced algorithms that combine machine learning
and modern causal inference to estimate CATEs. Since algorithms differ in how CATEs
are estimated, and there is no a priori guidance as to which algorithm will perform best
in our context, we initially employ Causal Forests (Wager and Athey 2018), Causal Nets
(Farrell, Liang and Misra 2021), Indirect Random Forests (Breiman 2001; Foster, Taylor
and Ruberg 2011) as well as a Doubly Robust approach (Chernozhukov et al. 2018a).17

To select the best-performing algorithm in our context, we analyzed the results of
experiment 1 using the method in Hitsch and Misra (2018). In particular, we train each
algorithm on parts of the sample and predict CATEs out-of-sample using cross-validation.
We compare the performance of each algorithm for those out-of-sample observations
for which the predicted best assignment coincided with the random assignment in
experiment 1. The performance estimate for that subset of observations is used to select
the algorithm with best expected performance on new observations.

The algorithm yielding the highest performance was the indirect random forest
approach.18 Based on this finding, we proceed to use the indirect random forest
approach to estimate CATEs in the remainder of the study.19

Using the indirect random forest approach proceeds in two steps. We follow the two
steps for each of our treatments separately. In step 1, we train two random forests, one
to predict the effort for the treatment group using the personal characteristics elicited by
the survey as features, one to predict the effort for the control group using the same
features. Using the estimated models, we predict the missing counterfactual effort for
individuals in each of the two groups. The difference between observed effort and
estimated counterfactual effort serves as our initial CATE estimate. In step 2, we use
another random forest to model the initial CATE estimates as a function of individual
characteristics elicited in the survey.

In addition to standard tuning of algorithm-specific hyperparameters, we determined
the optimal subset of incentive schemes to be implemented in experiment 2 by maximiz-
ing the predicted treatment effect. Using the same method as for the algorithm selection,
we compare the performance of the algorithm when restricting the number of potential

17For the implementation of the Causal Forest and the Doubly Robust approach, we used the EconML
python package (Battocchi et al. 2019). For the implementation of the Causal Net, we used the causal_nets
python package (https://github.com/PopovicMilica/causal_nets). For the Indirect Random Forest, we
used the scikit-learn python package (Pedregosa et al. 2011). We tuned the respective hyperparameters
using cross-validation.

18Table 10 in Appendix B shows the performance for each of the algorithms.
19While indirect random forests turns out to be the best approach in our setting, other algorithms have

been shown to perform well in other contexts (Hitsch and Misra 2018; Farrell, Liang and Misra 2021).
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incentive schemes or after excluding some of the individual characteristics which did
not have much predictive power. As a result of this analyses, we restricted the incentive
set to Bonus Loss, Real-time Rank Feedback and Social PfP, and did not include a measure
of loss aversion and only one of two risk aversion measures as features.20

To assess the quality of the algorithmic assignment, we conduct the following
exercise: For each group of workers with the same predicted assignment, we compare
their performance across the incentive schemes that they were actually assigned to in
experiment 1. Table 2 shows results. In column (1), we restrict the sample to workers
that the algorithm would have assigned to the Bonus Loss scheme. Looking at the
performance of those workers across actually assigned schemes, we observe the highest
performance gain for the workers that were actually assigned to the Bonus Loss scheme.
Workers assigned to other schemes also displayed higher performance than the control
group but the improvement is much smaller. Similarly, in columns (2) and (3) which
restrict the sample to workers that the algorithm would have assigned to RTR Feedback or
Social PfP, respectively, we observe the highest performance increase for those actually
assigned to RTR Feedback (column (2)) or Social PfP (column (3)). Treatment effect
differences are significant across all columns with slightly higher standard errors in
column (3) due to the smaller sample.21

The importance of specific traits for assigning different schemes can be illustrated
in partial dependence plots. For each estimated treatment algorithm, we, for instance,
can depict how a change in a particular covariate affects the predicted performance.22

We then subtract the change in predicted performance for the Bonus Loss treatment
from the change in predicted performance for the RTR Feedback treatment (or Social
PfP treatment) to get a sense of the range of values of a particular covariate for which
predicted treatment effects are higher in the RTR Feedback (or Social PfP) scheme vis-a-vis
the Bonus Loss scheme.

20Figures 5-7 in Appendix B plot the feature importance for the remaining features. Across all trained
models, age and altruism are typically among the most predictive predictor variables. Otherwise, most
predictive variables vary depending on the incentive scheme.

21Panel (a) in Figure 8 in Appendix B plots for each treatment the predicted performance against actual
performance. For each treatment, comparisons between actual and predicted performance are close to the
45 degree line, suggesting that algorithmic performance is accurate.

22In other words, we calculate the partial dependence of the prediction on changes in a particular
covariate keeping all other covariates fixed. See, for example, chapter 10 of Hastie, Tibshirani and
Friedman (2009) for details.
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Table 2: Sub-Sample Analysis - Experiment 1
log(Performance)𝑖

Predicted
Bonus Loss

Predicted
RTR Feedback

Predicted
Social PfP

(1) (2) (3)

Bonus Loss𝑖 0.449∗∗∗ 0.390∗∗∗ 0.312∗∗
(0.065) (0.082) (0.140)

RTR Feedback𝑖 0.195∗∗∗ 0.584∗∗∗ 0.384∗∗∗
(0.067) (0.066) (0.111)

Social PfP𝑖 0.196∗∗ 0.384∗∗∗ 0.524∗∗∗
(0.085) (0.083) (0.104)

P-value Bonus Loss=RTR Feedback 0.000 0.005 0.530
P-value Bonus Loss=Social PfP 0.000 0.907 0.081
P-value RTR Feedback=Social PfP 0.995 0.000 0.079
Observations 1,442 1,552 452
Adjusted R-squared 0.149 0.142 0.183

Note: In this table, we report the results of regressions of log(Performance) on treatment dummies for
three separate treatments. The sample is restricted to participants in one of the three treatment groups
or the control group. The sample is split into sub-samples based on their predicted best treatment
using the algorithm trained for experiment 2. In column (1), the sample is restricted to participants for
whom the predicted best treatment is Bonus Loss. In column (2) and column (3), the sample is restricted
to participants for whom the predicted best treatment is RTR Feedback and Social PfP, respectively. We
include batch fixed effects and an ability proxy as controls. The ability proxy is measured as ’a/b’-presses
workers reach in a 30 second test phase before they are assigned to a specific treatment. Standard errors
are clustered at the batch level, and reported in parentheses. * p<0.1, ** p<0.05, *** p<0.01.

Figure 2 shows an example.23 The upper panels, for instance, illustrate that younger
individuals and those with a lower score on altruism are more likely to be assigned to
RTR Feedback rather than the Bonus Loss treatment. Similarly, the lower panels illustrate
that younger individuals and those with a higher score on altruism are more likely to be
assigned to the Social PfP treatment rather than to the Bonus Loss treatment.24

23See Figures 9 and 10 in Appendix B for a full set of partial dependence comparisons.
24Interestingly, being younger or more altruistic does not by itself lead to assignment to Social PfP

(note that the difference in predicted performance is always negative), but the patterns suggest that being
younger or more altruistic makes such an assignment more likely. Nevertheless, changes in additional
features are necessary to change assignment from bonus-loss to Social PfP, which cannot be reflected in
the simple ceteris paribus comparison of Figure 2.
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Figure 2: Partial Dependence Comparisons (Example)
Note: This figure shows the difference in partial dependence for the features age and one of our measures
of altruism between the RTR Feedback scheme and the Bonus Loss scheme (i.e. the incentive scheme with
the highest point estimate in the first experiment), as well as between the Social PfP scheme and the Bonus
Loss scheme. The altruism item is z-scored. The construction of the plots is described in detail at the end
of section 3. See Figure 9 and Figure 10 in Appendix B for further partial dependence plots.

4 Experiment 2

4.1 Experimental Design

In the second experiment, we first again elicit workers’ characteristics and provide
instructions following the same protocol as experiment 1.25

After the survey, workers again receive instructions on the ’a/b’-pressing task and can
test the task for 30 seconds. We again use the points scored in this test phase as a proxy
for ability in this task. After the test, all participants see a waiting screen for 20 seconds.
The waiting screen was necessary as during this time, the participants in the Algorithm

25A list of the elicited characteristics can be seen in Appendix A.
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treatment are assigned to their incentive schemes. On the following screen, all workers
again receive the instructions for the real-effort task as well as additional information
on their respective incentive scheme (see Table 1 for the exact wording of the incentive
schemes). Workers are assigned to one of two treatments or the control group.

In the Best ATE treatment, workers are assigned to the incentive scheme with the
highest point estimate in experiment 1, i.e., the Loss scheme. In the Algorithm treatment,
workers are assigned to an incentive scheme based on the following procedure: The
trained algorithms predict the CATEs for each individual for each incentive scheme
based on their elicited characteristics, and they are assigned the treatment with the
highest predicted CATE. In the Control group, workers receive a fixed wage.

During the real-effort task, workers see a timer showing the time until the end of the
ten minutes. Furthermore, they can see how many points they have already scored and
how large their current bonus is. After the end of the task, workers receive information
on their total payment as well as the completion code, which they need in order to
submit the task for payment.

4.2 Experimental Procedure

The procedure was similar to that of experiment 1. The experiment ran for 3 weeks in
November 2021. We again required workers to be located in the US.26 In the first two
weeks, we recruited only workers who had not taken part in experiment 1. After that,
we dropped this restriction. Due to the sequential randomization procedure, treatment
shares are balanced in both populations.27 In total 6,830 workers submitted the task for
payment. We again excluded workers based on the same pre-registered criteria as in
experiment 1 resulting in a sample size of 6,378 workers for the analyses.28 4,282 were
"new hires", and 2,096 retook the study after already having completed experiment 1.
The sample size of the second experiment is based on a power analysis conducted after
the first. To be specific, we used the method in Hitsch and Misra (2018) to predict how
large the treatment effect of the Algorithm treatment will be in experiment 2. Based on
this predicted effect size, we performed a power analysis in particular for the comparison
of the Algorithm and Best ATE treatments. Based on this, we implemented a sample size
of 6,200 workers (3,000 for each treatment group and 200 for the control group).

26Further requirements were an approval rate of at least 90% as well as at least 50 approvals. We
decided for these comparable to other studies rather low requirements as our task was not complex, and
we were aiming for a large sample size

27We systematically compare the treatment effects within these groups in section 5.4
28The final sample size consists of the following number of workers in the treatments: In Best ATE

3,088 workers, in Algorithm 3,060 workers, in Control 230 workers.
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The average duration of the experiment was around 19 minutes (median duration
around 17 minutes) and mean payoff was $3.30 ($10.54 per hour; $11.80 per hour
median).29 49.3% of workers in experiment 2 indicated that they were female. 73%
had at least a college degree and the mean age was around 39 years. Again, our
MTurk sample somewhat over-represents younger and more educated groups of the
U.S. population. Descriptive statistics are shown in table 9 in the Appendix B.

The assignment of the participants to the treatments is determined as follows. First,
workers are randomly assigned to the first control group (i.e., no incentive scheme) or
to receiving an incentive scheme.30 For the workers who receive an incentive scheme,
we constructed strata based on the entry time of the workers to the study, i.e., the first
two workers to click on the link and thus enter the study belong to one stratum, the two
workers entering afterwards belong to another stratum and so on. Within these strata,
we randomly assigned one individual to the on average best performing treatment in
experiment 1 and one individual to the treatment suggested by the algorithm.

4.3 Incentive Scheme Assignment

Figure 3 shows the share of workers in the Algorithm treatment of experiment 2 that are
assigned to the three remaining schemes based on their elicited characteristics. While
the algorithm still assigns about 39.25% of the subjects to the Bonus Loss scheme, a
higher share of about 48.01% is assigned to the Real-time Rank Feedback condition and a
smaller share of 12.75% to the Social PfP scheme.

4.4 Results Experiment 2

We now address the question whether, and if yes to what extend the algorithmic
assignment of the scheme can improve performance above the level of the scheme that
achieved the highest average treatment effect.

29As in experiment 1, participants in the control group receive an additional $1 bonus at the end of the
study in order to reasonably compensate them for their participation.

30The probability of being assigned to no incentive scheme was adjusted to around 3% such that we
would get the preregistered sample size of around 3000 workers for each incentive treatment and around
200 workers for the control group. We aimed for the smaller sample size in the control group as power
analyses showed that this small size was sufficient for high power.
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Figure 3: Share of Workers by Incentive Scheme
Note: This figure shows the share of workers assigned to each of three incentive schemes in the algorithm
treatment. The algorithm treatment is based on predicted conditional average treatment effects, and each
individual is assigned to the incentive scheme with the highest predicted individual treatment effect. See
section 3 for details.

Table 3 shows a regression of the log performance in experiment 2 on two treatment
dummies. The Best ATE𝑖 dummy indicates that observation 𝑖 has been assigned
to the treatment where all workers were exposed to the scheme with the highest
average treatment effect (the Bonus Loss scheme).31 The Algorithm𝑖 dummy indicates
an observation from the treatment where the assignment is based on the algorithm.
In Columns (3) and (4), we restrict the sample to workers in one of the two treatment
groups so that we can directly compare their performance.

Columns (1) and (3) report results of an OLS regression with batch fixed effects as well
as the ability proxy as control variables, and columns (2) and (4) includes demographics
i.e., age, gender, and education level, as further control variables.

As Table 3 shows, the Best ATE𝑖 treatment raises performance above the level of the
fixed wage control group by about 23.9%. The effect of the Algorithm𝑖 treatment is
29.3%.32 The targeted assignment of incentive schemes thus significantly increases
the overall incentive effect by 5.4 percentage points or 22.5% (p = 0.013 and p = 0.019
respectively for columns (1) and (2)). This corresponds to a more than 4% increase
in performance in comparison to the group working under the single best incentive
scheme in experiment 1.

31See Table 12 in Appendix B for the results using absolute performance.
32This is based on the results from column (1) in Table 3. Note that 𝑒𝑥𝑝(0.214) = 1.239 and 𝑒𝑥𝑝(0.257) =

1.293.
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Table 3: Main Results: Effect on Performance
log(Performance)𝑖

(1) (2) (3) (4)

Algorithm𝑖 0.257∗∗∗ 0.257∗∗∗ 0.043∗∗ 0.041∗∗
(0.057) (0.058) (0.017) (0.017)

Best ATE𝑖 0.214∗∗∗ 0.216∗∗∗
(0.058) (0.058)

P-value Best ATE=Algorithm 0.013 0.019
Reference Group Control Control Best ATE Best ATE
Dem. Controls No Yes No Yes
Observations 6,377 6,377 6,147 6,147
Adjusted R-squared 0.112 0.118 0.110 0.117

Note: In this table, we report the results of regressions of log(Performance) on treatment dummies for
the Best ATE treatment as well as the Algorithm treatment. In columns (3) and (4), we exclude the control
group so that Best ATE is the reference group for the Algorithm dummy. We include batch fixed effects as
well as an ability proxy as control. The ability proxy is measured as ’a/b’-presses workers reach in a 30
second test phase before they get their treatment description. Performance is measured as ’a/b’-presses
in a 10 minute time window. In columns (2) and (4), we further include demographic controls, i.e. age,
gender dummies as well as education level dummies, as controls. Standard errors are clustered at the
batch level, and reported in parentheses. * p<0.1, ** p<0.05, *** p<0.01.

5 Further Analyses

5.1 Effects by Incentive Scheme

In a next step, we decompose the overall effect into the effects obtained by assigning
workers to the specific scheme that is predicted to be superior to the Bonus Loss scheme.
To do that, we split the complete sample from experiment 2 into sub-samples by the
respective scheme assigned by the algorithm based on a person’s characteristics.33

Within each of these sub-samples we estimate the average treatment effect of the
respective scheme assigned by the algorithm in comparison to the Best ATE𝑖 treatment
(i.e. the Bonus Loss scheme). Results are displayed in Table 4. The first sub-sample
comprises all subjects from the three treatments for which the algorithm predicted that
their performance is highest under the Loss scheme. Note that here the Best ATE𝑖 and
the Algorithm𝑖 treatments implement exactly the same scheme on a subsample selected
by exactly the same procedure and thus both point estimates have the same magnitude.

33That is the observations from the Best ATE𝑖 treatment are allocated to the subsample associated to
the scheme that the algorithm would have assigned them to.
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The second sub-sample comprises all subjects which the algorithm would assign to
the Real-time Rank Feedback scheme. In this sub-sample, the assignment by the algorithm
to the Real-time Rank Feedback scheme raises performance by more than 7% compared to
the performance under the Bonus Loss scheme.34

Table 4: Effects in Sub-Samples
log(Performance)𝑖

Predicted
Bonus Loss

Predicted
RTR Feedback

Predicted
Social PfP

(1) (2) (3)

Algorithm𝑖 0.008 0.069∗∗∗ 0.018
(0.043) (0.025) (0.066)

Reference Group Best ATE Best ATE Best ATE
Observations 2,432 2,906 805
Adjusted R-squared 0.100 0.102 0.136

Note: In this table, we report the results of regressions of log(Performance) on an Algorithm treatment
dummy in sub-samples split by the predicted best treatment. We exclude the control group so that Best
ATE is the reference group for the Algorithm dummy. Column (1) presents the results for the sub-sample
of all participants (regardless of their actual assignment) for which the Bonus Loss was predicted to be the
best incentive scheme based on their individual characteristic. Column (2) and (3) present the results for
the sub-sample of all workers (regardless of their actual assignment) for which the Real-time Rank Feedback
and Social PfP was predicted to be the best incentive scheme based on their individual characteristics,
respectively. We further include batch fixed effects and an ability proxy as controls. The ability proxy
is measured as ’a/b’-presses workers reach in a 30 second test phase before they get their treatment
description. Standard errors are clustered on batch level, and reported in parentheses. * p<0.1, ** p<0.05,
*** p<0.01.

The last sub-sample comprises subjects predicted to achieve the highest performance
in Social PfP. Within this group, the Social PfP (which led to a weaker performance than
loss in experiment 1) catches up to the Bonus Loss scheme. The respective point estimate
is positive but insignificant.

Hence, the overall effect is driven by participants, which the algorithm assigns to the
Real-time Rank Feedback. These show a large increase in performance when assigned to
their predictably best treatment.

5.2 Assignment Group Characteristics

As the algorithm makes use of the rich information contained in the different patterns of
survey response behavior and potentially complex interaction structures, it is impossible
to depict the specific functional form used. Nevertheless, it is instructive to consider
which of the measured traits are directly associated with the likelihood that a person is
assigned to a specific scheme.

34Note that 𝑒𝑥𝑝(0.069) = 1.071.
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To illustrate this, we estimated simple logistic regressions of a dummy indicating
the assignment to a specific scheme on demographic characteristics as well as key
aggregated preference and personality measures. The results are reported in Table 5.

Note that all preference and personality trait measures are standardized such that we
can compare the magnitudes of the respective regression coefficients. Several features
stand out. Older workers and women are significantly more likely to be assigned to
the Bonus Loss scheme. The latter is in line with previous findings that women tend
to be more loss averse than men (e.g., Rau 2014; Andersson et al. 2016), which would
imply that they exert more effort to avoid a loss.35 Also in line with previous research
that has shown that women perform less well under competitive incentives (see e.g.
Gneezy, Niederle and Rustichini 2003), women are less likely to be assigned to the
Real-time Rank Feedback scheme. Somewhat surprisingly, women are also less likely
assigned to the Social PfP.36

Among the trait and personality measures, we observe the most pronounced differ-
ences with respect to altruism. In line with straightforward reasoning, more altruistic
subjects are significantly more likely to be assigned to the Social PfP scheme and less
likely to be assigned to Real-time Rank Feedback. Moreover, positive reciprocity, agreeable-
ness, and extraversion which are all associated with prosocial traits also are positively
associated with the likelihood to be assigned to Social PfP.

Unexpectedly, our survey measure of competitiveness is associated with a significantly
lower likelihood of being assigned to the competitive Real-time Rank Feedback scheme
and a higher likelihood to work under the Bonus Loss scheme. We also find that more
risk-averse individuals are more frequently assigned to Real-time Rank Feedback and less
often to the Bonus Loss scheme.

5.3 Reliably Measured Traits or Pattern Recognition?

The estimated assignment algorithm relies on survey responses to assign individuals
to incentive schemes. A natural question that arises is whether participants’ survey
responses are informative in the sense that they provide information about the personality
traits that they are supposed to elicit. A different possibility would be that the mere
pattern of responses, perhaps unconsciously, provides information that is useful for the

35Note that we also had included a survey measure of loss aversion in our initial survey, but this
measure has turned out not to be predictive for the conditional average treatment effects and thus was
dropped in the assignment procedure for experiment 2.

36While some papers such as Tonin and Vlassopoulos (2010) and Drouvelis and Rigdon (2022) find
that women are more motivated through social incentives than men, Tonin and Vlassopoulos (2015) and
Imas (2014) do not find significant gender differences in response to social incentives.
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Table 5: Group Characteristics (Logit)
Predicted

Bonus Loss
Predicted

RTR Feedback
Predicted
Social PfP

(1) (2) (3)

Age 0.078∗∗∗ -0.018∗∗∗ -0.262∗∗∗
(0.005) (0.003) (0.014)

Female 1.253∗∗∗ -0.949∗∗∗ -1.365∗∗∗
(0.107) (0.081) (0.172)

Some College -0.018 0.114 -0.679∗∗
(0.146) (0.154) (0.324)

Bachelor’s Degree or more 0.099 -0.241 0.575∗∗
(0.146) (0.150) (0.236)

Ability Proxy -0.078∗∗ 0.183∗∗∗ -0.107∗∗
(0.033) (0.040) (0.044)

Conscientiousness 0.389∗∗∗ -0.224∗∗∗ -0.590∗∗∗
(0.058) (0.054) (0.070)

Openness -0.277∗∗∗ 0.239∗∗∗ 0.048
(0.040) (0.050) (0.084)

Emotional Stability 0.052 -0.041 -0.163∗
(0.057) (0.065) (0.085)

Agreeableness -0.012 0.031 0.184∗∗∗
(0.052) (0.057) (0.068)

Extraversion 0.386∗∗∗ -0.546∗∗∗ 0.557∗∗∗
(0.041) (0.048) (0.081)

Altruism 0.673∗∗∗ -1.931∗∗∗ 2.091∗∗∗
(0.065) (0.092) (0.120)

Positive Reciprocity -0.526∗∗∗ 0.417∗∗∗ 0.343∗∗∗
(0.053) (0.063) (0.091)

Competitiveness 1.079∗∗∗ -1.101∗∗∗ -0.128
(0.057) (0.046) (0.107)

Social Comparison 0.135∗∗ -0.004 -0.361∗∗∗
(0.065) (0.061) (0.101)

Risk Aversion -0.672∗∗∗ 0.621∗∗∗ 0.020
(0.049) (0.056) (0.069)

Observations 6,378 6,378 6,378
Pseudo R-squared 0.319 0.441 0.463

Note: In this table, we report the results of a logistic regression of a dummy of having Bonus Loss (column
(1)), RTR Feedback (column (2)), or Social PfP (column (3)) as predicted best incentive scheme on the features
the algorithm uses for assignment. With the exception of age (continuous), female (binary), some college
(binary) and bachelor’s degree or more (binary) all variables are standardized. For all characteristics for
which we used more than one item as a feature, we built a summative scale (i.e. for the big-5, altruism,
positive reciprocity, competitiveness and social comparison). Standard errors are clustered at the batch
level, and reported in parentheses. * p<0.1, ** p<0.05, *** p<0.01.
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assignment. For example, we observe a number of participants who always click on the
right-most column throughout the survey which is suggestive of mere pattern clicking
rather than providing informative responses on traits (since we reverse-coded some of
the survey items).

To investigate this question in more detail, we generate a consistency measure of the
responses to different survey items measuring the same trait. To this end, we can make
use of the fact that several of the psychological scales we use include reverse-coded
items.37 As consistency measure of survey answers, we use the z-scored reversed mean
absolute distance between mean answers to originally reversed-coded and normally
coded items of the measured characteristics (after reversing the scales so that they are
coded in the same direction).

If it is indeed important that subjects respond to the survey questions in a consistent
manner and the assessed traits are indeed crucial for assignment, we should observe
that the Algorithm treatment performs substantially better for subjects who score high
in consistency. If, however, mere pattern recognition drives the treatment effects, even
inconsistent answers may help as the fact that the self-assessments appear inconsistent
are informative per se.

To investigate this question, we study whether and to what extent the size of the
treatment difference between the Algorithm and the Best ATE treatment depends on the
consistency of the survey answers. In particular, we regress log performance on the
measure for the consistency of individual survey answers, on a dummy for being in the
Algorithm treatment, and the interaction between both on a sample comprising the data
from the Algorithm and the Best ATE treatments. The results are reported in Table 6.

As the regression results show, the treatment effect is larger, the larger the consistency
of the survey responses. A by one standard deviation higher consistency is associated
with a treatment effect that is twice as large as the effect at the sample average. By the
same token, the treatment effect vanishes for survey respondents with a one standard
deviation lower consistency.

These results indicate that a reliable measurement of traits improves the quality of
the assignment substantially. Or, in other words, it seems unlikely that mere pattern
recognition in the survey responses drives the value of the targeted assignment through
the algorithm.

37This applies to the following traits: conscientiousness, agreeableness, emotional stability, extraversion,
openness, and social comparison. An example is for instance the conscientiousness scale which includes
for instance the items "I see myself as a person who does a thorough job." and "I see myself as a person who tends
to be lazy."
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Table 6: Effect of the Algorithm Depending on Consistency of Responses
log(Performance)𝑖

(1) (2)

Algorithm𝑖 0.042∗∗ 0.041∗∗
(0.017) (0.017)

Consistency𝑖 × Algorithm𝑖 0.049∗∗ 0.049∗∗
(0.020) (0.019)

Consistency𝑖 0.039 0.022
(0.024) (0.024)

Reference Group Best ATE Best ATE
Dem. Controls No Yes
Observations 6,147 6,147
Adjusted R-squared 0.115 0.120

Note: In this table, we report the results of regressions of log(Performance) on a measure for the
consistency of individual survey answers, on a dummy for being in the Algorithm treatment, and the
interaction between both. The measure for the consistency of survey answers is the z-scored reversed
mean absolute distance between mean answers to originally reversed-coded and normally coded items of
the measured characteristics (after reversing the scales so that they are coded in the same direction). We
exclude the control group so that the Best ATE treatment group is the reference group for the Algorithm
dummy. We include batch fixed effects as well as an ability proxy as controls. In column (2), we further
add demographics, i.e. age, gender dummies and education dummies, as controls. The ability proxy
is measured as ’a/b’-presses workers reach in a 30 second test phase before they get their treatment
description. Standard errors are clustered on batch level, and reported in parentheses. * p<0.1, ** p<0.05,
*** p<0.01.

5.4 The Role of Sample Characteristics

Experiment 2 comprises both, newly hired workers and workers who had also taken part
in experiment 1 before. Comparing the performance of the algorithm treatment in these
two groups of workers provides an opportunity to test how the algorithm performs on a
sample of workers on which the algorithm had not been trained (i.e. who were not part
of experiment 1).

To analyze this question we pool the data from the Algorithm and Best ATE treatments in
experiment 2 and regress log performance on an Algorithm treatment dummy interacted
with a dummy indicating whether a person is a New Hire. Table 7 shows the respective
regression results. We find that the achieved performance gains are substantially larger
in the sub-sample of workers who already had taken part in the first experiment. Here
Algorithm outperforms Best ATE by more than 9.4%. This is the case even though the
algorithm did not use the information on their identity in the first experiment in the
assignment procedure for the scheme in experiment 2. However, we also find that
the algorithm hardly outperforms the Best ATE treatment in the group of newly hired
workers as the respective interaction term shows.
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Table 7: Comparison of New Hires and Retakers
log(Performance)𝑖

(1) (2)

Algorithm𝑖 0.096∗∗∗ 0.094∗∗∗
(0.028) (0.029)

New Hire𝑖 × Algorithm𝑖 -0.079∗ -0.080∗
(0.040) (0.041)

New Hire𝑖 0.127∗∗∗ 0.147∗∗∗
(0.046) (0.045)

Reference Group Best ATE Best ATE
Dem. Controls No Yes
Observations 6,147 6,147
Adjusted R-squared 0.111 0.118

Note: In this table, we report the results of regressions of log(Performance) on a dummy for being a
New Hire, on a dummy for being in the Algorithm treatment, and the interaction between both. We
exclude the control group so that the Best ATE treatment group is the reference group for the Algorithm
dummy. We include batch fixed effects as well as an ability proxy as controls. In column (2), we further
add demographics, i.e. age, gender dummies and education dummies, as controls. The ability proxy
is measured as ’a/b’-presses workers reach in a 30 second test phase before they get their treatment
description. Standard errors are clustered on batch level, and reported in parentheses. * p<0.1, ** p<0.05,
*** p<0.01.

To understand this difference in the algorithm’s performance, we compare the
observable characteristics in both groups. We find that the two samples are significantly
different from each other with respect to several characteristics. A particularly striking
difference is that new hires are less consistent in their answering behavior in the
survey: As Table 14 in Appendix B shows, consistency is significantly larger for those
workers who participate a second time in the experiment than for newly hired workers
(column 1).38 Moreover, as column 2 shows, these workers had already exhibited a
significantly higher consistency in experiment 1 than workers who only took part in the
first experiment but not in the second. Hence, this effect is unlikely to reflect learning
but rather points towards differences in selection. That is, the sample of workers who
took part twice is different with respect to the workers’ inherent characteristics.

38Table 13 reported in Appendix B shows that there are further significant differences in average age,
ability, level of education.
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Importantly, as we have shown in section 5.3, it is crucial for the treatment effect of the
targeted assignment that the traits measured in the survey are consistently measured.
We thus use the consistency measure from section 5.3 and restrict the sample to subsets
of new hires that score high on the consistency measure. That is, we rank the workers
according to the consistency measure and consider only new hires with a consistency in
survey responses larger than a specific percentile.

Table 8: Effect Depending on Answer Consistency: New Hires
log(Performance)𝑖

Consistency
≥ 40%

Consistency
≥ 50%

Consistency
≥ 60%

(1) (2) (3)

Algorithm𝑖 0.023 0.049∗ 0.061∗∗
(0.023) (0.026) (0.029)

Reference Group Best ATE Best ATE Best ATE
Dem. Controls Yes Yes Yes
Observations 2,423 2,007 1,548
Adjusted R-squared 0.104 0.100 0.107

Note: In this table, we report the results of regressions of log(Performance) on a dummy for being in the
Algorithm treatment. We exclude the control group so that the Best ATE treatment group is the reference
group for the Algorithm dummy. In column (1), we restrict the sample to new hires with a consistency
in survey responses larger than or equal to the 40th percentile of new hires. In column (2) and column
(3), we restrict the samples to new hires with a consistency in survey answers larger than or equal to the
50th percentile and 60th percentile, respectively. The measure for the consistency of survey answers is
the z-scored reversed mean absolute distance between mean answers to originally reversed-coded and
normally coded items of the measured characteristics (after reversing the scales so that they are coded in
the same direction). We include batch fixed effects, an ability proxy as well as demographics, i.e. age,
gender dummies and education dummies, as controls. The ability proxy is measured as ’a/b’-presses
workers reach in a 30 second test phase before they get their treatment description. Standard errors are
clustered on batch level, and reported in parentheses. * p<0.1, ** p<0.05, *** p<0.01.

Comparing the effectiveness of the algorithm only among new hires for different
consistency thresholds, Table 8 shows that the targeted assignment can perform well
also for newly hired workers – but only if their answers in the survey are consistently
measured. It does not lead to significant performance increases if this is not the case. This
again underscores the importance of a reliable measurement of traits, in particular, when
the assignment procedure is applied to samples with different inherent characteristics.
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6 Conclusion

We show that workers’ productivities are strongly affected by different incentive schemes.
More importantly, we find that the productivity response can be predicted by accurately
measured personality traits, and that recently advanced methods that combine machine
learning with causal inference can detect such heterogeneous responses to incentive
schemes. Moreover, the targeted assignment of incentive schemes based on individual
worker characteristics can increase overall worker performance above the level achieved
by a scheme that performs best on average.

In particular, the targeted assignment of three schemes, a loss-framed bonus scheme,
a competitive scheme with real-time rank feedback, and an incentive scheme that
combines an individual piece rate with performance-contingent donations to charity
outperforms a universal roll-out of the loss-framed bonus scheme that achieved the
highest average performance in a first experiment even in a setting with little easily
detectable heterogeneity (DellaVigna and Pope, forthcoming).

Yet, our results also highlight limitations of the approach. The algorithmic assignment
performs better on a sample of individuals who provide reliable answers to elicited
personality traits. Researchers and practitioners intending to use algorithmic assignment
in different applications should therefore make sure that the quality of survey responses
is high across individuals.

Turning to our specific application, future research should investigate the difference
between workers own selection/sorting into different incentive schemes and the algo-
rithmic assignment in more detail. It is conceivable that the preferences of workers
for different incentives differ from what is best to increase their performance. Yet, it
remains of interest whether sorting is a suitable alternative for workers that are very
different from the original training sample.

Our results have several implications for the design of incentive schemes. Organiza-
tions can use individual worker characteristics to assign incentive schemes that in turn
increase workers’ performance. Moreover, the rise of alternative work arrangements
(Katz and Krueger 2019), especially the gig economy, opens a particularly suitable field
for the assignment of different schemes to different workers.

A potential challenge might be the elicitation of the relevant characteristics to properly
assign the best incentive scheme. Given that increasing amounts of data are available,
this challenge is probably less severe than it was a few years ago. However, workers
might not always be aware that the data that they consciously and unconsciously provide
can be used for such purposes. Balancing the desire of firms to optimally allocate
resources with the desire of workers for data privacy will remain a delicate trade-off for
years to come.
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A Appendix A: Experimental Design

Survey Details

• Demographics (age, gender, education level)

• Big-5 (Benet-Martínez and John 1998, John, Donahue and Kentle 1991, John,
Naumann and Soto 2008, Rammstedt and John 2007)

• Risk preferences (Falk et al. 2016, 2018)

• Loss aversion (Gächter, Johnson and Herrmann 2021)

• Competitiveness (Fallucchi, Nosenzo and Reuben 2020)

• Social comparison (Gibbons and Buunk 1999)

• Altruism (Falk et al. 2016, 2018)

• Positive reciprocity (Falk et al. 2016, 2018)

Figure 4: Screenshot of the Working Stage (Social PfP Treatment)
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B Appendix B: Results

Table 9: Summary Statistics
Experiment 1 Experiment 2

Mean S.D. Mean S.D.

Performance 1845.374 735.239 1962.573 723.225
Ability Proxy 39.946 23.247 43.042 21.993
Age 39.264 11.960 38.716 11.925
Female 0.464 0.499 0.493 0.500
Non-Binary 0.004 0.067 0.005 0.073
Some College 0.144 0.351 0.160 0.367
Bachelor’s Degree or more 0.763 0.425 0.733 0.442

Observations 6065 6378
Note: In this table, we report the summary statistics of experiment 1 and experiment 2. The ability proxy
is measured as ’a/b’-presses participants reach in a 30 second test phase before they get their treatment
description.
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Table 10: Algorithm Comparison
Residualized Performance

Bonus Loss RTR
Feedback

Social PfP Overall

(1) (2) (3) (4)

Indirect Random Forest 126.9 133.6 153.7 132.8
(Share of Obs.) (46.8) (41.6) (11.6) (100.0)
Causal Forest 129.7 122.0 117.5 126.0
(Share of Obs.) (55.6) (39.1) (5.3) (100.0)
Doubly Robust 130.4 133.2 97.8 128.3
(Share of Obs.) (49.4) (40.7) (9.9) (100.0)
Causal Net 121.7 133.9 58.6 120.0
(Share of Obs.) (56.8) (33.9) (9.2) (100.0)

All 112.6 87.6 30.5
Note: In this table, we report the average residualized performance of workers in the Bonus Loss treatment
(column (1)), in the RTR Feedback treatment (column (2)), in the Social PfP treatment (column (3)) or in any
of these treatments (column (4)) who were randomly allocated to their predictably best incentive scheme
in experiment 1. We residualized performance on the ability proxy. The ability proxy is measured as
’a/b’-presses participants reach in a 30 second test phase before they get their treatment description. We
compute the average over the residualized performance of 50 runs of a 3-fold cross-validation where
we predict the best incentive scheme out-of-sample. We report the results for four different algorithms
(Indirect Random Forest, Causal Forest, Doubly Robust and Causal Net). We report the percent of
observations coming from the different treatments when computing the average overall in parenthesis.
We also report the average residualized performance of all workers in the the treatments independent of
their predictably best treatment ("All").
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Table 11: Results of Experiment 1
log(Performance)𝑖

(1) (2) (3) (4) (5)

PfP𝑖 0.375∗∗∗ 0.377∗∗∗ -0.031 -0.024 0.043
(0.042) (0.042) (0.034) (0.024) (0.037)

Bonus Gain𝑖 0.359∗∗∗ 0.360∗∗∗ -0.048 -0.040 0.027
(0.050) (0.050) (0.044) (0.045) (0.050)

Gift and Goal𝑖 0.210∗∗∗ 0.209∗∗∗ -0.198∗∗∗ -0.191∗∗∗ -0.124∗∗
(0.052) (0.052) (0.047) (0.044) (0.047)

Bonus Loss𝑖 0.403∗∗∗ 0.408∗∗∗ 0.008 0.075∗
(0.047) (0.047) (0.035) (0.039)

RTR Feedback𝑖 0.394∗∗∗ 0.400∗∗∗ -0.008 0.067∗
(0.042) (0.041) (0.035) (0.037)

Social PfP𝑖 0.330∗∗∗ 0.333∗∗∗ -0.075∗ -0.067∗
(0.051) (0.051) (0.039) (0.037)

Control𝑖 -0.408∗∗∗ -0.400∗∗∗ -0.333∗∗∗
(0.047) (0.041) (0.051)

Dem. Controls No Yes Yes Yes Yes
Observations 6,065 6,065 6,065 6,065 6,065
Adjusted R-squared 0.125 0.128 0.128 0.128 0.128

Note: In this table, we report the results of regressions of log(Performance) on treatment dummies for all
but one treatment in experiment 1. In columns(1) and (2), we use the control group as reference group,
thus reporting the treatment effects for the different incentive schemes in comparison to the control group.
We include batch fixed effects as well as an ability proxy as control.The ability proxy is measured as
’a/b’-presses participants reach in a 30 second test phase before they get their treatment description. In
columns (2) to (5), we further include demographics, i.e. age, gender dummmies and education dummies
as controls. In column (3) to (5), we use the Bonus Loss, the Real-time Rank Feedback and the Social PfP
treatment as reference group, respectively. Standard errors are clustered on batch level, and reported in
parentheses. * p<0.1, ** p<0.05, *** p<0.01.
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Table 12: Robustness Check: Effect on Performance
Performance𝑖

(1) (2) (3) (4)

Algorithm𝑖 343.073∗∗∗ 342.424∗∗∗ 31.325∗∗ 31.466∗∗
(53.865) (54.251) (13.799) (13.862)

Best ATE𝑖 311.671∗∗∗ 310.848∗∗∗
(53.617) (53.857)

P-value Best ATE=Algorithm 0.027 0.027
Reference Group Control Control Best ATE Best ATE
Dem. Controls No Yes No Yes
Observations 6,377 6,377 6,147 6,147
Adjusted R-squared 0.178 0.180 0.173 0.176

Note: In this table, we report the results of regressions of Performance, i.e. the number of achieved
points, on treatment dummys for the Best ATE treatment as well as the Algorithm treatment. In columns
(3) and (4), we exclude the control group so that Best ATE is the reference group for the Algorithm dummy.
We include batch fixed effects as well as an ability proxy as control. The ability proxy is measured as
’a/b’-presses participants reach in a 30 second test phase before they get their treatment description. In
columns (2) and (4), we further include age, gender dummies as well as education dummies as controls.
Standard errors are clustered on batch level, and reported in parentheses. * p<0.1, ** p<0.05, *** p<0.01.

Table 13: Sample Differences between Retakers and New Hires
Retakers New Hires

Mean S.D. Mean S.D. p-value

Ability Proxy 46.054 20.435 41.568 22.573 0.000
Age 40.711 12.250 37.740 11.640 0.000
Female 0.451 0.498 0.513 0.500 0.000
Some College 0.141 0.348 0.170 0.375 0.004
Bachelor’s Degree or more 0.771 0.420 0.715 0.452 0.000
Consistency (Z-scored) 0.099 1.021 -0.048 0.986 0.000

Observations 2096 4282 6378
Note: In this table, we report the summary statistics of the retakers and new hires in experiment 2.
Moreover, we report the p-values of a t-test for the continuous variables age, ability proxy and z-scored
consistency as well as the p-values of a test of proportions for the binary variables, testing the null
hypothesis whether the samples are the same. The ability proxy is measured as ’a/b’-presses participants
reach in a 30 second test phase before they get their treatment description. The proxy measure for the
consistency of survey answers is the z-scored reversed mean absolute distance between mean answers to
originally reversed coded and normally coded items of the measured characteristics (after reversing the
scales so that they are coded in the same direction).
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Table 14: Consistency Comparison between Retakers and Other Workers
Consistency𝑖

Experiment 2 Experiment 1
(1) (2)

Retaker (Exp2)𝑖 0.255∗∗∗ 0.212∗∗∗
(0.035) (0.026)

Dem. Controls Yes Yes
Observations 6,377 6,065
Adjusted R-squared 0.173 0.217

Note: In this table, we report the results of regressions of consistency in survey answers on a dummy
for being a retaker in experiment 2. The measure for the consistency of survey answers is the z-scored
reversed mean absolute distance between mean answers to originally reversed-coded and normally
coded items of the measured characteristics (after reversing the scales so that they are coded in the
same direction). In column (1), we restrict the sample to experiment 1, i.e. the reference group for the
retakers (exp2) are the workers taking part in experiment 1 only. In column (2), we restrict the samples to
experiment 2, i.e. the reference group for the retakers (exp2) are the new hires. We include batch fixed
effects, an ability proxy as well as demographics, i.e. age, gender dummies and education dummies,
as controls. The ability proxy is measured as ’a/b’-presses workers reach in a 30 second test phase
before they get their treatment description. Standard errors are clustered on batch level, and reported in
parentheses. * p<0.1, ** p<0.05, *** p<0.01.
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Figure 5: Feature Importances - Bonus Loss
Note: This figure shows the relative feature importance for the second stage model of the indirect random
forest approach predicting the CATE for the Bonus Loss incentive scheme. We compute the feature
importance as Gini importance, i.e. using the loss reduction at each internal node of each tree. See, for
example, chapter 10 of Hastie, Tibshirani and Friedman (2009) for details. Using permutation-based
importance (Breiman, 2001), i.e. randomly reshuffling each feature and computing the resulting loss
increase, led to qualitatively same results.
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Figure 6: Feature Importances - RTR Feedback
Note: This figure shows the relative feature importance for the second stage model of the indirect random
forest approach predicting the CATE for the RTR Feedback incentive scheme. We compute the feature
importance as Gini importance, i.e. using the loss reduction at each internal node of each tree. See, for
example, chapter 10 of Hastie, Tibshirani and Friedman (2009) for details. Using permutation-based
importance (Breiman, 2001), i.e. randomly reshuffling each feature and computing the resulting loss
increase, led to qualitatively same results.
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Figure 7: Feature Importances - Social PfP
Note: This figure shows the relative feature importance for the second stage model of the indirect
random forest approach predicting the CATE for the Social PfP incentive scheme. We compute the feature
importance as Gini importance, i.e. using the loss reduction at each internal node of each tree. See, for
example, chapter 10 of Hastie, Tibshirani and Friedman (2009) for details. Using permutation-based
importance (Breiman, 2001), i.e. randomly reshuffling each feature and computing the resulting loss
increase, led to qualitatively same results.
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(a) Experiment 1

(b) Experiment 2

Figure 8: Predicted vs Actual Performance
Note: This figure shows binned scatterplots for the predicted vs actual performance for the Bonus Loss,
RTR Feedback and Social PfP treatments in the first experiment (panel (a)) and the second experiment (panel
(b)). We predict the performance out-of-sample using the first stage of our chosen indirect RF algorithm
and 10-fold cross-validation. We also show the linear fit line of a regression of actual performance on
predicted performance.
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Figure 9: Partial Dependence Comparisons (RTR Feedback - Bonus Loss)
Note: This figure shows the difference in partial dependence between the RTR Feedback scheme and the Bonus Loss scheme (i.e. the incentive scheme with the
highest point estimate in the first experiment) for all characteristics passed to the algorithm as features, with the exception of demographics and an item
measuring altruism (see Figure 2 in Section 3 for the figures for age and the altruism item). All characteristics are z-scored.
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Figure 10: Partial Dependence Comparisons (Social PfP - Bonus Loss)
Note: This figure shows the difference in partial dependence between the Social PfP scheme and the Bonus Loss scheme (i.e. the incentive scheme with the
highest point estimate in the first experiment) for all characteristics passed to the algorithm as features, with the exception of demographics and an item
measuring altruism (see Figure 2 in Section 3 for the figures for age and the altruism item). All characteristics are z-scored.
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Figure 11: Group Characteristics
Note: This figure shows the averages of each characteristic in the three groups resulting from a split
depending on the predictably best treatment in experiment 2. All characteristics are z-scored.
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