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Abstract

The understanding of pedestrians’ movement is crucial for the safe design

of public facilities and venues, especially in crowded situations. How-

ever, some observed processes and influencing factors in crowds cannot

be described in detail yet. Laboratory pedestrian experiments offer the

possibility to specifically vary these factors in order to investigate their

influence on the movement of the crowd. Typically, camera systems are

used for data capturing in pedestrian experiments but show difficulties in

very crowded scenarios as occlusions may occur.

Therefore, a hybrid tracking system was designed with the aim of im-

proved and extended data capturing in laboratory pedestrian experiments.

For this purpose, an existing overhead camera system was extended by a

system of inertial measurement units worn by the participants. The main

focus here was on trajectory reconstruction for wheelchair users and cap-

turing the rotation of the participants’ upper bodies in dense crowds. To

this end, several methods for processing inertial and camera data have

been implemented in order to derive the position and rotational data of

the participants. Furthermore, methods for fusion of both data have been

developed to provide a uniform database and also to improve the accuracy

of the tracking methods.

The hybrid tracking system was used in several studies to capture different

movement processes. As a result, a software framework was developed for

the automatic processing, validation, and analysis of the captured data.

The applied position tracking approaches have been found to be sufficient

for particular data sets only indicating the need for further methods re-

stricting the drift. Methods for calculating the rotation of the upper body

showed promising results and contribute to an extended deep analysis of

crowd dynamics in future experiments.





Kurzfassung

Für eine sichere Gestaltung von Gebäuden und Veranstaltungsorten ist

das Verständnis der Bewegung von Fußgängern von entscheidender Bedeu-

tung. Die Dynamik von Menschenmengen wird von vielen Faktoren beein-

flusst, deren Zusammenhänge noch nicht vollständig beschrieben werden

können. Kontrollierte Fußgängerstudien bieten die Möglichkeit, einzelne

Faktoren gezielt zu variieren und zu untersuchen. Bei derartigen Experi-

menten werden oft Kamerasysteme zur Datenerfassung eingesetzt. Diese

Technik weist in Szenarien mit hohen Dichten Grenzen auf, da es zu

Verdeckung der zu erfassenden Bewegungen kommen kann.

Mit dem Ziel einer verbesserten und erweiterten Datenerfassung in Labor-

studien mit Fußgängern wurde ein hybrides Tracking-System entwickelt.

Ein Kamerasystem wurde um inertiale Sensoren erweitert, um Trajekto-

rien von Rollstuhlfahrern und die Rotation des Oberkörpers in dichten

Menschenmengen zu erfassen. Verschiedene Methoden zur Verarbeitung

von Inertial- und Kameradaten wurden implementiert, um Positions- und

Rotationsdaten der Probanden herzuleiten. Es wurden Methoden zur

Fusion beider Datensätze entwickelt, um eine einheitliche Datenbasis zu

schaffen und die Genauigkeit der Tracking-Methoden zu verbessern.

Das hybride Tracking-System wurde in mehreren Studien eingesetzt, in

welchen verschiedenartige Bewegungsabläufe erfasst wurden. Für die au-

tomatische Verarbeitung, Validierung und Analyse der erfassten Daten

wurde ein Software-Framework entwickelt. Die Methoden zur Positions-

rekonstruktion haben sich für ausgewählte Datensätze als ausreichend er-

wiesen. Eine Weiterentwicklung der Methoden ist notwendig, um Abwei-

chungen weiter einzuschränken und übergreifend gute Ergebnisse erzielen

zu können. Die Methoden zur Berechnung der Rotation des Oberkörpers

zeigten vielversprechende Ergebnisse und tragen in zukünftigen Experi-

menten zu einer tiefgreifenden Analyse der Dynamik von Menschenmen-

gen bei.
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SLAM Simultaneous Localization and Mapping

UWB Ultra-Wideband

WLAN Wireless Local Area Network

ZUPT Zero Velocity Update

Latin Symbols

a Vector of acceleration m s−2

b Vector of earth’s magnetic field G

g Vector of gravity m s−2

m Vector of magnetometer’s measurements G

s Vector of position m

v Vector of velocity m s−1

w Vector of angular velocity ° s−1

x State vector used in Kalman Filter

y Measurement vector used in Kalman Filter

C Camera reference frame

I Local IMU reference frame

i Time step

k Iteration step

n Number of iterations

q Quaternion

W Global world reference frame

fr Frame rate s−1

vi



Nomenclature

Greek Symbols

α Heading angle °

µ Step size for the gradient descent algorithm

σ Standard deviation

Subscripts and Superscripts

A
B(.) Quaternion specific notation for the orientation of frame B relative to A

C(.) Quantity given in camera frame

I(.) Quantity given in IMU frame

W (.) Quantity given in world frame

(.)camera Quantity based on camera data

(.)diff Quantity related to difference between values

(.)imu Quantity based on IMU data

(.)x X-component of a quantity

(.)y Y-component of a quantity

(.)z Z-component of a quantity

(.)linear Acceleration-specific notation indicating that influence of gravity has

been removed

(.)pusher Quantity related to the pushing person

Mathematical Symbols

0m×n Zero matrix with dimensions m and n

∆t Sampling period s

∇ Nabla operator

⊗ Quaternion product

Im Identity matrix with dimension m

q∗ Conjugated quaternion

vii



Nomenclature

viii



List of Figures

1.1 Crowd at a music festival. . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Overview of the outline. . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1 Processing steps of camera data. . . . . . . . . . . . . . . . . . . . . . 17

2.2 IMU system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3 Sample images of the SiME studies. . . . . . . . . . . . . . . . . . . . 20

2.4 Wheelchair equipped with IMUs. . . . . . . . . . . . . . . . . . . . . 21

2.5 Attachment of IMUs and Optitrack markers. . . . . . . . . . . . . . . 23

2.6 Technical configuration of camera system. . . . . . . . . . . . . . . . 24

2.7 Setup of Optitrack experiments. . . . . . . . . . . . . . . . . . . . . . 25

3.1 Reference frames for applied tracking method. . . . . . . . . . . . . . 29

3.2 Overview of the tracking algorithm. . . . . . . . . . . . . . . . . . . . 30

3.3 Acceleration data for heel drop. . . . . . . . . . . . . . . . . . . . . . 40

3.4 Assignment of frames and samples. . . . . . . . . . . . . . . . . . . . 42

3.5 Qualitative example of the adaptive correction. . . . . . . . . . . . . 46

4.1 Overview of main classes. . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2 Distance tracker classes. . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.3 Basic data flow and operations in the framework. . . . . . . . . . . . 53

5.1 Camera and IMU data of a wheelchair user. . . . . . . . . . . . . . . 57

5.2 Heading validation for a wheelchair user. . . . . . . . . . . . . . . . . 59

5.3 IMU tracking data for double integration. . . . . . . . . . . . . . . . 60

5.4 Results for double integration. . . . . . . . . . . . . . . . . . . . . . . 62

5.5 Results for double integration with data of another sensor. . . . . . . 63

5.6 Results for MAUKF. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.7 Example of improvement by MAUKF. . . . . . . . . . . . . . . . . . 66

5.8 Effects of correction methods on the trajectories. . . . . . . . . . . . . 67

5.9 Sketch of validation method. . . . . . . . . . . . . . . . . . . . . . . . 69

ix



LIST OF FIGURES

5.10 Optitrack and IMU orientation for a wheelchair. . . . . . . . . . . . . 71

5.11 Example of calculated heading of the wheelchair. . . . . . . . . . . . 72

5.12 Error in heading calculation for wheelchair scenario. . . . . . . . . . . 73

5.13 Heading tracking of the upper body while standing. . . . . . . . . . . 76

5.14 Error in heading calculation for rotation while standing. . . . . . . . 77

5.15 Example of calculated heading for a walking person. . . . . . . . . . . 78

5.16 Error in heading calculation for a walking person. . . . . . . . . . . . 79

5.17 Example of calculated heading for walking with strong rotation. . . . 80

6.1 Overview of studies on twist angle. . . . . . . . . . . . . . . . . . . . 83

6.2 Visualization of the twist angle. . . . . . . . . . . . . . . . . . . . . . 84

6.3 Twist angle while walking. . . . . . . . . . . . . . . . . . . . . . . . . 87

6.4 Examples of asymmetric shoulder movement. . . . . . . . . . . . . . . 88

6.5 Twist angles in entrance phase. . . . . . . . . . . . . . . . . . . . . . 90

6.6 Twist angle data for one person passing the bottleneck. . . . . . . . . 91

6.7 Corresponding sample images for one person passing the bottleneck. . 92

6.8 Partitioning of the bottleneck into regions of interest. . . . . . . . . . 93

6.9 Relation of twist angles and entrance region for low motivation. . . . 94

6.10 Relation of twist angles and entrance region for high motivation. . . . 95

6.11 Scenarios of participants approaching the bottleneck at the same time. 96

6.12 Relation of bottleneck width and twist angle. . . . . . . . . . . . . . . 97

6.13 Different rotation scenarios depending on the bottleneck width. . . . 98

6.14 Relation of individual density and twist angle in the bottleneck. . . . 100

6.15 Relation of flow and twist angle. . . . . . . . . . . . . . . . . . . . . . 102

C.1 Example of raw IMU data. . . . . . . . . . . . . . . . . . . . . . . . . 120

D.1 Angles for a wheelchair moved with arms. . . . . . . . . . . . . . . . 122

D.2 Angles for a wheelchair moved with feet. . . . . . . . . . . . . . . . . 123

D.3 Angles for trunk rotation while walking. . . . . . . . . . . . . . . . . 124

D.4 Angles for trunk rotation while standing. . . . . . . . . . . . . . . . . 125

D.5 Error in heading for a wheelchair moved with feet. . . . . . . . . . . . 126

D.6 Error in heading calculation for crowd walking. . . . . . . . . . . . . 127

E.1 Example of good IMU data. . . . . . . . . . . . . . . . . . . . . . . . 131

E.2 Examples of acceptable IMU data. . . . . . . . . . . . . . . . . . . . 132

E.3 Example of unusable IMU data with gyroscope offset. . . . . . . . . . 133

E.4 Examples of unusable IMU data with failed convergence. . . . . . . . 134

x



List of Tables

5.1 Overview of distance tracking quality. . . . . . . . . . . . . . . . . . . 68

5.2 Overview of heading tracking quality for a wheelchair. . . . . . . . . . 74

5.3 Overview of heading tracking quality for rotation of the upper body. . 80

C.1 Overview of validated SiME data sets. . . . . . . . . . . . . . . . . . 119

E.1 Classification of sensor data for run with N = 25. . . . . . . . . . . . 135

E.2 Classification of sensor data for run with N = 8. . . . . . . . . . . . . 136

E.3 List of considered sensors for run with N = 25. . . . . . . . . . . . . . 137

E.4 List of considered sensors for run with N = 8. . . . . . . . . . . . . . 137

xi



LIST OF TABLES

xii



Chapter 1

Introduction

1.1 Motivation

When attending concerts, shopping in malls, or traveling through train stations - we

often find ourselves in large crowds. Being part of a crowd can lead to situations that

may be perceived as uncomfortable by people experiencing the situation. Further-

more, this could create dangerous situations. Especially if there is not enough space

for the people to move self-determined. Although the movement of crowds affects

our daily lives, there are still gaps in understanding this complex process. Therefore,

research in the area of pedestrian dynamics is needed.

As a profound understanding of crowd dynamics is crucial for a safe design of

public buildings and spaces, many research activities regarding pedestrian movement

have been undertaken in recent decades. An important pillar of this research are

pedestrian experiments which provide movement data of crowds as a basis for analyses

[1]. Collecting data such as trajectories of the heads allow a detailed analysis of the

participants’ movement [2] and its results are used for the development of models.

These models are applied in simulations which are an important tool for detecting

and assessing safety risks when designing facilities or event planning.

Many studies have been conducted investigating the movement of crowds for dif-

ferent scenarios [1, 3–5]. Self-organizing phenomena in crowds (such as the formation

of lanes) have been observed and the effects of various factors on the movement of the

crowd have been investigated. However, there are still major discrepancies in the col-

lected data and findings [1, 5–7]. Furthermore, many factors that are influencing the

movement of a crowd were not examined in detail yet due to their large variety. This

underlines the need for further experiments to create a comprehensive and coherent

database of movement data.

1



1.1. MOTIVATION

Laboratory crowd experiments are a very useful empirical method for collecting

new movement data [4]. When observing real-life scenarios (field studies) with large

crowds such as a typical festival (see Fig. 1.1), it is difficult to analyze the processes

in detail. Many variables and their effects that have lead to the observed situation

are unknown but are important for a deep understanding of the movement such as

the exact number of people, the available individual space, the age distribution, or

motivation. In contrast to this, laboratory studies allow to focus on determined

influencing factors (such as the density or spatial layout of boundaries) and to vary

those specifically. In this way, the gathering of detailed movement data under chosen

conditions is possible.

Figure 1.1: Parookaville festival in Germany visited by 210 000 people in 2019. Suf-
ficient space in front of the stages and a high capacity of the paths leading to and
from these are crucial for the participants’ safety, especially in emergencies.

For laboratory studies, various tracking systems have been developed to record

the movement of the crowd. Camera systems are quite popular and provide trajectory

information with high temporal and spatial resolution. Furthermore, with the help

of markers it is also possible to gather additional individual information such as the

height and age of the participants. Knowing the exact trajectories of participants’

heads and the spatial layout of the scenario boundaries, important quantifiers of crowd

movement can be calculated such as the velocity, density, and flow and their relation

represented by Fundamental diagrams [8]. Nevertheless, in addition to the position

data, capturing further information is desired. Typically, the more is known about the

participants, the more complex the analysis becomes. However, the approximation
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of reality improves when considering many factors influencing the crowd movement.

Valuable additional information would be, for example, knowing where participants

looked, their posture, how they perceived the situation, if they felt stressed, or how

they interacted with each other. A capturing system that provides as much of that

data as possible is desirable. However, due to missing or limited technical possibilities,

data capturing systems have their restrictions.

This thesis contributes to the field of data capturing in laboratory pedestrian ex-

periments by utilizing inertial sensors in addition to a camera tracking system. With

inertial sensors that are worn by the participants, individual relative movement data

can be recorded and processed to rotational and positional information. Providing

position data based on inertial sensors can compensate for the weakness of the cam-

era system operating incorrectly or a lack of data due to occlusions. Besides, the

information of the rotation of body parts represents novel movement data that are

difficult to extract from video recordings and offers new possibilities for the analysis

of crowd movement. This work focuses on the rotation of the upper body since this is

accompanied by a change of individual space and therefore density which is important

when analyzing crowd properties.

1.2 State of the Art

In the following, a brief overview of data capturing and localization systems used by

different research groups is given. Since the hybrid tracking system investigated and

developed in this work consists of a camera system and inertial sensors, these two

techniques are the main focus.

1.2.1 Data Capturing in Pedestrian Experiments

Computer vision methods are widely used for capturing especially spatio-temporal

properties such as location and identity [9]. In this field, various capturing tech-

niques utilizing cameras and image processing methods have been used that provide

movement data with different levels of detail. A low level of detail is given when the

optical flow is calculated based on video recordings which can help to detect critical

motion patterns and abnormal activities [10–12]. In [13] a depth camera was used for

the detection and tracking of pedestrians. Additionally, methods for estimating the

velocity and density without detecting single pedestrians are presented in [14, 15]. In

contrast, data capturing systems with a high level of detail detect and track whole

body movements. Often used in film productions optical motion capturing systems
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allow this detection and tracking [16], but are not applicable for crowded scenes be-

cause of occlusion. The highest possible level of detail would be desirable for data

capturing in crowds. However, there is currently no computer vision system available

that provides tracking data of the whole locomotor system and further personal data

for crowded scenarios.

Typically, individual trajectory information is provided by data capturing systems

used in pedestrian experiments [17–26]. A high temporal and spatial resolution of

these trajectories is needed to allow the application of methods for extracting crowds’

properties [27] and the development of microscopic models [28].

Besides basic trajectory data, personal information using individual codes [29] or

shoulder orientation with the help of markers on the shoulders [30–32] have been

gathered. However, automatic shoulder tracking with conventional camera systems

by detecting and tracking markers on the shoulders is restricted by occlusion. An

infrared system as used in [30, 31] offers the possibility to precisely capture shoulder

movements, but suffers from marker losses and reflections. Furthermore, the tracking

range of these systems is severely limited and for these reasons, it is not applicable

for large-scale experiments to analyze the movement of crowds in a natural setting.

Therefore, there is still a need for additional tracking technologies to extend camera

systems in order to provide more accurate or additional movement data. As labora-

tory pedestrian experiments are usually conducted indoors in simulated environments

to ensure optimized conditions for an improved tracking accuracy [2], these additional

techniques must be applicable indoors as well.

Due to the growing interest in location awareness in various situations such as

rescue, tourism, or sports many Indoor Positioning Systems (IPSs) have been devel-

oped that can be utilized in pedestrian experiments. Basically, IPSs are separated

into these categories [33]:

• Wireless localization technologies use wireless communications such as Ultra-

wideband (UWB), Radio-frequency identification (RFID) or Bluetooth, or a

standalone infrastructure provided in the building such as Wireless Local Area

Networks (WLAN). At least one signal transmitter and one receiving unit must

be available. Based on the transmitted and received signals proximity and tri-

angulation techniques can be applied to calculate a location of an object or per-

son. When applying the proximity technique the object that should be tracked

is sending signals that are received by dedicated target objects. The tracked
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object is assumed to be close to the target object that receives the strongest

signal. More complex localization methods are realized with the triangulation

approach where the object’s position is estimated based on distances (triangu-

lation) resulting from travel time measurements or angles (angulation) to target

objects. More details on wireless IPS techniques are described in [34].

• Dead reckoning localization technologies process data of motion sensors or

odometers that are attached to the tracked object. No additional infrastructure

is needed, but an error accumulation needs to be handled since there are no

absolute reference points available while tracking. In the area of Pedestrian

Dead Reckoning (PDR) inertial sensors are widely used which are introduced

in Sec. 1.2.2.

• In video scene analysis, location information is extracted using methods for tag

detection, scene matching, or tracking moving objects. This is already realized

by computer vision systems discussed in the beginning of this Section.

Since modern smartphones contain many of the above mentioned sensors/tech-

niques that provide data for localizing the user (such as Wi-Fi, Bluetooth, or inertial

sensors) various methods utilizing these data with positioning purposes have been

developed [35]. Detailed reviews on indoor positioning systems, methods, and their

applications are beyond the scope of this work and provided in [33, 36].

1.2.2 Tracking with Inertial Measurement Units

Inertial Measurement Units (IMUs) basically consist of an accelerometer and a gyro-

scope. Measuring the relative movements of linear and angular kinematics, a recon-

struction of absolute values such as movement direction and position is possible. In

addition, many inertial sensors also contain a magnetometer and are often referred to

as MARG (Magnetic, Angular Rate, and Gravity) sensors. However, this distinction

is not made in this thesis. As magnetometer data allow the application of extended

tracking algorithms. Most of the modern inertial sensors provide 9 degrees of freedom

(DOF) measurements (3-axis accelerometer, 3-axis gyroscope, 3-axis magnetometer)

and are still referred to as IMUs.

Primarily used for navigation of ships and airplanes, the changed architecture

of inertial sensors resulting in smaller size and low cost made them applicable in a

broad range. They are available as Micro Electro-Mechanical Systems (MEMS) that

are highly portable and have been used next to navigation systems in the fields of
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robotics, industry quality control, medical rehabilitation, and sports learning, among

others [37]. As IMUs are usually integrated in modern smartphones, they are also

widely used for indoor navigation of pedestrians. A detailed review on PDR ex-

periments using IMUs and the used tracking methods is provided in [38] where a

classification in Inertial Navigation Systems (INSs) and Step-and-Heading Systems

(SHSs) is proposed. The development of essential parts of these algorithms was partly

driven by research in the field of robotics. As the movement of a sensor attached to

a person is more complex and non-controllable, the localization of pedestrians brings

new challenges to the tracking algorithms.

An Inertial Navigation System provides full trajectory information (3D) at

any given time. The use of INSs is not limited to tracking of pedestrians. Usually,

the sensor components are packed in a hard frame and attached to the person being

tracked. Based on accelerometer and gyroscope data (and magnetometer data if avail-

able) the orientation of the sensor is tracked and the changes in position are calculated

based on double integration of the acceleration values [39]. A crucial step of INS al-

gorithms is to find the relation of the local sensor frame regarding the global world

frame which is changing with the movement of the person. Before double-integrating

the acceleration data the influence of gravity needs to be removed from the data. In

order to do this, it must be known how the gravitation is distributed on the local axes

as the person and therefore also the sensor is moving. As low-cost MEMS inertial

sensors suffer from noise, they do not provide highly accurate measurements, which

can lead to a cubic growth of the error in time (drift) [38]. Dedicated algorithms are

needed to limit the drift whose approaches are explained later on.

A Step-and-Heading System is a specialized system that is tailored to the

tracking of pedestrians only. The three basic steps are: the recognition of steps or

strides, the estimation of the step length, and the estimation of heading. Steps are

basically detected by investigating movement patterns and searching for stance phases

or step cycles. This is mostly done by applying threshold-based algorithms or peak

detection on the movement data. For estimating the step length different methods

have been developed such as constant length depending on the height of a person or

varying length depending on step frequency while walking. The heading estimation

can be calculated in the same way as for the INSs. Details on the tracking algorithms

and conducted experiments can be found in [38].
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PDR techniques have various applications and thus, many tracking algorithms

have been developed and experiments were conducted whose detailed description is

beyond the scope of this work. Next to the listings of algorithms in [38], many different

algorithms for pedestrian tracking based on the data of foot-mounted sensors [40–47]

or other positions [48–50] have been developed and validated. Also, a wide range

of methods exists for tracking pedestrians with the help of inertial data provided by

smartphones [51–54]. Often a strict separation in INSs and SHSs is not possible as

combinations of these algorithms have been developed where step patterns are used

to limit the drift when double integrating accelerometer measurements.

Reference data sets of IMUs mounted to the foot [55] and attached to several po-

sitions while walking [56] and for several activities [57] have been published providing

ground truth data for validating PDR algorithms.

Apart from basic methods of SHSs and INSs, various approaches for limiting the

drift in position have been examined. A popular approach for this when tracking

pedestrians are Zero Velocity Updates (ZUPTs) [58]. If the sensor is attached to the

foot, stance phases can be detected while walking for which the sensor is assumed to

be stationary. Since a zero velocity is assumed for the stance phase, the drift accumu-

lation occurs during the swing phase only and can therefore be limited. Additionally,

external measurements or information of the environment are considered while track-

ing. Coming from the field of robot techniques particle filters and Simultaneous

Localization and Mapping (SLAM) algorithms or a combination of both are applied

[38]. When applying particle filters a set of particles is propagated and weighted

of which each particle represents a possible position and heading as in [59–61]. In

SLAM algorithms, typically, additional sensor signals are used (such as cameras or

laser rangefinders) to calculate the position and a map of the building to improve the

accuracy as in [62]. Assuming the geometry of a building is known map-matching

techniques can be applied as well [63] which are often combined with particle filters

[64, 65]. Apart from this, by fusing data of several IMUs an improved tracking quality

has been achieved [66–68].

In addition, hybrid tracking systems are a popular approach to overcome track-

ing inaccuracies with IMUs by fusion with additional data provided by another track-

ing technology as already described above for SLAM algorithms as an example. When

it comes to the gapless detection of pedestrians while moving in- and outdoors a com-

bination of the Global Positioning System (GPS) and INS are often used. Basically,
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IMU signals are used when the person is moving in GPS signal degraded environ-

ments as in [58, 69, 70]. For navigation purposes in buildings, additional sensors

and other technology have been employed to limit the drift as in [71] by combining

foot mounted IMUs and RFID tags. A foot mounted IMU and Light Detection and

Ranging (LIDAR) sensor have been utilized in [72], so that the distance to walls can

be measured and used to improve tracking. Bluetooth-beacons in addition to IMUs

contained in smartphones are used in [73]. In [74–76] approaches for fusing inertial

and WLAN signals are proposed.

Besides, many hybrid systems fusing camera and IMU data exist. By attaching a

smart-camera on an IMU an approach for fusing image processing techniques and IMU

data is presented in [77]. A system for navigating visually impaired people utilizing

inertial and visual sensors is proposed in [78] where IMU sensors were attached to

Google Glasses. Further, IMUs have been used as an extension for the camera system

to reconstruct 3D images [79], to provide rotational information for motion capturing

[80] or to improve pose estimation with a depth camera [81].

Additionally, multisensor systems have been used in [82] (IMU, GPS, UWB) and

[83] (IMU, camera glasses, WiFi). In [84] fusion techniques of inertial data with cam-

era, UWB, or GPS data are discussed.

Capturing of additional movement data with IMUs next to trajectory infor-

mation was also realized by many research groups. Starting from recognizing different

activities such as standing, sitting, or stair climbing [85, 86], inertial sensors allow

recognition of gait phases [87] and their detailed inspection at different speeds [88,

89]. Also, tracking of the movement of limbs and body parts with IMUs was realized

in [90–96]. By placing several IMUs on specific positions on the body of a person

the motion of the body can be reconstructed based on displacements and movement

angles of the sensors [97]. Furthermore, full body motion capturing suits consisting

of IMUs have been developed [98, 99].

Moreover, tablets containing inertial sensors were used to measure the body ro-

tation [100] and to investigate the collision avoidance [101] in uni-, bi- or multi-

directional streams. Furthermore, inertial sensors have been used to estimate crowd

properties (velocity and density) based on the angular velocity or acceleration data

[102, 103].

Position tracking of wheelchair users with IMUs is not common and only

a few studies have been conducted so far. In [104, 105] inertial sensors were used
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to reconstruct wheelchair kinematics in court sports. For this purpose, IMUs were

attached to the wheels and the rotation of the wheels was calculated. Presuming a

known geometry of the wheelchair the traveled distance was reconstructed. Further-

more, a related research area is the tracking of wheeled robots. INS algorithms have

been applied in [106] with a 6 DOF IMU showing the need for methods to restrict

the drift in position. To improve the tracking quality, hybrid tracking systems for

wheeled robots consisting of IMUs and additional odometry sensors have been used

in [107, 108].

1.3 Objectives, Approach and Limitations

The main objective of this work is the extension of a camera tracking system by

another indoor positioning technique in order

1. to enable tracking of people, especially wheelchair users, that are temporarily

occluded and

2. to provide additional data (in this case the rotation of the upper body) that are

difficult to extract with cameras only.

Thus, a hybrid tracking system was designed and applied for data capturing in

laboratory pedestrian experiments. Methods for tracking pedestrians based on data

of IMUs and for the fusion of the data of both systems have been developed and

implemented. Further, the tracking quality of these methods was validated to ensure

a sufficient accuracy for the analysis of pedestrian dynamics. In the following, an

overview of the main approaches and challenges regarding the design of the hybrid

tracking system, the methods for distance tracking, and the capturing of the rotation

of the upper body is given.

The hybrid tracking system was motivated by new studies conducted in 2017

investigating the movement of heterogeneous crowds (SiME studies [109]). Especially,

participating wheelchair users were likely to get occluded by surrounding people due

to their low height and the perspective view of the cameras. Therefore, their full tra-

jectory information could not be ensured using the camera system only and additional

data were needed to close gaps in case of temporal occlusions. For the extension of

the camera system, specific inertial sensors were used in this work.
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The use of inertial sensors keeps the extension of the camera system simple. In

contrast to other PDR systems such as UWB, Bluetooth or Wi-Fi, no additional infra-

structure in the experiment environment is needed. The sensors are self-contained

devices that need to be attached to persons intended to be tracked. The optimiza-

tion of the sensors’ hardware resulted in small, light-weighted, and durable MEMS

so that they can be worn by a person without restricting their movement [110, 111].

As inertial sensors are available with local storage, no data needed to be transferred

wirelessly which reduces the risk of data loss. Besides, other PDR techniques are

rarely tested in crowds where accuracy problems due to interferences, signal losses or

multipaths could occur when applying proximity and triangulation techniques. Fur-

thermore, IMUs have been used in many experiments to gather additional information

such as rotations next to basic position data which opens new analysis possibilities.

A major disadvantage of low cost MEMS is noisy measurements which means that

considerable effort needs to be made for improving the tracking accuracy.

The proposed combination of an overhead camera system and IMUs worn by par-

ticipants has been used in a similar way in [103] where the participants were equipped

with tablets or smartphones. However, the inertial data were not used to derive in-

dividual data on absolute position and rotation. Therefore, the technical realization

and application of the tracking system presented in this work is a novel approach.

Studies on the position tracking of wheelchair users are not common, even if

there is a broad range of tracking algorithms utilizing IMUs as presented in Sec. 1.2.2.

Especially the tracking in crowds has not been studied so far. Compared to tracking

approaches in [104, 105] the tracking algorithms should not depend on special proper-

ties of the wheelchairs such as the dimensions of the wheels. As many different kinds

of wheelchairs (manual, electric, custom-made) were expected for the SiME studies a

more general tracking approach is aimed for. Due to the homogeneous movement of

wheelchair users, INS approaches are applicable for tracking their traveled distance.

In this work, high tracking accuracy is required in case of occlusion of the wheelchair

users and therefore, for a limited time range only. The fact that the wheelchair users

move in a crowd opens up new possibilities for limiting the drift in position. In order

to achieve high accuracy, the movement data provided by the camera system of the

surrounding people (that have lead to the occlusion of the wheelchair users) can be

utilized and appropriate methods must be developed.
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Besides, the fusion of the data of two IMUs is promising which was investigated

for a rigid body in [66, 68] for simplified and restricted movement processes but not

for the movement of pedestrians.

The capture of rotation data of participants’ upper bodies is another main

objective of this work. The analysis of past experiments for bottleneck scenarios with

high densities has increased the interest in rotation data. With studies presented

in [112] the movement of a group entering a concert guided by two different spatial

barrier structures was investigated. The analysis was based on trajectory information

and a questionnaire asking for perception and evaluation of both scenarios. The video

recordings showed regions of densely crowded people. Based on the questionnaire

data this was accompanied by a low level of comfort. In these studies, the knowledge

about the rotation of the participants’ trunks would have been valuable information

to quantify the level of comfort or the individual space requirements.

Details on the above-mentioned studies are beyond the scope of this thesis but

they have motivated the goal of collecting rotation data in pedestrian experiments

which was realized with IMUs in this work. Various orientation tracking algorithms

(as a part of INSs and SHSs) exist that are fusing the different measurements of in-

ertial sensors which can be used to keep track of the orientation of the upper body.

However, the calculation of the absolute rotation of the upper body in crowds utiliz-

ing IMUs is a novel approach.

To enable both, position and rotation tracking, methods for the fusion of IMU

and camera data need to be developed. Both data sets must be provided for the same

person, at the same time step and in a common coordinate system. Appropriate

requirements for the experiment procedures must be formulated and realized.

Based on the presented objectives and considerations, the work presented in this

thesis can be broken down into the following packages:

1. Technical extension of the camera tracking system: After a comprehensive re-

quirements analysis, the decision for a sensor system, and a specific manufac-

turer must be made. The choice fell on IMUs since no additional technical

infrastructure is needed and much research on pedestrian tracking indoors with

IMU has already been done.
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2. Tracking algorithm: Methods for processing IMU data must be designed to

provide the desired additional information. Furthermore, techniques for fusing

camera and IMU data need to be developed to provide a consistent and accurate

database.

3. Implementation: A framework for automatic data extraction and fusion must

be implemented.

4. Wheelchair tracking: Experiments with participating wheelchair users should be

conducted using the hybrid tracking system for data capturing. The developed

and implemented methods should be applied and an analysis of the tracking

quality should be undertaken.

5. Heading tracking: Experiments with a 3D capturing system should be con-

ducted to investigate different rotational movements and to validate the heading

tracking accuracy.

6. Rotation in crowds: The approach for heading tracking can be used to measure

the rotation of the upper body of pedestrians. Analysis of a crowds’ movement

should be done based on data provided by the hybrid tracking system.

As it would be too complex to consider and implement all desirable aspects, this

work has limitations. First, the proposed hybrid tracking system can be used for

laboratory studies only since pedestrians need to be equipped with selected inertial

sensors. An investigation of real-life scenarios is not possible with this approach.

Additionally, the processing of tracking data is realized offline which means that

calculations are undertaken after the completion of relevant experiments. Therefore,

there is no need in optimizing the performance e.g., for real-time tracking of the

methods implemented in the framework.

Besides, fusion and tracking methods are specifically tailored to extend a camera

system for capturing movement data in pedestrian experiments conducted in a 2D

plane. Vertical movements (such as stair climbing) were not considered. Furthermore,

distance tracking methods are applied for wheelchair users only. They might be ap-

plicable for walking participants as well but this would require methods for analyzing

step patterns which are not part of this work.

For a deeper analysis of the movement of the crowd, inertial sensors were used to

track the rotation of the upper body in the presented studies. A reconstruction of

full body motion based on low-cost IMUs is desirable, however not within the scope

of this work.
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1.4 Thesis Outline

This thesis has been divided into seven Chapters. Chapter 1 already addressed the

motivation, objectives, and limitations of this work. Furthermore, a review on the

current state of the art regarding data capturing systems for pedestrian experiments

and especially tracking techniques with inertial sensors was given. In addition, the

advantages of using inertial sensors as an extension of the camera system were pre-

sented.

The context of Chapters 2 to 6 is visualized in Fig. 1.2. The hybrid tracking

system consisting of a camera system as a basis and inertial sensors as an extension

is introduced in Chapter 2. Conducted laboratory experiments with heterogeneous

crowds (referred to as SiME studies) and studies with another camera system (referred

to as Optitrack studies) are described in that Chapter. In the SiME studies the

movement of a crowd involving wheelchair users has been recorded with the hybrid

tracking system. In contrast, the Optitrack studies were small-scale experiments using

a 3D camera tracking system to validate the heading tracking for different movement

processes.

  SiME 
Studies

  Optitrack 
Studies

 Studies on
Rotation

Laboratory Studies

 Hybrid Tracking
System

Chapter 2

Analysis and Validation of Tracking 

Wheelchair
Distance

Heading Analysis of 
Crowd Movement

 Tracking 
Methods Data Extraction  Software

Framework

Chapter 3 Chapter 4

Chapter 6Chapter 5

Figure 1.2: Overview of the outline of this thesis.

In Chapter 3 the tracking methods are described. To calculate a position based on

IMU data, the orientation of the device needs to be calculated first. For this purpose,

measurements of the accelerometer, gyroscope, and magnetometer were fused. To

improve the distance tracking, which suffers from error accumulation over time, the
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data of the camera system were used for corrections, and the data of two IMUs were

fused. Additionally, techniques for the fusion of camera and IMU data are described

so that uniform, calibrated and synchronized data in the same frame of reference and

for the same time step can be calculated.

The developed software framework for automatically extracting the desired data

for given IMU data and trajectories provided by the camera system is presented in

Chapter 4. The framework was implemented following certain software engineering

guidelines to keep the code clearly structured and open for extensions.

Data gathered in the studies introduced in Chapter 2 were processed with the

framework explained in Chapter 4. The resulting tracking data were analyzed and are

presented in Chapter 5, focusing on the validation of the distance tracking accuracy

for wheelchair users (based on the SiME studies) and the validation of the heading

tracking accuracy (based on the Optitrack studies).

As the validation of heading accuracy indicated only a small error, the data cap-

turing method was applied for new studies investigating the rotation of the upper

body in bottleneck scenarios. These studies are described in Chapter 6 to illustrate

the added value in the analysis of crowd movement that arises from the use of inertial

sensors in conjunction with a camera system.

To conclude this thesis, the main results and potential approaches for future im-

provement are given in Chapter 7.
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Chapter 2

Data Capture

For gathering movement data of a crowd, a tracking system is needed that provides

gapless trajectories for all pedestrians in this crowd. Based on the positional infor-

mation at a given time, important characteristics for pedestrian dynamics can be

determined such as velocity and density. The basis of this thesis is a data capturing

system that not only records position data but also relative movement data (such as

acceleration and rotational information) to enable an extended analysis of the crowd’s

movement. In the following, this novel tracking system is introduced. In addition,

conducted studies are described in order to demonstrate the use of the system and to

provide data for the analysis and validation of the tracking methods.

2.1 Hybrid Tracking System

The tracking system used consists of two capturing techniques that complement each

other. A set of cameras provides overhead recordings of the crowd’s movement from

which trajectories of each participating person can be extracted based on the detec-

tion and tracking of their heads. Additionally, movement sensors are attached to the

participants providing individual relative movement data. While the camera system

provides accurate trajectory data of participants’ heads, IMU sensors allow the cap-

turing of movements not visible to the cameras (due to occlusion) and the calculation

of movements that are difficult to reconstruct based on camera data only (such as the

rotation of the upper body).

2.1.1 Camera System

A grid of cameras on the ceiling was used as a basic tracking system for gathering

trajectory information of pedestrians’ heads. By using an overlapping camera grid
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a large experimental area can be covered. The cameras need to be synchronized,

calibrated, and aligned in a way that overlapping areas enable the concatenation of

trajectories from the individual coverage areas. Experiments are usually performed

indoors to ensure uniform lighting conditions. All data were recorded from above,

and trajectories were then extracted by detecting and tracking participants’ heads.

This automatic extraction was undertaken with the software PeTrack [113] which is

well-established and used by many researcher groups such as [26, 114–118]. With

PeTrack the sample images are searched for markers attached to participants’ heads

(detection) which represent a pedestrian. These pixels are sequentially tracked across

images to determine the trajectories [2, 119].

Usually, participants wear caps (markers) to make the detection process easier.

These makers enable a link to additional information to the detected person. Since

the distance from the person to the camera needs to be known to calculate their

actual position, participants typically wear caps (markers) that encode their height.

With the known height of the camera and the height of the participant/marker,

the perspective distortion can be corrected. While colored caps stand for different

height ranges, additional information such as the head orientation can be encoded

with structured markers [119, 120]. Besides, individual codes make it possible to

personalize each trajectory and connect it to a questionnaire that is filled out by each

participant [29].

Figure 2.1 shows processing steps with a sample image for a bottleneck study.

In this study, the participants wore colored caps encoding different height ranges.

The colors of the caps are very bright so that they were in contrast from the rest of

the image. After considering the camera-specific distortion (see Fig. 2.1b) the detec-

tion and tracking of the markers provides individual trajectories colored according

to the marker (see Fig. 2.1c). The resulting trajectories of all participants can be

seen in Fig. 2.1d. After the extraction, information for each frame about the x-, y-

and z-position for each detected person is provided where the z-position represents

the height. Since the heads were tracked the swaying while walking is visible in

the extracted trajectories which can provide information about steps. Straight pink

trajectories can be observed for wheelchair users wearing pink caps in Fig. 2.1c.
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(a) Raw camera data (b) Calibrated camera data

(c) Trajectories of visible participants (d) Trajectories of all participants

Figure 2.1: Different steps of processing the camera data.

With the camera system and PeTrack it is possible to gather trajectory informa-

tion of pedestrians in crowds with a high temporal and spatial resolution. Based on

errors when correcting the camera distortion and unknown accurate heights (when

using no individual markers) a positional error of a few centimeters must be expected

[120]. The error increases from the center to the edge of the image. Nevertheless, the

system provides data that are reliable for the analysis of the movement of a crowd.

The overhead recordings (perpendicular to the floor) allow for accurate detection and

tracking without occlusion for a broad range of body heights. However, when getting

closer to the border of the recording area small people are more likely to get occluded

due to taller surrounding participants and the perspective view, especially for the

shown studies where wheelchair users attended.

2.1.2 IMU System

The SABEL Sense system of SABEL Labs [121] shown in Fig. 2.2 was chosen for the

extension of the camera system. Based on the following requirements, this system is

the most suitable.
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• Technical components: Next to a 3 DOF accelerometer and 3 DOF gyroscope, a

3 DOF magnetometer should be integrated into the sensor as well. This makes it

possible to apply tracking algorithms that are based on sensor fusion approaches

considering the magnetic field.

• Handling: The sensor should be easily attachable to the body. It should not

restrict the movement of the person wearing it. The devices should be housed

in a durable case with minimal control elements only so that they cannot be

triggered accidentally by the participants.

• Battery life: Usually, when conducting pedestrian experiments many studies

are conducted with different configurations one after the other without letting

the participants wait long. The battery power should be sufficient for a usage

of several hours.

• Storage: Since the transmission of the signal might be affected by large crowds

or the geometry, the recorded data of the IMU must be stored locally on the

devices. Sufficient storage for recording several hours must be available.

• Affordability and scalability: It should be a low cost system so that it is pos-

sible to equip a high number of participants. Additionally, simultaneous data

gathering for several participants wearing a sensor must be possible.

• Synchronization mechanisms: A mechanism for synchronizing the sensors with

each other must be available. Besides, a synchronization method (not only via

movement patterns) is desirable.

• Software: Software for controlling the sensor system and calibrating and pro-

cessing to IMU data is necessary.

The SABEL sensors contain an accelerometer, gyroscope, and magnetometer mea-

suring the acceleration, angular velocity, and magnetic field along three axes. The sen-

sor components are highly sensitive with a measurement range of ±16 g, ±2000 ° s−1,

and ±8 gauss. A stable housing protects the hardware. The system comes with a soft-

ware for controlling and synchronizing the sensors wirelessly via a hub device [122].

The sensors can be synchronized with each other and with a camera using an LED

signal from the system’s hub device. Besides, manual synchronization with the help

of movement patterns is possible by searching for significant data in the camera and

IMU data.
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Figure 2.2: IMU sensors and hub device with an antenna.

With the provided software the sensors need to be calibrated on-site according

to [123] to achieve as exact measurements as possible. Tools for data processing

and visualization are also available [124]. Each device has local storage from which

the recorded data can be downloaded after the capture period. The limiting factor

for the data collection is not the available local storage but the battery life of five

hours which means the sensors need to be charged during longer studies. Data are

usually recorded with a sample rate of 100 Hz. Controlling of the sensor such as start

recording, end recording, and synchronization is only possible via the network. In this

way, up to 35 sensors can be controlled with one hub device. This can be increased

if needed.

As the sensors have been used by other researcher groups to monitor and quantify

human motion in the field of sports [125, 126] and even for wheelchair tracking [105],

they appeared to be suitable for extending the tracking system.

2.2 Conducted Studies

In the following, the configuration of two studies and technical details on using inertial

sensors in combination with a camera system is described. The hybrid tracking

system consisting of the camera and IMU system was used for the first time in large-

scale pedestrian studies under laboratory conditions investigating the movement of a

heterogeneous crowd. As the heading tracking provided promising results additional

studies to particularly determine the heading tracking accuracy of the IMU system

were conducted with a 3D camera tracking system (Optitrack).
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Results and analysis of the position and heading tracking are not discussed here

but are described in Chapter 5 (Sec. 5.1 and 5.2).

2.2.1 Movement Studies with Heterogeneous Crowds

Within the scope of the project SiME1 [109] large-scale pedestrian experiments have

been conducted in June 2017 in which the hybrid tracking system was used for cap-

turing movement data. That studies aimed to gather data of the movement of a

heterogeneous crowd consisting of people with and without disabilities. Since there

is a lack of data in terms of age and mobility for the movement of pedestrians in

dense crowds [127], the SiME studies aimed to give new insights in order to make

pedestrians’ environment safer, especially for pedestrians with disabilities.

Spread over two days 145 studies with 252 participants were conducted investigat-

ing their movement in a corridor and bottleneck geometry with varying widths. For

the configuration of the crowd (number of participants with and without disabilities

or kind of disabilities) a score was developed [128]. Sample images of the movement

of a crowd with wheelchair users are shown in Fig. 2.3. Participants wore colored caps

to encode different height ranges for improved data extraction (see Sec. 2.1.1).

(a) Corridor run (b) Bottleneck run

Figure 2.3: Sample images of the conducted studies with heterogeneous crowds.
Wheelchair users wearing pink caps participated.

Overall, eight wheelchair users participated in the studies who used different types

of wheelchairs (mechanical or electric) and with different abilities to move (such as

in the need of being pushed or operating the wheelchair with a lever). Due to their

low height with a mean of 1.29 ± 0.10 m compared to the other participants with a

mean height of 1.74 ± 0.10 m, wheelchair users were likely to be occluded in the crowd.

1SiME is a German acronym for “Safety for people with physical, mental or age-related disabili-
ties” and was funded by the German Federal Ministry of Education and Research (BMBF).
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Therefore, IMUs were used in addition to provide movement data in case of occlusion.

Their wheelchairs were equipped with two IMUs on the backrest aligned centrally

and vertically (see Fig. 2.4). Additionally, labels were attached to the shoulders of

the wheelchair users to enable the correct assignment of worn sensors (IMU data)

and tracked wheelchair users (camera data). The temporal synchronization of IMU

and camera data was realized with the help of an LED signal which is explained in

detail in Sec. 3.3.1.

Figure 2.4: Participant sitting in a wheelchair that is equipped with IMUs.

Since the focus of this thesis is on tracking methods, the analysis of the SiME

studies is not addressed here. However, fundamental diagrams and time-space rela-

tions were analyzed specifically for wheelchair users, but also for participants with

other disabilities such as walking or visual impairments. Details on this are beyond

the scope of this work but have been published in [129–132]. Low densities occurred

due to mutual consideration and low motivation in front of the bottleneck, which

meant that complete IMU and camera data were available for all wheelchair users

(no occlusion occurred) so that data fusion and tracking techniques could be vali-

dated. The extracted camera and IMU data have been published and can be found

in [133].
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2.2.2 Validation with a 3D Camera Tracking System

Since the basic camera tracking system that is used for recording pedestrian experi-

ments (see Sec. 2.1.1) can provide ground truth information of the trajectory of the

participant’s head only, additional studies were performed to validate the orientation

tracking with additional position data. For this purpose, an Optitrack capturing sys-

tem [134] was used to track several specific points of a person and wheelchair. By

attaching optical reflecting markers to these points their 3D positions over time can

be calculated based on the recordings of multiple infrared cameras.

The studies were conducted in July 2018 in cooperation with a research group

from SABEL Labs at the Charles Darwin University, Darwin, Australia [121] with

the purpose to validate the orientation calculation of the IMUs (and therefore of

the tracked object) based on their data for the movement of a wheelchair and a

walking person. The attachment of IMUs and Optitrack markers is shown in Fig. 2.5.

Using the Optitrack system allowed to gather ground truth data of the rotation of a

wheelchair and the upper body of a walking person by placing markers on the handles

of the wheelchair or shoulders (marked red in Fig. 2.5). In this way, it was possible

to track the axis that is moved when the wheelchair/person is rotating and it can be

compared with calculated rotation based on data of the attached IMUs. To minimize

the reflection sources reflecting parts of the wheelchair were covered with tape. The

additional optical markers on the sensors and head (marked orange in Fig. 2.5) were

attached for possible future analysis but were not required for the validation of the

heading tracking.
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(a) Preparation of the wheelchair (b) Preparation of the walking person

Figure 2.5: Attachment of the IMUs and optical markers.

A 12 camera system was used (Optitrack Flex 3 cameras) for the conducted stud-

ies. The cameras were placed at different heights around the capturing area to cap-

ture a distinct view of the area (see Fig. 2.6). Each camera recorded 2D images and

with methods of triangulation in overlapping capturing areas, 3D positions can be

reconstructed. An accuracy of sub-millimeters has been reached with an optimal con-

figuration of the system. The aim in such a capture configuration is for at least three

separate cameras to detect all markers at any given time. The larger the number of

cameras detecting a marker, the higher the accuracy of the marker position.
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Figure 2.6: Optitrack cameras spread around capturing area.

The basic configuration of the studies is illustrated in Fig. 2.7. The same person

participated in all runs. The tracked person was moving from a starting area to a

turning area and back again to the start which is equal to the end area. The start/end

and turning points were marked with tape on the ground. The movement from

start to end including the turning back is considered as one run. Since overstepping

was possible, the tracking range varied but was approximately 3.5 m. Five different

scenarios have been investigated:

1. Movement in a wheelchair using arms to move forward

2. Movement in a wheelchair using feet to move forward

3. Standing on a fixed position and twisting the upper body to the right and

left side

4. Normal walking: straight movement and zigzag

5. Walking in a crowd: walking with strong rotation of the upper body, doing

sidesteps

Five runs were conducted for each scenario, except for the second scenario which

was stopped after the fourth run as the participant was struggling with this unfamiliar

movement and progressed only slowly. The wheelchair was moved forward by using
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arms and feet to investigate the effect of different movement patterns on the heading

accuracy. Studies with a wheelchair that is being pushed could not be realized due

to the occlusion of markers on the backrest. To investigate the influence of bobbing

(up and down movement while walking) the rotation while standing and walking

was recorded. The studies of walking with strong rotation and sidesteps have been

conducted to represent the movement of a person in a crowd since due to occlusion the

movement through an actual crowd cannot be recorded with the Optitrack system.

To synchronize the data of the IMUs and camera system a specific movement was

conducted before each run resulting in significant movement patterns in both data

sets. This approach is explained in detail in Sec. 3.3.1. The captured data have been

published and are available in [135].

Start/End areaTurn area

Movement

Movement

Standstill

1
2

4

180° turn

3

≈3.5 m

Turn back

5

Figure 2.7: Setup of the Optitrack experiments. The person was moving from the
starting area (right) to the turning area (left) and moved back to the starting area
again.

25



2.2. CONDUCTED STUDIES

26



Chapter 3

Methodology

The individual IMU data captured from a participant were used to derive information

about the rotation and position of the sensor and thus, of the person being tracked.

In this Chapter, the corresponding methods for heading and distance tracking are

described. To use both, IMU and camera data for tracking, mechanisms for synchro-

nizing and calibrating the data are proposed. To limit the drift when calculating

positions based on IMU data, several approaches are introduced using data of sur-

rounding people (provided by the camera system) or fusing the data of two IMUs to

improve the tracking accuracy.

3.1 Overview

3.1.1 Frames of Reference

When operating with IMU and camera data, the two must be described in the same

frame of reference (coordinate system). Since the camera data must be enriched

with additional information based on IMU data, the reference frame of the camera

trajectories is the desired common reference.

While applying tracking methods, the data were provided in or transformed to

three different reference frames which are shown in Fig. 3.1. Reference frame I de-

scribes the local coordinate system of the inertial sensors. IMU data were provided

in that frame. The sensors were supposed to be attached vertically to the wheelchair

or person with the z-axis orientated anteriorly (direction of movement). With W ,

the world’s reference frame is denoted which is a global reference frame based on the

earth’s magnetic field and gravity which is important during the orientation tracking

process. The camera data were given in a global camera frame C which is independent

of W and I. The camera frame can be chosen arbitrarily and was typically aligned
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with the geometry setup when extracting the trajectories from the video recordings.

Figure 3.1c shows an example for the SiME studies.

Basically, the local IMU data needed to be transformed from reference frame I to

W and then to the desired reference frame C. As the sensor (or the object/person

wearing it) was moving over time, the relation between I and W changed as well

and needed to be recalculated over time. In contrast, the relation between W and C

remained the same over time and needed to be calculated only once. In the following

Sections, it is explained how I, W , and C are related to each other and how transitions

between them can be established.

3.1.2 Data Flow and Processing

An overview of the applied tracking methods and the flow of data given in different

reference frames is shown in Fig. 3.2. Operations above the dashed line are neces-

sary for heading tracking. Processes below that line belong to the distance tracking

methods. The methods for heading tracking can be used as a stand-alone algorithm

if only the rotation of the sensor is of interest without the need for distance tracking.

The algorithm starts with preprocessing IMU data and applying the orientation

filter to calculate the orientation of the device in the world reference frame W . By cal-

culating the ground truth (GT) heading for a particular part of the camera trajectory,

camera and IMU data can be aligned. After the alignment process, the relation of the

reference frames W and C, and therefore I and C is known which completes the head-

ing tracking and provides necessary information for the subsequent distance tracking.

Afterward, it is possible to rotate the local acceleration data to the camera reference

frame C. The gravity is subtracted and various double integration approaches can

be applied. Additional camera data of a person nearby were used to limit error and

improve the tracking quality.

The temporal synchronization of the IMU and camera data is not visualized in

Fig. 3.2 but is described in Sec. 3.3.1. After applying Madgwick’s orientation filter

[136], only 2D acceleration data in xy-plane were used, so distance tracking also

provides 2D position data. Since the gravity is affecting the z-axis only, subtraction

of gravity is not necessarily needed for the applied tracking approaches but facilitates

analysis of 3D acceleration data without the influence of gravity.

By applying a Measurement-Augmented Kalman Filter [137] the data of two IMUs

are fused. For this purpose, the steps leading to the linear acceleration are applied

for two different IMU data sets, respectively.
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z
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x

(a) Local IMU frame I

z
y

x

Magnetic north

(b) Global world frame W

z

y

x

(c) Global camera frame C placed on the floor in the middle
of the bottleneck entrance with z pointing up

Figure 3.1: Different reference frames that are important for data processing.
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indicated with I, W , or C for each data set. The main result of heading and distance
tracking is marked bold.
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3.2 Tracking with Inertial Sensors

In the following, it is described how absolute information about the orientation and

traveled distance of the sensor are determined based on the locally measured accel-

eration, angular velocity, and magnetic field.

3.2.1 Data Preprocessing

To ensure accurate measurements, IMU sensors need to be calibrated at the location

of studies before capturing data. For this purpose, the calibration method provided

by the SABEL Sense Software is used [123]. When the sensor is in a stationary state

the vector sum of the measured acceleration should be equal to the gravity vector.

The calibration aims to estimate a scale factor and offset for each axis which are

used to adjust the accelerometer output accordingly. To do so, the sensor must be

oriented in six different positions (on each side) and stationarily for each. Specifically,

the sensor measures the effect of gravitational acceleration in each of the three axes

(x, y, and z) and the opposite direction of each axes. This results in a positive and

negative output for each of the three channels. Then by solving a non-linear system

of equations the scale factors and offsets are calculated.

Before applying orientation and distance tracking methods the acceleration is

smoothed with a moving average filter using a window size of 25 samples to reduce

noise. This smoothing filter is applied because the signal measuring the actual accel-

eration is low compared to the high superimposed noise for slow or constant motion.

This is especially important when the tracked person is stationary or moving at a

constant speed. The acceleration is expected to be low for the homogeneous move-

ment of a wheelchair user or when rotating the upper body. Since the participants of

pedestrian experiments are typically asked to move at a moderate pace, but not fast,

a window size of 25 samples which is equal to 0.25 s was chosen. According to [130]

the unimpeded speed of the wheelchair users that participated in the SiME studies

was 0.96 ± 0.35 m s−1. The average amount of distance covered within 25 samples

at that speed is 0.24 m. For the movement in a crowd, the covered distance is even

smaller as the participants influence each other’s movement. Therefore, no actual

fast movements are expected for this period which could be incorrectly smoothed

out. Smoothing of gyroscope data did not result in better tracking results and there-

fore is not applied.
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3.2.2 Orientation Tracking

Accelerometer and gyroscope sensors provide information about the relative changes

in movement only. The magnetometer measures the absolute magnetic field but

only in a local frame. However, when an IMU sensor is not moved an initial absolute

orientation regarding the world reference frame can be calculated based on the gravity

and earth’s magnetic field. When moving the sensor the relation of the local reference

frame I to the world reference frame W changes. Starting from an absolute orientation

the measurements can be used to calculate a new orientation for each data sample.

For this purpose, an orientation filter is applied that fuses data of the individual

components of the IMU sensor, using their strengths and compensating for their

weaknesses. In this way, an optimized estimate for the orientation of the sensor in a

global reference frame is calculated and the local data can be rotated to the desired

frame.

3.2.2.1 Orientation Representation

In the first step, the orientation of the device needs to be represented in an appropriate

form that allows the application of rotation operations. Common representations for

that purpose are Euler angles, quaternions, and direction cosine matrices. For the

proposed method quaternions were chosen as they are unaffected by the problem

of singularities and no trigonometric functions are required. Quaternions have been

used in many orientation tracking algorithms in different research areas such as for

pedestrian navigation purposes [42, 43, 46, 52], tracking of human body motions [91,

138], and tracking of vehicles or aircrafts [139–142].

As shown in Eq. 3.1 quaternions describe a rotation by a rotation angle θ around

an axis r =
(
rx ry rz

)ᵀ
. Frames of reference are specified here by leading subscripts.

By A
Bq a quaternion is denoted that describes the orientation of frame B relative to

frame A. The rotation axis r is given in frame A.

A
Bq =

[
q0 q1 q2 q3

]
=
[
cos(θ/2) −rxsin(θ/2) −rysin(θ/2) −rzsin(θ/2)

]
(3.1)

The conjugated quaternion is marked with * and describes the contrary rotation as

defined in Eq. 3.2. To rotate a vector x given in frame A to frame B by a quaternion

Eq. 3.3 can be applied where ⊗ defines a quaternion product [143].

A
Bq
∗ = B

Aq =
[
q0 −q1 −q2 −q3

]
(3.2)
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Bx = A
Bq ⊗ Ax⊗ A

Bq
∗ (3.3)

Since the initial orientation is based on gravity and the earth’s magnetic field

the algorithm provides quaternions in the form I
Wq which relates IMU data to the

world frame (see Fig. 3.1a and 3.1b). More details regarding quaternions and their

operations can be found in [143].

3.2.2.2 Madgwick’s Orientation Filter

For calculating the orientation of the sensor, Madgwick’s orientation filter is applied

which is introduced in [136, 144]. That filter fuses measurements of the magnetometer,

accelerometer, and gyroscope to calculate an optimized orientation estimation. With

a validation study, a filter accuracy with a root mean square error of less than 1° could

be achieved with an Xsens sensor [136]. Besides the high accuracy of the filter, its

application on data of SABEL Labs sensors [105] with promising results contributed

to the choice of this orientation tracking procedure.

The basic idea of the filter is to calculate the sensor’s orientation by fusing the

measurements of its various components. Basically, two estimators of the orientation

are calculated using measurements of the different sensor components and consid-

ering their specific strengths and weaknesses. Afterward, these two estimators are

weighted and fused resulting in an optimized orientation estimation. The first es-

timation is based on gyroscope measurements only, while the second is calculated

considering accelerometer and magnetometer measurements. Based on [136, 144] a

basic introduction of the orientation filter is given in the following.

As a first estimate for the orientation, the measurement output of the gyroscope

is used. The angular velocity Iw (see Eq. 3.4) can be used to calculate the quaternion

derivative I
W q̇ as in Eq. 3.5 describing the rate of change of orientation of the world

reference frame W relative to the IMU reference frame I.

Iw =
[
0 wx wy wz

]
(3.4)

I
W q̇ =

1

2
I

Wq ⊗ Iw (3.5)

Assuming that initial conditions are known the actual orientation I
Wqw,i can be

calculated by numerically integrating the quaternion derivative as in Eq. 3.6 and 3.7

for time ti with i indicating the time step and a sampling period ∆t = ti − ti−1.
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The notation qw specifies that the quaternion was calculated based on the angular

velocity w.

I
W q̇w,i =

1

2
I

Wqi−1 ⊗ Iwi (3.6)

I
Wqw,i = I

Wqi−1 + I
W q̇w,i∆t (3.7)

The second approach for estimating the orientation uses the accelerometer and

magnetometer measurements. The measurements of one of these components cannot

provide a unique orientation. However, both can be combined for this purpose.

An initial assumption is that the sensor is stationary so that the accelerometer

measures gravity and the magnetometer measures the earth’s magnetic field only. To

find the quaternion I
Wq (see Eq. 3.8) that rotates a reference direction in the world

frame Wd (see Eq. 3.9) to the measured direction in the IMU frame Is (see Eq. 3.10)

an optimization problem is defined as in Eq. 3.11 and 3.12.

I
Wq =

[
q1 q2 q3 q4

]
(3.8)

Wd =
[
0 dx dy dz

]
(3.9)

Is =
[
0 sx sy sz

]
(3.10)

min
I

W q
f( I

Wq,Wd, Is) (3.11)

f( I
Wq,Wd, Is) = I

Wq∗ ⊗ Wd⊗ I
Wq − Is (3.12)

This is solved with a gradient descent algorithm which general form is defined in

Eq. 3.13 for n iterations, step size µ and I
Wq0 as an initial guess for the orientation.

I
Wqk+1 = I

Wqk − µ
∇f( I

Wqk,
Wd, Is)

‖∇f( I
Wqk,

Wd, Is)‖
, k = 0, 1, 2 . . . n (3.13)

By substituting Wd with the direction of the gravity and magnetic field, and Is

with the corresponding sensor measurements a specified optimization problem is de-

fined. It is assumed that the gravity Wg affects only the z-axis of the accelerometer

(see Eq. 3.14) while the earth’s magnetic field Wb influences only one horizontal and
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the vertical axes of the magnetometer in world frame W (see Eq. 3.15). These as-

sumptions allow a simplification of the objective function introduced in Eq. 3.18 in

order to solve the optimization problem.

Wg =
[
0 0 0 1

]
(3.14)

Wb =
[
0 bx 0 bz

]
(3.15)

The measurements of the accelerometer Wa and magnetometer Wm can be dis-

tributed to all axes (see Eq. 3.16 and 3.17).

Ia =
[
0 ax ay az

]
(3.16)

Im =
[
0 mx my mz

]
(3.17)

Substituting Wg and Wb for the general direction Wd and by substituting the

actual sensor measurements Ia and Im for Is, respectively, two objective functions are

defined and combined (see Eq. 3.18). With Eq. 3.19 the second orientation estimator
I

Wq∇,i based on the measurements of the accelerometer Iai and magnetometer Imi

sampled for time step i is calculated.

fg,b(
I

Wq, Ia,Wb, Im) =

[
fg( I

Wq, Ia)
fb(

I
Wq,Wb, Im)

]
(3.18)

I
Wq∇,i = I

Wqi−1 − µi
∇fg,b(

I
Wqi−1,

Iai,
Wb, Imi)

‖∇fg,b( I
Wqi−1, Iai,

Wb, Imi)‖
(3.19)

Finally, the orientation estimators defined in Eq. 3.7 and 3.19 are weighted and

fused to calculate an estimator for the orientation. In this way, the measurements of

all components of the IMU are used. While the gyroscope is affected by measurement

noise, the accelerometer might not be completely stationary and the magnetome-

ter might be exposed to interferences. Thus, the fusion of all data channels is an

error-resistant approach. Further details on the choice of the step size µi for the opti-

mization problem and the weights for fusing the quaternion estimations can be found

in [136]. Applied methods for compensating magnetic distortion and gyroscope bias

drift have also been explained in this publication. Besides, an alternative version of

this algorithm is described that is not considering magnetometer measurements since

the tracking can suffer from disturbances of the magnetic field.
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The only parameter that needs to be adjusted is the filter gain that represents

all mean zero measurement errors of the gyroscope. This filter gain is sensor-specific

and is provided by SABEL Labs so that no parameter tuning is required for this

orientation tracking approach.

3.2.3 Distance Tracking

Due to the participating wheelchair users in the SiME studies (see Sec. 2.2.1) the

focus of the distance tracking method is the reconstruction of the trajectories of

wheelchair users only. Their characteristic homogeneous movement allows integrating

the acceleration data to calculate their traveled distance according to INS algorithms.

The basic approach of double integration is expanded by fusing the data of two sensors

to improve the tracking quality. The described methods use IMU data only. Improved

tracking approaches with the help of camera data are described in Sec. 3.3.2.

Since acceleration data in the camera frame are needed for distance tracking,

the orientation calculation explained in Sec. 3.2.2.2 is a required preceding step and

provides information about the quaternions.

3.2.3.1 Application of Double Integration

The first and simple approach is to calculate the position data out of the accelera-

tion with numerical integration methods. Once the local acceleration data Ia were

transformed to a global acceleration Wa for each time step i by Eq. 3.20, the gravity

was subtracted as in Eq. 3.21 resulting in linear acceleration data Walinear that were

measured due to the actual movement of the wheelchair.

Wai = I
Wqi ⊗Iai ⊗ I

Wq∗i (3.20)

Walinear, i =Wai −

 0
0

9.81

 (3.21)

After rotating the acceleration data into global space, only x- and y-values are used

for trajectory construction. By double integrating the acceleration data the velocity

vi and position si can be calculated as in Eq. 3.22 and 3.23 with ∆t = ti − ti−1.

Applying higher order numerical methods for this purpose does not provide better

results since the data have been smoothed before (see Sec. 3.2.1).

vi = vi−1 +
∆t

2
· (Walinear, i−1 +W alinear, i) (3.22)
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si = si−1 +
∆t

2
· (vi−1 + vi) (3.23)

3.2.3.2 Application of a Kalman Filter

While the double integration approach uses the data of one sensor only, a Kalman

filter (KF) is applied to fuse the data of two IMUs for distance tracking. The KF is

a linear filtering approach that calculates estimates of unknown variables considering

statistical noise and other inaccuracies [145]. Based on the ideas in [66] and [68] a

Measurement-Augmented Kalman Filter (MAUKF) was designed that fuses the data

of two IMUs by using the knowledge that both sensors are tracking the same move-

ment when attached to a wheelchair as in Fig. 2.4. Due to the nature of placement

constraints, the MAUKF is a non-linear KF. The system is described by the following

state transition equation

xi+1 = A · xi + wi (3.24)

and the measurement equation

yi = C · xi + vi . (3.25)

The modeled system limited to the x-y plane of motion is a 12 state system

consisting of 2D acceleration a, velocity v, and position data s of two sensors that

were attached to the same wheelchair. The state vector xi and measurement vector

yi for time ti with i indicating the time step are defined in Eq. 3.26 with s1,v1, and a1

belonging to the first sensor and s2,v2, and a2 belonging to the second sensor. The

proposed filter is similar to the work reported in [68] but computes the position in 2D

using the global linear acceleration data based on Madgwick’s orientation filter instead

of processing local acceleration data as input. Therefore, the rotation calculation is

not part of the implemented MAUKF.

xi =


s1

v1

a1

s2

v2

a2

 ∈ R12, yi =

(
a1

a2

)
∈ R4 (3.26)

The state transition matrix A implements the double integration process and is

given by Eq. 3.27 and 3.28 with ∆t = ti+1 − ti. Im denotes the identity matrix and

0m×n the zero matrix with the dimensions m and n.
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A =

(
A1 06×6

06×6 A1

)
(3.27)

A1 =

 I2 ∆t · I2
∆t2

2
· I2

02×2 I2 ∆t · I2

02×2 02×2 I2

 (3.28)

The measurement transition matrix C is given by Eq. 3.29 and relates the state

vector to the measured acceleration.

C =

(
02×4 I2 02×4 02×2

02×4 02×2 02×4 I2

)
(3.29)

Up to this point, the filter would be a conventional KF estimating the separate

states of the two IMUs. Knowing that the calculated positions s1 and s2 must be

the same for each step since both IMUs were attached on the same vertical axis on

the wheelchair the calculations can be restricted. By implementing this non-linear

placement restriction the filter becomes MAUKF where the distance D = |s1 − s2|
between both sensors was calculated as in [68] by:

D2 = xT
k ·G · xk (3.30)

with

G =


I2 02×4 −I2 02×4

04×2 04×4 04×2 04×4

−I2 02×4 I2 02×4

04×2 04×4 04×2 04×4

 . (3.31)

Since the distance between the reconstructed positions should be zero, the new

measurement vector ỹ is defined as in Eq. 3.32 which leads to the varied measurement

equation (see Eq. 3.33). A detailed description of the forecast and projections steps

and the choice of sigma points and weights can be found in [137].

ỹi =

(
yi

0

)
=

a1

a2

D2

 ∈ R5 (3.32)

ỹi =

(
C · xi

xT
i ·G · xi

)
+

(
vi

0

)
(3.33)

Due to the slow movement of the wheelchair users, small changes must be noticed

by the filter and cannot be smoothed out. Therefore, the measurement noise matrix R

was created with smaller values (based on the standard deviation of the accelerometer
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noise σ = 0.004 g) than the process noise matrix Q (see Eq. 3.34) which results in more

uncertainty for the modeled process. Besides, the acceleration data are smoothed by

a moving-average filter at the beginning and Madgwick’s orientation filter and the

fixed distance between the tracked position (D2 = 0) can be considered as a noiseless

value. Process noise is given due to the assumption that both sensors are measuring

the same movement which cannot be guaranteed since the sensors are not exactly

vertically aligned or might suffer from different magnetic disturbances and external

impacts due to their different attachment positions.

R =


σ2 0 0 0 0
0 σ2 0 0 0
0 0 σ2 0 0
0 0 0 σ2 0
0 0 0 0 0

 , Q = I12×12 (3.34)

A comprehensive analysis of tuning Q and R could be done to improve the results.

Additionally, an adaptive Kalman filter as in [146] might be suitable and could be

investigated in the future.

3.3 Fusion of IMU and Camera Data

Since inertial data must be provided in camera reference frame C, camera and IMU

data need to be synchronized in time and the frame of reference must be aligned. Af-

terward, it is possible to apply distance tracking algorithms as explained in Sec. 3.2.3

and to use camera data during that process to improve the tracking quality.

In the following Sections, IMU data given for one time step are referred to as

samples (with a sample rate of 100 samples per second) while measurements of the

camera system for one time step are referred to as frames (with a frame rate of 25

frames per second). Reference frames denoted by I, W , or C are still standing for

coordinate systems as defined at the beginning of this Chapter (see Fig. 3.1).

3.3.1 Synchronization and Calibration

The first step for synchronizing IMU and camera data is to find the samples and frames

that were recorded for the same time range (typically the time of a study/run). Two

approaches are applied for this purpose. While the data sets for the SiME studies (see

Sec. 2.2.1) are synchronized with an LED signal, data of the validation studies (see

Sec. 2.2.2) are synchronized with a significant movement. Usually, the synchronization
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points are generated at the beginning and end of an experiment so that start and end

samples/frames can be found.

For the SiME studies synchronization signals were triggered from the hub device

of the IMU system. This added a record to the IMU data and initiated a flashing of

an LED which was visible to the camera system. In order to synchronize the data

sets, the corresponding frames and samples of the signals are extracted out of the

data (frame of first appearance of LED, sample of LED record).

For the validation studies with the infrared camera system, the synchronization

was done with the help of a vertical movement according to [88]. A heel drop was

conducted at the start and end of a run (plantarflexing to stand on the toes and

drop on the heel). Figure 3.3 shows an example of acceleration spike data of a heel

drop. The sample of the first negative peak (local minimum) on the x-axis of the local

acceleration is chosen as the significant sample here. For the corresponding frame, the

lowest position on the vertical movement axis of the marker on the sensor is searched

for. The same synchronization approach is also applicable to the movement of the

wheelchair. For this purpose, the wheelchair was slightly lifted and dropped to receive

significant signals.
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Figure 3.3: Acceleration data for a heel drop. Data of the heel drop itself clearly
stand out.

As a next step for the temporal synchronization, a sample needs to be assigned to

the corresponding frame and vice versa. Since camera and IMU data were recorded

with a different frame and sample rate, the recordings need to be mapped to each
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other. The determined start and end samples/frames are relative timestamps only.

Based on the number of frames/samples recorded between the synchronization points

the elapsed time can be estimated. Due to inaccuracies when recording the data,

the elapsed time based on the IMU data and the elapsed time based on the ca-

mera data must not be the same. To overcome this issue a scale factor is used to

find the corresponding frame for a sample. This scale factor S is the ratio of the

number of recorded frames Nf and the number of recorded samples Ns between the

synchronization points as defined in Eq. 3.35.

S =
Nf

Ns

, i = bS ∗ j + 0.5c (3.35)

Assuming the frames are available for equidistant time steps i and the samples

are given for equidistant time steps j within the synchronized period, time steps i for

a given j can be assigned using the scale factor. Typically, the i and j do not start

at zero so that offsets must be considered.

For the SiME studies, the sampling rate was higher than the frame rate. Therefore,

a group of samples is available for the same frame. The first sample of that groups is

assigned to the frames. An illustration of the assignment process is shown in Fig. 3.4

with a sampling rate that is twice the frame rate. For the same time, 15 frames and

32 samples were recorded which means that two extra samples were recorded. When

processing IMU and camera data to improve tracking the same frame is assigned

to two or three consecutive samples according to Eq. 3.35. The scaled assignment

ensures that the extra recorded samples are spread over time. If the data of an IMU

sample are needed for a camera frame, the samples marked in blue are assigned. This

direction of assignment is only needed to find the start and end samples of the IMU

data for a given camera trajectory.
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Camera frames

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

... ...

IMU samples

Time

Figure 3.4: Assignment of camera frames and IMU samples recorded for the same
period.

After synchronizing camera and IMU data, the IMU data must be provided in

camera frame C. When applying Madgwick’s orientation filter the sensor data are

aligned in global world frame W .

It is assumed that the reference frames W and C share the same z-axis. Therefore,

a rotation angle around the z-axis of reference frame W needs to be found to align

the x- and y-axes. For this purpose, the direction of movement is calculated based

on IMU data in world frame W and based on camera data in camera frame C. To

calculate these heading angles the tracked person is supposed to move without abrupt

changes in the direction of movement. Camera and IMU data must be available for

the same time range which could be before or after the IMU tracking range.

As a condition for the alignment, the local z-axis of the IMU must point in the

direction of movement. Thus, the local z-axis Iz is rotated by quaternions to reference

frame W as shown in Eq. 3.36. Since the sensors were attached vertically to the

wheelchair or person the rotated z-axis Wz should be in the global xy-plane. The

heading angle αimu is then calculated by Eq. 3.37.

Wz = I
Wqi ⊗ Iz ⊗ I

Wq∗i = I
Wqi ⊗

0
0
1

⊗ I
Wq∗i (3.36)

αimu = arctan(
Wzy
Wzx

) (3.37)

To achieve a sufficient estimate for the heading angle from the camera data, the

person should move with a constant velocity and their trajectory should be linear for

several consecutive frames to get the best estimate. Based on a start frame i and end
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frame i+r the corresponding positions of the trajectory Csj are given for a person and

a movement direction Cd and heading angle αcamera are estimated as in Eq. 3.38. A

constant speed is necessary to ensure that the person is moving and not the swaying

of their head while standing is used for this calculation.

Cd = Csi+r − Csi, αcamera = arctan(
Cdy
Cdx

) (3.38)

The difference angle αdiff = αcamera − αimu is used to create a quaternion that

represents the rotation around the z-axis as shown in Eq. 3.39. Using this quaternion

the acceleration data in camera frame C can be calculated by rotating the data from

Eq. 3.21 as in Eq. 3.40.

W
Cq =

[
αdiff 0 0 1

]
(3.39)

Cai = W
Cq ⊗ I

Wqi ⊗ Iai ⊗ I
Wq∗i ⊗ W

Cq
∗ (3.40)

3.3.2 Utilizing Camera Data while Tracking

3.3.2.1 Processing Camera Data

To calculate a trajectory in reference frame C tracking methods described in Section

3.2.3 are applied with the acceleration data resulting from Eq. 3.40 as input. In order

to improve the tracking quality velocity and acceleration data are calculated from the

camera trajectories so that these additional data can be used while tracking. The

basic idea is that the velocity or acceleration of the wheelchair based on IMU data

must be similar to the velocity or acceleration based on camera data of people that

are moving close to the wheelchair user and causing the occlusion. For reasons of

simplification, data of wheelchair users who were pushed by another person are taken

into account only (with the pushing person as the surrounding person). However,

this approach is also applicable for any surrounding persons of wheelchair users.

The velocity vi based on camera data for frame i is determined by calculating

the covered distance within 2 ∗ j frames (to smooth out swaying) using the extracted

position data si (see Eq. 3.41) with a frame rate of fr = 25 s−
1
.

vi =
si+j − si−j

2∗j
fr

(3.41)
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Acceleration data ai can also be derived from the position data given by the

camera system. Since acceleration is the change in velocity it can be estimated as

follows:

ai =
vi − vi−1

1
fr

(3.42)

Since the velocity data are already smoothed (within 2∗j frames), the acceleration

is calculated based on the velocity for two consecutive frames only. For estimating the

velocity j = 6 is chosen which is a period of nearly 0.5 s. This short range is chosen

to gain better estimates when the direction of the trajectory was changing quickly.

However, this leads to the problem of instability of the velocity vector when the person

is moving slowly or even waiting in front of the bottleneck. Due to stronger swaying

or moving of the head while standing the velocity vector would change considerably

and would not represent the actual movement speed and their direction. As the start

position and velocity for i = 0 are taken from the camera data, the tracking approach

is very sensitive to the initial velocity and the start time of tracking. When the person

was moving at a steady speed the best results have been seen.

The velocity and acceleration data from Eq. 3.41 and 3.42 have been used to

restrict the IMU tracking data when double integrating or applying MAUKF. Two

different approaches have been investigated for the double integration and MAUKF

method respectively and are described in the following.

3.3.2.2 Correction

As a first simple approach, the velocity of the IMU vimu (calculated based on IMU

data) is set to the velocity of the pushing person vpusher (calculated based on camera

data) when their difference exceeded a predefined range vrange. The difference in

velocity vdiff is calculated for each time step i as in Eq. 3.43. If its norm exceeds a

range of vrange at time step k as in Eq. 3.44 vimu is set to vpusher and the calculation

is continued normally until the next reset.

vdiff, i = vimu, i − vpusher, i ∀i ∈ {1, ..., n} (3.43)

|vdiff, k| > vrange (3.44)

For the MAUKF approach, the velocities of both sensors are considered by choos-

ing the larger difference as in Eq. 3.45 with v1,i denoting the velocity of the first IMU

and v2,i denoting the velocity of the second IMU. If the norm of vdiff exceeds vrange
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the velocities of both sensors are reset. In addition to this, the acceleration data of

the pushing person (based on the camera data) are used as input for one step of the

KF to read in the corrected measurements as well. The adapted measurement vector

yk is defined in Eq. 3.46 and replaced in Eq. 3.32.

vdiff, i =

{
v1, i − vpusher, i if |v1, i − vpusher, i| > |v2, i − vpusher, i| ,
v2, i − vpusher, i otherwise.

(3.45)

yk =

(
apusher, k

apusher, k

)
(3.46)

As an estimate for vrange the averaged absolute difference in velocity for a wheelchair

user and the pushing person is calculated based on the camera data for all runs and

data sets resulting in 0.12 m s−1.

3.3.2.3 Adaptive Correction

As a second approach acceleration data were corrected based on the velocity to im-

prove tracking quality. For this purpose, the difference in velocities vdiff is calculated

as in Eq. 3.43 and 3.45. If the difference becomes too large, the IMU acceleration

data are corrected assuming a faulty offset e.g., due to biases or a faulty orientation

calculation. The basic idea is to estimate which difference in acceleration has led

to the existing (faulty) difference in velocity and to adjust the acceleration values

accordingly and restart the calculation.

If |vdiff| exceeds vrange at time step k as in Eq. 3.44 the corresponding difference in

acceleration Cadiff is calculated as in Eq. 3.47 with ∆t defining the time since the last

correction from step kprior to k. By adding Cadiff as in Eq. 3.48 the global acceleration
Ca is corrected for previous and future time steps starting after the last correction

kprior and vimu is calculated again based on the corrected acceleration values anew.

The distance tracking calculations between the corrections remain unchanged.

Cadiff, k = vdiff, k/∆t (3.47)

Canew,j = Caj + Cadiff, k ∀j ∈ {kprior + 1, ..., n} (3.48)

The correction approach of the acceleration based on calculated velocities is pre-

sented in Fig. 3.5. The velocity components of the pushing person and the IMU are

exemplified with their corresponding difference |vdiff|. The threshold vrange is exceeded

at the vertical lines. The drift of IMU velocity values between the adaption points is
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visible. When reaching an adaption point the acceleration data are adjusted accord-

ingly for the data up to the previous adaption point. It can be seen that a correction

can be triggered by a deviation of the IMU velocity x- and y-component, but also by

only one of them.
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Figure 3.5: Qualitative example of the adaptive correction of acceleration based on
velocity data. All plots share the same time axis. Adaption points are marked
with vertical lines and appear based on the calculated vdiff (middle). Between two
consecutive adaption points the uncorrected velocity IMU values are shown (top)
which start at an already corrected value. When an adaption point is reached, the
acceleration values are retrospectively adjusted (bottom) so that the desired velocity
is achieved when they are double-integrated again.
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Chapter 4

Framework

Methods for heading and distance tracking, and approaches for fusing camera and

IMU data are explained in Chapter 3. For an application to large data sets, the

implementation of a framework for automatically processing the data is required as a

next step. In the following, an overview of the structure of the developed framework,

its functionalities, and steps of data processing is given. The framework is open source

and can be found in [147].

The framework is supposed to read in data of different data capturing systems

introduced in Chapter 2 and to apply the proposed methods explained in Chapter 3

so that the tracking results can be analyzed in Chapter 5.

4.1 Code Structure

The developed framework is a set of well-structured python scripts. Python is a

popular and open source interpreted programming language that comes with com-

prehensive libraries for data analysis [148]. Providing constructs and approaches for

object-orientated programming it is possible to write clear code [149]. A disadvan-

tage of python might be the slower run time compared to other languages like Java

or C. As the run time is not a crucial factor because data are processed after the

conduction of experiments, the advantages, especially the facilitated data processing,

were decisive for the choice of python.

For the implementation of the desired functions, well-established design guidelines

were followed to improve especially the readability and extensibility of the code. Using

an object-orientated design the source code complies with the SOLID principles [150]:

• Single-responsibility principle: states that classes or functions must be inde-

pendent and should have a specified single purpose
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• Open-closed principle: states that the code is open for extension, but closed for

modification

• Liskov substitution principle: states that a base class can be easily substituted

with a subclass without changing the code

• Interface segregation principle: states that interfaces must have a single, well-

defined purpose

• Dependency inversion principle: states that it is better to depend on abstrac-

tions than on concrete implementations

To develop a well-structured framework the required operations and data struc-

tures were elaborated in order to implement the methodology described in Chapter

3. Based on the algorithm overview shown in Fig. 3.2 and following the concept of

object-oriented programming, several classes were implemented to read in and fuse

camera and IMU data, to apply the different algorithms, and to provide the calculated

tracking data.

An overview of the created main class ImuTracker and its dependencies is given

in the class diagram shown in Fig. 4.1. The ImuTracker uses classes that provide

input data (grey area) and classes that offer algorithms that can be applied to these

data (blue area). The ImuTracker itself acts as a kind of coordinator and defines

the concrete interaction of the different data, and which specific algorithms are used

and how. As a result (shown as green area) it provides new objects representing

information on calculated trajectories and additional tracking data.

ImuTracker

+calc_orientation()
+calc_trajectory()

TrackingData

ImuDataCameraDatabase

OrientationTracker

+calc_orientation_step()

DistanceTracker

+calc_positions()

DataAccessManager

+get_scaled_indices_imu_camera()

«uses»

CameraTrajectory ImuTrajectory

«creates»

«uses»

DataFilter

+moving_average()

«uses»

«uses»«creates»

[Algorithms]

[Output Data]

[Input Data]

Figure 4.1: Overview of the implemented main classes and their dependencies. For
the sake of clarity, no attributes are listed and only the most important methods are
presented.
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To keep the code extensible and to make it easy to choose from different specified

algorithms and data sets abstract classes have been used which are marked italic. The

abstract classes declare different methods that must be implemented by inheritance.

With the extracted information of a camera tracking system a CameraDatabase can

be created. This class is defined as abstract since different read-in procedures need to

be implemented as the trajectory information is provided in various formats by diffe-

rent camera systems. In CameraDatabase objects of CameraTrajectory are created

that store the data for the trajectories such as the ID for a person and the position

given per frame. With IMUs recorded data are stored in objects of ImuData which

is also an abstract class declaring the needed data but keeping the read in proce-

dure abstract again. The DataAccessManager is used to synchronize the access to

objects of ImuData and CameraTrajectory to get the sensor and camera data for a

corresponding sample and frame for the same time step.

The code is open for further heading or distance tracking approaches by declaring

the OrientationTracker and DistanceTracker classes abstract. Currently imple-

mented classes for the DistanceTracker are shown in Fig. 4.2. They realize the

different distance tracking approaches according to Sec. 3.2.3 with the possibility to

apply the correction and adaptive correction method as described in Sec. 3.3.2. Dif-

ferent approaches for calculating distances (such as step length estimation) can be

added by implementing a new class that inherits from the DistanceTracker. An-

other class for processing the data is provided with the DataFilter which can be

used by the ImuTracker e.g., to smooth data.

After reading in and processing the data the ImuTracker is providing the results

in form of ImuTrajectory and TrackingData. If distance tracking is enabled the

calculated trajectory based on IMU data is stored in an ImuTrajectory object. If

fusion is enabled also camera data are used to calculate the trajectories. Additionally,

the processing of two different IMU data sets is coordinated in the ImuTracker when

MAUKF methods are applied. For this purpose, an object of TrackingData is created

for each initialized IMU data set during the tracking process. It stores all data that are

important for or calculated during the tracking process such as the global acceleration

and the calculated quaternions.
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DistanceTracker

+calc_positions()

DoubleIntegration

+calc_positions()

DoubleIntegrationCorrection

+calc_positions()

DoubleIntegrationAdaptiveCorrection

+calc_positions()

MAUKF2D

+calc_positions()

MAUKF2DCorrection

+calc_positions()

MAUKF2DAdaptiveCorrection

+calc_positions()

Figure 4.2: Overview of distance tracker classes.

Additional classes that are used but not shown in Fig. 4.1 or 4.2 are described in

the following:

• ImuCameraTracker: Inherits from ImuTracker and implements the interaction

of the other classes to provide results according to the algorithm presented

in Fig. 3.2. This is a specific implementation of the data flow and processing

realized in this work.

• MadgwickFilter: Inherits from OrientationTracker and implements Madg-

wick’s orientation filter according to Sec. 3.2.2. This is currently the only im-

plemented approach for orientation tracking.

• SabelImuData: Inherits from ImuData and defines the read-in procedure for the

data of SABEL Labs sensors specified in Sec. 2.1.2.

• PeTrackDatabase: Inherits from CameraDatabase and defines the read-in pro-

cedure for the data of the basic camera system introduced in Sec. 2.1.1.

• OptiTrackDatabase: Inherits from CameraDatabase and defines the read-in

procedure for the data of the OptiTrack camera system used in the experiments

explained in Sec. 2.2.2.

• Plotter: Collection of methods for visualizing the data.

• Analysis: This class provides methods for validating the results such as calcu-

lating the difference between the ground truth heading and the calculated IMU

heading.
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The specific ImuCameraTracker used in this work can be adapted and extended

in order to apply other tracking or fusion techniques. Currently, its implementation

provides the IMU-IMU fusion (MAUKF) for the data of two IMU sensors only. The

implementation can be extended to handle data from more IMUs. By additionally

reading in another IMU data set, managing a corresponding TrackingData object and

providing appropriate tracking techniques, this adaption can be implemented. For

major changes a new implementation of the abstract ImuTracker should be realized.

This can be useful, for example, to enable an exchange of data during orientation and

distance tracking, as these are currently calculated completely separately from each

other.

4.2 Data Flow and Processing

With the developed framework it is possible to choose from several algorithms based

on the provided input data. The framework allows to apply distance tracking tech-

niques with these different types of input data:

• Data of only one IMU are provided. Distance tracking is possible with a defined

absolute start position. No fusion techniques (neither IMU and IMU nor IMU

and camera data) are available.

• Data for two IMUs are provided. Distance tracking is possible with a defined

absolute start position. Fusion of the data of both IMUs is possible.

• Data of one IMU and a camera database are provided. Basic distance tracking

with correction and adaption methods is applicable.

• Data of two IMUs and a camera database are provided. All distance tracking

approaches are applicable.

Based on the provided input data, fusion techniques are applied by choosing the

corresponding DistanceTracker. For the above-listed types of input data, it is also

possible to only perform the orientation tracking per IMU data set.

A basic ImuTracker has to be initialized with at least one ImuData object and an

algorithm configuration file that defines the details of the tracking algorithm such as

the chosen tracking methods that should be applied. Additionally, configuration in-

formation about external dependencies and experiment conditions has to be provided
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containing information on file names and the assignment of pedestrians and sensors.

Details on the input files can be found in App. B.

An overview of the data flow and processing realized in the ImuCameraTracker

is shown in Fig. 4.3. As an example, the application of the double integration with

correction approach is illustrated. During this tracking process, data provided by the

SABEL Labs sensors and trajectory data provided by the camera system are used.

The ImuCameraTracker can be initialized with the help of the DataAccessManager,

the definition of an ImuData and CameraDatabase object, and algorithm and run con-

figuration data. A DataFilter object is used to smooth the acceleration data which

are forwarded to the orientation tracker implemented in the MagdwickFilter. The

orientation tracker provides quaternions that are needed for aligning camera and IMU

data and to calculate the linear acceleration. Based on this, the DoubleIntegration-

Correction tracker calculates the position that is used for creating a trajectory as

the final output.
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• Create IMU trajectory
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Figure 4.3: Overview of the data flow and processing based on the implemented
classes for the example of double integration with correction approach. Classes are
highlighted in grey with a list of basic operations. Data sets transferred between the
classes are represented in rectangles with their frame of reference (I, W , or C).
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Chapter 5

Analysis and Results

In the first Section of this Chapter the proposed methods for distance tracking are

applied to the wheelchair data provided by the SiME studies (see Sec. 2.2.1). Results

of the different distance tracking algorithms and correction approaches are analyzed

and compared. The analysis of the studies using the Optitrack system described

in Sec. 2.2.2 is given in the second Section of this Chapter. A detailed analysis of

the rotation for different movement processes using the data of the infrared camera

system is presented.

5.1 Distance Tracking

The analysis of the SiME studies is limited to the bottleneck studies in which wheelchair

users have participated. Since the trajectories of the corridor studies are mainly

straight without any significant movement changes, they do not provide data of ad-

ditional movement types and thus are not part of the following analysis.

Due to low densities in the crowd no problematic occlusion occurred. Thus, cam-

era data are available for each participant. The camera data of wheelchair users are

considered as ground truth (GT) and are used for validating the wheelchair trajecto-

ries calculated based on IMU data. Next to the overall tracking quality, the different

processing steps of the IMU data are shown using an example data set.

5.1.1 IMU Data Example

For a better understanding of the movement data of a wheelchair user and the related

challenges of tracking, the IMU data of a wheelchair user are analyzed as an example

in the following. Since the different distance tracking approaches result in a high
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quality for this data set, it is very suitable for a detailed inspection of the derived

data such as rotated IMU data, velocity, and position.

Figure 5.1 shows the ground truth trajectory of a wheelchair user and the cor-

responding IMU data. The IMU was attached vertically at the backrest with the

local z-axis pointing in the direction of movement. The local linear acceleration was

calculated by rotating the global gravity vector to the IMU frame I and followed by

subtracting the result from the acceleration data. Therefore, the shown data should

represent the actual movement only.

For the first part of the trajectory, the acceleration data are very small and fluc-

tuate around zero. It is difficult to determine the main direction of movement which

should be along the z-axis until the person leaves the bottleneck. The acceleration

along the local x-axis should be zero since it is pointing upwards and the height of

the wheelchair is not changing. But especially when the person is moving straight

forward the measured x-values are not zero and rather similar to the y- and z-values.

A possible reason for this is the tilted attachment of the sensor. This would be due

to the character and shape of the backrest which means that the local x-axis of the

sensor is slightly misaligned and does not match the global z-axis in camera frame.

Furthermore, the data may be affected by noise which is more dominant in compar-

ison to the actual low measurement values. Additional errors in the data may be

caused by influences on the sensor that are not related to the actual movement of

the wheelchair e.g., a person in the wheelchair moves their upper body which affects

the backrest which in turn affects the sensor. At this point, it can be seen that it is

challenging to calculate position data via double integration of acceleration measure-

ments and that further restrictions or additional knowledge regarding the movement

are required.
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(a) Ground truth trajectory of a wheelchair user (blue) moving through a bottleneck
(black) from the left to the right
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Figure 5.1: Trajectory of a wheelchair user and corresponding local IMU data. The
first dashed line (bottom) represents the timestamp when the person enters the bottle-
neck (x = 0 m) and the second one when the person leaves the bottleneck (x = 2.4 m).
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Nevertheless, the curve of the trajectory when leaving the bottleneck is clearly

visible in the acceleration and gyroscope data as the acceleration along the local y-

axis is decreasing. Furthermore, data analysis has shown that it is possible to detect

a standstill phase at the beginning of each run (not visible in the shown diagrams).

When the magnetometer values are constant, and accelerometer and gyroscope mea-

surements are close to zero followed by a rapid change of their measurements, the

start of the run could be detected. This standstill is needed for heading tracking so

that the orientation filter converges.

Since it is difficult to interpret unprocessed measurements of the magnetometer,

these values are not presented here but can be found in App. C.2. Basically, it can

be said that magnetometer measurements are in contrast to the gyroscope data not

sensitive to local noise but do suffer from magnetic disturbances which justifies the

use of an orientation filter.

5.1.2 Validation of Heading Accuracy

Even though a detailed validation of the orientation tracking algorithm is given in

Sec. 5.2.2 the orientation calculation is validated for the SiME experiments as well

to make sure that the subsequent distance tracking is not strongly biased. For this

purpose, the movement of the wheelchair is compared with the movement of the

head of the person sitting in the wheelchair. This validation is not as accurate as in

Sec. 5.2.2 since the calculation of a ground truth heading is more difficult but allows

to identify any major discrepancies. Therefore, this analysis assures that no severe

errors occurred in the orientation calculation which may have a large impact on the

distance calculation.

For validating the orientation calculation, a ground truth direction is needed which

is calculated out of the position data given by the camera system. The ground truth

direction is represented by a velocity vector that was calculated as in Eq. 3.41 with

j = 6. To avoid instability of the ground truth heading which occurred when the

person was standing or waiting, the heading validation is performed starting at 2 m

in front of the bottleneck to ensure that the participant is in motion. This is a suitable

approach for the conducted experiments since no high densities were observed directly

in front of the bottleneck, meaning that wheelchair users could enter the bottleneck

effectively unimpeded within that range. To validate the overall quality of heading

tracking the absolute difference of the IMU and ground truth heading angle in the

plane of motion was calculated for 54 data sets resulting in an average absolute error

of 6.20° (σ = 2.65). An example with a mean heading error of 3.7° is shown in Fig. 5.2.
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Note that the trajectory in this figure and for the following results is shorter than in

Fig. 5.1a since a period at the start and end is needed for calculating the velocity out

of the camera trajectory.
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Figure 5.2: Trajectory of a wheelchair user and local IMU frame of the attached
sensor after orientation calculation. Local z-axis points in the direction of movement.

Besides, the analysis has shown that usually 2 s of standstill are sufficient for con-

vergence of the algorithm to calculate an initial orientation as described in Sec. 3.2.2.2.

The sample ranges for the stationary phases are different for each wheelchair and were

searched manually by investigating the data. Mostly, a period before the run started

was chosen as stationary phase. The analysis of the orientation in 3D has shown

that due to a tilted backrest the local z-axis of the IMU is not strictly in the plane

of motion. This error was neglected. As explained in Sec. 3.3.1 a linear part in the

camera trajectory needs to be found for aligning the IMU data in camera frame C.

This linear part was always found inside the bottleneck.

5.1.3 Double Integration

The double integration based on IMU data without any corrections described in

Sec. 3.2.3.1 works satisfactorily for a few data sets only (7 %) with an absolute mean

error in position of 0.3 m to 0.5 m. The overall absolute mean error was 6.92 m

(σ = 13.73) which shows that the application of correction methods is needed.

For the IMU data shown in Fig. 5.1b, a mean error of 0.47 m with a maximum

error of 0.91 m was achieved. Calculated velocity and position data for the same data

set are shown in Fig. 5.3 and the resulting trajectory is presented in Fig. 5.4a. The

wheelchair user was moving with a nearly constant velocity through the bottleneck

followed by a curve at the end.
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Figure 5.3: Overview of the global linear acceleration (top), the corresponding velocity
(middle) and the position data (bottom) based on the data shown in Fig. 5.1b.

The velocity was overestimated before the turn at the end, which led to the maxi-

mum error in distance. When turning, the velocity was slightly underestimated since

the traveled distance of the IMU trajectory in x- and y-axes was too short. While the

shape of the trajectory matched the ground truth for this example, the same track-

ing procedure was applied to the data of the second sensor that was attached to the

same wheelchair at a higher position resulting in less accurate tracking quality (see

Fig. 5.5a). Even though the heading tracking quality for the upper sensor was slightly

more accurate with an error of 3.65° the raw IMU data show a higher noise and more

fluctuations. While the applied orientation filter can handle this noise, the distance

tracking based on double integration appears to be too sensitive to that higher noise.
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That example indicates that an accurate heading calculation is necessary for sufficient

quality of distance tracking but it cannot be ensured.

By applying the correction methods described in Sec. 3.3.2.2 the tracking qual-

ity for both sensors could be improved. The maximum error in position could be

decreased from 7.06 m to 0.18 m for the upper sensor with the adaptive correction

(see Fig. 5.5c). Nevertheless, the adaptive correction of acceleration data based on

velocity of the pushing person did not show the desired effect. Several corrections

were necessary (often in short intervals) so that the drift in double integration of the

acceleration data cannot be attributed to an offset error only. The average time be-

tween successive corrections was less than one second. The maximum period without

any needed corrections was approximately 6 s. Besides, the adaptive correction did

not consistently lead to a better result than the basic correction approach as for the

lower sensor (see Fig. 5.4b and 5.4c). However, for the upper sensor, the adaption

demonstrates an improvement and assures that the calculated trajectory stayed close

to the ground truth resulting in an absolute mean error in position of 0.14 m.
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(b) Double integration with correction
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(c) Double integration with adaptive correction

Figure 5.4: Results for different distance tracking approaches for sensor attached to
the lower backrest.
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(b) Double integration with correction
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(c) Double integration with adaptive correction

Figure 5.5: Results for different distance tracking approaches for sensor attached to
the upper backrest.

63



5.1. DISTANCE TRACKING

5.1.4 MAUKF

When applying MAUKF as explained in Sec. 3.2.3.2 and fusing the data of two sensors

without corrections the overall tracking quality improved resulting in a mean error

of 3.65 m for 23 data sets. Since data from two sensors of the same wheelchair are

required for validation, fewer data sets are available for validating MAUKF than for

the double integration approaches. Figure 5.6 shows the result for fusing the data

of two sensors for which the results of double integration are given in Fig. 5.4a and

5.5a. Applying MAUKF meant an increased error in position for the lower sensor but

an improvement of tracking quality for the upper sensor. Since the drift in position

was still too high, correction methods were needed even when fusing the data of two

sensors.
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(b) MAUKF with adaptive correction

Figure 5.6: Results for tracking a wheelchair by applying MAUKF. Only with addi-
tional adaption methods the drift in position can be restricted.
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Higher accuracy for both sensors compared to double integration can only be

achieved when one sensor is underestimating the velocity while the other is overesti-

mating the movement. An example of this is shown in Fig. 5.7. Correction methods

were still needed to achieve a better tracking quality. For applying MAUKF with cor-

rection and adaptive correction the overall mean tracking error in position decreased

to 0.14 m and 0.13 m.

5.1.5 Effects of the Correction Methods

As the correction methods changed the velocity or acceleration vector, not only the

amount but also the direction is changed. Thus, the swaying of the pushing person

may be transferred to the corrected IMU trajectory of the wheelchair user. This effect

depends on the number and points in time of corrections. An example is shown in

Fig. 5.8. The trajectory of the wheelchair user was smooth but the calculated trajec-

tory based on IMU and camera data shows many fluctuations in direction resulting

in bumps which are typical for the head’s trajectory of a swaying person. For the

basic correction approach shown in Fig. 5.8a, changes in direction after a correction

or a series of corrections appear (marked as adaption points). Applying the adap-

tive correction does not solve this problem as shown in Fig. 5.8b. Adaption points

are spread differently and the tracking quality was improved from 0.29 m to 0.15 m

(absolute mean error) but the faulty shape of the trajectory remained the same.

This effect could be reduced by improving the calculation of the velocity and

acceleration data based on the camera data (see Sec. 3.3.2.1), which was challenging

especially at low speeds. This could be achieved by considering the trajectories of

several surrounding people. Their information could be used to calculate an averaged

main movement direction which is not as sensitive to a single individual swaying.

Another approach for optimization could be an alternative smoothing method for

the trajectories to reduce the impact of swaying as in [151]. Furthermore, the fusion

of the corrected acceleration vector with the help of MAUKF was not sufficient to

smooth and correct the position data for this example. The correction still appears

as a hard reset in the trajectory. An adjustment of the measurement and process

noise matrix could be investigated for this purpose.
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(c) MAUKF fusing data of both sensors

Figure 5.7: Improvement when applying MAUKF and fusing data of two sensors.
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(a) Swaying after applying double integration with correction method
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(b) Swaying remains the same when applying MAUKF with adaptive cor-
rection method

Figure 5.8: Example of swaying in a wheelchair trajectory caused by the correction
method.

5.1.6 Comparison of the Different Approaches

An overview of the resulting errors in position and information about corrections

is shown in Table 5.1. Details on the quantity and type of data sets used for the

validation can be found in App. C.1. By fusing the data via MAUKF without any

corrections the mean spatial error of 6.92 m of the double integration method could be

reduced almost to half achieving an error of 3.65 m. Characteristics of the IMU data

such as small values and slight changes make the trajectory reconstruction particularly

sensitive to starting values and external impacts. The following external influences

could be observed: shocks caused by a bag bumping against the sensor, vibrations

due to changing of the sitting position or when moving the wheelchair without help
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by pushing the wheels. These circumstances led to a maximum error of 47.69 m for

MAUKF which was still too large and methods for restricting the drift while tracking

was required.

Basically, it can be concluded that when correction methods were applied the

smoothness of the trajectories was lost due to abrupt changes in movement direction.

Fusing the data with MAUKF improved the overall tracking result but small fluctu-

ations due to swaying of the pusher and the corresponding change in velocity were

still visible in the calculated trajectories. Only a minimal improvement in tracking

quality could be achieved when applying the adaptive correction method instead of

the simple correction.

Table 5.1: Overview of tracking quality for application of double integration and
MAUKF, both with and without different correction approaches. For mean values,
the corresponding σ is provided in parentheses. The double integration approaches
were tested for 54 data sets, MAUKF for 23.

Approach Mean
spatial
error /m

Maximum
spatial
error /m

Mean
amount of
corrected
samples
/%

Longest
period
without
adaption
/s

Integration 6.92
(13.73)

218.91 - -

Integration with correction 0.19 (0.09) 1.07 3.66 (2.74) 7.69
Integration with adaptive
correction

0.14 (0.07) 0.96 3.03 (0.83) 6.22

MAUKF 3.65 (5.50) 47.69 - -
MAUKF with correction 0.14 (0.06) 0.85 3.59 (1.46) 3.41
MAUKF with adaptive cor-
rection

0.13 (0.05) 0.73 3.21 (0.79) 1.76

5.2 Heading Tracking

The applied orientation filter for heading tracking was already validated with IMU

sensors from the company Xsens in [136] by rotating a measurement platform resulting

in a dynamic root mean square error of less than 0.8°. To validate the orientation

calculation for the SABEL Labs IMUs considering the synchronization and alignment

approach, the data of the studies described in Sec. 2.2.2 were analyzed. In contrast
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to the analysis in [136] data of the actual movement of a wheelchair and a walking

person with a shorter stationary phase are validated.

5.2.1 Method for Validation

A ground truth heading was required for validating the calculated orientation based

on IMU data. For this purpose, the wheelchair and upper body of the person were

equipped with several markers (see Fig. 2.5). It is difficult to estimate a ground truth

heading based on consecutive position points of optical markers, especially when

moving slowly or backwards. Therefore, instead of tracking the actual movement

direction, the axis of the wheelchair or body was tracked.

The angle α of that axis was considered as the ground truth heading. One local

axis of the sensor can be aligned with the wheelchair or body axis, depending on how

the sensor is attached. For the conducted studies the local y-axis was aligned and

the angle of that axis β was considered as the heading calculated based on IMU data

which was validated. The angles are illustrated in Fig. 5.9.

x

y

α

β

(a) α and β are the same indi-
cating the heading calculation is
accurate

x

y

α

β

(b) β is bigger than α indicating
a faulty orientation calculation
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y

α

β

(c) The person pulls one shoul-
der forward leading to a bigger
α

Figure 5.9: Sketch of angles that are used for validating the calculated heading based
on IMU data. The person has an optical marker in white on each shoulder between
which the body axis is marked. The IMU on the back is marked in blue with the
local y-axis. Angles are calculated with reference to the global positive x-axis.

The difference between both angles ε = β − α is calculated as a measure for the

accuracy of the calculated heading. Figure 5.9a shows the heading without an error,

while for the example in Fig. 5.9b the error is larger than zero indicating a deviation

of the calculated local y-axis counterclockwise. For this validation method, a fixed

body axis is assumed. Due to the one-sided movement as in Fig. 5.9c the body axis
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changes while the orientation of the sensor remained the same. For this case, an error

was calculated which is not because of the faulty calculation of β. This needed to be

considered when analyzing the error. Furthermore, the orientation of the IMU can be

affected by local movements of the sensor as it is attached with a rigid clamp that does

not adapt to the shape of the back. The same approach was chosen for validating the

movement of the wheelchair as the optical markers were placed in a similar way. Since

the markers were placed on the handles and had a fixed spatial relation to each other,

the heading error shown in Fig. 5.9c did not need to be considered for the wheelchair

scenarios. However, the orientation of the sensor was affected by the seating position

of the person due to the soft backrest which had to be taken into account.

For calculating the local y-axis and thus β, the orientation filter explained in

Sec. 3.2.2 was applied. The alignment approach as described in Sec. 3.3.1 was adapted

in order to rule out the possibility of error when calculating the movement direction

based on camera data. Furthermore, when considering a linear part in the camera

trajectory as the movement direction, it would be assumed that the IMU sensor was

aligned in the same direction. That could lead to an error if the sensor was tilted in the

alignment phase e.g., due to the attachment or twisting while walking. Besides, this

alignment approach was not applicable for the studies when the person was twisting

the upper body while standing on the same position. Instead, it was decided to align

the local y-axis with the wheelchair or body axis before the person started to move.

It was assumed that their spatial relation to each other remained the same after the

experiment started. The local y-axis was rotated so that ε is zero at the beginning if

α and β are different at that time. In this way, an offset due to attachment could be

considered. Nevertheless, it means that the consideration of a misalignment at the

beginning is apparent for the whole run which is not the case, for example, when the

person in the wheelchair was changing the seating position after the beginning.

Even if with the proposed validation method not only errors of the tracking me-

thods but also errors due to the attachment and faulty assumptions are considered,

information about the total error in the application in the intended field of use in

pedestrian experiments is given.

5.2.2 Rotation of Wheelchair

In the following, the heading calculation for the movement of the wheelchair user is

validated. Figure 5.10 shows an example of the captured 3D position data and the

calculated local IMU axes based on IMU data. The movement from the starting area

to the turning area in the direction of the negative x-axis is presented. The trajectories
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of the handles presented in grey are at a higher z-position than the trajectory of the

IMU displayed in black. The axis between the handles which is used for calculating

the ground truth heading is presented for equal intervals of 0.5 s. The local axes of the

IMU are presented at the IMU trajectory for the same intervals. For a correct heading

calculation, the axis between the handles and the local y-axis should be parallel. The

local z-axis points in the direction of movement and indicates the turning at the end

of the trajectory.
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Figure 5.10: 3D position data for the movement of a wheelchair. Position data for
the left and right handle and the lower IMU itself are shown. The local IMU frames
and the wheelchair axis are presented for time steps of 0.5 s.

For validating the heading calculation, data in the movement plane (xy-plane) are

analyzed only as shown in Fig. 5.11. For this example, the wheelchair was propelled

by the person seated in it. A local displacement due to the attachment of the markers

can be seen in Fig. 2.5. The axis between the handles and the local y-axis were not

exactly on top of each other. When moving from the start to the turning area (see
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Fig. 5.11a) the axes are parallel indicating a low tracking error and the turning at

x =−1.0 m is clearly visible. On the return (see Fig. 5.11b) a faulty angle between

the axes was apparent.
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(a) Moving to the left side with sharp tun at the end
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(b) Moving to the right side back to the start

Figure 5.11: Trajectory of a wheelchair user and calculated heading of the upper
sensor. Axis between the handles and local IMU frame are presented for time steps
of 0.5 s.

The course over time of the difference between the angles of the axis calculated as

described in Sec. 5.2.1 was analyzed for all repetitions of the run. The corresponding

values of the angles can be found in App. D.1. As shown in Fig. 5.12 the observed

error course remained the same for all repetitions. For both sensors attached to

72



CHAPTER 5. ANALYSIS AND RESULTS

the wheelchair the heading calculation was more accurate for the movement from

the start to the turning area at the beginning of each run. Error patterns for each

sensor are similar for the conducted repetitions indicating that the similar movement

is conducted and similar signals are recorded and processed. An offset in the heading

calculation is visible after the first 180° turn which disappears after the second turn

at the end of each run.
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(a) Data for upper sensor
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(b) Data for lower sensor

Figure 5.12: Error in heading over time for a wheelchair pushed by arms. Periods for
180° turns are marked in grey.

The local y-axis and the axis between the handles were aligned at the beginning

of the first run so that the error is expected to be zero. Possible errors due to

misalignment or because of measurement noise were removed for the starting scenario.
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5.2. HEADING TRACKING

As the error patterns remain the same for each run, it is unlikely that the error was

caused by a change in sitting posture on the way back. The heading tracking shows

an increasing error during the first turn which is decreasing after the second turn.

This was possibly caused by noise in the magnetometer measurements due to metal

components of surrounding objects in the experiment location. After the first turn,

the relation of the local to the global frame is turned as well leading to an increased

error. When moving back to the starting point for which the alignment was done,

the error decreased. This effect is visible for all captured data of the studies. The

development of the error for the wheelchair user who was moving forward using their

feet is provided in App. D.2. A restart of the heading calculation and an adapted

alignment after the first turn was not possible since a standstill is needed for the

orientation filter to calculate the initial heading.

A comparison of the heading tracking quality of the upper and lower sensor for

the two different movement scenarios using feet or arms is given in Table 5.2. The

mean error provides the information on whether a faulty rotation was calculated to

the right (negative) or left side (positive) while the mean absolute error represents

the mean error independent of the direction of rotation.

Table 5.2: Overview of heading tracking quality when applying Madgwick’s orienta-
tion filter on IMU data recorded at the backrest of a wheelchair. For mean values,
the corresponding σ is provided in parentheses.

Movement Sensor
position

Mean error /° Mean absolute
error /°

Maximum ab-
solute error /°

With feet Upper -9.83 (9.08) 11.31 (7.14) 28.35
With feet Lower 11.23 (6.59) 11.25 (6.55) 24.78
With arms Upper -15.73 (10.12) 15.87 (9.91) 34.77
With arms Lower 0.40 (9.07) 7.59 (4.97) 18.73

Comparing the tracking accuracy for the upper and lower sensor, the attachment

at the lower position on the wheelchair appears to be more suitable for tracking

showing a lower mean absolute and maximum absolute error. Because of the soft

backrest of the wheelchair, the upper sensor might have been more affected by local

movements when the person is changing the sitting posture or when moving arms

or feet to propel forward. High mean errors are apparent whose absolute value was

similar to the mean absolute error except for the last data set. This indicates the

offset error on the return, but also that the heading tracking on the way from start to

the turning point had a low error in heading. The high maximum absolute errors only
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occur when the wheelchair user was turning or during the return. When turning the

wheelchair the sensor measurements were affected by more local movements. As the

person sitting in the wheelchair was not familiar with using it, it was difficult for the

participant to carry out the turn. On returning to the starting point, high errors were

likely caused by the magnetometer noise that was already discussed. Smoothing the

magnetometer measurements or focusing on accelerometer and gyroscope data could

help to improve the heading tracking accuracy when magnetometer noise is apparent.

Besides, when conducting laboratory studies with crowds usually several standstill

phases exist so that the heading tracking can be restarted and aligned again using

the movement direction of the wheelchair based on the trajectory information. Since

there is potential for improving the tracking and a part of the error can be traced

back to the validation method, the mean absolute errors of the lower sensors of 8° and

11° appear to be promising. Nevertheless, the results show that the heading tracking

can be affected by magnetometer noise whose influence must be reduced.

5.2.3 Rotation of Upper Body

The heading tracking for the rotation of the upper body was validated for three

different scenarios. For this purpose, the difference between the calculated angles is

analyzed. The corresponding angles of the body axis can be found in App. D.1.

Firstly, the calculated rotation while the person was standing has been inspected.

Again, the data were validated in the plane of motion only. The turning to the right

side followed by a turn to the left side was considered as one run. This process is

shown in Fig. 5.13 for different time steps. The initial situation at t = 4.0 s is presented

in Fig. 5.13a. Due to the alignment at the beginning, the shoulder axis and the local

y-axis are parallel without any error. The maximum twist to the right and left side

are shown in Fig. 5.13b and 5.13d. The transition point of rotation from the right to

the left side (see Fig. 5.13c) was given for the time step when the shoulder axis was

equal to the initial situation (parallel to the y-axis).

When twisting to the right and left side a deviation of the axes were visible, which

was also apparent for the transition phase. An inspection of the recorded position

data has revealed that the shoulder axis is not fixed and the distance between the

markers on the left and right shoulder varied. As previously discussed and shown in

Fig. 5.9c the deviation of the axes was based on the validation method and not caused

by faulty heading tracking. Even in the transition phase when moving back to the

middle, one shoulder is pushed forward and is not on line with the shoulder axis in

normal posture.
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(a) Initial position at t = 4.0 s
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(b) Maximum twist to the right at t = 7.3 s
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(c) Passing initial position at t = 9.0 s
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(d) Maximum twist to the left at t = 10.3 s

Figure 5.13: Visualization of the shoulder axis and the calculated local IMU frame
when rotating the upper body to the right and left side while standing on the same
position. Data for different time steps are shown.

The course of the error in heading tracking over time is shown in Fig. 5.14. The

error pattern was repeating for each run showing a local maximum error of 10° to 14°
just before the transition phase. The person should be instructed to rotate the upper

body and keep a straight posture for a better validation of the data. However, this

would lead to smaller rotation due to the limited freedom of movement.
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Figure 5.14: Error in heading over time for the rotation of the upper body while
standing on the same position. Time of passing the initial position when rotating
from the right to the left side and at which the shoulder axis is parallel to initial
shoulder axis are marked with the dashed lines.

Second, the rotation while walking in x-direction was validated (Scenario 4 in

Sec. 2.2.2). Due to the vertical displacement when walking (bobbing), new vertical

movements have an influence on the sensor. The bobbing is visible in Fig. 5.15a as the

z-values of the trajectory are slightly fluctuating. The slight increase of the z-position

with decreasing x-position indicates that the optical system has not been calibrated

optimally. It can be seen that the sensor on the neck was attached in a tilted way and

not vertically (local x-axis). The heading calculation visualized in Fig. 5.15b does not

appear to be affected by the bobbing and worked satisfactorily. The error for each

run is shown in Fig. 5.16. The error increases after the first 180° turn but does not

reach the maximum on the way back to the starting area. The issue with the offset

caused by magnetic distortion as for the wheelchair scenarios was not apparent. It is

assumed that the sensor on the neck was in a superior z-position than the sensor on

the wheelchair and is therefore not as affected by magnetic distortion. High errors

occur during the turns whereby errors also arise due to the validation approach (and

the varying shoulder axis).
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(a) Trajectory and local IMU frames projected to the xz-plane of the optical system
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(b) Trajectory and local IMU frames in xy-plane

Figure 5.15: Trajectory of a person walking from the starting to the turning area
with calculated local IMU frames. The local IMU frames are presented for time steps
of 0.5 s.
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Figure 5.16: Error in heading for the normal walking scenario. Periods for 180° turns
are marked in grey.

Third, the rotation calculation for the crowd walking scenario introduced in Sce-

nario 5 in Sec. 2.2.2 was validated. Strong rotations of the upper body and walking

sideways were conducted compared to the normal walking scenario. An example of a

strong rotation is shown in Fig. 5.17. Around x = 0 the person is rotating the upper

body to the left side which comes along with a strong rotation of the local y-axis of

the IMU indicating a good heading tracking accuracy. The error in heading became

greater during the strong rotation which again was caused by the validation approach

(see App. D).

An overview of the heading tracking accuracy for the three scenarios is given in

Table 5.3. Since the shoulder axis is not fixed and its length varied by 2 cm maximum,

a part of the error is caused by the validation approach and not by poor tracking ac-

curacy. Even if the variation of 2 cm appears small, it signals that one shoulder was

pulled anteriorly or posteriorly, the ground truth heading changed accordingly. How-

ever, the sensor was not affected by this movement leading to a maximum absolute

error of 13° to 17.5°. Comparing the results of the heading tracking while standing

with the results of normal and crowd walking, the bobbing appeared to not influence

the heading tracking. Mean absolute errors of 4° to 6° are highly satisfactory and

sufficient to measure the rotation of the upper body of people moving in crowds.
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Figure 5.17: Trajectory and calculated heading of a person walking from the starting
to the turning area showing a strong rotation. The local IMU frames are presented
for time steps of 0.5 s.

Table 5.3: Overview of heading tracking quality when applying Madgwick’s orien-
tation filter on IMU data recorded at the neck of a person. For mean values, the
corresponding σ is provided in parenthesis.

Movement Mean error /° Mean absolute
error /°

Maximum abso-
lute error /°

Standing 3.73 (4.60) 4.41 (3.95) 14.01
Normal walking -3.55 (4.41) 4.41 (3.54) 13.30
Crowd walking -5.43 (4.66) 5.69 (4.34) 17.48
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Chapter 6

Application

After the development and validation of the tracking algorithms, the heading tracking

approach was found to be a sufficient method to capture rotational data of pedestrians

in crowds. To clarify the added value of the developed hybrid tracking system and

to show new arising possibilities for the analysis of a crowds’ movement, new studies

using the hybrid system have been conducted.

The hybrid tracking system presented in this work was used in the following studies

to measure the rotation of the upper body of pedestrians entering a bottleneck of

various widths with high and low motivation. Using the provided data, the relation

between the rotation and motivation as well as flow and density was analyzed. In

contrast to other studies on the rotation in crowds [100, 101] the body rotation was

not calculated based on the angular velocity data only but by fusing all sensor data.

6.1 Study Setup

Overall, 32 studies have been conducted with decreasing bottleneck width and two

different motivations. N = 25 people participated in the first 16 studies with bot-

tleneck widths of wb ∈ [1.0 m, 0.9 m, 0.8 m, 0.7 m]. Followed by N = 8 participants

walked through the bottleneck with a width of wb ∈ [0.7 m, 0.6 m, 0.5 m, 0.4 m]. The

entrance area was constructed out of wooden walls. The actual bottleneck had a

depth of 0.13 m to create the impression of walking through a doorframe. Behind the

bottleneck, walls were placed on the left and right sides to prevent an early turning

of the participants.

For each bottleneck width, two different situations were created by instructions of

the study coordinator. The participants were asked to imagine being part of a crowd

that is entering a door that leads to an event location. To vary the motivation the

following two instructions were given before entering the bottleneck:
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6.1. STUDY SETUP

• “You have tickets with a seat reservation and will reach this seat in good time

before the start of the event.” for low motivation and

• “Now imagine that you have a valid ticket but no fixed seat and therefore a

better seat the sooner you are entering.” for high motivation.

Based on these instructions the participants are referred to as low and highly

motivated in the analysis. To obtain a more reliable data set, each run was conducted

twice in succession with the same instruction. For technical reasons, a preparation

phase was conducted before each run. This preparation phase was required to ensure

the applicability of the IMU tracking algorithm and the fusion of camera and sensor

data. All participants gathered in a starting area. Participants with IMUs were asked

to spread evenly in the crowd and to do a heel drop to separate whole IMU data sets

into the different runs for visual analysis. Then, participants were asked to standstill

at the beginning so that the initial orientation of the sensors can be calculated. To

make the heading alignment possible a straight part in the participant’s trajectory is

needed. Since winding trajectories were expected in front of and behind the bottleneck

participants were asked to walk on a straight line at first and then to gather in front

of the bottleneck. Afterward, the actual experiment (entrance phase) commenced

and the participants passed the bottleneck.

The experiments were recorded with two cameras on the ceiling whose views can

be seen in Fig. 6.1. Participants were moving from the right to the left. After standing

still (see Fig. 6.1a), the participants walked on a straight line (see Fig. 6.1b), gathered

in front of the bottleneck (see Fig. 6.1c), and moved through the bottleneck (see

Fig. 6.1d). Participants then returned to the starting area. To improve the accuracy

of trajectory extraction, participants wore orange caps with a black dot. Each person’s

height was measured and trajectories were extracted with the averaged height of all

participants. The extracted and fused trajectories are shown in Fig. 6.1e. Due to the

limited capturing range the straight walk could not be detected for all participants.

Therefore some trajectories could only be extracted for one camera view. In addition,

for taller persons, the overlap area of the camera perspectives was smaller so that the

combining of the trajectories was not possible. In this case, only trajectories of the

camera recording the entrance phase were analyzed. For combined trajectories a more

accurate fusion with IMU data was assumed. This was due to the straight walk data

were missing for uncombined camera trajectories. Nevertheless, a fusion could still be

implemented before entering or after leaving the bottleneck, by searching for periods

when participants were temporarily standing or walking without twisting.
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(a) Standstill in preparation phase (b) Straight walking in preparation phase

(c) Gathering in front of the bottleneck in en-
trance phase

(d) Moving through the bottleneck in entrance
phase
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(e) Unprocessed combined trajectories of both camera recordings

Figure 6.1: Overview of the study setup. Preparation phase (top) and entrance
phase (middle) were recorded with one camera respectively. Combined trajectories
are shown at the bottom.

During all runs the same seven people were wearing an inertial sensor on the

back and chest to measure the rotation of their trunk. Due to the limited number

of available sensors only seven people could be equipped with inertial sensors. They

wore sensors, positioned at two different body points. This was to investigate which
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position was optimal to estimate the rotation of the upper body. Because of issues

with the synchronization of IMU and camera data via the LED signal which was not

seen by the cameras, the fusion and scaling were realized manually by utilizing the

heel drop spikes. The captured data of the studies are provided in [152].

6.2 Twist Angle

6.2.1 Definition and Calculation

The twist angle α of a person is defined as the difference between the walking direc-

tion of the person and the rotation of the upper body. This twist angle is not the

same as the twist between the upper and lower body. It can be the same for unim-

peded walking but that does not usually apply when moving in a crowd or through a

bottleneck. As shown in Fig. 6.2 Person A had a low twist angle. This is associated

with a low twist between the upper and lower body. When passing the bottleneck

like person B the upper body was rotated around 90° in relation to the direction of

movement but with a low twist between upper and lower body.

B

A

(a) Sample image of a study with high moti-
vation and a bottleneck width of 0.8 m

A  

B

x

y

(b) Sketch for a similar situation for person
A and B

Figure 6.2: Sample image (left) and sketch (right) of a similar situation of people
entering the bottleneck explaining the twist angle. In the sketch the sensors are
marked in blue on the back. Trajectories are presented in light blue, the orientation
of the upper body by a solid vector and the preferred walking direction by a dashed
vector. The twist angle α is marked in light grey.
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The actual walking direction is the vector between consecutive positions within the

trajectory of a person. It was decided to calculate the walking direction differently

when the participants are approaching the bottleneck due to unsteadiness when a

person is standing and the head is moving. Therefore, a preferred walking direction

was calculated in the area in front of the bottleneck compared to the actual walking

direction in the bottleneck as defined in Eq. 6.1. For each time step i the walking

direction wi is defined as the vector between the current position si and the future

entrance point in the bottleneck sentrance where the participant crosses the y-axis (see

end of dashed vector of person A in Fig. 6.2b).

wi =

{
sentrance − si if si,x ∈ [0, 3],
si+1 − si otherwise.

(6.1)

With this method a reliable movement direction is only provided when people are

moving in the direction of the bottleneck and not parallel to the y-axis. This is a valid

assumption since a maximum of 25 people participated in the studies and the entrance

process did not last long. The participants moved directly to the entrance and did not

decide to move to another position to reach the entrance faster such as walking from

the left to the right side of the entrance. In the preparation phase (straight walking)

and after the entrance was reached (when crossing the y-axis) the walking direction

was calculated as the usual vector between the consecutive positions of the trajectory.

To improve the heading alignment process in the preparation phase and to make the

walking direction more steady in the entrance phase, smoothed trajectories were used

for calculating w. A Moving-Average-Filter with a window size of 25 (which is equal

to one second) was applied to smooth the position data s.

To avoid confounding complexities, the entrance phase was limited spatially to

x ∈ [0, 3]. At x = 3 discontinuities of the movement direction and therefore also of

the twist angle may occur which had no influence on the following analysis since the

twist angles were examined in the bottleneck only. When reaching the bottleneck

at x = 0 the change from preferred to usual walking direction was smooth and did

not cause any unsteadiness. The walking direction is presented by the angle to the

positive x-axis of its vector and can in this way be compared with the rotation angle

of the IMU β. For each time step i the difference of both angles as defined in Eq. 6.2

results in the twist angle αi ∈ [−180°, 180°] with αi < 0 describing a rotation to the

right and αi > 0 to the left. For person A and B in Fig. 6.2 the twist angle is positive.

αi = βi − arctan(
wi,y

wi,x

) (6.2)
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The rotation angle of the sensors αimu was calculated from data of the inertial

sensors by applying Madgwick’s orientation filter explained in Chapter 3. The partic-

ipants were asked to place the sensors vertically on their chest and back so that the

rotation of the sensors matched the rotation of the upper body. The sensor’s x-axis

was expected to align vertically with the z-axis pointing forward or backward. Even

though the z-axis was not always pointing in the direction of movement, as assumed

in Sec. 3.3.1, the same heading alignment approach was applied. This means that it

could not be determined whether the y-axis was orientated to the left or right shoul-

der and the exact alignment of the local IMU frame in the global camera frame was

unknown. This was not a problem since the rotation of the local z-axis to the left or

right remained the same.

6.2.2 Error Analysis

While inspecting the recorded and processed IMU data it was determined that some of

the data could not be used for a proper orientation calculation. A sufficient standstill

phase which is required for initialization was not always given and the data of one

sensor showed a gyroscope offset, both leading to faulty orientation calculations.

Besides, incomplete trajectories without a straight walk resulted in difficulties to

find a proper heading alignment phase. Furthermore, the participants were asked to

attach the sensors by themselves resulting in varied attachment positions such as over

or under their clothing or not exactly centered. Due to insufficient fixing with tape

some sensors detached while moving through the bottleneck. For those reasons, it

was not possible to uniformly use the sensor on the back or chest for the analysis.

Instead, for each run the data of all sensors were checked manually and classified

into “Good”, “Acceptable” and “Unusable” data sets as described in App. E. Only

good and acceptable data sets were used for calculating the twist angle. Thus, a

different database was used for the analysis of each run choosing the best IMU data

set per person. When comparing the data of the sensors on the back and chest, no

major difference in the tracking quality of twist angles could be observed. Thus, no

preferable attachment position could be named.

Furthermore, the inspection of the twist angles in the preparation phase can also

give information about the quality of the rotation values. Figure 6.3 shows the relation

between the Euclidean distance to the entrance and the twist angle while straight

walking in the preparation phase. The twist of the upper body from one side to

the other, which is step-related, is clearly visible especially for the purple and blue

curves. Typically, the twist angles while walking are expected to fluctuate around
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zero as for the blue curve. For the purple curve, a large offset was visible for which

several sources of error are possible. The calculated twist angle was sensitive to the

time step of the heading alignment for which the straight walk is needed. A posture

without twisting is assumed when aligning camera and IMU data. Depending on

the chosen time step for alignment, the upper body might be twisted to the left or

right when taking steps. This may occur, even though the trajectory appears to be

straight. This could lead to a negative or positive offset of the twist angle. Besides,

the calculated twist angle was also sensitive to the placement of the sensor. The

sensors might have been attached with a slight twist already resulting in an offset.

Additionally, the accuracy of the calculated walking direction which was required for

calculating the twist angle as in Eq. 6.2 can also affect the accuracy of the twist angle.
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Figure 6.3: Relation of distance to entrance and twist angle in preparation phase. By
the shape of the curves, twisting while walking can be observed in the data.

During the analysis of the video material, it was noticed that some rotation pro-

cesses could not be mapped to the desired twist angles. Due to the chosen attachment

of the sensors, there are limitations regarding the capturing of certain movements,

referred to as asymmetric shoulder movements. Here, asymmetric shoulder movement

describes the situation of a person moving one shoulder anteriorly or posteriorly with-

out the opposite movement of the other shoulder. This happened, for example when

one shoulder was retracted or both shoulders are pulled forward especially to pass

the wall when entering the bottleneck. Two scenarios can be seen in Fig. 6.4. Both
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participants moved their shoulders asymmetrically to walk through the bottleneck.

Although this was not an unhindered and normal movement of the upper body, low

twist angles of only 13° (top) and 22° (bottom), were measured in the bottleneck.

Therefore, a detection of those special cases was not possible with the proposed

method and improvements are needed (see Sec. 6.4.1).

(a) In front of the bottleneck (b) Passing the bottleneck (c) Behind the bottleneck

(d) In front of the bottleneck (e) Passing the bottleneck (f) Behind the bottleneck

Figure 6.4: Example of participants walking through the bottleneck with asymmet-
ric shoulder movement. The first person (top) pulled both shoulders forward to fit
through the bottleneck without any rotation. The second person (bottom) pulled the
right shoulder forward to avoid a collision with the wall.

6.3 Analysis and Results

The rotation of the upper body is influenced by several factors such as the shoulder

width, the angle from which the bottleneck is approached, the personal space, existing

neighborhoods, the density, or the geometry. These factors can influence each other

as well and result in complex interactions. As a first approach for the analysis,
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the following Sections focus on the bottleneck width, motivation, density, and flow

investigating their relation with the occurred twist angles.

6.3.1 Rotation in the Bottleneck

To gain an understanding of where the participants rotated the most, the twist angles

were examined depending on the distance to the entrance point. An example of a

narrow and wider bottleneck is shown in Fig. 6.5. For each position of the participant’s

trajectories the Euclidean distance to their arrival position was calculated (when x = 0,

see Fig. 6.1e) and the twist angle for the corresponding time step was determined. A

negative distance to the entrance means that the bottleneck was reached so that the

person was either moving within the doorframe or leaving it. The curves fluctuated

locally at higher positive distances to the bottleneck when the participants were

standing still and the preferred movement direction could not be determined reliably

(due to the movement of the heads). Besides, a negative or positive offset for the twist

angles was possible based on the calculation of the initial orientation of the inertial

sensors as already discussed in Sec. 6.2.2.

Initially, the data of the entrance phase were analyzed. For a width of 0.4 m

the process of entering the bottleneck was clearly visible based on the shape of the

curves. Maximum twist angles occurred when leaving the bottleneck with absolute

twist angles larger than 50° except for one person. Due to the narrow width all

participants needed to rotate their upper body sideways to enter the bottleneck. The

twist angles for the bottleneck with a width of 0.7 m were not homogeneous regarding

the area of absolute maximum rotation anymore. The twist angle peaks were not

as high as for the narrow bottleneck so that the rotation data in the bottleneck no

longer differs much from the rest of the data.

The maximum occurring after the actual bottleneck in Fig. 6.5a might depend on

the small depth of the bottleneck of 0.13 m. When a person was leaving the bottleneck

the trailing shoulder still needed to be rotated in order to completely pass through the

bottleneck. According to [32] overall smaller twist angles might occur for alternative

geometries with a higher depth of the bottleneck since the uncomfortable posture

with high twist angles would have to be kept longer when moving close to the wall.
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(a) Bottleneck width of 0.4 m
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(b) Bottleneck width of 0.7 m

Figure 6.5: Relation of distance to entrance and twist angle for two bottleneck widths,
low motivation, and N = 8. Colors are chosen based on the trajectory ID per run
and do not represent the same person. The bottleneck entrance is marked in grey.

For a better understanding and illustration of the twist angles, the rotation data

for one person are discussed in more detail in the following. Due to the special shape
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of the blue curve in Fig. 6.5b selective twist angles (see Fig. 6.6) and the corresponding

sample images (see Fig. 6.7) were investigated. The person was rotating to the left

before entering the bottleneck, not rotating when reaching the bottleneck and rotating

to the right when leaving it. A sharp turn in the trajectory before entering the

bottleneck occurred. The person stopped briefly to let another person pass (who

was wearing the white shirt) followed by an abrupt change of the twist angle. Even

though the IMU data set for this person was categorized as acceptable only (due to

a slight misalignment in orientation of 6°), the visual inspection indicated that the

calculated twist angles are valid and match the observed movement.

The blue and green crosses were plotted to visualize the estimation of the walking

direction as in Eq. 6.1 that is used for calculating the twist angle. The green cross

is representing the reference point which is the entrance point (sentrace) for Fig. 6.7a,

and the subsequent position point (si+1) for Fig. 6.7b, 6.7c, and 6.7d where it is close

to the green cross.
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Figure 6.6: Relation between distance to entrance and twist angle for one person. The
bottleneck entrance is marked in grey. Data set was chosen because of clearly visible
peaks before and after entering the bottleneck and a zero twist angle when reaching
the bottleneck. These striking values are marked by vertical lines (timestamps).
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(a) Timestamp t1: waiting for another person to
pass with a slight twist to the left of 21°

(b) Timestamp t2: entrance point is reached with
a twist angle of 6°

(c) Timestamp t3: leaving the bottleneck with a
high twist to the right of −85°

(d) Timestamp t4: returning to normal posture
with a twist angle of −18°

Figure 6.7: Sample images of rotation scenarios according to Fig. 6.6. The trajectory
is shown in red plotted on the height of the participant’s head and the alignment of
the shoulder is marked manually with a blue ellipse. The blue cross is the current
position on the trajectory while the green cross is the reference position that is used
for calculating the preferred walking direction.

For further analysis of the twist angles, a temporal or local area had to be de-

fined with the twist angles of interest, to focus on the actual process of passing the

bottleneck. Both examples in Fig. 6.5 demonstrate that it was difficult to determine

the start and end of the rotation for the process of passing the bottleneck with a

criterion of twist angle only. Some participants approached the bottleneck already

with a twist angle of more than 30° such as shown by the red, orange, and brown

curve in Fig. 6.5a. Besides, people changed the direction of twisting or do have low

and steady twist angles only, as for the blue and red curves in Fig. 6.5b. Moreover, it
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was especially difficult to determine the end of the rotation since participants started

rotating after leaving the bottleneck in order to return to the start area. Therefore,

it was decided to focus on the participant’s twist angles while they were moving in

the doorframe when sx ∈ [−0.13, 0] (see Fig. 6.1e) for further analysis.

While the maximum twist angles in combination with motivation are discussed in

the next Section, at this point the twist angles in different regions of the bottleneck are

investigated. For the conducted studies with a maximum bottleneck width of 1.0 m,

it was observed that up to three participants entered the bottleneck at the same

time. A higher rotation close to the geometry walls was expected since participants

approached the bottleneck from the left or right, filled gaps, and passed sideways.

Participants entering the bottleneck centrally aligned were expected to show smaller

twist angles because they were less influenced by the geometry. For the analysis of

this process, the bottleneck was separated into three areas: close to the left wall

(maximum distance of 0.25 m), the middle, and close to the right wall (maximum

distance of 0.25 m). Assuming an averaged shoulder width of 0.5 m, participants are

expected to rotate their trunks when moving within 0.25 m distance to the wall. While

the areas next to the wall are fixed for each run the width of the middle region varies

with the width of the whole bottleneck as shown in Fig. 6.8.
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(a) Partitions for a width of 0.8 m
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(b) Partitions for a width of 1.0 m

Figure 6.8: Partitioning of the bottleneck into the regions of interest. Regions close
to the wall are marked in red (“Left”: bottom, “Right”: top), “Middle” region in
grey.
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Based on the participant’s position when they were reaching the bottleneck with

sx ≤ 0 the data were grouped according to the region of entrance and the absolute

twist angles for that position were calculated. The results are shown in Fig. 6.9 and

6.10 for low and high motivation for the different bottleneck widths. The analysis

was done for the runs with N = 25 participants only due to expected gaps being filled

when entering the bottleneck for larger widths and higher densities.
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(a) Bottleneck width of 0.7 m
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(b) Bottleneck width of 0.8 m
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(c) Bottleneck width of 0.9 m
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(d) Bottleneck width of 1.0 m

Figure 6.9: Boxplots for the calculated twist angles in different regions of the bot-
tleneck for studies with N = 25 participants and low motivation. Data for “Wall”
represent the merged data of “Left” and “Right”. Data of both repetitions for each
run are considered.

94



CHAPTER 6. APPLICATION

Left Middle Right Wall
Entrance region

0

20

40

60

80

100

Ab
so

lu
te

 m
ax

im
um

 tw
is

t a
ng

le
 /°

(a) Bottleneck width of 0.7 m
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(b) Bottleneck width of 0.8 m
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(c) Bottleneck width of 0.9 m
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(d) Bottleneck width of 1.0 m

Figure 6.10: Boxplots for the calculated twist angles in different regions of the bot-
tleneck for studies with N = 25 participants and high motivation. Data for “Wall”
represent the merged data of “Left” and “Right”. Data of both repetitions for each
run are considered.

It could be assumed that twist angles are affected by many factors such as social

interactions. It was observed that some participants allowed other people to pass so

that the passing person did not have to rotate the upper body as much when entering

from the side. Some people kept a larger distance from their neighbors and as a

result, did not rotate their upper body to fill gaps especially for the low motivation

scenario. Furthermore, the width of the bottleneck and the individual width of the

shoulders also had an impact on their rotation. If the sum of the shoulder widths of

the collectively passing persons was smaller than the bottleneck width, there was no

need to rotate the upper body to a great extent even when moving close to the wall.
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The expected v-shape form for twist angles values is clearly visible for the high

motivation scenario meaning that the median of twist angles is higher for “Left” and

“Right” than for “Middle”. This was not apparent for the low motivation scenario,

since the participants were keeping a larger distance to each other without filling

gaps which goes along with smaller densities (discussed in Sec. 6.3.3). The maximum

difference of the medians of “Middle” and “Wall” for low motivation is 12.2° (see

Fig. 6.9a) while for the high motivation scenario the maximum difference is 21.6° (see

Fig. 6.10b). Additionally, a much broader range of twist angles close to the wall

was observed when people were highly motivated. This applied to all bottleneck

widths except for 0.9 m even though the region in the middle was increasing with

an increasing bottleneck width. Although, the median for “Wall” is higher than for

“Middle” very small twist angles occurred close to the wall. A high variation of twist

angles close to the wall is possible depending on how many people were passing the

bottleneck at the same time as shown in Fig. 6.11.

(a) Two people passing the bottleneck at the
same time with low twist angles

(b) Three people approaching the bottleneck at
the same time leading to high twist angles

Figure 6.11: Sample images of rotation scenarios when several participants are ap-
proaching the bottleneck with a width of 1.0 m at the same time.

Comparing the data of locally grouped twist angles with regard to the different

bottleneck widths, no clear trend was apparent neither for the low nor for the high

motivation scenario. In summary, it can be said that there is a much higher variation

of twist angles close to the wall than in the middle of the bottleneck and that highly

motivated people who were entering the bottleneck close to the wall had an overall

higher twist angle.
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6.3.2 Rotation and Motivation

Previous studies have shown that psychological factors such as motivation can have

very strong impacts on the movement or behavior of individuals [153]. When imag-

ining a highly motivated crowd entering a bottleneck an overall stronger rotation is

expected as the participants want to reach their goal quickly and therefore exploit

more possibilities to make progress.

To investigate this relation, the maximum twist angles in the bottleneck (sx ∈
[−0.13, 0]) were analyzed for each bottleneck width for the low and high motiva-

tion studies. Only absolute values were analyzed so that the information about the

direction of rotation to the left or right was neglected.
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(a) Low motivation, N = 8
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(b) High motivation, N = 8
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(c) Low motivation, N = 25
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(d) High motivation, N = 25

Figure 6.12: Relation of bottleneck width and twist angle for low and high motivation.
Data of both repetitions for each run are considered (10-14 values per bottleneck
width).
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Figure 6.12 clearly shows that with higher motivation, a higher median twist angle

in the bottleneck was likely. This means that participants were more willing to rotate

their upper body when they were in a highly motivated state. This does not apply for

the bottleneck width of 0.4 m for which all participants needed to rotate their upper

body to pass through, even with low motivation. The range of the twist angles per

width was broader for the high motivation scenario since many participants entering

the bottleneck close to the wall did show higher twist angles when highly motivated

(as already shown in Fig. 6.10).

Statements on the effect of different widths of the bottleneck on the twist angles

were difficult to make. For the low motivation scenarios the twist median angles were

similar to each other for all bottleneck widths, ranging from 10° to 23° (again except

for the width of 0.4 m since everybody needed to rotate). The high motivation studies

showed a broader range for the twist medians of 14° to 41° excluding data for 0.4 m.

While the twist medians were decreasing for the high motivation scenario starting at

0.7 m, no trend was apparent for the low motivation. Also, decreasing twist angles

for the bottleneck widths 0.4 m, 0.5 m, and 0.6 m are visible in Fig. 6.12b followed by

a rise of the twist angles for 0.7 m. Given a wider bottleneck, two people can enter

the bottleneck at the same time as shown in Fig. 6.13 causing the rise in the data.

An increase in twist angles shown in Fig. 6.12d might also occur for higher bottleneck

widths than 0.9 m when three participants are entering at the same time more often.

Data for more bottleneck widths are needed to investigate this effect properly.

(a) Participants are entering the bottleneck one
by one due to the small width

(b) Participants start to approach the bottleneck
at the same time

Figure 6.13: Sample images of rotation scenarios for a bottleneck width of 0.6 m (left)
and 0.7 m (right).

A summary statement can be made that with a higher motivation the width of

the bottleneck had a greater influence on the occurred twist angles. This could be
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the case because people were more likely to fill gaps and the bottleneck width in turn

was decisive for the size of the gaps that occur especially close to the walls.

6.3.3 Rotation and Density

In the following, the relation between the maximum rotation of a person in the bottle-

neck and their corresponding individual density is analyzed. For calculating density,

the Voronoi method [27] was applied to create Voronoi cells which provide informa-

tion about the space available to each individual person for each time step. This

available space was influenced by the neighbors of the person and the walls of the

geometry setup. A Voronoi cell contains all points in the xy-plane that are closer to

the person than to their neighbors. For density calculation unsmoothed trajectories

were used to make it comparable with other studies. The density ρ for a person i for

the point (x, y) was calculated as stated in Eq. 6.3 with Ai defining the area of the

current Voronoi cell.

ρi,x,y =

{
1/Ai ∀(x, y) ∈ Ai,
0 otherwise.

(6.3)

Figure 6.14 shows the relation of the individual density and the occurred twist

angles separated by low and high motivation for the different bottleneck widths. For

each participant wearing an IMU, the first data set of density and twist angles when

the bottleneck was reached (sx ≤ 0) was chosen. The data of the first and last

two people entering the bottleneck were excluded from the analysis to consider more

reliable density values. A higher density was expected for the higher motivation

scenarios and can be clearly seen in the data. Due to the low number of participants

the density values for runs with N = 8 people were not reliable and are not discussed

here. Besides, for smaller bottleneck widths only one person can pass the bottleneck

at a time.

Higher twist angles were expected for higher density values. This trend applied

for the data shown in Fig. 6.14a and 6.14b. The effect decreased with increasing

bottleneck width and a similar range of twist angles for low densities is visible (see

Fig. 6.14c and 6.14d).

It was expected that a higher motivation would result in higher densities and that

the participants were more likely to rotate their upper body in order to fill gaps and

make faster progress in the bottleneck. However, especially for densities larger than

3 m−2 most of the twist angles were smaller than 40°. This indicates that higher

densities were not necessarily associated with higher twist angles. This result is in
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accordance to the findings of the cross-flow experiment in [101]. Therefore, it must be

considered that with higher densities, less space between the participants and walls

is available which limits the opportunity for rotation. Nevertheless, it is conceivable

that the rotation increases with the density at the beginning but decreases again from

a certain still to be determined threshold density value.

Nevertheless, the results show a sequence of occurrences i.e., that a higher moti-

vation came with a higher density, which means that gaps were filled, which in turn

went along with the higher willingness to rotate the upper body (see Sec. 6.3.2).
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(a) Bottleneck width of 0.7 m
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(b) Bottleneck width of 0.8 m
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(c) Bottleneck width of 0.9 m
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(d) Bottleneck width of 1.0 m

Figure 6.14: Relation of individual density and absolute twist angle in the bottleneck
for N = 25. Data of both repetitions for each run are considered.
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6.3.4 Rotation and Flow

As described in [154] a linear relationship between the width of the bottleneck and the

flow is given by linear growth. Due to a zipper effect the participants can walk stag-

gered in the bottleneck. This was observed for the conducted studies as well. Higher

flows occurred for wider bottlenecks. In the following, it is investigated whether an

increased flow is accompanied by higher twist angles.

Hereby, the flow is defined as the throughput at the entrance of the bottleneck at

x = 0 and it was examined whether a higher throughput was associated with higher

twist angles. The flow was visualized in form of a step function as shown in Fig. 6.15.

The figures show the number of people passing the bottleneck over time and if avail-

able the twist angle data of the passing person. The steeper the step function is, the

shorter the individual steps are, showing the time between successive persons passing

the bottleneck. Longer steps represent a longer waiting time for the participants until

they can enter the bottleneck and can be caused by waiting due to congestion or when

letting someone pass. Therefore, a steeper function indicates a higher flow. The max-

imum number of people passing the bottleneck at the same time is invariably limited

by the width of the bottleneck and the sum of shoulder widths of the participants

entering the bottleneck.

The data clearly indicated that the high motivation scenarios have a higher flow

than the low motivation scenarios. All twist angles for low motivation were smaller

than 40°. The step functions appeared more homogeneously regarding height and

width of the steps while these values have large variations for high motivation.

Depending on where a person is entering the bottleneck (middle or close to wall) a

high twist angle is not necessarily needed to pass the bottleneck faster. As described

in Sec. 6.3.1 participants with a high motivation occurred to have higher twist angles

close to the wall. Participants approaching the bottleneck from the center showed

smaller twist angles meaning a jump in the step function can be accompanied by high

and low twist angles. This can be seen in Fig. 6.15d at approximately t = 8 s where

twist angles of two persons entering the bottleneck at the same time are available.

While one person had a high twist angle of over 65° the other person had a low twist

of only 15°. A similar scenario is shown in Fig. 6.15b where twist angles of three

consecutive persons are available (t = 8 s to 9 s). Short steps were accompanied by

twist angles of 11°, 73°, and 33°.
Therefore, it can be said that high twist angles can cause an increased flow due

to filling gaps. However, high twist angles are not necessarily required when the sum

of the shoulder widths fits in the bottleneck width since the zipper effect needs no
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rotation. Basically, the presence of high twist angles might indicate a higher flow

since people are rotating their upper body in order to speed up progress. More data

are needed to analyze this in detail.
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(a) Bottleneck width of 0.7 m, low motivation
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(b) Bottleneck width of 0.7 m, high motivation
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(c) Bottleneck width of 0.8 m, low motivation
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(d) Bottleneck width of 0.8 m, high motivation

Figure 6.15: Relation of flow and twist angle.

6.4 Future Experiments

6.4.1 Suggested Improvements

In principle, the studies and validations showed that the proposed technology and

data extraction technique is suitable to measure the rotation of the upper body of

pedestrians in crowds. Nevertheless, some adjustments may be necessary to gather

even more precise and meaningful data.

In future experiments, an adapted design of the geometry setup is suggested.
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Due to limited spatial circumstances the participants had to rotate again shortly

after entering the bottleneck to go back to the starting area. This made it difficult

to isolate and analyze the actual rotation when passing the bottleneck. A mix of

rotation in order to pass the bottleneck and to move back to the starting area occurred

(see Fig. 6.1). To overcome this issue a longer corridor after the bottleneck may be

beneficial.

Besides, a learning effect regarding motivation and density was observed. The

instructions given before starting the entrance phase were always the same: at first,

the low motivation scenario was conducted followed by the high motivation scenario.

Although the instruction has not been given at that point a higher density for the high

motivation scenario when gathering in front of the bottleneck could be observed for

the last runs. The participants knew what to expect. To solve this issue in the future

the sequence could be varied or various instructions intending the same motivation

could be given.

The instruction for the standstill phase for initializing the heading calculation of

the IMUs must be made more clear and precisely in the future. Insufficient initializa-

tion data made the rotation calculation difficult and at times, led to unusable data

sets. It was observed that people stood still, but moved their upper body to talk

to or look at each other. “Please keep your upper body still.” might be a preferred

instruction. Although, the attachment of the sensors could be reconsidered to make

the measurement of asymmetric rotations possible. The attachment on the scapula

region may be promising.

6.4.2 Further Analysis

The analysis was limited to the rotation data of seven people within one run only.

To draw a more general conclusion, rotation data of each participant are required.

Furthermore, the studies should be repeated considering the suggested improvements

and with a higher number of participants.

In prior Sections, basic relationships between twist angles, motivation, density

and flow have been presented. Studies with broader bottleneck widths should be

conducted to investigate the relation between bottleneck width and twist angles.

Besides, the depth of the bottleneck might also be an interesting parameter effecting

the rotation of the upper body. Furthermore, the investigation of the density in front

of the bottleneck for larger crowds could provide more reliable information. The

analysis of the flow may be advanced when rotational data for all participants are
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available. Therefore, the relation between step widths (δt) and the occurred twist

angles can be investigated.

Up to now, neither the shoulder width nor the neighborhoods and their interaction

were investigated. Both have a crucial impact on the rotation in the bottleneck.

People with wider shoulders need to rotate more to pass in a narrow space. Depending

on the vicinity of neighbors, pedestrians are forced to rotate their bodies or can move

unimpeded in the crowd or bottleneck.

Asymmetric shoulder movement has been observed in the studies. People re-

tracted their shoulders in order to reduce their individual space requirements. Once

the detection and measurement of asymmetric shoulder movements is possible, this

information can be used to analyze the change of spatial requirements and improve

corresponding models. The knowledge about how pedestrians rotate and change their

individual space could help to improve simulations where pedestrians are represented

as ellipses with a varying size as in [28].
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Chapter 7

Closing Remarks

7.1 Conclusions

This work contributes to new data capturing techniques in laboratory pedestrian ex-

periments and thus, provides new possibilities for an improved analysis of the move-

ment of a person inside a crowd. A profound understanding of factors and their

relations that are influencing this movement is fundamental for the safe design of

pedestrians’ environment.

Besides the development and testing of a novel hybrid tracking system, new move-

ment data have been captured and a framework for processing these data sets is pro-

vided within the scope of this work. These main contributions are summarized below.

A hybrid tracking system for extended data capturing in pedestrian experi-

ments was designed consisting of a given well-established overhead camera system

as a basis and newly tested IMUs as extension worn by the pedestrians. The use of

IMUs allows the reconstruction of movements that are difficult to capture by cameras

due to the perspective view and occlusions in dense crowds. Due to the small size of

the inertial sensors, they are comfortable to wear and do not restrict the movement of

the participants which is important for capturing natural movement data. The IMUs

are self-contained meaning no additional infrastructure other than the hub device for

synchronization is required which keeps the extension of the camera system simple.

Based on captured data with the developed hybrid system the analysis of microscopic

movement data with high accuracy can be performed. Especially, the possibility to

capture the individual rotation of the participants’ upper body opens up new oppor-

tunities for the analysis of crowd dynamics. In addition, the tracking system also

offers the possibility to examine alternative movement processes.
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Several tracking methods have been applied, adapted, and extended to calculate

information about rotation and traveled distance from the IMU data. While the al-

gorithms for distance calculations were customized for wheelchair users, the methods

for rotation calculation are generally applicable. IMUs capture relative movement

data in the form of acceleration, gyroscope, and magnetometer data within the local

frame of the device. The transformations of the IMU data from their local frame to

the world and camera frame are fundamental steps before actual tracking approaches

can be applied. For aligning the IMU data in the world frame and to keep track of

the device’s orientation, Madgwick’s orientation filter has been applied. To calculate

the position of a wheelchair from acceleration data the approach of double integra-

tion was tested. As this kind of IMU data processing is known to suffer from error

accumulation the data of two IMUs mounted to the same wheelchair have been used

to limit the drift in the data. The IMUs have been vertically aligned on the backrest

of the wheelchair and therefore, tracked the same movement. This information was

used for corrections when calculating the position of both sensors. For this purpose,

a Measurement-Augmented Kalman Filter has been adopted.

Techniques for the fusion of IMU and camera data have been implemented

to provide consistent data sets in the same coordinate system for each time step. For

time synchronization an LED signal of the IMU system’s hub device is used at the

beginning and end of the experiments which creates corresponding signals in the IMU

data and which are visible to the cameras. Additionally, time synchronization was

realized with the help of specific movement patterns that are searched for in the IMU

and camera data. To align the individual movement data of the IMUs in the camera

frame of the trajectories, the IMU data are rotated so that the movement direction of

the IMU aligns with the movement direction based on the trajectory of the participant

wearing the IMU sensor.

In addition to the purpose of time synchronization and frame alignment, fusion

techniques have been also used to improve the accuracy for distance tracking based on

IMU data utilizing camera data. The basic idea is to use the movement properties of

pedestrians surrounding the wheelchair user to correct the tracking data. In the case

of occlusion of the wheelchair user, the distance tracking based on IMU data becomes

important. If this happens it is assumed that camera data of the surrounding pedes-

trians that have lead to the temporary occlusion are available. These camera data

can be used to calculate velocity and acceleration data of the pedestrians and to limit

the drift of the calculated IMU trajectory. As a first approach data of the pedestrian
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pushing the wheelchair user were used for this purpose and two correction strategies

have been developed. First, the velocity of the wheelchair is set to the velocity of the

pushing person if their difference exceeds a specific range. As the pushing person is

moving close to the wheelchair user their velocity is expected to be similar and this

information is used to correct the tracking data. Second, an adaptive approach was

developed to remove noise and initialization errors. Again, the velocity of the pushing

person and wheelchair user are supposed to be similar. If their difference reaches a

specific threshold the IMU data are expected to be noisy. Therefore, the acceleration

data are corrected based on the difference in acceleration that has lead to the difference

in velocity and the position calculation is redone. If the threshold is reached again at

a later point in time this process is repeated. Both approaches have been integrated

into the basic double integration approach and also in the Measurement-Augmented

Kalman Filter which is fusing the data of two IMUs. If the difference in velocity is

becoming large for one of the sensor data, the tracking data are corrected accordingly.

Experimental data for validation have been captured in large-scale studies

with heterogeneous crowds and small-scale studies with one single participant. The

former studies were conducted with participants with and without disabilities moving

through a bottleneck and corridor in various constellations. These studies have been

recorded with the hybrid tracking system and participating wheelchair users were

equipped with IMUs. The distance tracking quality of the above-mentioned methods

has been validated leading to a mean spatial error of 0.13 m when fusing the data

of two IMUs and applying adaptive corrections. The analysis showed that regular

corrections are required to prevent drifting of the calculated trajectory.

In the small-scale studies the movement of one participant walking and using a

wheelchair was recorded with IMUs and a 3D infrared camera tracking system to

validate the rotation calculation based on IMU data. For the rotation calculation

while walking a mean absolute error in heading of less than 5° was determined. For

the rotation tracking of the wheelchair user a mean absolute error of less than 8° was

achieved. IMU and camera data for both studies have been published in [133, 135],

are freely accessible, and can be used for further analysis.

A software framework [147] has been developed to apply the tracking and fu-

sion methods. In this work, the framework was used to process data of SABEL Lab

sensors and camera data extracted with PeTrack and Motive (Optitrack). By pro-

viding several interfaces the framework is open for extension to process data of other
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sensor systems as well. Besides, the framework offers the possibility to adapt existing

algorithms or to develop new tracking and fusion methods. Therefore, the software

framework provides a platform that future research can extend on.

The application of the hybrid tracking system for gathering rotation data of the

upper body was demonstrated in small-scale experiments. Participants were equipped

with inertial sensors on the upper body and moved through a bottleneck of different

widths. The participants needed to stand still at the beginning of each run for initial-

ization purposes and a straight walk was required for the alignment process. These

are the only requirements that need to be considered when using the hybrid tracking

system in the future. Based on the IMU data of the participants the rotation of their

upper body was reconstructed which allowed to investigate its temporal and spatial

course in the bottleneck and the relation to the width of the bottleneck, the moti-

vation, density, and flow. As the rotation of the upper body changes the individual

required space is an important factor to analyze. The conducted small-scale studies

have shown that the hybrid tracking system is suitable to capture data of body ro-

tations and can be used in the future for a deeper analysis of pedestrian dynamics.

The captured IMU and camera data, and the calculated data of rotation have been

published in [152] and are available for further analysis.

7.2 Outlook

To improve the accuracy of the distance tracking methods several approaches for

limiting the drift have been applied in this work. Nevertheless, a maximum spatial

error of 0.73 m was determined even when fusing the data of two IMUs and applying

the adaptive correction approach. However, there are many possibilities to further

improve the distance tracking accuracy which could be integrated into the framework

and validated with the provided data sets. In this work, only the camera data of the

pushing person have been used as an external source of information to limit the drift.

Applying this approach to the data of several pedestrians that are surrounding the

wheelchair user seems to be promising for further restrictions of the trajectory. This

could be realized by considering distances between the participants, their individ-

ual space requirements, and velocities while tracking the position of the wheelchair

user. Besides, the geometry of the experiment restricts the possible trajectories of the

participants. For this purpose, the application of map matching filters and particle
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filters as in [63–65] could be used to propagate the wheelchair user’s trajectory with

different noise parameters resulting in a set of possible trajectories. Based on this,

the trajectories that are too close to walls could be discarded. Surrounding people

could also be considered as ‘moving obstacles’ in this approach. Next to integrating

additional camera data, the processing of the IMU data can be improved as well.

Currently, the distance tracking is only calculated in a 2D plane without considering

the course of the data along the z-axis (in camera frame). This z-component must

remain the same while tracking the wheelchair user which is a further restriction for

the derived movement data. In addition, more IMU sensors could be used to track one

person which would create more restrictions for tracking by considering the relation

of the sensors to each other and maximum values for velocity or acceleration.

To ensure the future use of the developed software framework by other research

groups improved usability would be beneficial. Therefore, manual steps should be

automated and data requirements should be attenuated. Especially, the detection of

standstill phases for orientation initialization and the identification of straight move-

ments for alignment of the data should be able to run automatically. Furthermore,

the condition that the z-axis of the IMU must be aligned with the vector of the

pedestrian’s movement direction should be eliminated. Based on the provided IMU

and camera data of a person the axis pointing in the movement direction could be

extracted by the software. Also, backwards tracking methods should be implemented

so that tracking data before actual standstill phases can be provided. For an easier

assignment of camera and IMU data sets an integration of the software framework

for IMU data processing in the PeTrack software which realizes the camera tracking

would be very useful. Once these processes are automatized or adapted the tracking

system and its software can be used for a high number of IMUs with less effort for

data extraction.

Besides extensions and improvements of the framework, an advanced analysis of

individual movements with modified data capturing is promising. As the studies

on rotation of the upper body in bottlenecks have shown, the definition of rotation

should be refined. In this work, the rotation of the upper body was interpreted as

the rotation of the axis between participants’ shoulders. As a result, asymmetric

movements could not be analyzed in-depth but are important when it comes to the

analysis of individual spatial requirements. For future experiments, the attachment

of the sensors on both shoulder blades might solve this issue providing more precise
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information about the movement of the upper body. Furthermore, capturing move-

ment data of other body parts would allow an extended analysis e.g., rotation of

the hips or detection of stumbling. The tracking system and its distance calculation

methods can also be transferred to walking persons. For this purpose, corresponding

limitations of the movement given by biomechanical models can be taken into account.

For future large-scale experiments, the use of inertial sensors integrated in the

participants’ smartphones could be considered for data capturing. Since many smart-

phones already contain IMUs those could be utilized to capture additional movement

data without purchasing additional technical equipment. The smartphones could be

attached with a chest belt to the upper body of the participants. The developed

framework can be used to reconstruct the twist angles. For this purpose, high effort

must be put into a system for collecting the IMU data of each person e.g., via a mobile

application and to process several IMU data formats of the different smartphones.
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Appendix A

List of Commerical IMU Systems

Due to the various application types of inertial sensors, many different companies are

offering IMU systems. In the following, products that were found during the research

are listed.

Manufacturers of basic IMU sensors:

• SABEL

https://sabellabs.com/sense/

• Shimmer

http://www.shimmersensing.com/products/development-kits/

• X-io

http://x-io.co.uk/ngimu/

• EXEL

https://www.exel.tech/product/exl-s3-sensore-inerziale-bluetooth/

• InertialElements

http://www.inertialelements.com/productpage.html

• Inertia

http://inertia-technology.com/product/motion-capture-promove-mini

• eliko

https://www.eliko.ee/products/inertial-motion-capture-system/

• Vicon

https://www.vicon.com/hardware/blue-trident/
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• Noraxon

https://www.noraxon.com/our-products/myomotion/

Manufacturers of Full Motion Capturing IMU Systems that also provide track-

ing software:

• Stt-Systems

http://www.stt-systems.com/products/inertial-motion-capture/isen/

• Xsens

https://www.xsens.com/products/xsens-mvn/

• Technaid

https://www.technaid.com/products/motion-capture-system-tech-mcs-hub-

imu/

• NexGen Ergonomics

http://www.nexgenergo.com/ergonomics/I2M.html

• Perception Neuron

https://www.neuronmocap.com

• Shadow

https://www.motionshadow.com

• InertialLabs

https://inertiallabs.com/3dsuit.html

• NANSENSE

https://www.nansense.com/suits/

• AIQ-Synertial

https://www.synertial.com

• APDM (without tracking software)

http://www.apdm.com/wearable-sensors/

Please note that the URLs listed above were last checked for validity on the 3rd of

May 2021.
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Appendix B

Framework Usage and Extension

B.1 Preparatory Work and Requirements

For the fusion of camera and IMU data, the following manual steps need to be per-

formed to prepare the run configuration files:

1. If synchronization is done via LED signal: Extract corresponding time codes

from camera recordings

2. If synchronization is done via movement: Extract camera frames and IMU

samples for synchronization by visual inspection of the data

3. Assign PeTrack ID(s) and IMU ID(s) by visual inspection of the video recordings

4. Search for start and end frame of a straight walking part by visual inspection

of the camera trajectories

5. Verify the steady phase at the beginning for the initialization of heading calcu-

lation and choose an offset for IMU data if required

To ensure correct processing steps the IMU and camera data must be provided

in right-handed coordinate systems. Besides, the local z-axis of the IMU is supposed

to point to the movement direction when applying distance tracking approaches. In

case of rotation tracking only, the IMU must be mounted to the pedestrian so that

its local x-axis is vertically oriented.

113



B.2. CONFIGURATION FILES

B.2 Configuration Files

For executing the software, two configuration files must be provided. One file must

contain IMU and camera-specific information for each run and the second file must

provide algorithm parameters. The configparser module is used for reading in the

configuration information which allows a simple definition and processing of these

parameters. Listings B.1 and B.2 show the basic format of the files followed by

a description of the parameters. The order of the parameters can be varied. If

additional input parameters are needed they can be easily added using the presented

format.

Listing B.1: Format of the initialization file containing the information about camera-
and IMU-specific data for one data set to analyze (for one run). Information for
several IMUs can be listed here.

[ CameraData ]
RunStart = HH : MM : SS : FF
RunEnd = HH : MM : SS : FF
File = Path/To/Trajectories . txt
Fps = XX

[ IMUname 1 ]
File = Path/To/IMUdata . csv
StickerID = XX

CameraID = XX

PusherID = XX

SteadyStart = SampleXX

SteadyEnd = SampleXX

AlignmentStart = FrameXX

AlignmentEnd = FrameXX

Offset = SampleXX

Position = ”Information about attachment”
Comment = ”Sensor specific comment”

[ IMUname 2 ]
. . .

For the camera data the following information is required:

Run
Start/End

Time codes that specify the start and end of the camera data set.

These time codes are considered as ground truth and are used for

scaling the IMU data samples.

File File of the camera trajectory data.

Fps Frame rate at which the camera data were recorded.
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For several IMUs these parameters must be defined:

File File name containing the IMU data.

CameraID ID of the person wearing the IMU provided by the camera system.

PusherID ID of the pushing person provided by the camera system which is

required for distance tracking with correction.

Alignment
Start/End

Frames defining the start and end of the alignment phase for which

the pedestrian is moving straight without changing the movement

direction.

Offset Number of IMU samples that are skipped before heading initializa-

tion is calculated.

These parameters are optional per IMU data set:

StickerID Parameter for documentation of the label on the shoulders to identify

the person wearing the IMU (described in Sec. 2.2.1).

Steady
Start/End

Parameters for defining the sample range of a steady state that can

be used for removing IMU bias noise.

Position Parameter for documentation of the attachment position of the sen-

sor.

Comment Parameter for documentation of specific observations.

Listing B.2: Format of the initialization file containing the information about the
parameters for the tracking algorithms.

[ Algorithm ]
Rotation = Madgwick

Distance = DoubleIntegration/DoubleIntegrationCorrection/
DoubleIntegrationAdaptiveCorrection/
MAUKF2D/MAUKF2DCorrection/MAUKF2DAdaptiveCorrection

VelocitySmoothRange = XX

VelocityDiffSurrounding = YY

ConvergenceTime = SampleXX

TrackingStart = SampleXX

TrackingEnd = SampleXX

OutputFileEnding = ” specific file ending”
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Rotation Approach that is used for calculating the rotation of the IMU.

Currently, only Madgwick is available.

Distance Approach that is used for calculating the distance. The differ-

ent options are listed above.

Velocity
SmoothRange

Number of frames that are considered in the past and future to

calculate a smoothed velocity. In this work, this value was set

to 12 for recordings with a frame rate of 25. Thus, positions

12 frames before and after the current frame are chosen which

corresponds to an averaging over one second.

Velocity
DiffSurrounding

Difference in velocity (in m s−1) that is acceptable when com-

paring the velocity of the tracked person and the surrounding

person (see vrange in Eq. 3.44). After analyzing the recorded

data this value was set to 0.12 m s−1 as described in Sec. 3.3.2.2.

Convergence
Time

Number of IMU samples that are required for the initialization

phase for the heading calculation. In this work, this value was

set to 200 samples which is equal to a period of 2 s at a sample

rate of 100.

Tracking
Start/End

Range of IMU samples for which tracking methods should be

applied. This is useful when tracking should not be applied for

a whole run or independent of camera time codes.

Output
FileEnding

Ending of file names generated by Plotter and Analysis.

B.3 Using the Classes

An example of the basic usage of the python classes is shown in Listing B.3. The

configparser is used to read in the required parameters. Static functions of the

DataAccessManager class are used to get a synchronized and scaled IMU sample

range to read in the corresponding IMU data. After creating a PeTrackDatabase

object an ImuCameraTracker is instantiated. Based on the algorithm configuration

file the corresponding options are set in the tracker. As a fusion of camera and IMU

data is desired in that example the required parameters are set. The orientation is
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calculated for a specified range and the twist angles are determined with the help of

the Analysis class.

Listing B.3: Pseudo code for calculating twist angles based on SABEL IMU data and
camera data extracted with PeTrack.

1 # open i n i f i l e s with run and algor i thm c o n f i g u r a t i o n s
2 run_data_config = configparser . ConfigParser ( )
3 run_data_config . read ( ’ Path/To/ r u n i n i f i l e . i n i ’ )
4 algo_config = configparser . ConfigParser ( )
5 algo_config . read ( ’ Path/To/ a l g o i n i f i l e . i n i ’ )
6
7 # read in data from i n i f i l e s
8 imu_file = run_data_config [ sensor_name ] [ ’ F i l e ’ ]
9 . . .

10
11 # provide l i s t o f recorded camera sync t imes
12 camera_sync_times = [ ’ t ime code 1 ’ , ’ t ime code 2 ’ , . . . ]
13
14 # get cor re spond ing range o f imu samples
15 sample_range_imu = DataAccessManager . get_imu_run_range (

imu_file , run_range , camera_sync_times )
16 # read in IMU data f o r that range
17 imu_data = SabelImuData ( imu_file , sample_range_imu , . . . )
18
19 # c r e a t e PeTrack database
20 petrack_database = PeTrackDatabase ( petrack_file , . . . )
21
22 # c r e a t e IMU Tracker
23 imu_tracker = ImuCameraTracker ( algo_config , [ imu_data ] ,

petrack_database )
24 # s e t PeTrackID and al igment data f o r f u s i o n
25 imu_tracker . set_fusion_data ( [ ground_truth_ID ] )
26 imu_tracker . set_alignment_frames ( [ alignment_start ,

alignment_end ] )
27
28 # c a l c o r i e n t a t i o n from s t a r t to end o f the ground truth

t r a j e c t o r y
29 imu_tracker . calc_orientation ( [ start , end ] , 0)
30
31 # c a l c u l a t e tw i s t ang l e s
32 [ angle_diff , . . . ] = Analysis . calculate_rotation_diff (

imu_tracker )
33 Analysis . write_angles_to_file ( ”Path/To/ Output f i l e . txt ” ,

angle_diff , . . . )
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Appendix C

Supplementary Material for SiME
Studies

C.1 Documentation of Analyzed Data Sets

IMU and camera data that have been used for validating the distance tracking me-

thods are accessible via [133]. Trajectory information extracted from the central 4k

camera has been used. Overall, data of 8 runs of the study “Bot whe” were analyzed

where the movement in front of a bottleneck with different widths was recorded. The

analysis was limited to data of wheelchair users who were pushed by another person so

that the correction methods could be applied. Therefore, the analysis was conducted

for the data of four different wheelchair users each equipped with two sensors on the

backrest. According to the documentation in [133] the PWD IDs of the wheelchair

users whose data have been analyzed for validation are listed in Table C.1.

Table C.1: Overview of validated SiME data sets. The different tracking approaches
and the corresponding PWD IDs of participants according to [133] whose data were
used for validation are listed.

Distance tracking approach PWD IDs Overall quantity

Integration 34, 35, 38, 39 54
Integration with correction
Integration with adaptive correction

MAUKF 34, 35, 39 23
MAUKF with correction
MAUKF with adaptive correction

119



C.2. RAW IMU DATA

The data of one sensor of the participant with PWD ID = 38 needed to be excluded

from analysis since the synchronization signal was not received. Besides a wheelchair

user was moving on their own without a pusher for one run that was also excluded

from the analysis (run0501, PWD ID = 80). This results in 54 different data sets for

validating tracking techniques with one sensor and 23 available data sets for testing

tracking approaches with fusion of two sensors.

C.2 Raw IMU Data
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Figure C.1: Unprocessed measurements of the accelerometer (top), acceleration data
without gravity (middle), and magnetometer measurements (bottom) in local refer-
ence frame I. Vertical lines represent timestamps according to the data shown in
Fig. 5.1. Corresponding gyroscope data are part of Fig. 5.1b.
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Supplementary Material for
Optitrack Studies

D.1 Calculated Angles

For a better evaluation of the heading errors presented in Sec. 5.2, the actual angle

values are provided in the following. Data for the wheelchair scenarios are shown in

Fig. D.1 and D.2. Angles for the rotation of the upper body are presented in Fig. D.3

and D.4.

According to Fig. 5.9 the angle α represents the angle of the body or wheelchair

axis (ground truth) while β represents the calculated axis based on IMU data. Both

angles are calculated with reference to the positive x-axis in the camera reference

frame. As the participant started to move in the direction of the negative x-axis, high

angles occurred as start values. Please note that the course of angles is presented in a

steady form to prevent fluctuations between the values 0° and 360° (and vice versa).

Thus, the angles can reach values outside the range of [0°, 360°]. The start of the

different runs according to Fig. 2.7 is marked with vertical lines.
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(a) Data for upper sensor
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(b) Data for lower sensor

Figure D.1: Course of angles for the wheelchair moved with arms. Periods for 180°
turns are marked in grey. Greater differences between the angles are visible when
moving back to the start area. The corresponding difference between the angles is
shown in Fig. 5.12.
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(a) Data for upper sensor
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(b) Data for lower sensor

Figure D.2: Course of angles for the wheelchair moved with feet. Periods for 180°
turns are marked in grey. Greater differences between the angles are visible when
moving back to the start area. The corresponding difference between the angles is
shown in Fig. D.5.
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(a) Data for walking
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(b) Data for walking with strong rotation

Figure D.3: Course of angles for the rotation of the upper body for the walking
scenarios. Periods for 180° turns are marked in grey. The corresponding difference
between the angles is shown in Fig. 5.16 and D.6.
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Figure D.4: Course of angles for the rotation of the upper body while standing on
a fixed position. Time of passing the initial position when rotating from the right
to the left side and at which the shoulder axis is parallel to initial shoulder axis are
marked with the dashed lines. The corresponding difference between the angles is
shown in Fig. 5.14.
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D.2 Error in Heading

In the following, the course of the difference between angles of the ground truth axis

and the local y-axis is shown. Data for the studies with a wheelchair user that moved

with their feet are presented in Fig. D.5. As the person moving the wheelchair was

not familiar with using it, turning the wheelchair required a lot of time and shows

fluctuations of the error because the sensor was affected by local movements. The

error for strong rotations while walking are presented in Fig. D.6.
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(a) Data for upper sensor
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(b) Data for lower sensor

Figure D.5: Course of error in heading for the wheelchair user who moved with the
feet.
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Figure D.6: Course of error in heading for the crowd walking scenario.
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Appendix E

Supplementary Material for
Studies on Twist Angle

E.1 Synchronization

Usually, the synchronization of IMU and camera data is done with the help of an LED

signal emitted before the start and after finishing the experiments. Unfortunately,

the synchronization signals were missing in the IMU data sets or could not be seen

in the camera recordings. For this reason, the first and last heel drop was searched

in the IMU and camera data. All used inertial sensors recorded the same amount of

samples which means that the same scaling factor could be assumed for all data sets.

Therefore, the heel drops were searched for one person only for whom the movement

was clearly visible (in this case participant wearing device D7). In this way, the scaling

factor S = 323074/322412 (see Eq. 3.35) was calculated and used to align frames and

samples for each run for each pair of IMU and camera data.

E.2 Classification of IMU Data Sets

To ensure that only reasonable rotation data were considered for the analysis of

the twist angle, the calculated acceleration data have been checked manually. For

this purpose, the global acceleration (with gravity) and the global linear acceleration

(without gravity) have been calculated for each person for each run.

Inspecting the global acceleration is a quick and easy approach to estimate how

well the rotation could be calculated. Instead of a time-consuming visual comparison

of the videos and corresponding calculated twist angles, the acceleration data of each

person in standstill (before entering the bottleneck) were inspected. If the rotation

calculation procedure worked well, the global acceleration while standing still should
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measure the global gravity g only. When rotating the local acceleration data (with the

calculated quaternions) to the camera frame, the global acceleration data Ca should

be equal to g while the person is standing still. Therefore, the angle ε between Ca and

g as defined in Eq. E.1 is used as a measure for the quality of the rotation calculation.

If the orientation of the sensor could not be determined well, the gravitational force

was spread over the global x-, y- and z-axis leading to a bigger ε.

ε = ∠(Ca, g) = ∠(

Caxay
az

,
 0

0
9.81

) (E.1)

The time for the standstill phases (before the entrance phase started) were searched

manually for each run. Besides, the global linear acceleration has been looked at to

verify the actual acceleration (due to movement) on a better scale. While standing

still all components (x, y, and z) should be steady without any rotation. If the ro-

tated acceleration data were changing it is indicated that there were problems with

calculating the rotation. Hereby, a faulty rotation could be the result of a too short

initialization phase (no convergence) or faulty sensor data e.g., gyroscope offset.

The occurred error was traced back to the following possible reasons:

• Too loose attachment of the sensors caused local movements of the sensors.

• No clear standstill of the upper body led to an insufficient initialization phase.

• Technical issues of the sensors caused a gyroscope offset.

• Heat development (especially for sensors worn beneath clothes) could have

caused higher noise in data.

Due to these sources of errors the data sets of both sensors for each person for

each run were checked manually and divided into the following classes:

• Good: ε ≤ 2° and steady global acceleration while standing still

• Acceptable: ε ≤ 18° and steady right before the movement through the bottle-

neck begins

• Unusable: ε > 18° or not steady before movement through bottleneck
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In the following, examples of good (see Fig. E.1), acceptable (see Fig. E.2), and

unusable IMU data (see Fig. E.3 and E.4) are listed. A data set can be unusable even

when a small ε was calculated since gravity can be measured perfectly for one time

step but with a rotation before or after as shown in Fig. E.3.

The classification for each data set is given in Table E.1 and E.2 according to the

data documentation in [152]. The actually selected data sets that were used for the

analysis in Chapter 6 are listed in Table E.3 and E.4.
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Figure E.1: Example of IMU data classified as good. The first part from t = 5 s to
10 s was recorded during the preparation phase which is followed by a standstill and
the start of the entrance phase around t = 23 s.
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(a) Data remain the same while standstill but with an offset which is caused by a slight (calculated)
misalignment of the orientation
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(b) Convergence was not reached after the first standstill but before the entrance phase started

Figure E.2: Examples of acceptable IMU data.
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Figure E.3: Example of unusable IMU data. There is an offset in the gyroscope data
(y-axis) which leads to a permanent rotation of the acceleration data.
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(a) Convergence not finished before the entrance phase started
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(b) Rotation while standstill

Figure E.4: Examples of unusable IMU data due to insufficient convergence of the
orientation filter.

134



APPENDIX E. SUPPLEMENTARY MATERIAL FOR STUDIES ON TWIST
ANGLE

Table E.1: Classification of sensor data based on the achieved rotation tracking qual-
ity. Data for runs with N = 25 are shown.

Run Good Acceptable Unusable

100 N25 h- R1 D1, D4, D9, D11,
D12, D14, D16,
D18

D7, D13, D17, D19 D8, D10

100 N25 h- R2 D1, D4, D9, D11,
D12, D16, D17,
D18

D7, D10, D13, D14,
D19

D8

100 N25 h0 R1 D1, D4, D9, D12,
D17, D18, D16

D7, D10, D11, D14 D8, D13, D19

100 N25 h0 R2 D1, D4, D9, D14,
D16, D17, D18

D7, D10, D12, D13,
D19

D8, D11

090 N25 h- R1 D1, D4, D9, D11,
D12, D14, D17,
D18, D19

D7, D10, D13, D16 D8

090 N25 h- R2 D4, D9, D11, D12,
D14, D18, D19

D1, D13, D17 D7, D8, D10, D16

090 N25 h0 R1 D1, D4, D9, D12,
D17, D18, D19

D10, D11, D13 D7, D8, D16

090 N25 h0 R2 D1, D4, D9, D11,
D12, D14, D17,
D18

D7, D10, D13, D19 D8, D16

080 N25 h- R1 D1, D4, D9, D12,
D17, D18

D10, D11, D13,
D14, D19

D7, D8, D16

080 N25 h- R2 D1, D4, D9, D11,
D12, D14, D18

D7, D10, D13, D19 D8, D16, D17

080 N25 h0 R1 D1, D4, D9, D12,
D14, D17, D18

D10, D11, D13,
D19

D7, D8, D16

080 N25 h0 R2 D1, D4, D9, D14,
D17, D18

D7, D10, D11, D12,
D13, D16, D19

D8

070 N25 h- R1 D1, D4, D9, D12,
D14, D17, D18

D13, D16, D19 D7, D8, D10, D11

070 N25 h- R2 D9, D12, D14, D17,
D18

D1, D4, D13, D19 D7, D8, D10, D11,
D16

070 N25 h0 R1 D1, D4, D9, D12,
D14, D16, D17,
D18

D7, D10, D11, D13,
D19

D8

070 N25 h0 R2 D1, D4, D9, D11,
D12, D16, D17,
D18, D19

D7, D10, D13, D14 D8
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Table E.2: Classification of sensor data based on the achieved rotation tracking qual-
ity. Data for runs with N = 8 are shown.

Run Good Acceptable Unusable

070 N08 h- R1 D4, D9, D12, D18 D1, D7, D10, D11,
D13, D19

D8, D14, D16, D17

070 N08 h- R2 D1, D4, D9, D12,
D18

D10, D11, D13,
D16, D17

D7, D8, D14, D19

070 N08 h0 R1 D1, D9, D12, D14,
D17, D18

D4, D7, D11, D13,
D16

D8, D10, D19

070 N08 h0 R2 D1, D4, D9, D12,
D17, D18

D10, D14 D7, D8, D11, D13,
D16, D19

060 N08 h- R1 D1, D4, D9, D12,
D17, D18, D19

D7, D10, D11, D13,
D14

D8, D16

060 N08 h- R2 D4, D9, D12, D17,
D18

D1, D10, D11, D13,
D14, D16

D7, D8, D19

060 N08 h0 R1 D4, D9, D12, D17,
D18

D1, D7 D10, D11,
D13, D16,

D8, D14, D19

060 N08 h0 R2 D9, D1, D4, D12,
D14, D17, D18

D7, D10, D13, D16 D8, D11, D19

050 N08 h- R1 D4, D9, D11, D12,
D17, D18

D1, D7, D10, D13,
D14, D16

D8, D19

050 N08 h- R2 D4, D9, D10, D12,
D18

D7, D14, D16, D17 D1, D8, D11, D13,
D19

050 N08 h0 R1 D4, D9, D12, D17,
D18

D7, D10, D13, D14 D1, D8, D11, D16,
D19

050 N08 h0 R2 D1, D4, D9, D12,
D19

D7, D10, D13, D16,
D17, D18

D8, D11, D14

040 N08 h- R1 D4, D9, D11, D12,
D17, D18

D1, D7, D10, D13,
D14, D16

D8, D19

040 N08 h- R2 D4, D9, D12, D18 D7, D10, D14, D16,
D19

D8, D11, D13, D17

040 N08 h0 R1 D4, D9, D12, D18,
D19

D7, D13 D1, D8, D10, D11,
D14, D16

040 N08 h0 R2 D4, D9, D12, D14,
D17, D18

D7, D10, D13, D16 D1, D8, D11, D19
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Table E.3: List of devices per run whose data have been used for twist angle calcula-
tion. Information for runs with N = 25 is shown.

Run Considered devices

100 N25 h- R1 D1, D7, D9, D11, D12, D14, D18
100 N25 h- R2 D1, D7, D11, D12, D14, D16, D18
100 N25 h0 R1 D1, D7, D9, D11, D12, D14, D18
100 N25 h0 R2 D1, D7, D9, D10, D12, D14, D17

090 N25 h- R1 D1, D9, D11, D12, D17, D19
090 N25 h- R2 D4, D9, D11, D12, D18, D19
090 N25 h0 R1 D1, D9, D11, D12, D17, D19
090 N25 h0 R2 D4, D7, D9, D11, D12, D14, D17

080 N25 h- R1 D4, D9, D11, D12, D18, D19
080 N25 h- R2 D1, D7, D9, D11, D12, D18, D19
080 N25 h0 R1 D1, D9, D11, D12, D14, D18
080 N25 h0 R2 D1, D7, D9, D11, D12, D14, D17

070 N25 h- R1 D4, D9, D13, D14, D17
070 N25 h- R2 D1, D9, D13, D14, D17
070 N25 h0 R1 D1, D7, D11, D12, D14, D16, D18
070 N25 h0 R2 D4, D7, D11, D12, D16, D17, D19

Table E.4: List of devices per run whose data have been used for twist angle calcula-
tion. Information for runs with N = 8 is shown.

Run Considered devices

070 N08 h- R1 D4, D7, D9, D11, D12, D18, D19
070 N08 h- R2 D1, D9, D11, D12, D18
070 N08 h0 R1 D1, D7, D9, D11, D12, D14, D18
070 N08 h0 R2 D4, D9, D10, D12, D14, D17

060 N08 h- R1 D1, D7, D9, D11, D12, D17, D19
060 N08 h- R2 D4, D9, D11, D12, D14, D17
060 N08 h0 R1 D4, D7, D9, D11, D12, D17
060 N08 h0 R2 D1, D7, D9, D10, D12, D14, D17

050 N08 h- R1 D4, D7, D9, D11, D12, D14, D17
050 N08 h- R2 D4, D7, D9, D10, D12, D14, D18
050 N08 h0 R1 D4, D7, D9, D10, D12, D14, D17
050 N08 h0 R2 D1, D7, D9, D10, D12, D17, D19

040 N08 h- R1 D1, D7, D9, D11, D12, D14, D18
040 N08 h- R2 D7, D9, D10, D12, D14, D18, D19
040 N08 h0 R1 D4, D7, D9, D12, D18, D19
040 N08 h0 R2 D4, D7, D9, D10, D12, D14, D17
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Publications

The benefits of IMUs and the hybrid tracking system are introduced in:

• Maik Boltes, Jette Schumann and Daniel Salden. “Gathering of data under

laboratory conditions for the deep analysis of pedestrian dynamics in crowds”.

In: 2017 14th IEEE International Conference on Advanced Video and Signal

Based Surveillance (AVSS). 2017. doi: 10.1109/AVSS.2017.8078471

• Jette Schumann and Maik Boltes. “Tracking of wheelchair users in dense

crowds”. In: 2017 International Conference on Indoor Positioning and Indoor

Navigation (IPIN). 2017

• Jette Schumann, Maik Boltes and Armin Seyfried. “Hybrid Tracking System

for Pedestrians in Dense Crowds”. In: Traffic and Granular Flow ’17. Ed. by

Hamdar S. H. 2019. doi: 10.1007/978-3-030-11440-4_23

The following data publications provide trajectory and IMU data captured in the

studies presented in this thesis:

• Forschungszentrum Jülich and Federal Institute for Materials Research and

Testing. Influence of individual characteristics. 2017. doi: 10.34735/PED.

2017.1

• Jette Schumann, Maik Boltes and James Lee. Studies for validating tracking

algorithms based on IMU data with 3D camera data. 2018. doi: 10.34735/

PED.2018.3

• Jette Schumann, Maik Boltes, Juliane Adrian et al. Studies on rotation of the

upper body in bottlenecks using a hybrid tracking system. 2018. doi: 10.34735/

PED.2018.4
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Besides, work on the analysis of pedestrian streams was published. The need

for considering aspects of social psychology is demonstrated based on the analysis

of an experiment with a crowd entering a concert with two different spatial barrier

structures in:

• Anna Sieben, Jette Schumann and Armin Seyfried. “Collective phenomena in

crowds—Where pedestrian dynamics need social psychology”. In: PLOS ONE

12.6 (June 2017). Ed. by Dante R. Chialvo, e0177328. doi: 10.1371/journal.

pone.0177328

Within the scope of the SiME project properties of the movement of crowds consid-

ering people with disabilities are determined and analyzed in:

• Paul Geoerg, Robert Malte Polzin, Jette Schumann et al. “Small-scale Stud-

ies on Evacuation Characteristics of Pedestrians with physical, mental or age-

related Disabilities”. In: Journal of Physics: Conference Series 1107 (Nov.

2018), p. 072006. doi: 10.1088/1742-6596/1107/7/072006

• Paul Geoerg, Jette Schumann, Stefan Holl et al. “The Influence of Wheelchair

Users on Movement in a Bottleneck and a Corridor”. In: Journal of Advanced

Transportation 2019 (June 2019), pp. 1–17. doi: 10.1155/2019/9717208

• Paul Geoerg, Jette Schumann, Maik Boltes et al. “The Influence of Individual

Impairments on Crowd Dynamics”. In: INTERFLAM 2019. Ed. by Stephen

Grayson. London: Interscience Communications, 2019, pp. 775–791

• Paul Geoerg, Jette Schumann, Stefan Holl et al. “The influence of individual

impairments in crowd dynamics”. In: Fire and Materials (Feb. 2020). doi:

10.1002/fam.2789

• Paul Geoerg, Jette Schumann, Maik Boltes et al. “The influence of physical

and mental constraints to a stream of people through a bottleneck”. In: Pro-

ceedings of Pedestrian and Evacuation Dynamics 2018, PED18, Lund, Sweden,

Collective dynamics 5 (2020). doi: 10.17815/cd.2020.57
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