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Abstract 
Precipitation and dissolution dynamics of calcite in response to variations in groundwater pH and 

alkalinity are important in a range of subsurface engineering applications. In the context of geotechnical 

engineering and subsurface remediation applications, induced calcite precipitation is widely used. The 

effectiveness of induced calcite precipitation is typically investigated by measuring hydraulic pressure, 

analysing biochemical properties of sampled solution, and cone penetration tests. However, these 

methods are spatially and temporally limited, expensive and laborious. Geophysical methods have 

potential to overcome these limitations. In particular, Spectral Induced Polarization (SIP) measurements 

have been shown to be sensitive to calcite precipitation. However, previous experimental studies 

showed inconsistent SIP responses and have not explored what controls the SIP response of calcite. In 

this context, the overall aim of this thesis was to better understand how spatially variable and temporally 

dynamic calcite precipitation processes affect the SIP response. 

In a first step, the effect of solute concentration on the SIP response of calcite precipitation was 

investigated by a four-phase experiment with SIP measurements on a column filled with sand. In phase 

I, Na2CO3 and CaCl2 solutions were co-injected, which resulted in a calcite precipitation front that 

increased the imaginary part of the electrical conductivity (𝜎"). In phase II, several diluted (but still 

oversaturated) solutions were injected into the sample with calcite precipitation from phase I, which 

resulted in a decrease of 𝜎". The results suggested that the 𝜎" associated with calcite depends more 

strongly on the solute conductivity than in the case of sand and sandstone. In phase III, the solutions 

from phase I were injected first and then the injection was stopped. Since calcite precipitation continued 

after stopping the flow, this resulted in a decrease of the solute concentration in the mixing zone and an 

associated decrease of 𝜎". In phase IV, the injection rate of the Na2CO3 solution was reduced relative 

to that of the CaCl2 solution. This shifted the mixing zone away from the calcite precipitation front and 

again the 𝜎" decreased. These results clearly suggested that the SIP response of calcite is sensitive to 

the solute concentration near the precipitates. 

In a second step, a novel laboratory experimental setup was developed to directly visualize calcite 

precipitation processes while making SIP measurements. The setup consisted of a transparent 

millifluidic cell with a 2D porous media and current and potential electrodes for SIP measurements. 

One camera was used to monitor calcite precipitation processes in the entire measurement region and a 

second camera on a motorized stage was used to monitor the development of individual crystals using 

high-zoom images. This novel set-up was then used to investigate how spatial variation and temporal 

dynamics of calcite precipitation affect the SIP response. Calcite precipitation was induced by co-

injecting the same Na2CO3 and CaCl2 solutions as in the column experiment and the SIP response was 

monitored in three distinct regions. The image analysis and SIP measurements suggested two distinct 
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phases in the experimental results. In the first phase, the mass of calcite precipitates increased due to 

the creation of a wall-like calcite precipitation front along the mixing front. However, the 𝜎" in the three 

regions did not substantially increase. In the second phase, the mass of calcite increased only slightly 

(2%) in the area with the wall-like calcite precipitation, but the 𝜎" strongly increased and almost 

doubled. Key characteristics of the SIP response during the second phase were interpreted using electric 

field simulations based on the imaged distribution of calcite precipitation. It was found that the observed 

negative values for 𝜎" could be explained by variations in the strength of the polarization along the 

calcite precipitation. It was also observed that the peak frequency of 𝜎" was higher for the upstream 

measurement region, which was related to the shape of the calcite precipitation front. Based on the 

experimental results, it was hypothesized that the closing of the gap space between the top of the calcite 

precipitation and the inner wall of the sample holder (i.e. the height of the calcite precipitation) largely 

determined the increase of 𝜎". This was confirmed by simulations using a simplified electrical circuit 

model. This model also suggested that Maxwell-Wagner polarization could have played an important 

role in determining 𝜎". Overall, it was found that the spatial distribution and temporal dynamics of 

calcite precipitation instead of the total mass of calcite were the important factors that determined the 

SIP response. 

In a third and final step, the understanding of the SIP response of calcite precipitation in porous media 

was supported by improving the understanding of chemical reactions at stagnation points that widely 

occur in flow fields within porous media. For this, experiments using the millifluidic set-up and pore-

scale modelling were used. In particular, the scaling of the width of the reaction zone, the maximum 

reaction rate and the reaction intensity were investigated as a function of the Péclet (Pe) and Damköhler 

(Da) number. First, scaling laws at the stagnation point were theoretically derived by applying mixing 

theory to a bimolecular reaction system. It was found that the width of the reaction zone scales following 

Pe-1/6 Da-1/3, the maximum reaction rate scales following Pe2/3 Da1/3 and the reaction intensity scales 

following Pe1/2. Next, reactive transport experiments were performed using the millifluidic set-up. The 

results showed that these scaling laws were valid for a Hele-Shaw cell configuration without porous 

media. The scaling laws were also globally applicable in the presence of a 2D porous medium, although 

considerable fluctuations and compression were observed in the experimental results. In relation to the 

SIP response of calcite, these results suggested that the temporal dynamics of the SIP response will be 

a function of Pe following the scaling of the maximum reaction rate (∝Pe2/3) because this reaction rate 

controls the closing of the pore space. 

Overall, this thesis provides five key findings about the SIP response associated with spatially variable 

and temporally dynamic calcite precipitation. First, the solute concentration near the calcite 

precipitation largely affects the SIP response. Second, the closing of the pore space largely increases 

the SIP response. Third, the spatial distribution of the calcite precipitation results in different peak 

frequencies in different measurement regions and a negative 𝜎". Fourth, Maxwell-Wagner polarization 
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plays an important role in determining the strength of the SIP response. Finally, the temporal dynamics 

of the SIP response will be a function of 𝑃𝑒 following the scaling of the maximum reaction rate (∝

𝑃𝑒2/3) because this reaction rate controls the closing of the pore space. Taken together, these five 

findings describe key factors controlling the SIP response of calcite, and help to understand previously 

reported inconsistent experimental results. 
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Zusammenfassung 
Die Ausfällungs- und Auflösungsdynamik von Kalzit als Reaktion auf Schwankungen des pH-Werts 

und der Alkalinität des Grundwassers sind für eine Reihe von Anwendungen wichtig. Im 

Zusammenhang mit Geotechnik und Untergrundsanierung wird die induzierte Kalzitausfällung häufig 

eingesetzt. Die Effektivität der induzierten Ausfällung wird typischerweise durch die Messung des 

hydraulischen Drucks, die Analyse der biochemischen Eigenschaften der beprobten Lösung und durch 

Drucksondierungen untersucht. Diese Methoden sind jedoch räumlich und zeitlich eingeschränkt, teuer 

und aufwändig. Geophysikalische Methoden haben das Potenzial, diese Einschränkungen zu 

überwinden. Insbesondere haben sich Messungen der spektralen induzierten Polarisation (SIP) als 

empfindlich gegenüber Kalzitniederschlag erwiesen. Frühere experimentelle Studien zeigten jedoch 

inkonsistente SIP-Messergebnisse und haben nicht untersucht, was die SIP-Antwort von Kalzit 

kontrolliert. In diesem Zusammenhang war es das übergeordnete Ziel dieser Arbeit, besser zu verstehen, 

wie räumlich variable und zeitlich dynamische Kalzitausfällungsprozesse SIP-Messungen beeinflussen. 

In einem ersten Schritt wurde der Einfluss der gelösten Konzentration auf die Antwort des SIP-Signals 

des Kalzitniederschlags in einem Vier-Phasen-Experiment in einer mit Sand gefüllten Säule untersucht. 

In Phase I wurden Na2CO3- und CaCl2-Lösungen gemeinsam injiziert, was zu einer 

Kalzitniederschlagsfront führte, die den Imaginärteil der elektrischen Leitfähigkeit (σ") erhöhte. In 

Phase II wurden mehrere verdünnte (aber immer noch übersättigte) Lösungen in die Probe mit dem 

Kalzitniederschlag aus Phase I injiziert, was zu einer Abnahme von σ" führte. Die Ergebnisse deuteten 

darauf hin, dass das mit Kalzit verbundene σ" stärker von der elektrischen Leitfähigkeit der Lösung 

abhängt als im Fall von Sand und Sandstein. In Phase III wurden zuerst die Lösungen aus Phase I 

injiziert, dann wurde die Injektion gestoppt. Da die Kalzitausfällung nach dem Stoppen der Strömung 

weiter fortschritt, führte dies zu einer Abnahme der gelösten Konzentration in der Mischzone und einer 

damit verbundenen Abnahme von σ". In Phase IV wurde die Injektionsrate der Na2CO3-Lösung relativ 

zu der der CaCl2-Lösung reduziert. Dadurch verlagerte sich die Mischzone von der 

Kalzitniederschlagsfront weg und σ" nahm wiederum ab. Diese Ergebnisse deuten eindeutig darauf hin, 

dass die SIP-Antwort von Kalzit empfindlich auf die Konzentration der gelösten Stoffe in der Nähe des 

Kalzitniederschlags reagiert. 

In einem zweiten Schritt wurde ein neuartiger Labor-Versuchsaufbau entwickelt, um Kalzit-

Ausfällungsprozesse bei der Durchführung von SIP-Messungen direkt sichtbar zu machen. Der Aufbau 

bestand aus einer transparenten millifluidischen Zelle mit einem 2D-porösen Medium und Strom- und 

Potentialelektroden für SIP-Messungen. Eine erste Kamera wurde zum Monitoring von Kalzit-

Ausfällungsprozessen in der gesamten Messregion eingesetzt. Eine zweite Kamera auf einem 

motorisierten Tisch wurde zur Beobachtung der Entwicklung von Einzelkristallen mit starker 

Vergrößerung genutzt. Mit diesem neuartigen Aufbau wurde dann untersucht, wie räumliche Variation 



Zusammenfassung 
 

viii 
 

und zeitliche Dynamik des Kalzitniederschlags die  SIP-Antwort beeinflussen. Der Kalzitniederschlag 

wurde durch Ko-injektion der gleichen Lösungen wie im Säulenexperiment (Na2CO3- und CaCl2-

Lösungen) induziert, und die SIP-Antwort wurde in drei verschiedenen Regionen beobachtet. Die 

Bildanalyse und die SIP-Messungen ließen auf zwei verschiedene Phasen in den experimentellen 

Ergebnissen schließen. In der ersten Phase nahm die Masse des Kalzitniederschlags aufgrund der 

Bildung einer wandartigen Kalzitniederschlagsfront entlang der Mischungsfront zu. Die Werte von σ" 

in den drei Regionen nahmen jedoch nicht wesentlich zu. In der zweiten Phase nahm die Kalzitmasse 

in dem Gebiet mit dem wandartigen Kalzitniederschlag nur geringfügig (2%) zu, aber die σ"-Werte 

nahmen stark zu und verdoppelten sich fast. Schlüsselmerkmale der SIP-Antwort während der zweiten 

Phase wurden mit Hilfe von Simulationen des elektrischen Feldes auf der Grundlage der beobachteten 

Verteilung des Kalzitniederschlags interpretiert. Es wurde festgestellt, dass die beobachteten negativen 

Werte für σ" durch Variationen in der Stärke der Polarisation entlang der Kalzitniederschlagsfront 

erklärt werden können. Es wurde auch beobachtet, dass die Frequenz am Maximum von σ" für die 

stromaufwärts gelegene Messregion höher war, was mit der Form der Kalzitniederschlagsfront 

zusammenhing. Basierend auf den experimentellen Ergebnissen wurde die Hypothese aufgestellt, dass 

das Schließen des Spaltes zwischen dem oberen Rand der Kalzitniederschlagsfront und der Innenwand 

des Probenhalters (d. h. die Höhe des Kalzitniederschlags) den Anstieg von σ" weitgehend bestimmt. 

Dies wurde durch Simulation mit einem vereinfachten elektrischen Schaltungsmodell bestätigt. Dieses 

Modell legte auch nahe, dass die Maxwell-Wagner-Polarisation eine wichtige Rolle bei der 

Bestimmung von σ" gespielt haben könnte. Insgesamt wurde festgestellt, dass die räumliche Verteilung 

und die zeitliche Dynamik des Kalzitniederschlags anstelle der Gesamtmasse des Kalzits die wichtigen 

Faktoren waren, die die SIP-Antwort bestimmten. 

In einem dritten und letzten Schritt wurde das Verständnis der SIP-Antwort auf den Kalzitniederschlag 

in porösen Medien durch die Verbesserung des Verständnisses chemischer Reaktionen an Staupunkten 

unterstützt, die in den Strömungsfeldern in porösen Medien häufig auftreten. Hierzu wurden 

Experimente im millifluidischen Aufbau und porenskalige Modellierung genutzt. Insbesondere wurde 

die Skalierung der Breite der Reaktionszone, der maximalen Reaktionsrate und der Reaktionsintensität 

als Funktion der Péclet- (Pe) und der Damköhler-Zahl (Da) untersucht. Zunächst wurden die 

Skalierungsgesetze am Staupunkt theoretisch abgeleitet, indem die Mischungstheorie auf ein 

bimolekulares Reaktionssystem angewendet wurde. Es wurde festgestellt, dass die Breite der 

Reaktionszone nach 𝑃𝑒−1/6𝐷𝑎−1/3  skaliert, die maximale Reaktionsgeschwindigkeit nach 

𝑃𝑒2/3𝐷𝑎1/3und die Reaktionsintensität nach 𝑃𝑒1/2. Anschließend wurden Experimente zum reaktiven 

Transport mit dem millifluidischen Aufbau durchgeführt. Die Ergebnisse zeigten, dass diese 

Skalierungsgesetze für eine Hele-Shaw-Zellenkonfiguration ohne poröse Medien gültig waren. Die 

Skalierungsgesetze waren auch bei Vorhandensein eines 2D-porösen Mediums global anwendbar, 

obwohl in den experimentellen Ergebnissen erhebliche Schwankungen beobachtet wurden. In Bezug 
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auf die SIP-Antwort von Kalzit legten diese Ergebnisse nahe, dass die zeitliche Dynamik der SIP-

Antwort eine Funktion von Pe sein wird, die der Skalierung der maximalen Reaktionsrate (∝ 𝑃𝑒2/3) 

folgt, da diese Reaktionsrate das Schließen des Porenraums kontrolliert. 

Insgesamt liefert diese Arbeit fünf wichtige Erkenntnisse über die SIP-Antwort im Zusammenhang mit 

räumlich variablen und zeitlich dynamischen Kalzitniederschlägen. Erstens beeinflusst die gelöste 

Konzentration in der Nähe des Kalzitniederschlags weitgehend die SIP-Antwort. Zweitens erhöht im 

Wesentlichen das Schließen des Porenraums die SIP-Antwort. Drittens führt die räumliche Verteilung 

des Kalzitniederschlags zu unterschiedlichen Frequenzen für die Maxima von σ" in verschiedenen 

Messregionen und zu einem negativen σ". Viertens spielt die Maxwell-Wagner-Polarisation eine 

wichtige Rolle bei der Bestimmung der Stärke der SIP-Antwort. Schließlich wird die zeitliche Dynamik 

der SIP-Antwort eine Funktion von Pe sein, die der Skalierung der maximalen Reaktionsrate (∝ 𝑃𝑒2/3) 

folgt, da diese Reaktionsrate das Schließen des Porenraums kontrolliert. Zusammengenommen 

beschreiben diese fünf Erkenntnisse Schlüsselfaktoren, die die SIP-Antwort von Kalzit steuern, und 

helfen zuvor berichtete widersprüchliche experimentelle Ergebnisse zu verstehen. 
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Chapter 1  
 

 

Introduction 
 
1.1. Motivation 
Precipitation and dissolution dynamics of calcite in response to variations in groundwater pH and 

alkalinity are important in a range of subsurface engineering applications. In the context of geotechnical 

engineering and subsurface remediation applications, calcite precipitation can have both positive and 

negative effects. A range of studies have reported undesirable effects of calcite precipitation associated 

with well clogging, i.e.  the reduction of hydraulic conductivity around wells. This leads to the need for 

regular well redevelopment in aquifer storage and recovery applications (Pavelic et al., 2007) and 

reduces the accessible depth of a well for fluids in geothermal applications (Regenspurg et al., 2015). 

Calcite precipitation has also been reported to affect the working lifetime of permeable reactive barriers 

using Fe0 (Liang et al., 2003). Besides these undesirable effects of calcite precipitation, beneficial 

effects of calcite precipitation have also been widely explored (DeJong et al., 2013). For example, field 

tests with microbially-induced calcite precipitation have demonstrated its potential for bioremediation 

(Fujita et al., 2008, 2010), stabilization of soil (Burbank et al., 2011; Gomez et al., 2015) and the 

reduction of liquid permeability (Cuthbert et al., 2013; Phillips et al., 2016). In many of these studies, 

the extent or effectiveness of calcite precipitation was monitored by measuring hydraulic pressure, 

analysing biochemical properties of sampled solution, or with cone penetration tests. However, these 

methods are spatially and temporally limited, expensive and laborious. Geophysical methods that make 

use of non-invasive electromagnetic and seismic wave propagation with sensors deployed on the 

boundary of the area of interest have potential to overcome these limitations. Some studies have used 

seismic methods for real-time and non-destructive monitoring of calcite precipitation (e.g. Mujah et al., 

2017; Saneiyan et al., 2020). However, seismic methods are less suitable for long-term monitoring in 

field applications because this method is not easily automated and involves substantial manual 

procedures. Wu et al. (2010) showed that Spectral Induced Polarization (SIP), which determines the 

complex electrical conductivity in the mHz to kHz frequency range, is sensitive to calcite precipitation. 

Compared to seismic monitoring of calcite precipitation, SIP measurements have the advantage that 
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they are able to provide a higher spatial and temporal resolution, and additionally are suitable for long 

term monitoring due to the relatively straightforward automation (Slater & Sandberg, 2000). 

 

1.2. Spectral induced polarization and biochemical reactions 
SIP determines the complex electrical conductivity by measuring the amplitude and phase of the  

voltage within a sample while injecting a sinusoidal current with a known frequency in the mHz to kHz 

frequency range (Kemna et al., 2012). The real part of the electrical conductivity represents the sample’s 

resistivity, while the imaginary part of the electrical conductivity is related to the sample’s ability to 

temporally store electric charge. Various laboratory studies have explored the possibility to monitor 

dynamic biochemical reactions in porous media using SIP measurements in biotic and abiotic 

conditions. In abiotic conditions, previous studies have mainly focused on iron mineral precipitation. 

Several studies showed a strong relationship between the SIP response and the amount, specific surface 

area and transformation of iron minerals (Slater et al., 2005, 2006; Wu et al., 2005). Follow-up studies 

explored the possibility of detecting the type of iron minerals, the mineral size and different processes 

associated with iron minerals. For example, Ntarlagiannis et al. (2010) observed an increase in SIP 

response due to the secondary formation of iron sulfide precipitation in sand. Placencia-Gomez et al. 

(2013) found that oxidation of iron sulfide decreased the SIP response. The mechanism behind the 

strong polarization response of iron precipitation was clarified by Hubbard et al. (2014). In this study, 

the SIP response of mixtures of sand and magnetite in contact with solutions with redox-active (Fe2+) 

or redox-inactive ions (Ni2+,Ca2+) was measured. They found that the SIP response was insensitive to 

the surface charge, but it was sensitive to redox reactions. Thus, it was inferred that the polarization 

contribution of migration of charges within the magnetite particle dominates the contribution from the 

electrical double layer. In addition to iron minerals, there are also studies that investigated the SIP 

response of calcite precipitation although mechanistic understanding is still limited in this case. Wu et 

al. (2010) were the first to report a clear SIP response associated with calcite precipitation in a laboratory 

study. Several follow-up studies have reported much smaller and less clear SIP responses to calcite 

precipitation (Saneiyan et al., 2018; Zhang et al., 2012). It is clear that more research is required to 

clarify what environmental conditions or mineral properties determine the SIP response of calcite 

precipitation.  

In biotic conditions, a range of studies investigated the SIP response associated with bacteria and 

biofilms. Ntarlagiannis et al. (2005) and Davis et al. (2006) cultivated bacteria and biofilms in column 

experiments and highlighted the possibility of applying SIP measurements to observe bacteria and 

biofilms. Abdel Aal et al. (2010) studied bioclogging and the associated change in hydraulic 

conductivity during cultivation, and suggested that the SIP response associated with biofilms is related 

mostly to clogging of pore throats. Zhang et al. (2014) measured the SIP response of bacterial 
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suspensions with and without sand and obtained quantitative relationships between bacteria cell density 

and SIP response. They showed that the mechanistic model for the SIP response of bacteria proposed 

by Revil et al. (2012) cannot accurately reproduce the SIP response of bacteria in suspension. They also 

showed that the SIP response of bacteria in sand has a lower peak frequency than in suspension. 

In addition to the SIP response directly associated with bacteria and biofilm, it has also been shown that 

SIP has potential to detect mineral precipitation associated with microbial activity. Williams et al. 

(2005) and Ntarlagiannis et al. (2005) were the first to report that the SIP response varied over time due 

to mineralization associated with microbial activity and bacterial growth. Slater et al. (2007) used 

sulfate-reducing bacteria to generate precipitation and subsequent dissolution of iron sulfide. They 

found that the SIP response increased with the amount of precipitation and decreased with dissolution 

of iron sulfide, and concluded that iron sulfide precipitation around sand grains was responsible for the 

observed SIP response. Wu et al. (2011) investigated the potential of monitoring microbially-induced 

calcite precipitation with SIP using a sand column filled with sampled water from a field site. They 

found that the SIP response was weak and did not compare well with results from previous column 

experiments by Wu et al. (2010) that focussed on calcite precipitation associated with mixing of two 

solutes. Again, this suggests that further research focussed on the continuous measurement of the SIP 

response and the relevant environmental conditions is required because both mineral precipitation 

reactions and microbial activity are dynamic in time and variable in space.  

Finally, laboratory experiments have been conducted to more directly replicate bioremediation 

processes in order to develop more direct applications of field SIP measurements. Abdel Aal et al. 

(2004) were the first to report that the SIP response can be affected by microbial activity during 

biodegradation of diesel-contaminated sediments. Abdel Aal et al. (2006) and Mewafy et al. (2013) 

took samples from a hydrocarbon-contaminated site and observed the SIP response of biodegradation. 

They showed the potential of SIP measurements to monitor biodegradation by relating the SIP response 

to the accumulation of microbial cells (Abdel Aal et al., 2006) and bio-metallic minerals (Mewafy et 

al., 2013).  The SIP response of bioremediation has also been investigated in the field. The work on the 

Rifle Integrated Field Research Challenge (IFRC) site in the U.S. is a prime example. This site is 

contaminated by radioactive uranium from a former uranium processing facility. A possible remediation 

strategy is to immobilize the uranium by stimulating the microorganisms that reduce uranium from 

soluble form U+6 to the insoluble form U+4. Flores Orozco et al. (2011) studied this site with SIP imaging, 

and suggested that mineral precipitation can be understood by combining SIP imaging and chemical 

analysis. They also suggested that the SIP response is related to the activity of the Fe2+ ion and 

speculated that calcite precipitation additionally affected the SIP response. Based on the data of Flores 

Orozco et al. (2011), Chen et al. (2013) used a data-driven statistical model to obtain information about 

the biochemical stages of subsurface remediation.  
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As reviewed above, most research on the relationship between the SIP response and biochemical 

reactions is rather qualitative, and quantitative information about in-situ biochemical reactions has not 

yet been obtained from SIP measurements. This is related to the fact that reaction processes have rarely 

been directly observed in SIP experiments. Many previous studies relied on indirect information (e.g. 

fluid samples) and assumed that processes occur homogeneously in the measurement zone. Furthermore, 

the resolution in time and space are limited in many experimental setups used in SIP studies even though 

biochemical reactions are spatially and temporally highly variable. One of the starting points of this 

thesis is that such indirect information and the low spatial and temporal resolution of previous laboratory 

setups have been a limiting factor for exploring the potential of SIP measurements to obtain information 

about dynamic biochemical reactions in porous media. 

 

1.3. Chemical reactions and mixing theory 
A second starting point of this thesis is that understanding the SIP response associated with biochemical 

reactions requires improved understanding of the spatial distribution and temporal dynamics of the 

chemical reactions themselves. Chemical reactions in porous media determine the transport, 

transformation and degradation of chemical and biological substances in subsubsurface environments, 

such as soils and aquifers (Chapelle, 2001). The spatial and temporal dynamics of chemical reactions 

in such natural systems show rich phenomena such as the creation of hotspots for reaction (Bochet et 

al., 2020; Kolbe et al., 2019; McClain et al., 2003), intensive reactions in short time periods (‘hot 

moments’) (Briggs et al., 2014; Gu et al., 2012), and long-lasting reactions at geological time scales 

(Hilley & Porder, 2008). Such reaction dynamics also play an important role in a range of engineering 

applications, including remediation of contaminated ground water (Fu et al., 2014) and geological 

carbon sequestration (Zoback & Gorelick, 2012).  

The interpretation of SIP measurements made in the context of reactive transport investigations have 

invariably assumed well-mixed reactors with a homogeneous solute concentration. In such a system, 

reaction kinetics determine the overall reaction behaviour. However, in many realistic cases, reactants 

are partly separated and thus transport of the chemical species matters for the reaction behavior (Rolle 

& Le Borgne, 2019; Valocchi et al., 2019). The homogenization of initially separated reactants by the 

interplay of diffusion and advection is referred to as mixing (Dentz et al. 2011). Mixing is enhanced by 

velocity field heterogeneity, which acts to elongate mixing interfaces and increase chemical gradients 

(Le Borgne et al., 2014). Stagnation points, which are present at all scales from flow in pore networks 

(Lester et al., 2016), flow in hyporheic zones (Hester et al., 2017), density driven flow (Hidalgo et al., 

2015) and groundwater flow (Bresciani et al., 2019), are thought to play an important role for mixing 

and reaction in porous media as they induce exponential elongations. However, the dynamics of coupled 
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mixing and reaction at stagnation points is poorly understood and has not been documented 

experimentally. 

The dynamics of diffusion-reaction fronts in case of the bimolecular reaction 𝐴 + 𝐵 → 𝐶 have been 

extensively studied in the absence of advective transport (Gálfi & Rácz, 1988; Larralde et al., 1992). 

For this case, the dynamics of the reaction front were derived theoretically and numerically (Havlin et 

al., 1995; Larralde et al., 1992) and confirmed using laboratory experiments (Koo & Kopelman, 1991; 

Park et al., 2001). A few studies have investigated mixing-induced reaction dynamics in the presence 

of diffusive and advective transport. In particular, de Anna et al. (2014) developed a millifluidic 

experimental setup containing a 2D porous media that allows quantification of the reaction rate at an 

invading front. They showed that high reaction rates were localized in stretched parts of the invading 

front that formed a lamellar structure. The role of stretching in the enhancement of mixing has been 

quantified in the lamella theory of mixing, which provides accurate predictions of mixing rates in 

heterogeneous flows (Le Borgne et al. 2013, 2014). Bandopadhyay et al. (2017) coupled this theory to 

chemical reactions and derived analytical expressions for bimolecular reactions in shear flows based on 

a reactive lamella approach. In this thesis, it will be explored to what extent improved knowledge of 

chemical reactions at stagnation points helps to improve understanding of the SIP response of 

biochemical reactions in porous media. 

 

1.4. Aims and organization of thesis 
Among the possible application areas of SIP measurements, the detection of calcite precipitation is one 

of the least studied even though calcite precipitation is important in a range of subsurface engineering 

applications. Thus, the calcite precipitation process will be used in this thesis as an example of how 

novel experimental and modelling approaches can be used to improve mechanistic understanding of 

how biochemical reactions affect the SIP response. The overall aim of this thesis is to better understand 

how spatially variable and temporally dynamic calcite precipitation processes affect the SIP response. 

To achieve this, three sub-objectives are defined.  

The first sub-objective is to investigate the effect of solute concentration on the SIP response of calcite 

precipitation. The literature review revealed that only a few studies have investigated the SIP response 

of calcite precipitation since the first study ten years ago by Wu et al. (2010). Follow-up studies have 

partly provided different results, which suggests that important factors influencing the SIP response are 

not yet understood. Here, it is hypothesized that the observed differences in SIP response may be related 

to differences in solute concentration around the calcite precipitation. In order to test this hypothesis, 

laboratory column experiments similar to Wu et al. (2010) will be performed to investigate the effect 

of varying solute concentration. 



1.    Introduction 
  

6 
 

The second sub-objective is to develop a novel laboratory experimental setup that enables direct visual 

observation of calcite precipitation processes while making SIP measurements, and to use this novel 

set-up to investigate how spatial variation and temporal dynamics of calcite precipitation affect the SIP 

response. The novel set-up will make use of a 2D porous media that allows visual observation of pore 

scale processes, and will be referred to as a millifluidic set-up in the thesis.  

The third sub-objective is to investigate the scaling of the width, maximum reaction rate and reaction 

intensity at the stagnation point for different Péclet (Pe) numbers, and to explore the difference of these 

reaction characteristics at the stagnation point with and without the presence of a porous medium. The 

stagnation point is the key to understand chemical reactions in porous media because it acts to elongate 

mixing interfaces and increase chemical gradients in porous media. Using the millifluidic set-up, novel 

experiments will be performed to investigate mixing and reaction at stagnation points in a Hele-Shaw 

configuration as well as in a porous medium. In addition to the laboratory experiments, mixing theory 

and pore-scale simulations of flow velocity will be combined to investigate how flow affects the width, 

maximum reaction rate and overall reaction intensity. These results are expected to improve 

understanding of the SIP response in different environmental conditions. 

The organization of this thesis is as follows. In Chapter 2, the principles of SIP will be reviewed and 

the SIP measurement equipment used in this thesis will be described. This will provide a fundamental 

understanding of SIP in geosciences including measurement technology, available theories for the 

mechanisms of SIP in non-conductive materials, and the relationship between local material properties 

and the bulk SIP response.  

In Chapter 3, the effect of solute concentration on SIP response of calcite precipitation (first sub-

objective) will be analyzed. This chapter will first discuss inconsistent results in previous studies about 

the SIP response of calcite precipitation in detail. This will be followed by a description of a sand 

column experiment, including the methods that will be used to vary the solute concentration without 

disturbing calcite precipitation induced in the sand column. The presented results will show the 

importance of solute concentration for the SIP response of calcite precipitation. The chapter will end 

with a possible interpretation of previous inconsistent results considering the effect of solute 

concentration.  

Chapter 4 deals with the second sub-objective. In particular, the design of the novel experimental setup 

including visualization tools and the millifluidic set-up with a 2D porous medium will be presented first. 

This will be followed by the experimental procedures used to investigate calcite precipitation processes, 

including the effect of solute concentration already explored in Chapter 3. In addition, numerical 

simulation methods for electrical field simulations used for data interpretation will be introduced. Next, 

the spatial variation and dynamic changes in the calcite precipitation process will be analyzed using 

images obtained during calcite precipitation within the 2D porous media. Then, the measured SIP 
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response will be analyzed in the context of the insights obtained from the imaging of the calcite 

precipitation process. Finally, electric field simulations and a conceptual model of the polarization 

process relevant to calcite precipitation will be used to explain the measured SIP response in more detail.  

In Chapter 5, the third sub-objective will be explored. This chapter will be dedicated to investigating 

scaling laws that describe the reaction front in relation to front width, maximum reaction rate, and 

overall reaction intensity depending on Péclet number. The chapter starts with a theory section, where 

it will be shown how mixing theory can be applied to an 𝐴 + 𝐵 → 𝐶 reaction system with advective 

transport with a focus on the stagnation point where the mixing interface is exponentially elongated. 

Using these insights, scaling laws at the stagnation point will be derived. Next, the experimental and 

numerical procedures for the validation of the derived scaling laws will be introduced. The experimental 

results will be compared with the theoretical expectations and further interpreted using pore-scale 

numerical simulations of the flow field in the known 2D structure of the porous medium. 

This thesis will conclude with Chapter 6, which will provide a synthesis of the thesis and an outlook 

for future studies including preliminary results about the SIP response of bacteria growth using the 

novel millifluidic set-up developed in this thesis. 
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Chapter 2  
 

 

Theory of spectral induced polarization 

 
In this chapter, essential background information related to SIP will be provided. First, the principles 

of SIP measurements will be explained, including key features of SIP measurement setups and 

associated experimental design considerations. Next, previous work on the origin of the SIP response 

will be reviewed in detail. Finally, models to describe the SIP response of porous media will be 

introduced in more detail, also considering the surface chemistry of the investigated material.  

 

2.1. SIP measurements 
SIP measures the voltage within a sample while injecting a sinusoidal current with a known frequency 

in the mHz to kHz frequency range (Kemna et al., 2012) (Figure 2.1a). The SIP response of geological 

materials is considered to be due to polarization processes involving macroscopic movement of ions in 

addition to conductive (free) movement of ions that does not cause polarization. In a typical SIP 

measurement set-up (Figure 2.1a), four electrodes are used for SIP measurements. Current is injected 

from the top electrode and flows to the grounded bottom electrode, where the amount of current flow 

is determined. The top and bottom electrodes are called current electrodes, and their size and position 

determine the volume through which electric current flows. Two additional electrodes between the 

current electrodes are used to measure the voltage and they are called potential electrodes. The complex 

conductivity (𝜎∗) is obtained from the measured voltage (V*), the injected current (I*), the area of the 

measured volume (A) and the distance (d) between the potential electrodes:  

 
𝜎∗ =

𝐼∗

𝑉∗
𝑑

𝐴
 

 (2.1) 

Complex numbers are used to take into account the time lag between the injected current and the 

resulting voltage, i.e. the phase shift Figure 2.1b). The complex electrical conductivity can be expressed 

as: 

 𝜎∗(𝜔) = 𝜎′(𝜔) + 𝑖𝜎′′(𝜔) (2.2) 
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where i indicates an imaginary number, σ′ and σ′′ are the real and imaginary part of the electrical 

conductivity (S m-1), and f is the frequency (Hz). In the SIP frequency range, σ' of a porous medium 

with a non-conducting solid phase is mainly related to electrolytic conduction in the water-filled pore 

space of the measured sample, whereas σ'' is related to polarization of the measured sample in an 

alternating electric field. An alternative formulation for the complex electrical conductivity is: 

 𝜎∗ = |𝜎|𝑒−𝑖𝜑 (2.3) 

where |𝜎| is the magnitude of the electrical conductivity and 𝜑 is the phase shift between the applied 

current and the resulting measured voltage. The phase shift is related to σ′ and 𝜎′′ through: 

 
𝜑 = 𝑡𝑎𝑛−1 (

𝜎′′

𝜎′
) ≈

𝜎′′

𝜎′
  

(2.4) 

where the approximation is valid for 𝜑 < 100 mrad, which is the case in almost all SIP applications in 

natural sediments. For many porous materials, the complex electrical conductivity is frequency 

dependent. The real part of the electrical conductivity typically increases with frequency and the 

imaginary part will then show a peak at the frequency where the change in the real part of the 

conductivity is the largest (Figure 2.1c).  

In the geophysical research community, the complex electrical resistivity, which is defined as the 

reciprocal of the complex electrical conductivity, is also widely used. In other research communities 

(e.g. chemistry, biology), the complex dielectric permittivity (𝜀∗) is also often used as the measure of 

polarization. The complex dielectric permittivity and the complex electrical conductivity are directly 

related through: 

  𝜎∗ = 𝑖𝜔𝜀∗  
 

(2.5) 

Thus, the information contained in the complex electrical conductivity and dielectric permittivity is 

equivalent. In this thesis, the complex conductivity is consistently used. 

 

Figure 2.1. (a) Schematic overview of SIP measurement set-up with electrodes in yellow, (b) the 

phase shift between the injected current and measured voltage, (c) typical change in real and 

imaginary part of the electrical conductivity as a function of frequency. 
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2.2. SIP measurement system 
The SIP measurement system developed by Zimmermann et al. (2008) was used for all the 

measurements in this thesis (Figure 2.2). This system uses four electrode channels. The injected current 

is generated by applying a sinusoidal voltage wave of ±10V at maximum in the frequency range from 

1 mHz to 45 kHz using a function generator (Agilent 33120A, Agilent Technologies, Santa Clara, CA). 

The current is injected from electrode number 1 in Figure 2.2. The amount of injected current is 

measured using a shunt resistor (Rs in Figure 2.2) connected to the top current electrode (electrode 

number 4). The electrodes number 2 and 3 are used to measure the electric potential. The measured 

voltages are digitized with data acquisition cards (NI4472, National Instruments, Austin, TX). The 

function generator and data acquisition cards are controlled by LabVIEW (National Instruments, Austin, 

TX).  

 

Figure 2.2. Schematic illustration of the SIP measurement system of Zimmermann et al. (2008). 

For accurate SIP measurements, it is important to reduce interaction between the sample, the measuring  

system and the environment. One of the key features of the design is the driven guard technique with 

triaxial cables (Figure 2.2). The triaxial cable is composed of signal wire, conductive guard, and an 

outer ground shield (Figure 2.3) with insulating material between the different components. The 

difference between standard coaxial cables and triaxial cables is the conductive guard. During a 

measurement, the voltage in the signal wire and the conductive guard are adjusted to be the same in 

order to minimize the effective cable capacity. The ground shied works to inhibit capacitive coupling  

between the cable and the sample or the surrounding environment.  
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Figure 2.3. Cross-section of triaxial cable connected to an amplifier and the ground. 

 

There are a range of additional considerations for making accurate SIP measurements as summarized 

in the following.  

1) Appropriate distance between the potential electrodes and the current electrodes 

Many SIP studies use plate electrodes at the top and bottom of the sample. In this case, the contact 

impedance between the current electrodes and the sample is often not homogeneous over the sample 

surface. This results in inhomogeneous injection of electric current with more current in areas with 

lower contact impedance. Because of this, the electric potential field is not homogeneous near the 

current electrode. This inhomogeneity in the electrical potential field decreases with distance from the 

current electrode. According to simulations presented in Zimmermann et al. (2008), accurate SIP 

measurements with a measurement accuracy below 0.1 mrad can be obtained when the ratio of the 

distance between the potential and current electrodes and the width of the sample is larger than 2:1, 

which makes sure that the electrical field is homogeneous at the position of the potential electrodes 

(Figure 2.4). Since the ratio of 2:1 between length and width should be maintained for the three zones 

between the four electrodes, it is thus recommended to keep the ratio of the sample width and length 

below 1/6 in order to obtain a homogeneous electric field in the vicinity of the potential electrodes. 

Figure 2.4. Schematic illustration showing the ratio of the distances to ensure a homogeneous 

potential field at the position of the potential electrodes. 
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2) Reduction of capacitive (current) leakage 

Additional stray capacitances between the sample to the surrounding environment causes capacitive 

current leakage (tables etc.) (Figure 2.5) that affect the accuracy of the phase measurements. A simple 

measure to reduce this source of error is to increase the distance between the sample holder and the 

surrounding environment in order to reduce the capacitance. Therefore, it is recommended to use 

insulating materials with low permittivity to increase separation between the sample holder and the 

surroundings (e.g. working bench, clamps, etc.). An example of such a low-permittivity insulating 

material is polystyrene foam, which is widely available, easy to handle, and affordable.  

 

Figure 2.5. Schematic illustration of capacitances between the sample and the surrounding 

environment. 

 

3) Reduction of polarization of the potential electrodes 

The potential electrodes are often made of metal, and are thus easily polarized. If the potential electrodes 

are placed within the sample, the surface of the electrodes may polarize due to the injected current even 

when there is only a small electric potential difference across the electrodes (Figure 2.6a). To avoid this 

polarization, the potential electrodes should be retracted outside the sample whenever possible (Figure 

2.6b). This is typically achieved using a small water-filled channel between the sample and the retracted 

potential electrodes. This channel ensures that the potential electrodes are electrically connected to the 

sample. According to Zimmermann et al. (2008), the ratio of the width and the length of this channel 

should be more than 1:2 to avoid polarization of the potential electrodes. 

 

Figure 2.6. (a) Polarization at the surface of potential electrode (b) retracted potential electrode, which 

is not polarized. 
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4) Contact impedance and the impedance of the sample 

Due to the need to retract the potential electrodes, the contact impedance of the potential electrodes is 

dominated by the impedance of the channel described above. If the contact impedances and the sample 

impedance are large, small differences in the input capacitance of the amplifiers (Figure 2.7) result in 

large differences in the measured phase. This effect is associated with the fact that the measured 

potential at the potential electrode depends on the potential inside the sample, the impedance of the 

water-filled channel and the input capacitance (Figure 2.7) (Zimmermann et al., 2008). Thus, it is 

desirable that both the contact impedance and the sample impedance are low, which is in conflict with 

the need to retract the potential electrodes. Therefore, the dimensions of the sample holder and the 

channel used to retract the electrodes should be selected carefully. 

 

Figure 2.7. Schematic showing input capacitance of the amplifiers, position of the potential 

measurement and the position of the estimated potential within the sample. 

 

2.3. Polarization mechanisms 
The imaginary part of the complex electrical conductivity is related to polarization processes in the 

porous media. In the most general sense, polarization is associated with a separation of positive and 

negative charges by some distance. Depending on the mechanism that separates these charges, the 

polarization can be categorized (Figure 2.8) (Kemna et al., 2012). A first category is permanent 

polarization at the molecular scale with the water molecule as a prime example. The permanent 

polarization of the water molecule is caused by the higher electronegativity of oxygen compared to 

hydrogen. This permanent polarization thus exists without an external electric field. The rotational 

relaxation of the water molecule occurs at frequency of around 19.2 GHz at 25 oC (Tanaka & Sato, 

2007). Since SIP measurements make use of much lower frequency range (<100 kHz), the contribution 

of permanent polarization can be represented by a frequency-independent permittivity of the 

investigated medium. 

Other sources of polarization are referred to as induced polarization because polarization only occurs 

when an external electric field is applied. Induced polarization involving dielectric materials with 



2.    Theory of spectral induced polarization 
 

15 
 

different permittivity is caused by the displacement of bound charge, which is often referred to as 

Maxwell-Wagner polarization. This polarization dominates in the kHz to MHz frequency range.   

Induced polarization can also be due to the macroscopic movement of ions, which typically occurs at 

much lower frequencies (< 100 kHz) because ions require a few microseconds to reach equilibrium. At 

higher frequencies, ions are not able to follow the change in electric field anymore and thus do not 

contribute to polarization (Gagnon, 2011). Different sources of ionic polarization have been proposed 

to explain the SIP response of porous media, which are often referred to as grain polarization and 

membrane polarization. Grain polarization is associated with ions that preferentially move tangentially 

to the grain surface when an electric field is applied. This results in an accumulation of positive charges 

(cations) on one side of the grain, and the accumulation of negative charges (anions) on the other side 

of the grain (Revil et al., 2012). In the case of membrane polarization, polarization is attributed to the 

different mobility of ions in the narrow part of the pore space (i.e. pore throats) that leads to a separation 

of charges (Kemna et al., 2012). For example, negative charges on the surface of the pore throat might 

reduce the mobility of negative charges in the bulk solution, leading to an accumulation of positive 

charges in the pore throat (Marshall & Madden, 1959). In all cases, polarization is established by 

competing against diffusion of molecules, which acts to equilibrate the distribution of charges. 

 

Figure 2.8. Summary of possible polarization mechanisms. 

 

2.4. Grain polarization model 
The grain polarization model has been used to explain the source of polarization of calcite precipitation 

in previous studies (Leroy et al., 2017; Wu et al., 2010). The grain polarization model explains electrical 

polarization using the movement of charges accumulating at the mineral-solution interface. This 

accumulation is caused by local excess of charge at the mineral surface, which attracts counter-ions 

(ions with the opposite charge as the interface) in the electrolyte. The attraction force is thus due to the 



2.    Theory of spectral induced polarization 

16 
 

electrostatic force arising between the mineral surface and bulk ions. This arrangement of ions at the 

interface is often described using two layers and is thus widely called the electric double layer (EDL) 

(Figure 2.9a). The first layer is composed of ions closely associated with the surface (typically without 

hydration shell) and is referred to as the Stern layer. The Stern layer usually does not fully balance the 

surface charge. This leads to the presence of a second so-called diffuse layer outside of the Stern layer, 

which contains the excess charges to make the EDL electrically neutral. Ions in the diffuse layer are 

typically hydrated and cannot enter the Stern layer. 

The EDL properties can be inferred from electrokinetic experiments using streaming potential 

measurements (Figure 2.9b). In such experiments, charged particles (e.g. calcite powder) are packed 

into a sample holder, and a solution with known water chemistry is forced to flow through the packed 

particles. This results in a potential difference between the two ends of the packed calcite sample 

because excess charge near the mineral surface is moved due to the flow of the solution. From this type 

of experiment, a key physicochemical parameter called the zeta potential, which is the potential at the 

shear plane in the diffuse layer, can be obtained. Although the surface charge properties of calcite have 

been studied extensively (Al Mahrouqi et al., 2017), the properties of the EDL of calcite are still not 

fully understood. It is expected that that pH strongly affects the surface charge of calcite because the 

pH defines the concentration of H+ and OH- in the solution, which can adsorb on negatively or positively 

charged surface site, and thus should control protonation and deprotonation on the surface according to 

the following reactions: 

 > 𝐶𝑎𝑂𝐻0 + 𝑂𝐻−⇔> 𝐶𝑎𝑂− +𝐻2𝑂 (2.6) 

 > 𝐶𝑂3𝐻
0 + 𝑂𝐻−⇔> 𝐶𝑂3

− +𝐻2𝑂 (2.7) 

 > 𝐶𝑎𝑂𝐻0 +𝐻+⇔> 𝐶𝑎𝑂𝐻2
+ (2.8) 

where > denotes crystal lattice. However, a recent review on previous studies of the zeta potential of 

calcite summarized that the calcite surface charge is only weakly dependent on pH (Al Mahrouqi et al., 

2017). Instead, it was argued that Ca2+, Mg2+ and CO3
2- are the important ions that control the zeta 

potential of the calcite surface with surface complexation reactions such as: 

 > 𝐶𝑂3𝐻
0 + 𝐶𝑎2+⇔> 𝐶𝑂3𝐶𝑎

+ +𝐻+ (2.9) 

 > 𝐶𝑎𝑂𝐻0 + 𝐶𝑂2 ⇔> 𝐶𝑎𝐶𝑂3
− +𝐻+ (2.10) 

 > 𝐶𝑎𝑂𝐻0 + 𝐶𝑂2 ⇔> 𝐶𝑎𝐻𝐶𝑂3
0 (2.11) 

Heberling et al. (2014) presented a surface complexation model to calculate surface charge and EDL 

properties of calcite immersed in solution using the relevant chemical reactions with given equilibrium 

constants. In this model, the reactions given by Equations (2.9), (2.10) and (2.11) were not yet 

considered. 
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Figure 2.9. (a) Electric double layer (EDL) of calcite (Al Mahrouqi et al., 2017) (b) Illustration of 

streaming potential measurement (Li et al., 2016). 

 

Leroy et al. (2017) used the surface complexation model of Heberling et al. (2014) to predict the SIP 

response of porous media with calcite using the grain polarization model (Figure 2.10). At the core of 

this model, there is a mathematical expression derived by Schwarz (1962) that describes the complex 

conductivity of a charged colloidal particle assuming that the counter-ions can only move tangentially 

along the surface of the colloid move when an electric potential is applied. No distinction was made 

between the role of the Stern layer and the diffuse layer. Lyklema et al. (1983) argued that ions in the 

diffuse layer move in the direction opposite to the ions in the Stern layer in order to maintain 

electroneutrality in total, and that this movement results in an electric field that counteracts ion 

movement in the Stern layer . Leroy et al. (2017) assumed that polarization of the Stern layer controls 

the imaginary part of the conductivity, and that the diffuse layer only affects the relaxation time and 

real part of the conductivity as follows: 

 
𝜎𝑠
∗ =

4

𝑑
[±𝛽𝑏𝑄𝑏 (

𝑖𝜔𝜏𝑏
1 + 𝑖𝜔𝜏𝑏

) +∑𝑒𝑧𝑖𝐵𝑖
𝑑Γ𝑖
𝑑

𝑁

𝑖=1

] + 𝑖𝜔𝛼𝜌𝑠𝜀0 
(2.12) 

Here, the term ±𝛽𝑏𝑄𝑏 (
𝑖𝜔𝜏𝑏

1+𝑖𝜔𝜏𝑏
) represents the contribution of the Stern layer, ∑ 𝑒𝑧𝑖𝐵𝑖

𝑑Γ𝑖
𝑑𝑁

𝑖=1  represents 

the DC conductivity of the diffuse layer, and 𝑖𝜔𝛼𝜌𝑠𝜀0  is an empirical term linking the complex 

conductivity of the mineral and its volumetric density. In this equation, 𝑑 is the diameter of the calcite 

particle, 𝛽𝑏  is the averaged ion mobility in the Stern layer, 𝑄𝑏  is the surface charge density of the 

adsorbed ions in the Stern layer (±𝛽𝑏𝑄𝑏 is always positive), 𝑖2 = −1, 𝜔 is the angular frequency (2f), 

𝑁 is the number of different ions in the diffuse layer, 𝑒 is the elementary charge of the electron, 𝑧𝑖 is 

the ion valence, 𝐵𝑖𝑑 is the effective ion mobility in the diffuse layer, Γ𝑖𝑑 is the surface site density of the 

adsorbed ions in the diffuse layer, 𝛼 is an empirical coefficient, 𝜌𝑠 is the volumetric density of calcite, 

and 𝜀0 is the dielectric permittivity of vacuum. The relaxation time of the polarization of the Stern layer 

𝜏𝑏 is associated with the time for the ions to diffuse back to the original position when the electric field 
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is switched off, and thus is a function of the shape and size of the particle. The averaged diffusion 

coefficient in the Stern layer is 𝐷𝑏 is given by:  

 
𝜏𝑏 =

𝑑2

8𝐷𝑏𝑀
 

(2.13) 

 
𝑀 = 1 +

𝑞𝑄𝑏
𝑘𝑏𝑇𝐶𝑑

 (2.14) 

where 𝑀 is a factor accounting for the effect of the polarization of the diffuse double layer on the 

relaxation time of the Stern layer, 𝑞 is the averaged electrical charge of the counter-ions in the Stern 

layer, 𝑘𝑏  is the Boltzmann constant, 𝑇  is temperature and 𝐶𝑑  is the differential capacitance of the 

diffuse layer, which is the derivative of the charge density with respect to the electrical potential over 

the diffuse layer. The link between the surface complexation model of Heberling et al. (2014) and the 

above expressions is through Γ𝑖𝑑 and 𝑄𝑏, which are related to charge density of diffuse layer and Stern 

layer.  

In order to interpret experimental results with a mixture of substances, for example water and calcite, 

Equation 2.12 needs to be upscaled to obtain the complex electrical conductivity of the bulk porous 

medium 𝜎∗ . This can be achieved using the Hanai-Bruggeman equation obtained from effective 

medium theory (Hanai, 1960):  

 
𝜎∗ =

𝜎𝑤
∗

𝜙−𝑚
(
1 − 𝜎𝑠

∗/𝜎𝑤
∗

1 − 𝜎𝑠
∗/𝜎∗

) 
(2.15) 

where 𝜎𝑤∗  is the complex conductivity of the bulk water, 𝜎𝑠∗ is the complex surface conductivity, 𝜙 is 

the porosity and 𝑚 is the cementation exponent of the particles, which is 1.5 for spheres. The model of 

Leroy et al. (2017) is difficult to apply to actual measured SIP data because there are a lot of parameters 

(e.g. ∑ 𝑒𝑧𝑖𝐵𝑖
𝑑Γ𝑖
𝑑𝑁

𝑖=1  for N chemical species, at least ones in equilibrium with calcite, Ca2+, CO3
2-, HCO3

-, 

H+ and OH-) including empirical coefficients (𝛼) that need to be specified.  

 

Figure 2.10. Grain polarization associated with Stern layer and diffuse layer (Leroy et al., 2008). 



2.    Theory of spectral induced polarization 
 

19 
 

2.5. Empirical models to describe complex electrical conductivity 
Many studies have used much simpler empirical models to interpret experimental results. The widely 

used Cole-Cole model (e.g. Tarasov & Titov, 2013) is given by: 

 𝜎∗ = 𝜎∞ +
𝜎0 − 𝜎∞
1 + (𝑖𝜔𝜏)𝑐

 (2.16) 

where 𝜎0  and 𝜎∞  are the low-frequency and high-frequency conductivity, respectively, and 𝜏 is the 

relaxation time. This model can fit both the real and imaginary part of the complex electrical 

conductivity of many SIP measurements. The parameters of the Cole-Cole model have been widely 

used to characterize the SIP response (e.g. Slater et al., 2007). In previous studies, the fitted relaxation 

time has been interpreted using:  

 
𝜏 =

𝑟2

2𝐷
 

(2.17) 

where 𝑟 is the radius of the polarizing particle and 𝐷 is the diffusion coefficient of the ions (Schwarz, 

1962). Here, smaller polarization length scales and larger diffusion coefficients result in smaller 

relaxation times. This makes sense because it takes less time to establish the equilibrium condition after 

the polarization if the length scale is smaller or when the ions move faster. The Cole-Cole model is of 

interest here because it can be used irrespective of polarization mechanism and there are no upscaling 

issues. However, the model does not have predictive capability due to its empirical nature. 
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Chapter 3  
 

 

Effect of solute concentration on the SIP 
response of calcite precipitation 
 
In this chapter, the SIP response of calcite precipitation will be investigated using column-scale 

experiments. This was motivated by the limited amount of studies focussed on the SIP response of 

calcite, and the inconsistency in the presented results (Table 3.1). Wu et al. (2010) mixed two solutions 

in a column filled with glass beads to induce calcite precipitation and observed a strong increase in 𝜎′′ 

with an increasing amount of calcite precipitation. The maximum 𝜎′′ and 𝜑 were about 4 mS m-1 and 

50 mrad, respectively. However, other studies observed considerably weaker SIP responses due to 

calcite precipitation. For example, Saneiyan et al. (2018) induced calcite precipitation by mixing of two 

saline solutions in a sand column and observed a maximum 𝜎′′ of 0.45 mS m-1. Wu et al. (2011) used 

natural groundwater amended with urea to induce calcite precipitation in a column filled with natural 

sediment. The induced calcite precipitation resulted in an increase in 𝜎′′ of about 0.02 mS m-1 and a 1 

mrad increase in 𝜑. Zhang et al. (2012) investigated a column filled with silica gel amended with the 

urease enzyme, and induced calcite precipitation by injecting urea. In this experiment, 𝜎′′  and 𝜑 

decreased when calcite precipitation was induced. Although the SIP response of calcite precipitation is 

expected to depend on the amount of calcite precipitation (Wu et al., 2010), additional factors 

controlling the SIP response have not yet been systematically investigated.  

It is well known that SIP is determined by the surface chemistry of the investigated sample (Lesmes & 

Frye, 2001; Merriam, 2007). Therefore, the relatively large differences in SIP response obtained in 

previous studies may have been related to different chemical conditions near the precipitated calcite 

surfaces. Recently, Leroy et al. (2017) proposed a mechanistic grain polarization model considering the 

polarization of the electrical double layer of calcite, which was introduced in Chapter 2. This model 

 
  This chapter is adapted from a journal article published as: 
Izumoto, S., Huisman, J. A., Wu, Y., & Vereecken, H. (2019). Effect of solute concentration on the spectral 
induced polarization response of calcite precipitation. Geophysical Journal International, 220, 1187–1196. 
https://doi.org/10.1093/gji/ggz515 
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predicts that 𝜎′′  increases as the surface charge density of the calcite increases, which in turn is 

controlled by the solute concentration and the equilibrium constants of the complexation reactions at 

the calcite/water interface as defined in the model of Heberling et al. (2014). Leroy et al. (2017) 

parameterized their model using measured outflow data by Wu et al. (2010) after the chemical 

composition of the outflow became roughly constant, and solute concentration was assumed to be 

homogeneous throughout the column. However, this assumption may not be fully appropriate since 

calcite precipitation was induced under highly oversaturated conditions in the absence of chemical 

equilibrium between the solution and the calcite phase. In such a situation, it is likely that the 

concentration of the outlet solution only partly represents the solute concentration in contact with the 

calcite. Within this context, the aim of this study is to investigate the sensitivity of the SIP response of 

calcite to changes in solute concentration using laboratory column experiments. 

 

Table 3.1. Summary of previous researches about SIP response of calcite precipitation in laboratory 

experiments. Increase in imaginary part of the conductivity and solute concentrations used in the 

experiments are shown. 

 

3.1. Methods 
Laboratory experiments were conducted using an acrylic column with an inner diameter of 3.0 cm and 

a height of 18 cm (Figure 3.1), and the SIP measurement system developed by Zimmermann et al. 

(2008), which is shown in Chapter 2. This SIP system uses four electrode channels. Two channels were 

connected to porous brass plates at the top and bottom of the column that were used to inject current 

into the sample. The other two channels of the SIP system were connected to two potential electrodes 

placed at 6.0 cm and 12.0 cm height between the current electrodes to measure voltages. These 

electrodes had a diameter of 0.8 cm and were made of brass. Cable glands with an inner diameter of 0.8 

cm were used to connect the column and potential electrodes without water leakage. To avoid electrode 

Reference Observed increase in imaginary 

part of conductivity (mS m-1) 

Solute concentration 

Wu et al. (2010) 4 CaCl2: 26.2 mM 

Na2CO3: 29.0 mM 

Wu et al. (2011) 0.02 Ca2+: 1 mM 

Total dissolved carbonate: 4 mM 

Zhang et al. (2012) Decreased Ca2+: 10 mM 

Urea: 10 mM 

Saneiyan et al. 

(2018) 

0.45 CaCl2: 20 mM 

Na2CO3: 20 mM 
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polarization during the SIP measurements, the potential electrodes were retracted by 1.6 cm (twice the 

inner diameter of the cable gland) following recommendations of Zimmermann et al. (2008) and 

Huisman et al. (Huisman et al., 2016), as in Chapter 2. 

The column was equipped with two solute injection ports at the bottom and side, and one solute outlet 

port at the top (see Figure 3.1). For the injection port at the side of the column, an additional injection 

tube was inserted into the sample such that the injection point was in the middle between the potential 

electrodes. The column was filled with F36 sand (0.09-0.25 mm, Quarzwerke Frechen, Germany) up to 

1.4 cm below the top current electrode using a wet-packing procedure. The water-filled space between 

the sand surface and the top current electrode was used to prevent clogging of the current electrode by 

calcite precipitation in the flow experiments. Initially, the sample was saturated with 26.2 mM CaCl2 

solution (Solution pair 1 in Table 3.2). 

The flow experiments with the sand column were separated in four phases. In phase I, 29.0 mM Na2CO3 

and 26.2 mM CaCl2 solutions (Solution pair 1 in Table 3.2) were injected with a flow rate of 2.93 ml h-

1. The CaCl2 solution was injected from the bottom and the Na2CO3 solution was injected from the side, 

which resulted in a clear precipitation front within the sample (see Figure 3.1). The solute concentrations 

and flow rates were selected to be close to the values used in Wu et al. (2010). In that study, it was 

confirmed that the observed precipitation was calcite by direct observation with a scanning electron 

microscopy. Given the similar experimental conditions, we assumed that the precipitation observed in 

the experiment also was calcite. The precipitation of calcite is described by 

 𝐶𝑎2+ + 𝐶𝑂3
2− = 𝐶𝑎𝐶𝑂3(𝑠) (3.1) 

The degree of oversaturation can be described by the saturation index SI (Appelo & Postma, 2007): 

 𝑆𝐼 = log(𝐼𝐴𝑃/𝐾) (3.2) 

where IAP is the ion activity product and K is the solubility product (10−8.48 for calcite). For calcite, 

the IAP is defined as: 

 𝐼𝐴𝑃𝐶𝑎𝑙𝑐𝑖𝑡𝑒 = 𝑎𝐶𝑎2+𝑎𝐶𝑂32− (3.3) 

where 𝑎𝐶𝑎2+  is the activity of the calcium ion and 𝑎𝐶𝑂32−  is the activity of the carbonate ion. The 

saturation indices of the injected solutions (Table 3.2) were calculated based on chemical speciation by 

PhreeqC (Parkhurst & Appelo, 2013). Throughout all experimental phases, the observed pH of the 

CaCl2 solution (Table 3.2) was slightly below the expected pH calculated using PhreeqC (7.0), which 

indicated that CO2 from the atmosphere dissolved into the solution. However, PhreeqC calculations 

showed that the total amount of dissolved CO2 was less than 0.01% of the carbonate added as Na2CO3 

in all the solution pairs. In addition, the maximum difference between the measured and calculated pH 

of the Na2CO3 solution was only 0.1. For these reasons, dissolution of the CO2 into the solutions was 

ignored in the calculation of the saturation indices. It is important to note that calcite precipitation was 

expected to be mainly induced in the zone where the two injected solutions mixed. Therefore, the 
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calculated saturation index based on the assumption of two fully mixed solutions may not be fully 

representative for the conditions near the precipitates since the ongoing calcite precipitation in the 

reaction front will locally reduce ion activity and the saturation index. In this first experimental phase, 

SIP measurements were made every 2 days for 12 days in order to investigate the SIP response 

associated with the development of calcite precipitates in the column. Additionally, the electrical 

conductivity of the outlet solution was measured every day.  

After phase I, three additional experimental phases (phase II to phase IV) were implemented to 

investigate the effect of solute concentration on the SIP response. Na2CO3 and CaCl2 solutions with the 

same salt concentrations as used in phase I (Solution pair 2 in Table 3.2) were injected between each of 

these experimental phases in order to approximately come to the same SIP response as at the end of 

phase I at the start of phase II - IV. This was only partly successful since the 𝜎′′ increased substantially 

between the start of phase II and III. This likely indicates additional calcite precipitation between phase 

II and phase III, which is difficult to avoid when working with oversaturated solutions. For this reason, 

care should be taken when comparing SIP measurements between phases. 

In phase II, the injected solutions were increasingly diluted in steps. First, the solution pair with a 

saturation index of 3.18 (more than 1500 times higher concentration than the equilibrium condition) 

was injected for 3 hours (solution pair 2 in Table 3.2), followed by the injection of solution pairs diluted 

by a factor of 1.9 for the first 2 steps and 2.5 for the last step (solution pair 3-5 in Table 3.2). The 

duration of the injection of each solution pair was 3 or 4 hours (Table 3.2). SIP measurements were 

made after each dilution step. To limit the amount of additional calcite precipitation in this experimental 

phase, the entire phase lasted only 13 hours. In order to sufficiently flush the column within the limited 

available experimental time, the injection rate was increased to 28.2 ml h-1 for both ports. With this 

higher flow rate, the total volume of the injected solution was at least 3.5 times larger than the pore 

volume of the sand (48.6 ml). In phase III, the injection of the two solutions was stopped for 50 hours 

and SIP measurements were made at regular time intervals. In phase IV, the injection rate of the Na2CO3 

solution was reduced to 45% of the original injection rate (1.31 ml h-1) for 7 hours. This change in flow 

rate was expected to shift the position of solute mixing zone away from the original calcite precipitation 

front and thus change the solute concentration of the water in contact with the precipitated calcite.  

Because of the assumed importance of the position of the mixing zone of the two injected solutions, the 

streamlines and velocity fields within the column in phase I, II and IV were simulated using the open-

source simulation platform OpenFOAM® (http://www.openfoam.org). In these simulations, the 

hydraulic conductivity of the F36 sand was assumed to be 2.0×10-2 cm s-1 as determined by Koch et al. 

(2011). Porosity was 0.41 (cm3 cm-3) based on the measured weight of the packed sand. 
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Table 3.2. Electrical conductivity, pH and concentration of injected solution pairs. Solution pair 1 with 

a saturation index of 3.18 was used to generate calcite precipitation until day 12, and solution pair 2 

with a saturation index of 3.18 was used for rest of the experiments. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.1. Schematic drawing of the column with electrode positions and a photo of the column at day 

12. The injection tube for Na2CO3 was bent to inject solution in the middle between the potential 

electrodes. 

 

Solution pair No. 1 2 3 4 5 

Saturation index 3.18 3.18 2.85 2.50 2.00 

CaCl2 

Electrical conductivity (mS cm-1) 4.95 4.95 2.69 1.46 0.62 

pH 6.07 6.64 6.76 6.38 6.98 

Concentration (mmol L-1) 26.2 26.2 13.6 7.1 2.9 

Na2CO3 

Electrical conductivity (mS cm-1) 4.43 4.44 2.51 1.44 0.62 

pH 11.2 11.2 11.2 11.1 11.0 

Concentration (mmol L-1) 29.0 29.0 15.1 7.8 3.2 

 Injection time in phase II (h)  3.0 4.0 3.0 3.0 
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3.2. Results and discussion 
Figure 2a shows the simulated streamlines for the injected Na2CO3 and CaCl2 solution in phase I 

indicating that the two solutions were not fully in contact with each other and thus incompletely mixed, 

which implies that only a part of the injected solutions reacted within the sand column. It is important 

to note that this simulation result should only be interpreted in a qualitative manner since the feedback 

of the calcite precipitation on the flow and the associated reaction kinetics in such a highly oversaturated 

solution have not been considered here. Figure 1 shows a photo of the column at the end of phase I (day 

12). The white area in the column indicates the calcite precipitation front at the position where the two 

solutions were expected to mix. The observed shape of the precipitation front was similar to the shape 

of the boundary between the streamlines of the two injected solutions. Also, it was visually observed 

that precipitation was strongest just below the injection point (Figure 3.1). This is consistent with the 

low simulated pore water velocity in this area (Figure 3.2a), which resulted in the largest residence time 

of the injected Na2CO3 solution. Additional calcite precipitation was observed on the surface of the 

sample, which also emphasizes the incomplete mixing in the sand column (Figure 3.1).  

 
Figure 3.2. Simulated streamlines of Na2CO3 and CaCl2 solution in the entire column and a close-up of 

the area near the injection tube for (a) phase I, (b) phase II, and (c) phase IV. 

 

The conductivity of the outlet solution varied between 2.83 and 2.92 mS cm-1 except for the first day 

where it was 3.73 mS cm-1.  A solution in equilibrium with calcite was calculated to have an electrical 

conductivity of 2.95 mS cm-1 using PhreeqC, which is near the observed conductivity values. However, 
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it should be noted that the outlet solution likely did not represent the solute concentration within the 

SIP measurement zone between the potential electrodes, because the injected solutions were only fully 

mixed in the water layer above the sample material as indicated by the calcite precipitation on the 

surface of the sample (Figure 3.1) and by the simulated streamlines (Figure 3.2).  

Figure 3.3 shows the development of σ′ and 𝜎′′ during phase I. For the initial conditions at day 0, the 

cementation factor m in Archie’s law (Archie, 1942) was calculated to be 1.5 using: 

 𝑙𝑖𝑚
𝜎𝑠→0

(
𝜎𝑤
𝜎
) = 𝜙−𝑚 (3.4) 

where σs is the surface conductivity, σw is the solution conductivity of the CaCl2 solution in the column 

(4.95 mS cm-1), σ is the real part of the conductivity at 1 kHz (1.33 mS cm-1), and ϕ is the porosity (0.41 

cm3 cm-3). σ′ decreased between day 0 and day 2 after the injection of the Na2CO3 solution was initiated. 

This was expected because the conductivity of the Na2CO3 solution was smaller than the conductivity 

of the CaCl2 solution that was initially present (Table 3.2). Between day 2 and day 4, σ′ did not change 

significantly. The porosity 𝜙  at day 2 and day 4 can be estimated by assuming that σw  can be 

approximated by the average conductivity of the injected solutions and assuming that m is constant, 

which is reasonable given that m is only related to the shape of the grains (Bussian, 1983; Sen et al., 

1981). No significant changes in porosity were obtained using this approach.  

 
Figure 3.3. Change in (a) σ′ and (b) σ′′ caused by calcite precipitation during the first 12 days of phase 

I. Open symbols represent the measured values in the initial condition before starting the injection. 

 

For the first four days, 𝜎′′ was almost constant although calcite precipitation was observed visually. 

The lack of change in 𝜎′′  and estimated porosity perhaps suggests that the amount of calcite 

precipitation may not have been sufficient to generate a SIP response in the early stages of the 
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experiment as will be discussed below. The lack of response may also have been affected by the initial 

formation of meta-stable amorphous calcium carbonate, which is reportedly first formed when CaCl2 

and Na2CO3 solutions with a saturation index larger than 2.1 are mixed (Rodriguez-Navarro et al., 2016). 

This was confirmed for the two solutions used in phase I by mixing them in a beaker. This resulted in 

a white opaque solution that was created within some minutes after mixing. This metastable amorphous 

phase disappeared again after some hours, after which the solution became transparent again. Kinetic 

effects directly associated with calcite precipitation may also have played a role in the weak SIP 

response in the first days. It has been shown that the growth of calcite crystals highly depends on the 

availability of nucleation sites on calcite surfaces, because calcite crystals mainly grow through the 

attachment of ions or amorphous calcium carbonate to the surface of calcite (Morse et al., 2007; 

Rodriguez-Navarro et al., 2016). For all these reasons, the growth rate of calcite may have been small 

in the first days of the experiment. 

σ′ slightly decreased between day 4 to day 8, and 𝜎′′ markedly increased in this period. The observed 

strong increase in 𝜎′′ is consistent with the results presented in Wu et al. (2010), who mixed CaCl2 and 

Na2CO3 solutions with the same concentrations as used here in a column filled with glass beads. After 

day 8, σ′ and σ′′ remained almost constant despite continuous input of solutes, indicating that the 

amount of calcite was almost constant within the measurement zone. This may be due to the limited 

further mixing and reaction between the injected solutions in the measurement zone because of the 

growth of the calcite precipitation within the pore space. This feedback between precipitation and 

reaction rate was already observed in a previous microfluidic experiment (Zhang et al., 2010).  

In phase II, the column was flushed with solutions with a different saturation index (Solution pair 2-5 

in Table 3.2) and a higher injection rate. Figure 2b shows the simulated streamlines and pore water 

velocity in phase II (again neglecting effects of calcite precipitation on the flow field). A comparison 

with the simulated streamlines of phase I (Figure 3.2a) shows that the boundary between the injected 

Na2CO3 and CaCl2 solutions did not change between these two experimental phases. Obviously, the 

pore water velocity was higher in phase II due to the higher injection rate. These simulation results 

suggest that the calcite precipitation generated in phase I was expected to be in contact with the injected 

Na2CO3 and CaCl2 solutions in phase II.  This was further confirmed by the SIP measurements for 

solution pair 2, where it was found that the increase in injection rate only resulted in a maximum 

decrease of 1.2 mS m-1 at 40 kHz for σ′′ within the first hour. This initial small decrease may be because 

some calcite precipitation was dislodged and flushed out of the sample due to the increased shear stress 

associated with higher flow velocities. 

When the column was flushed with solution pairs with decreasing saturation index, σ′ and σ′′ both 

decreased (Figure 3.4). The decrease in σ′ is directly related to the decrease in the electrical conductivity 

of the two solutions (Table 3.2). In addition, it is well known that  σ′′ depends strongly on solution 

conductivity for several geological media (Revil & Skold, 2011; Weller & Slater, 2012). The 



3.    Effect of solute concentration 

29 
 

relationship between σ′′ and the electrical conductivity of the solution (σw) is shown in Figure 5 for 

three different frequencies. As the reaction kinetics of the calcite precipitation were not clear in the 

experiment, σw was calculated by assuming that the reaction rate is either very slow (Figure 3.5a) or 

very fast (Figure 3.5b). In the first case, σw equals the average electrical conductivity of the injected 

solution. In the second case, the σw was calculated using PhreeqC assuming that the solution is in 

equilibrium with calcite. In both cases, a simple power law function was fitted to the observed σ′′ (1 

kHz, 10 kHz and 45 kHz) and σw: 

 𝜎′′(𝑓) = 𝑎(𝜎𝑤)
𝑏 (3.5) 

where 𝑎 and 𝑏 are fitting parameters (Weller & Slater, 2012). The 𝑏 value in the fitted power law varied 

from 0.83 to 1.05 with increasing frequency. Weller and Slater (2012) reported 𝑏 values for sand and 

sandstone that ranged from 0.10 to 0.64, with a mean value of 0.34 for solute conductivities less than 

1000 mS m-1. Although the values of Weller and Slater (2012) were obtained for a lower frequency 

(less than 30 Hz), the larger 𝑏 values in the experiment suggest that the SIP response of calcite has a 

stronger dependence on the solute conductivity than sand and sandstone. It is important to note that the 

petrophysical model from Weller and Slater (2012) is for equilibrium conditions, while the system in 

this chapter is not in equilibrium and precipitation of calcite is occurring continuously during the 

experiment.  

 
Figure 3.4. Change in (a) σ′ and (b) σ′′ when the column was flushed with solution pairs with different 

saturation index (solution pair 2-5 in Table 3.2) in phase II. 
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Figure 3.5. Relationship between σw and σ′′ in phase II for different frequencies by assuming that the 

injected solutions were (a) reacting slowly and thus not in equilibrium with calcite and (b) reacting 

quickly and thus in equilibrium with calcite. The associated fits of Eq. (7) to the measured values are 

also presented. 

 

When the injection of both solutions was stopped in phase III, the σ′ varied only ±5% and showed an 

initial increase and a subsequent small decrease (Figure 3.6a). This change was much smaller than the 

difference between σ′ at the start and at the end of phase III. Thus, this change in σ′ was not attributed 

to the formation of calcite precipitation, but to a moderate change in solute concentration. Considering 

that σ′ varied only ±5%, only a small part of the ions in the column could have been consumed due to 

calcite precipitation after flow was stopped. Nevertheless, σ′′ significantly decreased over time (Figure 

3.6b) albeit with a decreasing rate as shown exemplary in Figure 3.7 for a frequency of 1 kHz. We 

hypothesize that this strong decrease in σ′′ is related to a decrease of the solute concentration in contact 

with the calcite in the precipitation front. When injection and flow was stopped, calcite precipitation 

continued and the concentration of Ca2+ and carbonate species (HCO3
- and CO3

2-) in the mixing zone 

decreased, whereas Na+ and Cl- did not react. Such a decrease in the concentration of Ca2+ and carbonate 

species will lead to a decrease in σ′′ as already shown in phase II of the experiment. Interestingly, this 

decrease in σ′′ is fully reversible since the σ′′ returned to very similar values 21 hours after injection 

was started again (Figure 3.6). It should be noted that σ′′ continued decreasing even 50 hours after 

stopping the injection. This long duration probably reflects the slow change in solute concentration near 

the calcite precipitation as a result of a balance between the kinetics of the precipitation reaction and 

the continuous supply of solutes from outside the mixing zone through diffusion. This interpretation of 

the experimental data suggests that it is important to consider the solute concentration in contact with 
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calcite, and not the solute concentration in the bulk water or the outflow. While direct evidence is absent 

to support this interpretation, it is speculated that the concentration of calcium and carbonate near the 

calcite surface have a large effect on the surface charge properties of calcite and thus on σ′′. 

 
Figure 3.6. The development of (a) σ′ and (b) σ′′ as a function of time when solute injection was 

stopped in phase III. Open symbols represent the measured values before flow was stopped at t=0 h. 

Darker colour represents longer elapsed time. The grey symbols represent measured values after re-

establishment of the condition at the start of this phase by injecting solution pair 2 of Table 3.2. 

 

 
Figure 3.7. Change in σ′′ at 1 kHz over time after stopping injection of both CaCl2 and Na2CO3 solution 

in phase III. 
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In phase IV, the injection rate of the Na2CO3 solution was reduced. Compared to the streamlines in 

phase I and II (Figure 3.2a,b), this reduction shifted the mixing zone upward and slightly to the right 

(Figure 3.2c). σ′ increased slightly during phase IV (Figure 3.8a) because the more conductive CaCl2 

solution occupied a larger volume of the sample. Again, σ′′ was found to decrease strongly (Figure 

3.8b) despite the slight increase in mean electric conductivity of the pore water. These results apparently 

contradict the results of phase II and III. However, it is important to realize that the pore water solution 

in contact with the calcite in phase IV was probably different from that in phase II and III because the 

mixing zone was moved as shown in the simulation results (Figure 3.2). Part of the calcite precipitated 

before phase IV is now only in contact with CaCl2 solution, which has larger σw, lower pH, higher 

concentration of Ca2+ and lower concentration of carbonate species than the Na2CO3 solution. The 

observed decrease in σ′′  can thus reasonably be explained by assuming that changes in solute 

concentration of the water in contact with the calcite affected the surface chemistry of the calcite. 

Although previous studies have shown a large variation in pH dependence of surface charges of calcite 

(Wolthers et al., 2008), it is generally agreed that a decreasing pH leads to an increase of protonation 

on the calcite surface. For example, Eriksson et al. (2007) showed that the net proton charge on the 

calcite surface strongly increased below a pH of 8. Since the pH of the CaCl2 solution in the experiment 

was 6.64, this increase in proton charge may have decreased the number of negatively charged sites on 

the calcite surface and thus decreased the SIP response (Leroy et al., 2017). Because the calcite surface 

charge and the solute concentration near the precipitation front cannot directly be observed in the 

experimental setup, this will need to be examined in more detail in future work.  

 
Figure 3.8. Development of (a) σ′ and (b) σ′′ when the injection rate of the Na2CO3 solution was 

reduced relative to that of the CaCl2 solution. Darker colour represents longer elapsed time. 
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The results of the flow experiments in phase II, III and IV qualitatively showed that the SIP response 

of calcite precipitation depended on the solute concentration near the zone of calcite precipitation. A 

more quantitative analysis does not seem meaningful. One reason is that there was unexpected increase 

in maximum 𝜎′′ between the start of the phase II and III (3.5 mS m-1) and between the start of phase III 

and IV (0.3 mS m-1). This suggests that the amount of calcite precipitation increased after the start of 

phase II. It should be noted that 𝜎′′ decreased in each phase, thus the variation in 𝜎′′ was not attributed 

to the amount of calcite but to the solute concentration. The other reason is the unknown spatial 

distribution and kinetics of calcite precipitation in combination with the heterogeneity of the flow 

velocity field in the column. The most promising way forward towards a quantitative understanding of 

the SIP response of calcite precipitation requires a combination of reactive transport modelling with 

more advanced experimental setups that allow determining the distribution of calcite precipitation and 

solute concentration (e.g. a 2D millifluidic measurement set-up).  

Despite the qualitative nature of the insights obtained here, it is interesting to evaluate the results of 

previous studies (Table 3.1) on the SIP response of calcite precipitation within the light of the current 

results. For example, Wu et al. (2011), Zhang et al. (2012) and Saneiyan et al. (2018) all reported 

significantly smaller SIP responses than presented in this study and Wu et al. (2010). Although part of 

the differences is certainly due to the different amounts of calcite precipitation in these studies, it is now 

clear that the concentration of Ca2+ and the carbonate species also need to be considered. In Wu et al. 

(2011), the Ca2+ and the total dissolved carbonate concentration in the influent solution were about 1 

mM and 4 mM, respectively. These concentrations were much lower than the concentration of Ca2+ (29 

mM) and dissolved carbonate concentration (26.2 mM) in the injected solutions in phase I of this study. 

Therefore, the concentration of Ca2+ and carbonate species in Wu et al. (2011) may not have been 

enough to generate a strong SIP response even in the presence of sufficient calcite precipitation. In 

Zhang et al. (2012), the concentration of Ca2+ and urea were 10 mM. Considering that the urease enzyme 

produces dissolved carbonate due to the decomposition of urea, the maximum concentration of 

carbonate species was 10 mM. However, Ca2+ adsorption on silica gel was strong as described in Zhang 

et al. (2012). Thus, the concentration of Ca2+ in the solution in contact with the precipitated calcite was 

probably not high enough to generate a significant SIP response. In the column experiment by Saneiyan 

et al. (2018), the distribution of calcite precipitation and solute concentration were not clear, and it may 

be possible that the calcite precipitation did not overlap with the mixing zone of the solutions. Based 

on this short survey of previous work, it seems likely that some of the observed weak SIP responses 

may be attributed to lower concentrations of Ca2+ and carbonate species in the solution in contact with 

the precipitated calcite in addition to potentially different amounts of calcite precipitation. 
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3.3. Conclusions 
In this study, calcite precipitation was induced in a column by mixing Na2CO3 and CaCl2 solutions and 

SIP measurements were made during a flow experiment composed of four phases. In phase I, a 

significant SIP response was observed due to the calcite precipitation induced in the column. In phase 

II, the column was flushed with solutions with a different saturation index and thus a different pore 

water conductivity. The results suggested that the SIP response of calcite has a stronger dependence on 

the solution conductivity than sand and sandstone. When the injection of both solutions was stopped in 

phase III, σ′′ decreased. This was attributed to a decrease in the concentration of Ca2+ and CO3
2- in 

contact with the calcite in the precipitation front. In phase IV, the injection rate of the Na2CO3 solution 

was reduced to shift the mixing zone away from the calcite precipitation front. Therefore, part of the 

calcite precipitation front generated in phase I was only in contact with the CaCl2 solution. Despite a 

bulk increase in the electric conductivity of the pore water due to the more conductive CaCl2 solution, 

it was observed that σ′′ decreased. This was attributed to interactions between solute concentration and 

surface chemistry of the calcite. The experimental results presented here clearly highlighted the 

complex dependency of the SIP response of calcite precipitation on solute concentration. Based on the 

results, the previously observed relatively weak SIP responses of calcite precipitation (Saneiyan et al., 

2018; Wu et al., 2011; Zhang et al., 2012) may be related to lower concentrations of Ca2+ and carbonate 

species in the solution in contact with calcite in addition to variable amounts of calcite precipitation. 

Future work should focus on obtaining a more quantitative understanding of the relationship between 

surface chemistry of calcite and SIP response. For this purpose, it is important to quantify how solute 

concentration affects the SIP response of calcite precipitation, which can only be obtained by a 

combination of advanced experimental set-ups, spatially resolved reactive transport modelling, and 

deterministic modelling of the SIP response. 

 



4.    Millifluidic experiments 

35 
 

Chapter 4  
 

 

Millifluidic experiments to understand 

SIP response during calcite precipitation 

 
In Chapter 3, column experiments were presented that suggest that the SIP response of calcite 

precipitation is largely controlled by the solute concentration near the calcite precipitation. One of the 

limitations of these column experiments is that essential information on the temporal development and 

spatial distribution of calcite precipitation is not available. Clearly, it would be beneficial if the calcite 

precipitation process could be observed directly to improve understanding of how calcite precipitation 

generates an SIP response. In this chapter, a novel SIP measurement set-up using a 2D millifluidic set-

up will be used to investigate how the SIP response of calcite is controlled by the dynamic precipitation 

process. The main idea of this 2D millifluidic set-up is that the use of a 2D porous media makes it 

possible to visually observe calcite precipitation while making SIP measurements at the same time. 

Based on the obtained development of calcite precipitation, it also possible to make electric field 

simulations for the 2D millifluidic set-up, which will help to understand the measured SIP response. 

The organisation of this chapter is as follows. First, the design of the 2D millifluidic set-up including 

the visualization setup will be presented. After this, the experimental procedures, image calibration for 

precipitation height, and the electric field simulations will be introduced. Next, the development of 

calcite precipitation and the associated SIP response will be presented and interpreted using the electric 

field simulations. Finally, possible mechanism explaining the polarization of calcite precipitation will 

be discussed.  
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4.1. Materials and methods 
The novel SIP measurement set-up using a 2D millifluidic set-up consists of a sample holder with a 2D 

porous media, a SIP measurement system, and equipment for visualization of pore-scale processes 

(Figure 4.1a). In the following, each component of the setup is described in detail. 

 

 

Figure 4.1. Overview of the experimental setup. (a) Entire setup including 1) overview camera, 2) high-

zoom camera, 3,4) 3-axis stage, 5) 2-axis moving table, 6) lenses, 7) millifluidic set-up, 8) backlight, 

(b) sample holder with porous media and electrodes, (c) plan view of the middle plate of sample holder, 

and (d) 2D porous media made of PDMS. 

 

4.2. Sample holder 
A photo of the sample holder is shown in Figure 4.1b and technical drawings of the sample holder are 

shown in Figure 4.2. The sample holder was made of transparent poly(methyl methacrylate) (PMMA). 

The outer length, width and height of the sample holder were 450 mm, 125 mm and 33 mm, respectively. 

The sample holder consisted of three plates that were fixed together with screws using holes in all three 

plates. The bottom plate (height: 10 mm) was a flat plate. The middle plate (height: 11 mm) had a large 

rectangular cavity in the middle (length: 300 mm, width: 50 mm). This cavity was designed to hold the 

2D porous media discussed in the next section. The top plate (height: 12 mm) covered the cavity holding 

2D porous media. In the top plate, one hole with a diameter of 1 mm was positioned above the 2D 

porous media. A needle (diameter: 0.8 mm) was fixed in this hole with UV adhesive (Norland Optical 

Adhesive 68, Cranbury, NJ, USA) to inject fluid directly into the 2D porous media. To avoid that this 
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needle affects the SIP measurements, the top of the needle was cut off and the needle was retracted 

more than twice the inner diameter of the hole before it was fixed. The middle plate also had two 

triangular carved out areas (each side: 50 mm, depth: 1 mm) on both sides of the large rectangular cavity. 

An injection and outlet port were located near the end of this triangular area to ensure homogeneous 

fluid flow to the extent possible. When the top plate, middle plate and bottom plate were assembled 

together, a sample holder including a cavity, two fluid injection and one outlet port was obtained.  

 

Figure 4.2. Cross-section of the sample holder in (a) flow direction and (b) perpendicular to the flow 

direction. The dimensions of the top plate, middle plate, bottom plate, PDMS flat plate and 2D porous 

media are given, and key features of the sample holder are also indicated. Please note that the vertical 

dimension is not to scale.  

 

In order to make SIP measurements, two current electrodes and four potential electrodes were integrated 

in the sample holder design (Figure 4.2). The current electrodes were completely retracted in the top 

plate to avoid disturbance of the water flow and were positioned at both sides of the large rectangular 

cavity in the middle plate. The current electrodes were made of porous rectangular brass (length: 49.1 

mm, width: 6.3 mm, depth: 3.7 mm). The use of rectangular (plate) electrodes instead of point electrodes 

for current injection ensures a more homogeneous electrical field distribution. Four potential electrodes 

were held in cable glands in the top plate to ensure water-tightness. The four potential electrodes were 

made of brass and had a diameter of 6.5 mm. The electrodes were positioned at one side of the porous 

media with equal spacing (33 mm) symmetrically distributed around the centre of the sample holder 

(see Figure 4.1c). To ensure an electrical connection between the cavity and the four potential electrodes 

through water-filled channels, the middle plate had four carved out channels (length: 12.5 mm, width: 

2.5 mm, height: 1 mm) (see Figure 4.1c). To make sure that there is no electrode polarization during 
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the SIP measurements, the potential electrodes were retracted by 11 mm (twice the inner diameter of 

the inner small hole) following recommendations of Zimmermann et al. (2008) and Huisman et al. 

(2016). The measurement system of Zimmermann et al. (2008) (described in Chapter 2) was used for 

SIP measurements. The measurement frequency range was from 1 Hz to 45 kHz, and the injected 

voltage was 5V. With this set-up, the SIP response can be measured in different measurement zones by 

choosing different pairs of potential electrodes. The separation between the potential electrodes and the 

current electrodes was large enough to avoid capacitive coupling of the potential electrodes and effects 

of potentially heterogeneous contact impedances of the current electrodes. 

 

4.3. 2D porous media 
The soft lithography method was used to produce a 2D porous media made of Polydimethylsiloxane 

(PDMS) (SYLGARD 184 Silicone Elastomer Kit, Dow, Midland, MI, USA) in a similar way as in 

microfluidic experiments (e.g., Karadimitriou & Hassanizadeh, 2012). The PDMS liquid was first 

mixed with curing agent and then poured into a mold. The PDMS in the mold was cured at 60 to 70°C 

overnight. After the PDMS was solidified, the PDMS was taken out from the mold. The same mold was 

used to produce all 2D porous media used in this study. The obtained 2D porous media was composed 

of a base plate (length: 150 mm, width: 50 mm, height: 10.6 mm) and pillars (height: 1 mm). The grain 

size distribution, pore size distribution, and the pore throat length distribution of the 2D porous medium 

are shown in Figure 4.3. The porosity of the 2D porous medium was 0.59. The grain size ranged between 

0.34 and 0.82 mm with a median grain size of 0.53 mm. The height of 1 mm for the pillars of the 2D 

porous media was carefully selected based on the following considerations. First, the electrical 

impedance of the 2D porous media should not be too high to avoid SIP measurement errors. For this 

reason, the height of the 2D porous media could not be too small. At the same time, it is important to 

ensure 2D water flow to the extent possible. Therefore, the height of the 2D porous media should be as 

small as possible. Based on the compromise between these two factors, a 2D porous medium height of 

1 mm was selected. Importantly, the mean pore throat size was smaller than the height of the cylinders. 

Because of this unique aspect ratio, Taylor-Aris dispersion is expected to be dominant in horizontal 

rather than in vertical direction. Most previous studies with 2D porous media used a less favourable 

aspect ratio where dispersion in vertical direction dominated (e.g. de Anna et al., 2014). Therefore, it is 

anticipated that the flow field is closer to 2D than in many previous studies.  
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Figure 4.3. Cumulative distribution function for grain diameter, pore throat size and pore diameter size 

for the 2D porous media and (b) top view of 2D porous media (black: pore space, white: pillars). 

 

4.4. Visualization of pore-scale processes 
In order to monitor calcite precipitation at different spatial scales while measuring the SIP response, 

two different cameras were used (Figure 4.1). To improve image quality and achieve homogeneous 

lighting conditions, a light source (LFL-180BL2, CCS inc., Kyoto, Japan) was placed below the 

millifluidic set-up. The first camera was a regular mirrorless digital camera (14-bit, SONY alpha7s, 

SONY, Tokyo, Japan) equipped with a macro lens (MACRO GOSS F2.8/90, SONY, Tokyo, Japan) 

that was placed 40 cm above the millifluidic set-up, which resulted in a field of view of 16.6 × 11.0 cm 

and an image resolution of 0.03 × 0.03 mm per pixel. This (overview) camera was connected to a PC 

through a voltage output module (National Instruments, Austin, TX) to enable automatic image 

acquisition. The second camera was a high-zoom camera with high-sensitivity (16-bit, Hamamatsu 

ORCA flash 4.0, Hamamatsu Photonics K.K., Shizuoka, Japan) connected to the PC with a USB cable 

and a set of lenses (6.5X zoom lens with 2X extension tube and 1.5X lens attachment, Thorlab, Inc., 

Newton, MA, USA). This camera was fixed on a 3-axis table (Edmund Optics Ltd., Barrington, USA), 

which was mounted on a 2-axis motorized table. The 2-axis table was constructed by combining two 1-

axis motorized tables (Edmund Optics Ltd., Barrington, USA and Thorlab, Inc., Newton, MA, USA) 

and allowed to automatically move the high-zoom camera in a horizontal plane 5.1 cm above the 

millifluidic set-up to monitor the entire measurement area between the potential electrodes (5 cm × 10 

cm). For this camera, the field of view was about 750×750 μm and the image resolution was 0.37×0.37 

μm per pixel. Both cameras and the 2-axis motorized stage were controlled synchronously with a 
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custom-made program in Matlab (Mathworks, Natick, MA, USA).  The composite images were 

created from the high-zoom images using an open source image processing program ImageJ with the 

plugin TrackEM2. 

 

4.5. Experimental procedure 
In order to perform flow and reactive transport experiments, the sample holder and 2D porous media 

were assembled. Due to the different size of the cavity in the middle plate and the 2D porous medium, 

an additional PDMS plate (length: 95 mm, width: 50 mm, height: 10.6 mm) was placed in the upstream 

part of the rectangular cavity before the 2D porous medium (Figure 4.2). This additional plate ensured 

a homogeneous flow field, decreased the volume of the cavity and made it easier to replace the solution 

in the porous media when needed, and ensured consistent positioning of the porous media in all 

experiments. The downstream cavity (11 mm height, 5.5 cm length) was not filled and served as space 

to collect mobile calcite precipitates that would otherwise clog the fluid outlet port. To avoid water and 

electric current flow outside the porous media, the gaps between the porous media and the side of the 

cavity in the middle plate were closed using UV adhesive. The gaps between the middle plate and 

top/bottom plate were filled with Vaseline. It should be noted that the height of the porous media (11.6 

mm) was slightly larger than the height of the cavity in the sample holder (11.0 mm). This naturally 

caused a little compression of the porous media (5% of the total height) during assembly. Therefore, 

there was no gap between the top of the cylinders of the porous media and the bottom of the top plate 

of the sample holder. 

Two replicate calcite precipitation experiments with a total duration of 70 and 80 hours, respectively, 

were performed. For each experiment, the measurement cell was first flushed with CO2 gas and then 

filled with 26.2 mM CaCl2 solution in all experiments. During filling of the porous media with the 

solution, some gas bubbles were trapped in the pore space. Since CO2 easily dissolves in water, all gas 

bubbles disappeared after some minutes. After preparing the water-saturated measurement cell, the 

millifluidic set-up was placed on two pieces of styrene foam (height: 5.5 cm) in the visualization setup 

to avoid capacitive leakage currents between the millifluidic set-up and the metallic base plate during 

the SIP measurements. Next, 26.2 mM CaCl2 solution was injected through the injection port at the side 

of the 2D porous medium and 29 mM Na2CO3 solution was injected through the injection port in the 

middle of the porous medium. Both solutions were injected with the same flow rate (4 mL h-1) using a 

syringe pump (model 22, Harvard Apparatus, Inc., Holliston, MA, USA). It should be noted that a small 

amount of NaCl solution (~0.5 mL) was filled in the tube of the injection port in the middle of the 

porous medium before the start of the experiment to prevent mixing of Na2CO3 and CaCl2 solution and 

associated precipitation before the start of the experiment.  

As discussed in Chapter 3 already, mixing of Na2CO3 and CaCl2 solution induced calcium carbonate 

precipitation according to: 
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 𝐶𝑎2+ + 𝐶𝑂3
2− = 𝐶𝑎𝐶𝑂3(𝑠) (4.1) 

Precipitation was expected to be mainly induced in the zone where the two injected solutions mixed. 

SIP measurements were made in three measurement zones, which will be referred to as the upstream, 

middle, and downstream measurement zone, using the electrode pairs P1 and P2, P2 and P3, and P3 

and P4 respectively (Figure 4.4b). SIP measurements were made from 1 Hz to 45 kHz every 18 minutes 

in the upstream zone and every 8 hours in the other zones. Digital images were taken every 8 minutes 

with the overview camera with a large field-of-view for the entire measurement region and with the 

high-zoom camera for four selected positions. Two of these positions were located in the upstream zone 

and the other two positions were located in the middle and downstream zones. The four positions were 

all located on one side of the sample holder because of the expected symmetry in the mixing zone 

between the two solutions perpendicular to the flow direction. At each position, the high-zoom camera 

took 10×10 images with a regular space interval using the motorized stage. After stitching the images 

together, this resulted in a composite image with a size of about 7.5 mm×7.5 mm. At the end of the 

experiment, the high-zoom camera was also used to obtain images of calcite precipitation along the 

mixing front.  

After the experiment, the 2D porous media was removed from the sample holder to measure the height 

of the precipitation using a profilometer (Altisurf 500, Altimet, France) with a vertical resolution of 5 

μm and a horizontal resolution of 50 μm. These height measurements were used to establish a 

calibration function between image grey level and the height of the precipitation as described in detail 

in the next section. The calcite precipitation in the 2D porous media was also investigated by a 

microscope with 10X and 40X lenses after the experiment (Inverted Laboratory Microscope, Leica 

microsystems, Cambridge, United Kingdom).  

The effect of solute concentration was not considered in this first set of replicate experiments, although 

the results in Chapter 3 suggested that solute concentration strongly influenced the SIP response of 

calcite precipitation. To obtain additional insights in this aspect, an additional experiment was 

performed. To prepare the solution for this experiment, 26.2 mM MgCl2 solution and 29.0 mM Na2CO3 

solution were mixed, which resulted in MgCO3 precipitation that was removed by centrifugation. The 

supernatant solution was used in the additional experiment, and will be referred to as MgCO3 solution 

in the following. This solution was selected for three reasons. First, the expected reactivity of Mg2+ with 

calcite is quite low. For example, magnesium-bearing calcite with Mg contents higher than 10 mol% is 

a thermodynamically unstable phase of calcium carbonate under ambient conditions (Yang et al., 2016), 

formation of dolomite and magnesite are virtually impossible at ambient temperature (Montes-

Hernandez et al., 2016), and dissolution of calcite is inhibited by the presence of Mg2+ (Arvidson & 

Mackenzie, 2000). Second, Mg2+ is expected to adsorb on the surface of calcite with high affinity (Al 

Mahrouqi et al., 2017). Third, the solubility of amorphous MgCO3 is substantially higher than that of 

amorphous CaCO3 (Purgstaller et al., 2019). This results in higher concentration of Mg2+ and the 

carbonate species in the mixed solution of MgCl2 and Na2CO3, compared to the Ca2+ and the carbonate 
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species in the mixed solution of CaCl2 and Na2CO3. From the second and third reasons, it can be 

expected that chargeability of calcite surface is high in MgCO3 solution. This high chargeability is 

expected to induce a large SIP response according to the grain polarization model of calcite (Leroy et 

al., 2017, Chapter 2). At the start of the additional experiment, calcite precipitation was first induced in 

the same way as described above. The monitoring strategy for digital image collection and SIP 

measurements was also identical to the procedures described above. After 47 h and 87.5 h, the two 

injected solutions were changed to the MgCO3 solution described above in the middle of the 

precipitation process. After the SIP response stabilized in response to the injection of MgCO3 solution 

(after ~16 pore volumes), the original Na2CO3 and CaCl2 solutions were injected again. About 27 pore 

volumes of Na2CO3 and CaCl2 solution were sufficient to obtain a SIP response similar to that before 

the injection of MgCO3 solution. 

 

4.6. Image processing 
Calcite precipitation was expected to build up from the bottom to the top. The height of the precipitation 

cannot be directly observed using the digital images acquired from the top view. However, the grey 

scale of the digital image was expected to be related to the height of the precipitation because calcite is 

partly transparent. In order to acquire the relationship between grey level of the image and the height 

of the precipitation, the spatial distribution of the height of the precipitation obtained with the 

profilometer was used. In particular, the height of the calcite precipitation and the grey level of the 

digital image acquired with the top-view camera were used to obtain a calibration relationship based on 

four selected areas. These areas were selected based on the following two criteria: i) precipitation was 

intact after opening of the measurement cell for profilometer measurements, ii) a wide range of 

precipitation height was present in the selected area. Within each selected area, the 3D geometry of the 

precipitates obtained with the profilometer was downscaled to obtain the same image resolution as the 

digital image. Because of the height of the porous media, the measured and predicted height of the 

precipitates should range between 0 mm and 1 mm. In order to achieve this, the following procedure 

was used to establish a calibration relationship. First, precipitation height h was converted using:  

 
ℎ′ = 𝑡𝑎𝑛 (

ℎ + 0.05

2
× 𝜋)  

(4.2) 

Here, h was increased by 0.05 in order to avoid values near ±𝜋/2, where the tangent function is 

extremely sensitive. Next, the relationship between h’ and grey level (I), which ranged from 0 to 255, 

was fitted using a linear function:  

 ℎ′ = 𝑎𝐼 + 𝑏 ± 𝜀 (4.3) 

where a and b are the fitting parameters. The predictive uncertainty (𝜀) was obtained for this linear 

regression function. In order to obtain a function that relates grey level to height of the precipitates, the 

inverse formulation was used considering the error propagation:  
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ℎ =

𝑎𝑟𝑐𝑡𝑎𝑛(𝑎𝐼 + 𝑏)

𝜋
− 0.05 ±

𝜀

𝜋(1 + (𝑎𝐼 + 𝑏)2)
  

(4.4) 

Here, h does not take a value over 1 nor below 0 if errors were not considered. This relationship was 

applied to all the photos taken by the overview camera during the experiment to obtain the temporal 

and spatial change in the height of the precipitation. Based on this information, the change in the total 

volume of calcite in the measurement zone, the distribution of calcite precipitation height, and the 

spatial distribution of the development of calcite in longitudinal direction (x direction) were derived. 

For the calculation of the development in longitudinal direction, the area was first discretised in slices 

of 0.03 mm based on the image resolution. Then, the sum of the volume of precipitation was calculated 

for each slice.  

 

4.7. Simulation 
In order to study how the distribution of calcite precipitation affects the SIP measurements, additional 

electrical field simulations were performed. For this, a custom-made finite-element modelling approach 

implemented in Matlab (Mathworks, Natick, MA, USA) was used. The governing equation that was 

solved was: 

 𝛻 ∙ 𝐽 = 𝛻 ∙ (σ∗∇𝜑∗) (4.5) 

where 𝜑∗ is the complex potential (V) and σ∗ is complex conductivity (S m-1). The modelling domain 

was the rectangular area between the current electrodes (30 cm× 5 cm) (Figure 4.1b). Constant electric 

current was injected from right boundary and ejected from the left boundary. The domain was 

discretised in right-angled triangles with a leg length of 2 mm. Because it was not computationally 

feasible to use a mesh fine enough to resolve the pore scale, effective properties need to be assigned to 

different areas. For this reason, the simulations were only used to analyse qualitative trends in the 

following. For the effective electrical conductivity of the background, only a real conductivity (S m-1) 

was used, which was determined based on the solute concentration and the formation factor. The shape 

of the area with calcite precipitation was obtained from images obtained with the overview camera. The 

effective complex conductivity of this area was described using the Cole-Cole model: 

 
𝜎∗ = (1 −𝑚)𝑅𝜎𝜎𝑏𝑢𝑙𝑘

1

1 −𝑚(1 −
1

1 + (2𝜋𝑓𝑇𝑖)𝑐
)
 (4.6) 

where m is the chargeability, f is the frequency (Hz), T is characteristic time (s), c is a shape exponent, 

𝑅𝜎 defines the ratio between the high-frequency limit of the conductivity, 𝜎∞, and the bulk conductivity 

𝜎𝑏𝑢𝑙𝑘: 

 𝑅𝜎 =
𝜎∞
𝜎𝑏𝑢𝑙𝑘

< 1 (4.7) 



4.    Millifluidic experiments 
 

44 
 

The parameters of the Cole-Cole model were selected such that the simulation results were in reasonable 

agreement with the experimental results.  

 

4.8. Results and discussion 
4.8.1. Precipitation process 

Figure 4.4 shows examples of digital images acquired with the overview camera and the high-zoom 

camera. The large-scale images (Figure 4.4, left column) clearly show that part of the images got darker 

over time. This is associated with calcite precipitation that was generated at the boundary of the two 

injected solutions. The shape of the boundary corresponds with the streamlines of Rankine half-body 

flow, as expected given that a point source was placed in a uniform background flow. The images also 

showed that the overall shape of the precipitation front did not change over time. This indicates that the 

flow was well controlled over the whole region and that there was no strong feedback of the calcite 

precipitation on the position of the reaction front. The composite images obtained from the high-zoom 

images show that some regions with calcite precipitation were darker than other regions (Figure 4.4, 

middle column) and that the position of these darker regions did not change during the experiment. This 

again confirms that the flow was well controlled, even at the pore scale. The high-zoom images 

successfully captured the development of individual crystals (Figure 4.4, right) and it can also be seen 

that more and larger calcite crystals were formed in the darker regions. The larger amount of reaction 

product suggests that reaction rates were higher in darker region. Figure 4.5 shows microscopic images 

from the darker region obtained after the experiment. Here, it seems that calcite precipitation created a 

solid wall (Figure 4.5a,b). Figure 4.5c shows microscopic images of this wall of calcite precipitation 

from the side. It has a wavy striped structure with grains of crystals at the bottom (Figure 4.5c in white 

circle). Even at this small scale, no pores can be observed in the precipitates. This lack of pores is likely 

related to the precipitation process. The solutions used in this study were strongly oversaturated with 

respect to calcite. This leads to instantaneous generation of amorphous calcium carbonate when the two 

solutions were mixed (Rodriguez-Navarro et al., 2016). This amorphous calcium carbonate likely 

settled on the bottom of the sample holder due to its higher density. According to Morse et al. (2007) 

and Rodriguez-Navarro et al. (2016), the amorphous phase of calcium carbonate is able to attach on 

calcite surfaces and allows calcite precipitates to grow further. In this process, it seems likely that calcite 

precipitation walls without pores were formed along the entire precipitation front. Based on the image 

analysis up to this point, it is concluded that the creation of a solid calcite precipitation front occurred 

along the mixing front, and that the position of calcite precipitation did not change with time, even at 

the pore scale.  
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Figure 4.4. Digital images taken at different times for the entire measurement area (left column), a 

selected area along the calcite precipitation front in a composite image (center column) and calcite 

crystals in high-zoom images (right column). 

 
Figure 4.5. Microscopic images of calcite precipitates (a) top view with the focus set on the bottom of 

the 2D porous medium, (b) top view with the focus set on the top of the calcite precipitation and (c) 

side view. 
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In a next step, the relationship between the grey level of the image and the height of the precipitation 

from the profilometer was obtained (Figure 4.6). A large scatter was observed in this relationship. 

Considering that the calcite crystal was almost transparent, the grey level of the images was mostly 

determined by the amount of edges of the calcite grain that scattered light. The height of the 

precipitation was therefore only indirectly related to the grey level in the image, which likely explains 

the large scattering. The fitted calibration curve (equation (4.4) and the associated prediction intervals 

are also shown in Figure 4.6. If it is assumed that the porosity of the calcite precipitation was negligible, 

this calibration curve can directly be used to obtain the spatial distribution of the precipitation volume 

from the grey level in the images. 

After establishing the calibration relationship, it was first analysed how the total volume of calcite 

precipitation increased as a function of time (Figure 4.7a). It can be seen that the total volume of calcite 

precipitation strongly increased up to 20 hours, and only slowly increased afterwards. Image analysis 

suggested that the rate of calcite precipitation was higher in the upper half than in the lower half of the 

images (Figure 4.7a). This is important because the potential electrodes were located on the upper side 

of the images (see Figure 4.4, top left). Image analysis was also used to analyse the development and 

distribution of calcite precipitation height. Figure 4.8a shows the change in the sum of the volume from 

0 mm to a given height as a function of time. This change in the cumulative volume of calcite 

precipitation suggests that the height of the precipitation increased mostly up to around 20 h and that 

the height did not change strongly afterwards. This suggests that there was no strong re-distribution of 

calcite though dissolution and precipitation after 20 h. This is consistent with the observed development 

of the total volume of calcite in Figure 4.7. Because of this consistent change in the development of 

calcite precipitation before and after 20 h, these two periods will be considered in more detail separately 

in the following. 

 

Figure 4.6. Relationship between image grey level and the height of the precipitation from the 

profilometer and the fitted calibration curve to calculate height of precipitation from image grey level 

with 95% prediction intervals. 



4.    Millifluidic experiments 

47 
 

 

Figure 4.7 (a) Change in mass of precipitation over time in the entire measurement zone. (b) Change 

in mass of precipitation in the upper (near potential electrodes) and lower half of the measurement 

setup in Figure 4.4.  

 

Figure 4.8 (a) Cumulative volume of calcite precipitation at a given height as a function of time. (b) 

Cumulative volume of calcite precipitation at a given height as a function of time normalized with the 

volume at 20 h. 

 

The spatial distribution of the development of calcite before 20 h is shown in Figure 4.9, where the 

times when 50% and 95% of the volume at 20 h is reached is provided as a function of the distance 

from the upstream stagnation zone of the Rankine half-body flow (referred to as t50 and t95 afterwards). 

It can be seen that t50 and t95 were highly variable in space for both the upper and lower branch of the 
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precipitation front. This suggests that calcite precipitation happened heterogeneously at the pore scale. 

This was further confirmed using the high-zoom images. Figure 4.10 provides close-up images of the 

red circles in the composite images provided in Figure 4.4. It can be seen that the wall of calcite 

precipitation generally extended in downstream direction at the pore scale, but that the timing of this 

downstream extension was different in each pore. 

The development of the height of the precipitation after 20 h was also investigated. Figure 4.8b shows 

the volume of calcite precipitation normalized with the volume at 20 h at a given precipitation height. 

This analysis shows that the volume only increased further in areas where a high wall of precipitation 

was already present after 20 h (i.e. continued vertical development of the calcite wall). This is also 

supported by the high-zoom images in Figure 4.10, where it can be seen that the grey level still increased 

after 20 h (Figure 4.10c). The high-zoom images also showed that the size of the crystals near the top 

of the flow domain did not change after 20 h (Figure 4.4), which suggests that the reaction was not very 

strong at this position after 20 h. Although direct observations of this slow development of the calcite 

wall were not possible because the high-zoom camera was not focused on the top of calcite wall 

continuously, the reduced speed of this process with time can be supported conceptually. In the selected 

experimental approach, the calcite precipitates divided the two injected fluids (Figure 4.11) and 

precipitation is expected to occur in the mixing zone. As the height of the calcite precipitation increases, 

the size of this mixing zone is reduced. This will lead to a decrease in the reaction rate and a reduced 

growth of the height of the calcite precipitation. This feedback mechanism between the reaction rate 

and the height of the calcite precipitation may thus lead to a slow but continuous growth of the volume 

of calcite precipitation even after 20 h (Figure 4.7a). 

 

Figure 4.9. Spatial distribution of the development of calcite precipitation before 20 h as a function of 

distance along the precipitation front for the a) upper and b) lower branch of the precipitation front. The 

lines indicate the time required to reach a given percentage of the volume of calcite precipitation at 20 

h. 
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Figure 4.10. High-zoom images that exemplify calcite wall extended in downstream direction (a,b) 

and continued vertical development of the calcite wall (c).  

 

Figure 4.11. Conceptual model to explain reduced speed of calcite precipitation during the formation 

of the calcite wall. The colours represent the zone with CaCl2 solution (blue), the zone with Na2CO3 

solution (yellow), calcite wall (grey) and the mixing zone (orange). 

 

The high-zoom images of the entire precipitation front taken at the end of the experiment showed that 

the size of the crystals was around 50 m in the entire measurement zone (Figure 4.12). This suggests 

that crystal nucleation proceeded equally along the precipitation front due to similar reaction rates and 

duration. Even though the timing of the start of calcite precipitation differed depending on the location 

as shown in Figure 4.9, it seems that this did not have a strong influence on the nucleation process and 

the final size of the calcite crystals.  
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Figure 4.12. High-zoom images showing calcite crystals in different parts of the measurement domain. 

 

4.8.2. SIP response 

Figure 4.13 shows the real and imaginary part of the electrical conductivity (𝜎′ and 𝜎′′, respectively) as 

a function of time in different measurement zones (see Figure 4.4). It was found that 𝜎′ increased 

substantially with frequency, which indicates the occurrence of dielectric polarization processes. At the 

start of the experiment, the difference in 𝜎′ at 1 Hz of the three measurement zones was less than 5%. 

In addition, the 𝜎′′  was almost zero up to 10 kHz without any peak for all zones. In all three 

measurement zones, a clear peak in the 𝜎′′ appeared after about 16 h, which subsequently increased 

with time. The peak frequency was higher in the upstream measurement zone. It should be noted that 

relatively strong negative 𝜎′′  values were measured in the low frequency range in the upstream 

measurement zone. Such negative 𝜎′′ values are not physically possible for homogeneous samples, but 

can occur in the case of heterogeneous samples as will be shown in the numerical simulations presented 

later. In the case of 𝜎′ , larger changes were observed for lower frequencies than for the higher 

frequencies after 16 h. These temporal developments of the SIP response will be discussed later after a 

more detailed analysis of the data. 

A duplicate experiment showed a similar SIP response as described above (Figure 4.14). In the middle 

and downstream measurement zones, the 𝜎′ and 𝜎′′ were very close to the values in the first experiment 

at the same elapsed time with differences below 10 mS m-1 and 1 mS m-1 for the real and imaginary part 

most of the time. The relatively large difference in 𝜎′ and 𝜎′′ for the upstream measurement zone are 

attributed to small difference in the flow field, which have the strongest impact in the upstream 
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measurement zone. However, the trend was also similar for the upstream measurement zone for the two 

experiments. 

In order to analyse the SIP response in more detail, several characteristics were determined for further 

analysis. Figure 4.15a and Figure 4.15b provide the frequency and the associated value of 𝜎′′ for the 

observed peak in 𝜎′′ as a function of time for the three measurement zones for both the original and the 

duplicate experiment. The value of 𝜎′′  at the peak frequency strongly increased with time. It is 

important to note that although the volume of precipitation strongly increased up to 20 hours (Figure 

4.7), the increase in 𝜎′′ was much smaller in that period. In fact, the value of 𝜎′′ at the peak frequency 

strongly increased after 24 h, but the volume of the precipitation changed only slightly. This clearly 

suggests that the SIP response is not only sensitive to the amount of calcite precipitation.  

It was also found that the peak frequency was higher in the upstream measurement zone close to the 

injection point and that the peak frequency was relatively constant in time (Figure 4.15a). Based on 

previous theoretical studies (Leroy et al., 2017, Chapter 2), it is tempting to interpret such differences 

in peak frequency in terms of different size of the calcite crystal. However, the size of the crystals was 

similar in all three measurement zones according to the high-zoom images taken at the end of the 

experiment (Figure 4.12). 

Figure 4.15c and Figure 4.15d show the change in 𝜎′ at 1 Hz and 10 kHz over time in the three 

measurement zones. The initial drop of  𝜎′ at time 0 h in all the measurement zones was due to the start 

of the injection of Na2CO3 solution, which has a lower electrical conductivity than the initial solution 

(CaCl2). At the same time, the precipitation reaction started and also decreased the ion concentration 

and thus the electrical conductivity. Based on the flow rate of the injection, it only takes about 1.25 h 

to replace the background CaCl2 solution with the Na2CO3 solution. Thus, the change in 𝜎′ between 

1.25 and 20 h can only be attributed to the formation of the calcite precipitation. The formation of calcite 

precipitates may decrease 𝜎′  because calcite is non-conductive in the frequency range of SIP 

measurements. On the other hand, 𝜎′ may increase due to the lower reaction rate and the associated 

higher ion concentrations in the solution. Thus, the interpretation of 𝜎′ is challenging for the period 

before 20 h. After 20 h, there was no intensive reaction anymore, and a large increase in 𝜎′′ was 

observed. At the same time, the 𝜎′ at 10 kHz was almost constant and the 𝜎′ at 1 Hz decreased over 

time. These different trends of 𝜎′ between 1 Hz and 10 kHz after 20 h may be the key to understand 

how the SIP response increased, and this will be explored in more detail later.  
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Figure 4.13. SIP response as a function of time for the three different measurement zones in experiment 

I. 
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Figure 4.14. SIP response as a function of time for the three different measurement zones in the 

duplicate experiment II. 
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Figure 4.15. Key characteristics of the SIP response as a function of time for the three measurement 

zones: (a) peak frequency, (b) σ′′ at peak frequency, (c) σ′ at 1 Hz and (d) σ′ at 45 kHz. 

 

4.8.3. SIP response of calcite precipitation in homogeneous solution 

The SIP response presented in the previous section was affected by spatial and temporal variations in 

solute concentration because of the ongoing precipitation reactions. In order to avoid such variations, 

an additional experiment was performed where the measurement cell was flushed twice with MgCO3 

solution after first generating calcite precipitation. The development of the image grey level followed a 

similar behaviour as in the previous experiment (Figure 4.16). It is assumed that this behaviour 

represents the same two stages of the calcite precipitation process as discussed in the previous sections. 

First, a continuous wall of calcite precipitation is created before 20 h. After this, there only is an increase 
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in the height of the already established calcite wall. Figure 4.17 shows the development of 𝜎′ and 𝜎′′ as 

a function time. It should be noted that periods when MgCO3 solution was present in the measurement 

cell are not considered in this figure. It can be seen that both 𝜎′ and 𝜎′′ changed in a similar way as in 

the experiments presented in the previous section. As was already evident from the similarity of the 

duplicate experiments, this indicates that the experimental conditions in this experiment were 

sufficiently similar to the previous experiments. In addition, only small changes in 𝜎′ (less than 5%) 

and 𝜎′′ (less than 10% for peak magnitude of middle and downstream regions) were observed before 

and after injecting MgCO3 solution. This suggests that the effect of the presence of MgCO3 solution on 

the calcite surface properties was probably reversible and did not change the crystal properties. Also, 

the high-zoom images did not show much difference in crystal shape. This was expected because calcite 

reacts only slowly with magnesium ions (Arvidson & Mackenzie, 2000).  

Figure 4.18 shows the 𝜎′ and 𝜎′′ for calcite precipitation in contact with MgCO3 solution. The 𝜎′′ 

increased between the first and second injection of MgCO3 solution, which suggests that 𝜎′′ increased 

with increasing calcite wall height after 20 h. Also, the peak frequency in the upstream region was 

higher after injecting MgCO3 solution. These observations suggest that the SIP response of calcite 

precipitation is not only due to a heterogeneous distribution of solute concentration. In Chapter 3, it was 

already shown that the SIP response of calcite precipitation is sensitive to the solute concentration 

around it. The results presented here show that the SIP response of calcite precipitation is also sensitive 

to other factors, which will be discussed later. 

 

 

Figure 4.16. Change in normalized grey level in the entire measurement zone in the experiment with 

intermediate injections with MgCO3 solution (blue zones).  
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Figure 4.17. SIP response as a function of time for the three measurement zones in the experiment with 

intermediate injection of MgCO3 solution. 

 

Figure 4.18. SIP response after the first and second injection of MgCO3 solution. 
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4.8.4. Electrical field simulations 

In the previous sections, the experimental results were shown including some unexplained features in 

the observed SIP responses. In particular, negative 𝜎′′ values and differences in peak frequency were 

observed for different measurement zones. In this section, it will be explored to what extent the spatial 

arrangement of the calcite precipitation affects the SIP response using electrical field simulations. 

Figure 4.19 shows the three simulation scenarios that will be considered. Figure 4.19a corresponds to 

the experimental period after 20 h where a clear and continuous precipitation front was observed. In 

this scenario, the background electrical conductivity was 0.162 S m-1 based on the measured formation 

factor and the solute conductivity. The complex electrical conductivity of the calcite was defined using 

a Cole-Cole model. To determine suitable Cole-Cole model parameters to reproduce the observed SIP 

response, simulations were run with varying chargeability m (0.5 to 0.999) and 𝑅𝜎 (0.005 to 0.99). The 

relaxation time was fixed to 10-3 s.  

Figure 4.20 shows the simulated SIP response in the three measurement zones in response to different 

chargeability and conductivity ratio from 1 Hz to 100 MHz. The higher frequencies are also shown here 

in order to follow the change in peak frequency in all the simulations qualitatively. It can be seen that a 

chargeability of 0.995 and an 𝑅𝜎 equal to 0.9 times the background conductivity need to be specified 

for the calcite area to obtain a qualitatively similar response as in the experiments. The high 

chargeability is needed to obtain a similar magnitude for the SIP response. It should be noted that these 

chargeability and 𝑅𝜎 values are not necessarily close to the true value because of the limited spatial 

resolution of the simulation domain. In fact, the calcite area in the simulation domain consists of calcite 

precipitation and porous medium in the actual experiments. 

A key finding of these simulation results was that the peak frequency can be different even if the 

complex electrical conductivity of the calcite precipitation is the same in all three measurement zones. 

In particular, this occurred when both m and 𝑅𝜎  values were high. This very likely explains why 

differences in peak frequency were observed between the three measurement zones. Also, it was found 

that multiple peaks in the 𝜎′′ can occur in the middle and downstream zones with high m and 𝑅𝜎 values 

even though the specified complex electrical conductivity for calcite only considered a single peak 

frequency. However, only the lower peak frequencies were in the frequency range used in the 

experiments. The higher peak frequencies consistently increase with increasing chargeability. This was 

expected from the Cole-Cole equation. This suggest that the lower peak frequencies cannot be attributed 

to the equation form of the Cole-Cole model when two peaks in 𝜎′′ are present. Another characteristic 

of the simulation result is that 𝜎′′ in the middle zone was larger than that of the other zones, which is 

consistent with the experimental results. 

A second simulation scenario that was considered is presented in Figure 4.19b. It represents a relatively 

early time where the calcite precipitation front was not completely continuous. In this case, a small 
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fraction (33%) of the calcite precipitation was replaced by solution. With this discontinuous 

precipitation front, the simulated 𝜎′′  decreased substantially even though the area of calcite 

precipitation did not change much (Figure 4.21b). This clearly suggests that 𝜎′′ is sensitive to the 

continuity of the precipitation front. The small 𝜎′′ before 16 h in the experiments can thus be partly 

attributed to the discontinuity of the calcite wall.  

In a third and final simulation scenario (Figure 4.19c), it was explored how a heterogeneous distribution 

of the complex electrical conductivity of calcite precipitation would influence the SIP response. Since 

the experimental results suggested that calcite precipitation was faster and more abundant near the 

electrodes than far from the electrodes (Figure 4.7), the chargeability was set higher near the electrodes 

(0.995) than far from the electrodes (0.4). Here, the experimental conditions after 16 h are considered 

again. In this case, the simulated 𝜎′′ partly showed negative values for the upstream measurement zone 

(Figure 4.21c). Thus, heterogeneous calcite properties likely explain the observed negative 𝜎′′ values 

obtained in the upstream measurement zone.   

 

Figure 4.19. Simulation domains for three different scenarios: (a) continuous calcite precipitation front, 

(b) discontinuous calcite precipitation front, and (c) spatially variable complex electrical conductivity 

of calcite. The yellow colour represents the background and the blue colour represents the distribution 

of calcite precipitation.  
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Figure 4.20. The simulated SIP responses in different measurement zones depending on chargeability 

and 𝑅𝜎 value. 

To better understand the origin of the different peak frequencies, the normalized imaginary part of the 

electrical potential fields is shown in Figure 4.22 for two different sets of Cole-Cole parameters for the 

calcite zone. In a first simulation with 𝑅𝜎 = 0.9 and m = 0.995, the peak frequency differed between the 

measurement zones. In a second simulation with 𝑅𝜎 = 0.005 and m = 0.995, the peak frequency was 

identical for all three measurement zones. The key to interpreting these two simulations is to analyse 

the imaginary potential across the calcite wall. In the case of a 𝑅𝜎 of 0.9 (Figure 4.22a), there was a 

strong contrast for low frequencies (for example at 193 Hz), but this contrast was less strong at high 

frequencies (for example at 51 kHz). In this case, the semi-ellipsoidal shape of the calcite precipitation 

acted as a resistor for low frequencies because of the low electrical conductivity. In the high frequency 

range, calcite did not act as a resistor because it was more conductive. In contrast, for 𝑅𝜎 = 0.005 (Figure 

4.22b), the contrast did not disappear for the higher frequencies because the calcite was assumed to 

have a low conductivity throughout the entire frequency range. From this comparison, it becomes clear 

that the relaxation of the imaginary potential across the calcite wall was key to understand different 

peak frequencies for the different measurement zones and that the shape of the calcite precipitation front 

resulted in different peak frequencies in different measurement zones. In the second scenario with 

discontinuous calcite precipitation, the imaginary potential differences across the calcite wall was much 

smaller than in the case with a continuous calcite wall (Figure 4.22c). This suggests that the contrast of 

the imaginary potential determines SIP response in measured frequency range. In the third scenario with 

heterogeneous calcite properties, it can be seen that the normalized imaginary potential was highest 

near the middle potential electrodes (Figure 4.22d). If the potential is measured on the left and right 

side of this local maximum, one measurement will show a positive imaginary potential and the other 
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measurement will show negative imaginary potential given that the sign of the potential depends on 

measurement direction. Thus, the negative 𝜎′′ values were introduced because of the local maximum in 

the imaginary potential associated with the heterogeneous distribution and properties of the calcite 

precipitation.  

 

Figure 4.21. Simulated SIP response for different measurement zones for the three simulation scenarios 

shown in Figure 4.19: (a) continuous calcite precipitation front, (b) discontinuous calcite precipitation 

front, and (c) spatially variable complex electrical conductivity of calcite. 
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Figure 4.22. The normalized imaginary part of the potential field for different simulation scenarios: (a) 

continuous precipitation front with m = 0.995 and 𝑅𝜎 = 0.9 and (b) continuous precipitation front with 

m = 0.995 and 𝑅𝜎  = 0.005 (c) discontinuous precipitation front at 193 Hz, and (d) heterogeneous 

complex electrical properties of calcite at 233 Hz. 

 

4.9. Discussion 
The experimental results showed that the calcite precipitation process and the associated SIP response 

can be best understood by separating the experiment into two different periods. Before 20 h, a calcite 

precipitation front was established at the pore scale along the streamlines of Rankine half body flow 

and the associated 𝜎′′ was small. The simulation results showed that the low 𝜎′′ can at least partly be 

explained by the presence of a discontinuous precipitation front. In a similar manner, the result 

presented in Chapter 3 may be explained. As in this chapter, 𝜎′′ did not increase in the first several days 

of precipitation in the packed sand column. This highlights the need to consider the location and 

continuity of mixing when interpreting field and laboratory SIP measurements during precipitation 

processes (and reactive transport processes in general). It is important to realize that this continuity of 

precipitation is determined at the pore scale, and thus may be difficult to obtain beyond the experimental 

set-up used in this chapter. 

After 20 hours, the observed 𝜎′′ strongly increased. The experimental observations suggest that this 

may be related to small increases in the height of the calcite precipitation. Peak frequencies were found 

to vary for different measurement zones, but this could not be attributed to differences in the size of the 

calcite crystals nor the variation in solute concentration. Using electrical field simulations, it was shown 

that this can potentially be explained by the shape of the precipitation front in combination with the 

electrical properties of calcite. For the given shape of the calcite precipitation, it was possible to obtain 
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different peak frequencies for the three measurement zones even when the properties of the calcite were 

assumed to be homogeneous. The simulations also showed that the observed negative 𝜎′′ values can be 

explained by a spatially variable complex electrical conductivity of calcite precipitation. In many 

laboratory SIP studies, negative 𝜎′′ values have been taken as a sign of poor measurement quality. This 

is certainly true when the investigated volume can safely be assumed to be homogeneous (e.g. a 

saturated sandstone sample). However, in the case of strong heterogeneity in the electrical properties a 

negative 𝜎′′ can easily be obtained. Considering that most biochemical reactions are heterogeneously 

distributed in space, negative 𝜎′′ values should thus not immediately be discarded as measurement 

errors when SIP is used to investigate reactive transport problems. The simulations also suggested that 

the peak frequency in the three measurement zones had smaller peak frequencies than expected from 

the Cole-Cole model. This suggests that heterogeneity possibly enables detecting material with higher 

peak frequency than the measurable range depending on its distribution in the measurement zone.  

Leroy et al. (2017) suggested that polarization of calcite precipitation could be explained by the grain 

polarization model (Chapter 2). This model considers three components, (i.e. water, electric double 

layer of calcite and the body of calcite) that are all affected by calcite precipitation. In particular, the 

pore water conductivity and solute concentration increase when the precipitation front is being built due 

to the reduced mixing and the associated reduced reaction rates as discussed in the interpretation of the 

initial phase of the experiment. In response, higher concentration of solutes, specifically Ca2+ and CO3
2- 

ions, lead to a larger amount of adsorbed ions on the calcite surface (Al Mahrouqi et al., 2017). This 

larger amount of positively/negatively charged adsorbed ions results in more electric charge in the Stern 

layer of the electric double layer. Also, the increase in the volume of calcite leads to a decrease in bulk 

conductivity. Such changes in the amount of calcite and the pore water conductivity are expected to 

change 𝜎′ both at 1 Hz and 10 kHz in this model. It should be noted that this expected change is 

independent of the size of the calcite precipitates. In the experimental results, the 𝜎′ was almost constant 

at 10 kHz (Figure 4.15d). In the context of the grain polarization model, this suggests that the change 

in solute concentration and the increase in the amount of calcite were small. In contrast, the observed 

𝜎′ at 1 Hz consistently decreased after 20 h (Figure 4.15c). Because the difference in 𝜎′ at 1 Hz and 10 

kHz is closely related to the chargeability, the experimental results indicate an increase in chargeability 

with time. The chargeability may increase due to an increase in surface area, changes in crystal size or 

increasing solute concentration. It seems unlikely that the observed increase in chargeability can be 

explained by an increase in surface area because changes in the volume of calcite precipitation were 

quite small after 20 h (Figure 4.7). In addition, the crystal size did not change (Figure 4.4). Therefore, 

the chargeability should have been extremely sensitive to the solute concentration if the experimental 

results need to be explained with the grain polarization model. The experimental results with well-

defined solute concentrations at two different times during the precipitation process suggested that the 

solute concentration is at least not the only factor that controls the SIP response (Figure 4.18). Thus, 
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the possibility of extreme sensitivity to solute concentration cannot be fully excluded. However, there 

is another way to explain the experimental results that does not require the invocation of such extreme 

sensitivity. 

An alternative explanation for the strong SIP response is that it is associated with Maxwell-Wagner 

polarization associated with the thin calcite precipitation front. For simplicity, pure calcite without an 

electric double layer is considered here. To verify the potential importance of this process, consider a 

simple conceptual model (Figure 4.23a) composed of a calcite wall (length 10-3 mm, width 1 mm, height 

0.99-0.9999 mm), a mixing zone above the calcite wall (length 10-3 mm, width 1 mm, height 0.01-

0.0001 mm), and the surrounding water (length 5 mm, width 1 mm, height 1 mm). The width of the 

calcite wall was based on the actual dimensions of the calcite precipitation front obtained from images 

acquired after the experiment (Figure 4.5). The water in the mixing zone is assumed to be in equilibrium 

with calcite (0.375 S m-1), whereas the pore water conductivity was taken as the average of the injected 

solutions (0.50 S m-1). The relative permittivity of calcite was assumed to be 12 (Arcone & Boitnott, 

2010).  This conceptual model can be simplified to an electric circuit model as shown in Figure 4.23b, 

in which the electrical properties (R1, R2, C) can be calculated based on the dimensions and parameters 

provided above. 

 

 

Figure 4.23. (a) Conceptual model to explain Maxwell-Wagner polarization associated with the 

calcite precipitation front, (b) equivalent electric circuit of the conceptual model, and (c) simulated σ′ 

and σ′′ as a function of the height of the calcite precipitation front. 
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Simulation results based on this simple conceptual model suggest that an increase in calcite wall height 

will lead to a lower peak frequency, an increase in the peak 𝜎′′, a constant 𝜎′ at high frequency and a 

decrease in 𝜎′ at low frequency (Figure 4.23c). The peak frequency with the highest calcite wall was 

about 100 kHz, which is the same as the peak frequency of the Cole-Cole model used in the simulations 

shown in Figure 4.21a. This simple model thus captures some of the key characteristics of the 

experimental results. It is important to note that this conceptual model is highly sensitive to the size of 

the gap between the top of the calcite wall and the top plate, especially when the gap is nearly closed 

(high R2). This may explain why small increases in the height of the calcite precipitation resulted in 

large increases in chargeability after 20 h in the experiment. Also, the small 𝜎′′ before 20 h can be partly 

attributed to the large gap between the top plate and the calcite wall, in addition to the discontinuity of 

the wall as explained earlier. However, the observed constant peak frequency (Figure 4.15a) could not 

be explained by only changing the height of the calcite wall in the model. Furthermore, an extremely 

small gap (1 μm) was required to obtain the expected peak frequency. Therefore, the conceptual model 

does not fully explain all experimental results. Clearly, it is possible that more processes play a role, for 

example the surface complexation of calcite. Adding these factors to the simple conceptual model may 

help to explain the change in peak frequency, as well as other previous experimental results obtained in 

column experiments ( Saneiyan et al., 2018; Wu et al., 2010; Zhang et al., 2012, Chapter 3). 

 

4.10. Conclusions 
In this chapter, the SIP response was measured during spatially and temporally dynamic calcite 

precipitation processes using a newly developed millifluidic set-up. The millifluidic set-up enabled 

visual observation of calcite precipitation in porous media and numerical simulations were used to 

improve understanding of the obtained SIP responses. At the beginning of the experiment, the observed 

𝜎′′ was low even though most of the precipitation occurred in this period. This apparently contradicting 

behaviour of 𝜎′′ and the volume of calcite precipitation was attributed to the discontinuity of the calcite 

precipitation front and the large gap between the top plate and the calcite wall. After 20 h, the observed 

𝜎′′ started to increase. This increase was probably affected by the filling of the gap between the top 

plate and the calcite wall, and not only due to changes in solute concentration. The peak frequency 

varied depending on the considered measurement zone, although the observed size of the crystals was 

almost the same for all three measurement zones. Numerical simulations showed that the source of this 

difference in peak frequency was due to the shape of the calcite precipitation front within the 

measurement zone. In addition, these simulations showed that measured negative 𝜎′′ values can be 

explained by the heterogeneous development of the electrical properties of the calcite precipitates. 

Based on the experimental observations and numerical simulation results, a simple electric circuit model 

was derived that explains key characteristics of the SIP response observed in this chapter. The proposed 

model to explain the observed SIP response suggests that Maxwell-Wagner polarization is dominant in 
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the experiments. This polarization mechanism was able to partly explain the observed SIP response by 

focusing on the capacitive leakage associated with the gap between the top plate and the top of calcite 

wall. The experimental results agreed less with the previously suggested grain polarization model for 

calcite. This new and detailed understanding of the SIP response during the calcite precipitation process 

can be used to design new experiments to further improve understanding or to interpret field data. In 

future work, the quantitative dataset can be the base for numerical and theoretical studies for 

microscopic understanding of the source of SIP response of calcite. Further opportunities arise 

regarding the application of SIP for field studies of calcite precipitation and for laboratory studies 

investigating calcite nucleation and precipitation processes. 

 

  



4.    Millifluidic experiments 
 

66 
 

 

 

 



5.    Mixing-induced reactions at stagnation points 

67 
 

Chapter 5  
 

 

Enhancement of mixing-induced 

reactions at stagnation points in pore 

scale flow fields 

 
In Chapter 4, the millifluidic experiment highlighted that the SIP response of calcite precipitation in 

porous media largely depends on pore scale chemical reaction processes. In this chapter, the pore scale 

reaction process will be investigated in more detail to support the understanding of the SIP response of 

calcite precipitation in porous media. 

This chapter will present the first experimental study of mixing and reaction at stagnation points in 

porous media. Changes in chemical reaction dynamics will be studied according to flow rate and 

reaction rate, which are represented by the Péclet number (𝑃𝑒) and the Damköhler number (𝐷𝑎). First, 

scaling laws at stagnation points will be derived theoretically as a function of 𝑃𝑒 and 𝐷𝑎 by combining 

the reactive lamella approach (Bandopadhyay et al., 2017; Ranz, 1979), the theoretical framework of 

reaction-diffusion fronts (Larralde et al., 1992), and the stretching dynamics at stagnation points 

(Villermaux, 2019). Next, reaction dynamics will be investigated experimentally in 2D flow fields of a 

Hele-Shaw cell with and without cylindrical columns (referred to as 2D porous medium and Hele-Shaw 

cell in the following). This will be achieved by imposing a background flow using fluid injection from 

one side and a point source of reactant in the middle of the flow (Figure 5.1a). This results in a flow 

field with one stagnation point upstream of the point source, which is generally referred to as Rankine-

half body flow (White, 1998). For the porous medium, randomly positioned cylinders are considered 

with an aspect ratio between the heigth and the pore size, which is sufficient to ensure two-dimensional 

flow. The experiments will be performed both with conservative and reactive tracers producing 

chemiluminescence in order to quantify the reaction rate in the front (de Anna et al. 2014). Finally, pore 

scale flow and stretching will be investigated using numerical simulations. 
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Figure 5.1. Schematic illustration showing (a) deformation of small fluid elements near the stagnation 

point where blue and orange represent different solutes (b) the concentration profile of species A 

(orange) and B (blue) near the stagnation point. The black line represents the conservative component 

F. The green line represents the linear approximation of the error function (F) near the stagnation point. 

 

5.1. Theory 
In this section, the lamellar theory of mixing is used (Le Borgne et al., 2015; Villermaux, 2019) to 

derive approximate analytical solutions for coupled mixing and reaction at a stagnation point. Small 

incompressible fluid elements, called lamella, deform due to elongation and compression in the flow 

field. The compression rate 𝛾 is defined as: 

 
𝛾 = −

1

𝛿

𝑑𝛿

𝑑𝑡
 

(5.1) 

where 𝛿 is the width of lamella in the direction of compression. Stagnation points are characterized by 

a locally constant compression rate 𝛾  (Villermaux, 2019), such that the lamella width decays 

exponentially close to the stagnation point, 

 𝛿 = 𝛿0𝑒
−𝛾𝑡 (5.2) 

where 𝛿0 is the initial lamella size. Exponential compression is a key characteristic of stagnation points 

that drives mixing and reaction properties (Hidalgo et al., 2015).  

The width of a lamella of solute is governed by compression and diffusion. Solute diffusion acts to 

broaden the size of the lamella, whereas fluid compression acts to decrease the size (Le Borgne et al., 

2015; Villermaux, 2019). At long times, the diffusive expansion and compression rate balance as: 

 𝐷

𝛿2
∼ 𝛾 (5.3) 

where 𝐷 is the diffusion coefficient. Inserting equation 5.2 into equation 5.3 allows to quantify the 

mixing time, which is the time required to balance the broadening due to diffusion and constant 



5.    Mixing-induced reactions at stagnation points 

69 
 

compression. The lamella size 𝛿 after the mixing time is called Batchelor scale 𝑠𝑏 (Batchelor et al., 

1959):  

 
𝑠𝑏 = √

𝐷

𝛾
 

(5.4) 

In the case of laminar flow conditions, 𝛾~∇𝑣~�̅�/𝐿 , where ∇𝑣 is a characteristic velocity gradient at 

the stagnation point, L is the characteristic length of this gradient and �̅� is the average velocity. Hence,  

 
𝑠𝑏 ∼ √

𝐷

𝑣
∼ 𝑃𝑒−1/2 

(5.5) 

where 𝑃𝑒 = 𝐷𝐿/𝑣 is the Péclet number. This implies that the characteristic mixing width tends to be 

constant at stagnation points, which implies that concentration gradients, and therefore mixing rates are 

constant. 

The lamella framework assumes that concentration gradients along the direction of elongation are 

negligible and that concentration distributions are thus mainly driven by mass transfer in the direction 

of compression. In a Lagrangian framework aligned with the directions of elongation and compression, 

the change in the concentration within the lamella can thus be quantified by the compression diffusion 

equation (Ranz, 1979): 

 𝜕𝐶𝐴
𝜕𝑡
+ 𝛾𝑥

𝜕𝐶𝐴
𝜕𝑥

= 𝐷
𝜕2𝐶𝐴
𝜕𝑥2

 
(5.6) 

where x is the coordinate along the compression direction. In the presence of reactions, the above 

equation can be written as: 

 𝜕𝐶𝐴
𝜕𝑡
+ 𝛾𝑥

𝜕𝐶𝐴
𝜕𝑥

= 𝐷
𝜕2𝐶𝐴
𝜕𝑥2

− 𝑘𝐶𝐴𝐶𝐵 
(5.7) 

where 𝐶𝐴 and 𝐶𝐵  are concentration of reactants, normalized by the initial concentration 𝐶0, 𝑘 is the 

reaction constant for dimensionless concentrations 𝑘 = �̃�𝐶0 with �̃� the rate constant in units of inverse 

of concentration and time. Nondimensional variables are defined as follows (Ranz, 1979):  

 
𝜃 = ∫

𝑡

0

𝑑𝜏𝐷/𝛿(𝜏)2, 𝑧 = 𝑥/𝛿 
(5.8) 

where 𝜃 is called the warped time and 𝑧 represents the distance relative to the size of lamella. For 

exponential compression (equation 5.2), this results in:  

 
𝜃 =

𝐷

𝛾𝛿0
2

1

2
(𝑒2𝛾𝑡 − 1) (5.9) 

In these non-dimensional variables, equation 5.7 reduces to a diffusion-reaction equation 

(Bandopadhyay et al., 2017): 
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 𝜕𝐶𝐴
𝜕𝜃

=
𝜕2𝐶𝐴
𝜕𝑧2

−
𝑘𝐶𝐴𝐶𝐵𝛿

2

𝐷
 

(5.10) 

which can be written as: 

 𝜕𝐶𝐴
𝜕𝜃

=
𝜕2𝐶𝐴
𝜕𝑧2

− 𝐷𝑎𝐶𝐴𝐶𝐵𝛿
2 

(5.11) 

with the Damköhler number 𝐷𝑎 defined as: 

 
𝐷𝑎 =

𝑘𝛿0
2

𝐷
 

(5.12) 

and 𝛿 = 𝛿/𝛿0. 

 

5.1.1. Derivations for Da>1 regime 

For Da>1, the interpenetration of the two reactive solutes is small as the reaction is faster than diffusion. 

Therefore, in the domain where the concentration of substance A is larger, B can be considered as a 

small fluctuation. Following Larralde et al. (1992) and Bandopadhyay et al. (2017), the concentration 

of 𝐶𝐴 and 𝐶𝐵 are thus written in terms of a conservative component 𝐹 = 𝐶𝐵 − 𝐶𝐴 and a perturbation g, 

such that 𝐶𝐴 = 𝐹 + 𝑔 and 𝐶𝐵 = 𝑔 (Figure 5.1b). 𝐹 follows the conservative equation:  

 𝜕𝐹

𝜕𝜃
=
𝜕2𝐹

𝜕𝑧2
 

(5.13) 

which leads to the solution: 

 𝐹 = 𝑒𝑟𝑓 (
𝑧

√4𝜃
) (5.14) 

Inserting 𝐶𝐴 = 𝐹 + 𝑔 and 𝐶𝐵 = 𝑔 into equation 5.8, it is obtained that: 

 𝜕𝑔

𝜕𝜃
=
𝜕2𝑔

𝜕𝑧2
− 𝐷𝑎𝑔 (𝑒𝑟𝑓 (

𝑧

√4𝜃
) + 𝑔)𝛿2 

(5.15) 

Following Larralde et al. (1992), the term proportional to 𝑔2 is neglected and the error function in the 

mixing zone is linearized (Figure 5.1b). This leads to the approximation: 

 𝜕𝑔

𝜕𝜃
≈
𝜕2𝑔

𝜕𝑧2
− 𝐷𝑎𝑔

𝑧

√𝜋𝜃
𝛿2 

(5.16) 

For the stationary conditions that develop at the stagnation point, this equation becomes: 

 𝜕2𝑔

𝜕𝑧2
−𝐷𝑎𝑔

𝑧

√𝜋𝜃
𝛿2 = 0 

(5.17) 

Using dimensional spatial coordinates, 𝑥 = 𝛿𝑧, this leads to: 
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 𝜕2𝑔

𝜕𝑥2
− 𝐷𝑎𝑔

𝑥

𝛿0
3𝛿√𝜋𝜃

= 0 
(5.18) 

This is an Airy differential equation, whose solution is (Bandopadhyay et al., 2017):  

 
𝑔 ∼ 𝑓(𝜃)𝐴𝑖 (

𝜆𝑧

𝜃1/6
) ∼

𝛿0
−2𝛿−2/3𝜃−1/3

𝜆
𝐴𝑖 (

𝜆𝑥

𝛿0𝛿
1/3𝜃1/6

) 
(5.19) 

where: 

 
𝜆 = (

𝐷𝑎

√𝜋
)
1/3

 
(5.20) 

where 𝐴𝑖(𝑥) is the Airy function. The reaction rate 𝑅(𝑥, 𝜃) can be calculated by inserting equation 5.19 

into the second term of equation 5.17:  

 
𝑅(𝑥, 𝜃) ≈

𝛿0
−4𝛿−4/3𝜃−2/3𝐷𝑎

𝜆2
(

𝜆𝑥

𝛿0𝛿
1/3𝜃1/6

)𝐴𝑖 (
𝜆𝑥

𝛿0𝛿
1/3𝜃1/6

) 
(5.21) 

Hence, the reaction rates may be written as: 

 𝑅(𝑥) ≈ 𝑅𝑚𝑎𝑥𝑓 (
𝑥

𝑠𝑟
) (5.22) 

with 𝑅𝑚𝑎𝑥~𝛿0−4𝛿−4/3𝜃−2/3𝐷𝑎/𝜆2 and 𝑠𝑟~𝛿0𝛿1/3𝜃1/6/𝜆. 

For large times 𝛿 = 𝑒−𝛾𝑡 and 𝜃 = 𝐷

𝛾�̃�0
2

1

2
𝑒2𝛾𝑡, it can be obtained that: 

 𝑠𝑟 ∼ 𝐷𝑎
−1/3𝑃𝑒−1/6 (5.23) 

and: 

 𝑅𝑚𝑎𝑥 ∼ 𝐷𝑎
1/3𝑃𝑒2/3 (5.24) 

The integral of the reaction rate over the length (the reaction intensity 𝐼𝑅) should thus scale as:  

 𝐼𝑅 ∼ 𝑠𝑅𝑅𝑚𝑎𝑥 ∼ 𝑃𝑒
1/2 (5.25) 

 

5.1.2. Derivations for Da<1 regime 

When Da<1, the interpenetration of the two reactive solutes A and B is large and the assumptions made 

in the previous derivations do not hold. Since diffusion dominates over reaction for Da<1, the 

concentration profiles for 𝐶𝐴 and 𝐶𝐵 are expected to be close to the conservative profiles, which are 

solutions of equation 5.5. This equation may be solved using the same change of variable as in equations 

5.13 and 5.14, to yield the following expressions for 𝐶𝐴: 

 
𝐶𝐴 =

1

2
(1 + 𝑒𝑟𝑓 (

𝑧

√4𝜃
)) 

(5.26) 

and for 𝐶𝐵: 
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𝐶𝐵 =

1

2
(1 − 𝑒𝑟𝑓 (

𝑧

√4𝜃
)) 

(5.27) 

The reaction rate can be estimated using, 

  𝑅 = 𝐷𝑎𝐶𝐴𝐶𝐵 (5.28) 

After inserting equations 5.26 and 5.27, this results in  

 
𝑅 = 𝐷𝑎 (1 − 𝑒𝑟𝑓 (

𝑧

√4𝜃
)
2

) 
(5.29) 

In dimensional coordinates, this gives, 

 

𝑅 = 𝐷𝑎 

(

 
 
 

1 − 𝑒𝑟𝑓

(

 
 
 

𝑥/𝛿0𝑒
𝛾𝑡

√4
𝐷

𝛾𝛿0
2
1
2
(𝑒2𝛾𝑡 − 1)

)

 
 
 

2

)

 
 
 

 

(5.30) 

At long times, it can be obtained that 

 
𝑅 = 𝐷𝑎 (1 − 𝑒𝑟𝑓 (

𝑥

√2𝑠𝐵
)

2

) 
(5.31) 

Hence, for Da<1, the reaction width and maximum reaction rate are expected to scale as, 

 𝑠𝑅 ∼ 𝑠𝐵 ∼ 𝑃𝑒
−1/2 (5.32) 

and: 

 𝑅𝑚𝑎𝑥 ∼ 𝐷𝑎 (5.33) 

 

5.2. Experimental setup to investigate reaction dynamics 
The millifluidic set-up developed in Chapter 4 was used to characterize mixing and reaction dynamics 

experimentally and to investigate the impact of porous media flow on these reactive dynamics. The 

overall setup is shown in Figure 5.2. Importantly, the pore throats of the 2D porous medium (median: 

0.36 mm) were smaller than the height of the cylinders (1 mm). This large aspect ratio was chosen to 

ensure that the flow field may be considered as 2D because Taylor-Aris dispersion is expected to be 

dominant in horizontal direction. Using fluid injection ports at the side and in the middle of the porous 

medium, a point source in a uniform background flow was created. This configuration resulted in a 

Rankine half-body flow with one stagnation point upstream of the point source (Figure 5.2c). By 

replacing the porous medium with a flat plate made of PDMS (length: 150 mm, width: 50 mm, height: 

10.4 mm), a Hele-Shaw cell configuration with a gap height of 0.6 mm was obtained.  



5.    Mixing-induced reactions at stagnation points 

73 
 

 

Figure 5.2. (a) Illustration of the overall experimental setup, (b) Cross-section of the millifluidic set-up, 

(c) Example of a photo of the porous medium taken during the conservative tracer experiment. 

 

A mirrorless digital camera (14-bit, SONY alpha7s, SONY, Tokyo, Japan) with a macro lens (MACRO 

GOSS F2.8/90, SONY, Tokyo, Japan) was placed above the millifluidic set-up. The height of the 

camera was set to 12 cm for the conservative tracer experiments with porous medium, 13.5 cm for the 

reactive tracer experiments, or 28 cm for the conservative tracer experiments in the Hele-Shaw cell 

configuration. This resulted in an image resolution of 0.008 mm, 0.010 mm and 0.023 mm per pixel, 

respectively. These resolutions were selected to ensure that the mixing front can be fully resolved in 

each case. Images were taken after the mixing interface stabilized for each flow rate. The image 

intensity was normalized by the bit depth of the camera (214-1) for the reactive tracer experiments, and 

by the maximum pixel intensity for the conservative tracer experiments. 

For the conservative tracer experiments, fluoresceine sodium salt solution (50 mg L-1) and deionized 

water were injected from the side and from the middle with the same flow rate. A blue coloured light 

source (LFL-180BL2, CCS inc., Kyoto, Japan) illuminated the millifluidic set-up from below to excite 

the fluoresceine sodium salt tracer. A bandpass filter (Narrow Green Bandpass Filter, Midwest Optical 

Systems, Palatine, LI, USA) was attached to the lens to select the wave length emitted by the 

fluoresceine. For the reactive transport experiments, chemiluminescence was used to investigate the 

reaction rate in the porous medium and the Hele-Shaw cell configuration. To induce chemiluminescence, 

two different solutions were injected. The first solution was a mixture of 1 mM Luminol, 7 mM NaOH 

and 0.01 mM CoCl2, and the second solution was a mixture of 0.5 mM H2O2 and 3.9 mM NaCl. The 

luminol and H2O2 solutions were injected through the side and middle injection ports, respectively. The 
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chemiluminescence reaction involves a catalytic reaction of H2O2 with Co2+ followed by an oxidation 

reaction of Luminol with OH and O-
2 radicals (Uchida et al., 2004). This chain reaction can be written 

as: 

 
𝐿𝑢𝑚𝑖𝑛𝑜𝑙 + 𝐻2𝑂2 + 2𝑂𝐻

𝐶𝑜2+

→   3 − 𝐴𝑚𝑖𝑛𝑜𝑝ℎ𝑡ℎ𝑎𝑙𝑎𝑡𝑒𝑑𝑖𝑎𝑛𝑖𝑜𝑛 + 𝑁2 +𝐻2𝑂 + ℎ𝑣 (5.34) 

Luminol is thus oxidized to 3-Aminophtalatedianion with an emmision of blue light (𝜆 = 420 −

460 𝑛𝑚). The reaction rate is proportional to the blue light intensity in the image. It has been shown 

that the reacting interface of this chemiluminescence reaction can be simulated with the bimolecular 

reaction term 𝑘𝐶𝐴𝐶𝐵  (Matsumoto & Matsuo, 2015). Because the emmited light intensity of the 

chemiluminescence was weak, 5 to 10 images were taken after stabilizing the reaction for each flow 

rate. By averaging the images for each flow rate, the background noise was reduced. 

Different flow rates were investigated with a stepwise increase evenly distributed in log space. For 

conservative tracer experiments in the Hele-Shaw cell configuration, the investigated flow rates were 

0.14, 0.28, 0.56, 1.11 and 2.22 mm3 s-1. For all other experiments, the investigated flow rates were 0.14, 

0.20, 0.28, 0.40, 0.56, 0.79, 1.11, 1.57 and 2.22 mm3 s-1. The Péclet number was calculated as 𝑃𝑒 =

𝑣𝐿/𝐷, where 𝑣 is the average pore velocity, 𝐿 is a characteristic length and 𝐷 = 10−9 m2 s-1 is the 

molecular diffusion coefficient. The characteristic length was taken as the median pore throat size of 

the porous medium (0.363 mm). For the calculation of 𝑃𝑒 in the Hele-Shaw cell configuration, the same 

characteristic length was used as in the porous medium in order to compare mixing and reaction in the 

two set ups for the same velocities. For a given flow rate, the pore velocity in the porous medium and 

the Hele-Shaw cell were approximately the same considering the porosity (0.59) and the relative height 

of the Hele-Shaw cell compared to the height of the porous medium (0.6). Using these assumptions, the 

Peclet numbers were 𝑃𝑒 = 1.7, 3.4, 6.8, 14 and 27 for the conservative tracer experiments in the Hele-

Shaw cell configuration. In all other cases, the Peclet numbers were 𝑃𝑒 = 1.7, 2.4, 3.4, 4.8, 6.8, 9.6, 14, 

20 and 27. 

 

5.3. Numerical simulations 
2D pore-scale simulations were performed to simulate flow and stretching statistics in the 2D porous 

medium used in the experiments. The simulation domain was defined to match the entire measurement 

area (100 mm by 50 mm) for the porous medium and the Hele-Shaw cell configuration. The flow field 

was simulated using a modified version of the Stokes equation implemented in the open source software 

OpenFOAM (https://openfoam.org/), which calculates the average velocity over the two plates (Lamb, 

1906):  

 
∇𝑝 = 𝜇∇2𝑣 −

12𝜇

ℎ2
𝑣 (5.35) 
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where 𝑝 is pressure (N m-2), 𝜇 is dynamic viscosity (N s m-2), 𝑣 is velocity (m s-1) and ℎ is channel 

height (m). A finite volume method with a square mesh size of 20 μm was used to solve this equation, 

which is small compared to the average pore throat (360 μm).  

 

5.4. Results and discussion 

5.4.1. Conservative mixing 

To estimate the mixing front width from the conversative tracer experiments, an error function was 

fitted to the concentration profiles across the stagnation point (equation 5.26), 

𝐶 =
1

2
(1 + 𝑒𝑟𝑓 (

𝑥

√2𝑠𝐵
)) 

(5.36) 

were 𝑠𝐵 is the Batchelor scale (equation 5.5). In addition, the concentration gradients were fitted with 

the derivative of equation 5.36, 

𝑑𝐶

𝑑𝑥
=

1

√2π𝑠𝐵
𝑒𝑥𝑝 (−

𝑥2

2𝑠𝐵
2) 

(5.37) 

Examples of measured concentration profiles and fitted functions for different flow velocities are shown 

in Figure 5.3. 

 

Figure 5.3. (a) Measured concentration profiles and fitted curves for conservative tracer experiments in 

the Hele-Shaw cell configuration and (b) measured concentration gradient profiles (dots) and fitted 

curves (lines) for conservative tracer experiments in the porous medium. 
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The estimated mixing widths are shown in Figure 5.4 for the Hele-Shaw and porous medium 

experiments. For the experiments in the Hele-Shaw cell, the Bachelor scale is found to scale as 𝑃𝑒−1/2 

(Figure 5.4a), which is consistent with the theoretical expectations (equation 5.5). For the experiments 

in a porous medium, the results are more noisy due to the variability of the pore scale velocities and 

because of slight changes in the position of the front for the different flow rates. For the largest flow 

rate, there was an artifact related to the overly small size of the Bachelor scale because small fluctuations 

in the flow rate within the exposure time of the camera resulted in relatively large deviations of the 

width compared to the Batchelor scale. Thus, this data point was removed. After this, the mixing scale 

also approximately scaled as 𝑃𝑒−1/2, as expected from the theoretical predictions (Figure 5.4a). The 

mixing width was smaller for the porous medium than for the Hele-Shaw cell in most cases, which 

suggests a larger compression rate in the porous medium. Assuming that the mixing scale was related 

to the compression rate following equation 5.4, the ratio 𝛼 of the compression rate in the porous medium 

(𝛾𝑝) and the compression rate in the Hele-Shaw cell (𝛾𝐻) can be calculated, 

 𝛾𝑝 = 𝛼𝛾𝐻 (5.38) 

Using equation 5.4, the Batchelor scale can be written as: 

 𝑠𝑏,𝑝 = 𝛼
−1/2𝑠𝑏,𝐻 (5.39) 

The compression rate in the porous medium was larger in all cases (Figure 5.4). The maximum ratio 

was about 1.6.  

 

Figure 5.4. (a) Scaling of the conservative mixing width as a function of 𝑃𝑒 for Hele-Shaw cell and  

porous medium experiments. (b) Calculated ratio of the compression rate in the porous medium 

compared to the Hele-Shaw cell based on the measured Bachelor scale. 
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5.4.2. Reactive mixing 

To quantify the reaction width and maximum reaction rate at the stagnation point, the reaction intensity 

was measured along the line perpendicular to the mixing front (Figure 5.5). To reduce noise, the 

intensity was averaged over 1 pixel on each side of the line. Since the front was more regular and the 

intensity of the light was smaller for the Hele-Shaw cell, this averaging distance was increased to 30 

pixels on each side of the line in this case. A Gaussian function was fitted to the light intensity across 

the front to estimate the width and maximum reaction rate (Figure 5.6). In addition, the image intensity 

was integrated over the measured line to estimate the total reaction rate at the stagnation point. In 

addition, the image intensity was integrated over the measured line to estimate the total reaction rate at 

the stagnation point. In case of the porous medium, two stagnation points were analyzed (Figure 5.5b). 

 

Figure 5.5. Examples of images around the stagnation point at the maximum Pe for reactive tracer 

experiments and the measured lines for analysis of the stagnation points in the (a) Hele-Shaw cell and 

(b) porous medium (both Pe = 14). The scale bars show the normalized reaction rate. 

Figure 5.6. Reaction rate profiles across the stagnation points (dots) for different flow conditions in the 

(a) Hele-Shaw cell and (b) porous medium. Fitted Gaussian curves are shown as continuous lines. 
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For the Hele-Shaw cell, the experimental results matched well with the theoretical scaling laws (Figure 

5.7) for the reaction width (equation 5.23), the maximum reaction rate (equation 5.24) and the integrated 

reaction rate (equation 5.25). In the presence of a porous medium, the experimental results were more 

noisy because of the flow heterogeneity. Different behaviors were observed for the two stagnation 

points (Figure 5.5.b) because of the strong fluctuation of the compression in the pore space. However, 

the general tendencies were also compatible with the theoretical predictions for the porous medium 

experiments. As for the conservative case, the reaction width was significantly smaller in the porous 

medium compared to the Hele-Shaw cell (Figure 5.7a), resulting in larger gradients and enhanced 

reaction rates (Figure 5.7b,c). 

 

Figure 5.7. Scaling of the reaction front in the chemiluminescence experiments as a function of Pe. (a) 

Width of the reaction front, (b) maximum reaction rate normalized by the depth of the images (c) 

Reaction intensity normalized by the depth of the images. 

 

As for the conservative tracer experiments, the ratio of the compression rates was estimated to explain 

the difference between the Hele-Shaw cell and porous medium experiments. Assuming that the reaction 

width, maximum reaction rate and integrated reaction follow equations 5.23, 5.24 and 5.25, it can be 

obtained that: 

 𝑠𝑅,𝑝 = 𝛼
−1/6𝑠𝑅,𝐻 (5.40) 

for the reaction width,  

 𝑅𝑚𝑎𝑥,𝑝 = 𝛼
2/3𝑅𝑚𝑎𝑥,𝐻 (5.41) 

for the maximum reaction rate, and  

 𝐼𝑅,𝑝 = 𝛼
1/2𝐼𝑅,𝐻 (5.42) 

for the integrated intensity, where the subscripts p and H indicate the porous medium and the Hele-

Shaw cell, respectively. The compression ratio 𝛼 estimated from the maximum reaction rate and the 

reaction intensity were close and have a similar trend (Figure 5.8). The geometric mean of 𝛼 was 13 at 
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stagnation point 1 and 80 at stagnation point 2. The values of 𝛼 estimated from the mixing width 

fluctuated much more because of the high sensitivity of 𝛼 to small changes in 𝑠𝑅,𝑝/𝑠𝑅,𝐻 according to 

equation 5.40.  

 

Figure 5.8. Calculated ratio of the compression rate in the porous medium and the Hele-Shaw cell for 

(a) stagnation point 1 and (b) stagnation point 2. 

 

5.4.3. Stretching and compression 

To explain the differences in compression rates estimated from the conservative and reactive mixing 

experiments, flow in the experimental geometries was simulated (Figure 5.9a,b). The compression rate 

was calculated in a streamline coordinate system following the method of Dentz et al. (2016). The 

evolution of the distance of two adjacent particles 𝑧(𝑡) can be written as: 

𝑑𝑧(𝑡)

𝑑𝑡
= 𝜖(𝑡)𝑧(𝑡) 

(5.43) 

where 𝜖(𝑡) = ∇𝑣(𝑡)𝑇  is the velocity gradient tensor. In the streamline coordinate system, 𝑧(𝑡)  is 

transformed to 𝑧′(𝑡) = 𝐴𝑇𝑧(𝑡), where 𝐴(𝑡) = [𝑣(𝑡), 𝑤(𝑡)]/𝑣(𝑡) with 𝑣(𝑡) ∙ 𝑤(𝑡) = 0 and |𝑤(𝑡)| =

𝑣(𝑡). Thus, in the streamline coordinate system it can be obtained that (Dentz et al. 2016): 

𝑑𝑧′(𝑡)

𝑑𝑡
= [𝑄(𝑡) + 𝜖̃(𝑡)]𝑧′(𝑡) 

(5.44) 

where 𝜖̃ = 𝐴𝑇(𝑡)𝜖(𝑡)𝐴(𝑡) and 𝑄(𝑡) = 𝑑𝐴𝑇(𝑡)

𝑑𝑡
𝐴(𝑡). The compression rate can be estimated from the 

component 𝜖1̃1(𝑡), which is equal to 𝑑𝑣𝑠[𝑠(𝑡)]/𝑑𝑠, where 𝑣𝑠 is the streamline velocity and 𝑠(𝑡) is the 

distance that a particle travelled along the streamline.  

 



5.    Mixing-induced reactions at stagnation points 

80 
 

 

Figure 5.9. Simulated streamlines and velocity fields normalized by the total injection flow velocity in 

the (a) Hele-Shaw cell and (b) porous medium near the stagnation points. The yellow circles indicate 

the stagnation points. In addition, the calculated compression rate field around stagnation points 

normalized by the total injection flow velocity is shown for the (c) Hele-Shaw cell and (d) porous 

medium, where negative compression rates indicate stretching. The yellow dotted lines represent the 

position where the concentration profiles for the two stagnation points were determined in the 

experiments. The yellow lines around the grains indicate the absence of a calculated compression rate. 

The white squares represent the positions where the average compression rate was calculated for the 

reactive transport experiment. 

 

The obtained pore scale compression rate maps are shown in Figure 5.9c,d. For the Hele-Shaw cell, the 

compression rate is very regular and follows the typical saddle point pattern. In the porous medium, 

stretching and compression are very heterogeneous and act intermittently along a given streamline. The 

maps qualitatively show that the compression rate appears to be generally higher in porous media. The 

average compression rate in the area at the stagnation point (white box in Figure 5.9c,d, 60𝜇𝑚 × 60𝜇𝑚) 

was determined for the Hele-Shaw cell and the porous medium. As expected, the compression rate was 

approximately proportional to 𝑃𝑒 (Figure 5.10a). The average compression rate in the porous medium 

was respectively 70 and 40 times larger than in the Hele-Shaw cell for the two selected stagnation zones 

(Figure 5.10b). The higher compression rate in the porous medium was interpreted as the result of flow 

channelling that developed in the porous medium, leading to large velocities at the stagnation points 

(Figure 5.11). Such channeling was also observed when the point injection was moved to a different 

position (Figure 5.11b,c,d) and has also been widely reported in other studies (e.g. de Anna et al. 2013, 

Alim et al. 2017). At the convergence point between two flows, high velocity channels meet the 

opposing flow leading to highly compressed mixing fronts at stagnation points. Because low velocity 
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zones typically develop between grains, the stagnation points at the convergence zone do not develop 

in these areas. 

 

Figure 5.10. (a) Calculated compression rate based on the simulations at the stagnation point. (b) 

Calculated ratio of compression rate relative to Hele-Shaw cell. 

 

Figure 5.11. (a) The velocity field in the Hele-Shaw cell and (b-d) in the porous medium with different 

positions of the point injection. The background flow is from left to right. The point injection is located  

at the center of the high flow velocity zone. The white bar represents 5 mm. 
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The ratio of compression rates in porous media compared to the Hele-Shaw cell obtained in these 

simulations is consistent with those estimated for the reactive tracer experiments, and thus explain the 

difference in reaction width, maximum reaction rate and integrated reaction rates. The estimated ratio 

of compression rates was however much smaller for the conservative tracer (Figure 5.4b). This 

difference might be due to averaging effects associated with the imperfect two-dimensional velocity 

field in the porous medium. This highlights the interest of reactive mixing experiments, which appear 

to be less sensitive to concentration averaging effects.  

 

5.5. Conclusions 
The dynamics of mixing and reaction in stagnation points were investigated using theoretical 

derivations, conservative and reactive tracer experiments and numerical simulations. The theoretical 

results allowed predicting the control of the mixing width, the reaction width, the maximum reaction 

rate and the integrated reaction rate at the stagnation point as a function of the dimensionless parameters 

𝑃𝑒 and 𝐷𝑎. These results were successfully verified for both the Hele-Shaw cell and a porous medium, 

although the results for the porous medium were more noisy due to strong fluctuations of the pore water 

velocity. In relation to the SIP response of calcite, these findings suggest that temporal dynamics of the 

SIP response will be a function of 𝑃𝑒 following the scaling of the maximum reaction rate (∝ 𝑃𝑒2/3) 

because this reaction rate controls the closing of the pore space.  

The compression rate was found to be much larger in the porous medium than in the Hele-Shaw cell 

for a given average velocity, which leads to much larger reaction rates. This enhanced compression was 

confirmed by numerical simulations and linked to the strong flow channeling that develops in porous 

media. In future work, it may be possible to predict this enhanced compression from the statistics of 

pore scale velocities, which are expected to follow an exponential probability density function in porous 

media (Alim et al. 2017). 

These findings provide new insights into coupled mixing and reaction at stagnation points, which are 

hot spots of reaction in porous media (Bresciani et al., 2019; Dentz et al., 2016; Hester et al., 2017; 

Hidalgo et al., 2015). Future investigations will consider variations in the the reaction rate to investigate 

the derived dependency of the reaction width and rates on the Damköhler number. 
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Chapter 6  
 

 

Conclusions and Outlook 

 
In this chapter, the general conclusions for the thesis will be presented first. Based on these conclusions, 

an outlook for future research will be provided. 

 

6.1. Conclusions 
Previous studies have shown that SIP has potential to detect and monitor subsurface biochemical 

reactions. However, the interpretation of the SIP response often remained qualitative because many 

experimental setups have limited resolution in time and space even though biochemical reactions are 

spatially highly variable and temporally dynamic. In addition, many of these previous studies relied on 

indirect information (e.g. fluid samples) and assumed that processes occur homogeneously in the 

measurement zone. Among the various applications of SIP measurements, the in-situ detection and 

monitoring of calcite precipitation in a non-destructive manner is important for a range of engineering 

applications. In this context, the overall aim of this thesis was to improve understanding of how spatially 

variable and temporally dynamic calcite precipitation affects the SIP response. In order to address this 

overall aim, three sub-objectives were formulated. 

The first sub-objective was to investigate the effect of solute concentration on the SIP response of calcite 

precipitation and was addressed in Chapter 3. This objective was motivated by inconsistent results for 

the SIP response during calcite precipitation in previous studies. For example, the SIP response did not 

increase with an increasing amount of calcite precipitation in Zhang et al. (2012), and the increase in 

imaginary conductivity during calcite precipitation varied by an order of magnitude in different studies 

(Saneiyan et al., 2018; Wu et al., 2010, 2011). Furthermore, mechanistic models developed to describe 

the SIP response of calcite were parameterized by assuming that solute concentration was homogenous 

within the column (Leroy et al., 2017), which is typically not valid in the case of reactive transport 

problems. In order to address the first sub-objective, a four-phase experiment with SIP measurements 

on a column filled with sand was performed. In phase I, calcite precipitation was generated for a period 
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of 12 days by co-injecting Na2CO3 and CaCl2 solutions through two different ports. Because the 

resulting mixture was highly oversaturated with respect to calcite, this resulted in a well-defined calcite 

precipitation front and an associated increase in the imaginary part of the conductivity. In phase II, 

diluted (but still oversaturated) solutions were injected into the column. This resulted in a clear decrease 

in imaginary part and real part of the conductivity. The analysis of the relationship between imaginary 

part and real part of the conductivity showed that the SIP response of calcite has a stronger dependence 

on the solute conductivity than sand and sandstone. In phase III, the injection of the two solutions was 

stopped while calcite precipitation continued, which resulted in a decrease in the solute concentrations 

in the mixing zone. Again, this decreased imaginary part of the conductivity while real part of the 

conductivity varied by ±5% only. Finally, the injection rate of the Na2CO3 solution was reduced relative 

to that of the CaCl2 solution in phase IV. This resulted in a shift of the mixing zone away from the 

calcite precipitation front established in phase I and an associated decrease of imaginary part of 

conductivity. These results imply that the SIP response of calcite is highly sensitive to the solute 

concentration near the precipitates. Based on this conclusion, the relatively large SIP response reported 

by Wu et al. (2010) compared to other studies (Saneiyan et al., 2018; Wu et al., 2011; Zhang et al., 

2012) is attributed to the high solute concentration used in this study. In particular, Wu et al. (2011) 

used much lower concentrations of Ca2+ and dissolved carbonate concentrations. Zhang et al. (2012) 

used silica gel that strongly adsorbed Ca2+ and also used lower concentrations of Ca2+ and dissolved 

carbonate. In the study of Saneiyan et al. (2018), the calcite precipitation may not have overlapped with 

the mixing zone of the two solutions because of the unclear calcite distribution. Overall, this column 

experiment demonstrated that the SIP response of calcite precipitation strongly depends on the solute 

concentration in the vicinity of the calcite precipitation. 

The second sub-objective was to develop a laboratory experimental setup that enables direct visual 

observation of calcite precipitation processes while making SIP measurements, and to use this set-up to 

investigate how spatial variation and temporal dynamics of calcite precipitation affect the SIP response. 

This sub-objective was addressed in Chapter 4. A novel millifluidic experimental set-up was 

successfully developed, which enabled visual observation of calcite precipitation processes in 2D 

porous media while making SIP measurements. The millifluidic set-up consisted of a 2D porous 

medium and a sample holder. The 2D porous medium had pillars with a height of 1 mm on a transparent 

base manufactured with the soft lithography method. The sample holder was made of three transparent 

poly(methyl methacrylate) (PMMA) plates. Using these three plates and the 2D porous medium, a 

millifluidic set-up was obtained with two fluid injection ports, one fluid outlet port and current and 

potential electrodes for SIP measurements. Process visualization was achieved with two types of 

cameras. The first type of camera was a regular mirrorless camera with a resolution of 0.03 × 0.03 mm 

per pixel that allowed to capture the entire measurement region. The second type of camera was a high-

zoom camera with a resolution of 0.37×0.37 μm per pixel, which was sufficient to image individual 
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calcite crystals. This high-zoom camera was mounted on a two-axis moving table to take time-lapse 

images at selected positions. In a first experiment using this novel experimental set-up, calcite 

precipitation was induced by co-injecting the Na2CO3 and CaCl2 solutions already used in Chapter 3 

while making SIP measurements in three distinct regions and taking large-scale images as well as high-

zoom images. After the experiment, the height of the calcite precipitation was measured to establish a 

calibration function between image grey level and the height of the precipitation. This calibration was 

then used to estimate the total mass of precipitates and the distribution of the height of the precipitates 

as a function of time. Based on the image analysis and SIP measurements, the experimental results 

could be divided in two distinct phases. In the first phase, the mass of calcite precipitates increased due 

to the creation of a wall-like calcite precipitation front along the zone where the two solutions mixed. 

During this first phase, the SIP response did not substantially increase. This is consistent with the results 

presented in Chapter 3, where the SIP response only started to increase after four days despite significant 

amounts of calcite precipitation. In the second phase, the mass of calcite increased only slightly in the 

area with the calcite precipitation front, but the SIP response strongly increased. Specifically, an 

increase in total calcite mass of only 2% was associated with a more than twofold increase in the 

imaginary part of the conductivity. During the second phase, the real part of the electrical conductivity 

decreased at 1Hz, while it was almost constant at 10kHz. Negative values for the imaginary part of the 

conductivity were also observed, which is usually attributed to measurement errors. Additionally, the 

peak frequency of the SIP response was higher for the upstream measurement region. From the 

experimental results, it was concluded that the most important mechanism determining the increase in 

the SIP response was associated with the closing of the gap space between the top of the calcite 

precipitation and the inner wall of the sample holder (i.e. the height of the calcite precipitation). This 

was confirmed by a simplified electrical circuit model, where the calcite precipitation front was modeled 

as a capacitance and the water above the calcite wall and the water on both sides of the calcite was 

modeled as resistances. In this simple model, a small increase in the height of the calcite wall results in 

a large increase in the imaginary part of the electrical conductivity when the height of calcite wall is 

very close to the height of the porous media. In addition, electric field simulations based on the imaged 

distribution of calcite precipitation were performed to further improve interpretation of the SIP 

measurements. Based on the simulation results, it was concluded that the observed differences in peak 

frequency between the different measurement regions are due to the shape of the calcite precipitation 

front. In addition, it was concluded from these simulations that the imaginary part of the measured 

electrical conductivity values can become negative when the strength of the polarization varies along 

the calcite precipitation. It was also found that the strength of the SIP response is sensitive to the 

continuity of the calcite precipitation front. In previous studies, the origin of the SIP response of calcite 

has often been attributed to grain polarization associated with the electric double layer. The 

experimental results, the electric field simulations, and the simplified electric circuit model presented 

in this chapter highlight the importance of considering the shape and position of the calcite precipitation 
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front and suggest that Maxwell-Wagner polarization played an important role in determining the SIP 

response of calcite precipitation. Nevertheless, it was not possible to exclude a contribution from grain 

polarization. Overall, it was concluded that the SIP response of calcite precipitation was not simply 

determined by the mass of calcite, but that the spatial distribution and temporal dynamics of calcite 

precipitation were important factors that determined the SIP response. 

Chapter 4 showed the importance of understanding the spatial distribution of chemical reactions in 

porous media for the improved interpretation of the SIP response during calcite precipitation. 

Specifically, stagnation points play an important role for precipitation reactions in porous media 

because they act to elongate mixing interfaces and increase chemical gradients. Therefore, the third and 

final sub-objective was to investigate the scaling of the width, maximum reaction rate and reaction 

intensity at the stagnation point for different Péclet (Pe) numbers, and to explore the difference of these 

reaction characteristics at the stagnation point with and without the presence of a porous medium. This 

sub-objective was addressed in Chapter 5. First, scaling laws at the stagnation point were theoretically 

derived by applying mixing theory to a bimolecular reaction system. The derivation started by 

considering the deformation of incompressible small fluid elements called lamella. The lamella is 

compressed exponentially as a function of time when the fluid element is transported close to the 

stagnation point. By considering the diffusion of solutes in the lamella, the mixing width is expected to 

follow 𝑃𝑒−1/2  for the conservative case. For the reactive case, the compression-diffusion-reaction 

equation was considered in a local Lagrangian frame moving with the lamella. This equation can be 

simplified by introducing non-dimensional time and length scales defined using the size of lamella that 

changed over time. The simplified equation had a similar form as the diffusion-reaction equation in 

biomolecular reaction systems, which allowed the use of the solution method of Larralde et al. (1992) 

for bimolecular reaction systems to obtain the required scaling laws. In particular, the following scaling 

laws were obtained for the reactive case in the case of a Damköhler number 𝐷𝑎 > 1: 1) the reaction 

width follows 𝑃𝑒−1/6𝐷𝑎−1/3, 2) the maximum reaction rate follows 𝑃𝑒2/3𝐷𝑎1/3 and 3) the reaction 

intensity follows 𝑃𝑒1/2. In a next step, these theoretical derivations were compared with experimental 

results obtained in the millifuidic set-up already used in Chapter 4. Experiments using a conservative 

tracer in a Hele-Shaw configuration without porous medium showed that the mixing width followed 

the theoretically derived scaling law. Similar experiments with porous medium showed that the mixing 

width also globally followed the scaling law in this case. However, large fluctuations and stronger 

compression were observed. Next, reactive transport experiments with a 𝐷𝑎 > 1 were performed in the 

millifluidic set-up. The experimental results for the Hele-Shaw configuration without porous media 

followed the theoretically derived scaling laws as a function of 𝑃𝑒, and the scaling laws were also 

globally applicable in the presence of a 2D porous media. It was also found that the reaction front in 

porous media showed larger fluctuations and stronger compression than in the Hele-Shaw configuration. 

These tendencies were qualitatively consistent with the conservative case. To understand the difference 
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between the results in the absence and presence of a porous medium, a compression rate map was 

calculated based on a numerically simulated velocity field. The larger fluctuations in the porous medium 

were attributed to the large spatial variation of this compression rate. Such variations resulted in large 

changes in the compression rate even with small shifts of the stagnation point. Additionally, it was 

considered that the stronger compression associated with the grains in the porous medium created a 

channel with high flow velocity toward the stagnation point, which worked to preserve the flow velocity 

toward the stagnation point based on the numerically simulated velocity field. In conclusion, this 

chapter described the theoretical derivation and experimental validation of novel scaling laws of 

chemical reaction dynamics at stagnation points as a function of 𝑃𝑒.  

Overall, this thesis provided five key findings about the SIP response associated with spatially variable 

and temporally dynamic calcite precipitation. First, it was found that the solute concentration near the 

calcite precipitation largely affects the SIP response. In particular, the imaginary part of the electrical 

conductivity changed by a factor of 10 depending on the solute concentration near the calcite 

precipitation. Second, the closing of the pore space largely increased the SIP response because an 

increase of only 2% in total mass of calcite precipitation increased the imaginary conductivity by a 

factor of 2. Third, the spatial distribution of the calcite precipitation resulted in different peak 

frequencies in different measurement regions and a negative imaginary part of the electrical 

conductivity. Fourth, Maxwell-Wagner polarization played an important role in determining the 

strength of the SIP response. Finally, mathematical analysis and numerical simulations suggest that the 

temporal dynamics of the SIP response will be a function of 𝑃𝑒 following the scaling of the maximum 

reaction rate (∝ 𝑃𝑒2/3) because this reaction rate controls the closing of the pore space. Taken together, 

these five findings describe key factors controlling the SIP response of calcite, and help to understand 

previously reported inconsistent experimental results. Therefore, this thesis provides substantial 

progress for research dealing with the SIP response of calcite. 

 

6.2. Outlook 
There is a wide range of additional opportunities for future research based on the results presented in 

this thesis. This thesis highlighted the importance of considering the spatially variable and temporally 

dynamic calcite precipitation process in the interpretation of the SIP response. However, the 

development of calcite precipitation in this thesis was monitored in one flow condition only where a 

point source resulted in a U-shaped precipitation front. In addition, calcite precipitation was only 

induced chemically in highly oversaturated conditions without involving biological processes. Clearly, 

it would be worthwhile to perform additional experiments with the millifluidic set-up developed in this 

thesis. One interesting case would be to inject two fluids in parallel so that the mixing front will be just 

a line without curvature, ideally in a Hele-Shaw configuration without porous medium. By creating a 
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mixing and precipitation front perpendicular to the electric current flow, it may be possible to 

investigate how the direction of electric current relative to the orientation of the calcite precipitation 

affects the bulk SIP response. The use of highly oversaturated solutions in this thesis resulted in meta-

stable amorphous calcium carbonate precipitates before calcite formation (Rodriguez-Navarro et al., 

2016). This can be avoided by injecting solutions with lower concentrations, although it will then take 

more time to establish the calcite precipitation front. This would allow to compare the SIP response of 

calcite formed in different conditions. In addition, it would be interesting to investigate the SIP response 

associated with the dissolution of calcite. This has not been investigated yet in previous SIP studies on 

calcite. Furthermore, calcite precipitation induced by enzymes (Wu et al., 2011) or microbes may also 

be investigated using the millifluidic set-up. Results from Wu et al. (2011) suggest that microbially-

induced calcite precipitation (MICP) also induced a SIP response, but that the magnitude of this 

response was too small to detect in field conditions. Zhang et al. (2012) also investigated MICP in 

laboratory conditions and did not observe a significant SIP response. On the other hand, Saneiyan et al. 

(2019) successfully used SIP to detect MICP in field conditions. It is worthwhile to investigate these 

contradicting results using the novel experimental approach developed in this thesis. For example, the 

chemical conditions in the field could be reproduced in the millifluidic set-up, which would make it 

possible to evaluate whether there can be other types of mineral precipitation as a result of MICP.  

Besides the SIP response of calcite, this thesis also intensively investigated flow dynamics at the 

stagnation point both theoretically and experimentally. There is a range of interesting follow-up 

research topics relying on the millifluidic set-up. This includes further study of enhanced compression 

in porous media. It was found in Chapter 4 that this enhanced compression was due to the flow channel 

with high flow velocity. It might be possible to predict this enhanced compression in relation to the 

statistics of the pore connectivity, which is found to follow exponential probability density function  

(Alim et al., 2017). Many previous studies about pore scale solute spreading and reaction have 

investigated 2D domains (e.g. de Anna et al., 2014; Jiménez-Martínez et al., 2015; Zhang et al., 2010), 

where compression and elongation are normally algebraic except at stagnation points where they are 

exponential. In 3D porous media, compression and elongation are always exponential (Lester et al., 

2013) and thus much stronger than in 2D. Hence, the investigation of stagnation points in 2D is of 

interest to study compression and elongation in 3D. For example, the millifluidic set-up can be used to 

monitor the growth of crystals or bacteria at the stagnation point for different flow conditions. This 

would allow to investigate how exponential compression affects crystal or bacteria growth. It is also 

interesting to theoretically and experimentally investigate reactivity and adsorption phenomena at solid 

interfaces (e.g dissolution of calcite) as a function of flow velocity. In addition, the compression rate 

map used in Chapter 5 can be further used to investigate patterns of compression and elongation in 

relation to pore geometry. In previous studies, the intermittent compression and elongation was 

investigated along stream lines only (de Anna et al., 2013). The 2D or 3D maps of the compression rate 
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field make it possible to study the spatial correlation of the compression rate and thus to characterize 

patterns of compression and elongation. Finally, biochemical processes in porous media can be 

systematically investigated using microfluidic or millifluidic set-ups. It would be particularly interesting 

to design a microfluidic chip with a flow channel that includes several stagnation points. With such a 

configuration, it would be possible to focus on investigating the effects of deformation of fluid elements 

and it would eliminate the effects of pore space geometry and grain boundaries.  

In addition to future research directly derived from the work presented in this thesis, there are ample 

additional opportunities to apply the novel millifluidic set-up. Obviously, the setup is not restricted to 

investigating calcite precipitation and also holds great promise to investigate the origins of the SIP 

response of other biochemical reactions in future experiments. For example, it has been shown that SIP 

is sensitive to the formation of conductive minerals such as iron-oxides and that the transformation of 

iron minerals influences the SIP response (Ntarlagiannis et al., 2010; L. Slater et al., 2007). The 

millifluidic set-up would allow monitoring of the mineral formation, and could provide supporting 

information on size, shape and mineral type. Given that SIP is highly sensitive to the presence of 

conductive materials, the SIP response should be strong and relatively easy to interpret without detailed 

consideration of potential measurement errors. In the same context, conductive biologically induced 

mineral precipitation can be also investigated in the millifluidic set-up. For example, it would be 

interesting to investigate the iron-oxidizing bacteria Gallionella (Bochet et al., 2020), which is known 

to induce precipitation of iron minerals in the fractured rock of the Ploemeur observatory, France. The 

millifluidic set-up can also be used to investigate the effect of saturation on the SIP response, 

particularly in the context of biochemical reactions. Most previous studies in this direction focused 

either on biochemical reactions or saturation (e.g. Breede et al., 2011), and the combined effects of 

saturation and biochemical reactions have rarely been investigated. Clearly, the distribution of water 

and the availability of gas species such as oxygen and carbon dioxide will affect the biochemical 

reactions, and thus likely also the SIP response. It has been shown that the saturation in the type of  

millifluidic set-ups used in this thesis can be controlled by flowing air and water at the same time 

(Jiménez-Martínez et al., 2017). Thus, the millifluidic set-up can be used to monitor the distribution of 

water and air as well as biochemical reactions while making SIP measurements. 

The laboratory studies presented in this thesis are also useful to obtain new insights for field applications 

of SIP. A straightforward approach for this is to establish quantitative relationships between the SIP 

response and biochemical reactions in laboratory experiments using the millifluidic set-up, and to use 

these relationships for the interpretation of field measurements. The experiments in this thesis showed 

promising results in this direction. For example, it may be possible to reproduce field conditions in the 

millifluidic set-up and to investigate how the bulk SIP response changes with the distribution and total 

intensity of the biochemical reactions. Laboratory investigations are also important to investigate how 

unresolved spatial variation below the resolution of field measurements affects the SIP response. For 
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example, the millifluidic experiments showed that the shape of the precipitation front influenced the 

peak frequency, which may be of importance in the interpretation of field data.  

In addition to the SIP response, the millifluidic set-up used in this thesis also successfully captured the 

details of the precipitation process down to the formation of individual crystals. Visual observations of 

crystallization in porous media have been used in several studies already (Zhang et al., 2010) and has 

recently also been implemented in microfluidics (Kim et al., 2020). Thus, another interesting research 

topic related to precipitation processes in porous media is to investigate the effects of crystallization 

pressure on porous media properties (Desarnaud et al., 2016). For this, crystallization could be induced 

by injecting a solution radially in a porous medium composed of movable grains in a millifluidic or 

microfluidic setup. Using this approach, it should be possible to observe patterns of wave fronts that 

may have a similar shape as the patterns observed in Hele-Shaw configurations (Schuszter et al., 2016). 

It is also interesting to experimentally investigate salt precipitation in the context of evaporation 

processes using millifluidic or microfluidic setups. This would allow to simultaneously observe the 

development of the water distribution and salt precipitation. Even though there are a few studies in this 

direction (e.g. Rufai & Crawshaw, 2017), the pore-scale processes controlling salt precipitation during 

evaporation have not been investigated in detail yet. 

A range of studies have investigated subsurface processes associated with bacteria growth using SIP 

(e.g. Ntarlagiannis et al., 2005). The millifluidic set-up developed in this study is also expected to 

improve understanding of the SIP response of bacteria. In order to illustrate the potential of the 

millifluidic set-up in this context, a preliminary experiment was performed. The target bacteria species 

was Shewanella oneidensis, which has the potential for soil decontamination of metals (Mellage et al., 

2018). The SIP response of this bacteria has already been studied by Mellage et al. (2018), where 

Shewanella was grown in a column experiment in anoxic conditions. The column was filled with a layer 

of iron-coated sand and a layer of pure quartz sand. SIP measurements during growth showed an 

increase in the imaginary part of the conductivity (𝜎′′) in both the iron-coated and the quartz sand layer. 

Following this work, the aim of this preliminary experiment was to understand the relationship between 

the growth of bacteria and the SIP response in porous media. For this, a bacteria solution in exponential 

growth phase was prepared. This bacteria solution was diluted with Lysogeny broth (LB) to adjust the 

concentration to 108 cells per ml. In a next step, the millifluidic set-up was first filled with LB solution, 

and then the LB solution was replaced by the diluted bacteria solution. The development of the SIP 

response was monitored without flow in the cell, and large-scale images were taken at regular intervals. 

After 90 h, the bacteria solution was replaced by LB solution again using a high flow velocity in an 

attempt to flush the bacteria from the porous media. After the experiment, part of the porous media was 

removed from the flow cell to acquire scanning electron microscope (SEM) images. The imaging results 

from this experiment showed an increase in grey level over time, which was clearly related to bacterial 

growth (Figure 6.1). The SIP response increased up to around 20 h, which corresponded well with the 
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increase in normalized image grey value that represents the concentration of bacteria (Figure 6.2). After 

flushing, the grey value decreased. This suggests that the concentration of bacteria decreased. 

Unexpectedly, the SIP response did not change after flushing. SEM images showed the existence of 

bacteria on the porous media, but byproducts of the bacteria (e.g. biofilm) were not observed (Figure 

6.3). These results indicate that the growth of the bacteria increased the SIP response, but that this 

cannot be fully attributed to the increase in the concentration of bacteria. These preliminary results 

highlight that the millifluidic set-up can be applied to investigate the SIP response of bacterial activity. 

However, a major limitation of the experimental set-up used in this thesis is the inability to directly 

monitor biological processes, such as the increase in the number of bacteria cells or biofilm formation.  

 

Figure 6.1. Photos of porous media (a) at the start of the experiment and (b) just before flushing. 

 

Figure 6.2. Change in (a) 𝜎′′ and (b) normalized grey value of the porous media. The dotted line 

indicates the time when the millifluidic set-up was flushed. It should be noted that the SIP measurements 

showed a sudden jump in 𝜎′′ at 22 hours due to an unknown error.  

 

Figure 6.3. SEM images of flushed porous media after the experiment (a) near the grain and (b) on the 

bottom of the sample holder where some bacteria streamers can be observed. 
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In order to improve the ability to directly observe biological processes, further miniaturization of the 

millifluidic set-up is desirable. This would allow the use of techniques developed for microfluidic 

applications that allow the monitoring of biological processes using microscopes (Son et al., 2015). 

Given the design considerations for accurate SIP measurements in the millifluidic set-up discussed in 

Chapter 2, further reductions in size seem feasible. Future work with such an SIP-microfluidic set-up 

could consist of two steps. First, the microfluidic set-up should be tested using colloid particles of 

different size in order to confirm that accurate SIP measurements can be achieved. In a second step, the 

effect of the growth of bacteria, biofilms and biomineralization can be investigated. Since the peak 

frequency of the SIP response is expected to depend on the size of the polarization object, bacteria cells, 

biofilms and biominerals are expected to have different peak frequencies as a first approximation. In 

such experiments, it may be helpful to use different types of bacteria, mutants, or even other types of 

cells in addition to variable flow and nutrient conditions in order to better pinpoint the source of the SIP 

response. For example, it would be beneficial to use cells whose behavior is well known and simple, 

such as yeast (a fungi). Such research might even have impact beyond the geosciences when low 

frequency AC currents used in SIP measurements can be used to investigate microbial processes or to 

determine characteristics of bacterial cells. There are already some studies that investigated the 

dielectric properties of bacteria cells in the frequency range of SIP measurements, but they used two 

electrode systems (Prodan et al., 2004; Zhang et al., 2013) where it was difficult to make precise 

measurements due to electrode polarization. Four electrode systems have been rarely used (Mazzeo, 

2009; Pilawski, 2019; Zhang et al., 2014), but likely provide better measurement precision in the mHz 

to kHz frequency range.  

The SIP-microfluidic set-up proposed above can potentially also be used to further investigate and 

validate fundamental theories related to the source of the SIP response using microscopic observations. 

For example, it is widely accepted that the SIP response is associated with the polarization of electric 

double layers present in porous media. However, the experimental validation of this theory using non-

conductive materials is quite limited, and should be improved. One attempt using SIP measurements on 

packed glass beads was presented in Leroy et al. (2008). However, the possibility of membrane 

polarization cannot be ignored in such packed systems. In order to address this challenge, systematic 

SIP measurements using varying materials, size of the samples and different solutions in a wide 

frequency range (1 mHz – 1 kHz) can be performed using the SIP-microfluidic setup. This setup is 

especially useful for this purpose because the requirements for the amount of sample is small. Thus, it 

is possible to use micrometer-sized materials with a well-controlled size range, which would be too 

expensive to investigate in classical SIP measurement set-ups with a much large sample volume. In 

addition, it would be possible to visually confirm that particles are not aggregated. It is also interesting 

to fabricate 2D porous media with high surface area for such microfluidic experimental setups and to 

consider techniques to modify the surface charge of the 2D porous media. Such 2D artificial porous 
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media would be particularly suitable for validating grain surface polarization models because the 

positions of the grains are defined and separated. Finally, a broader database for model testing would 

also be beneficial to explore how the number of free parameters in the grain polarization model can be 

reduced.  

The theoretical framework developed in Chapter 5 used a lamella description to investigate the reaction 

dynamics at the stagnation point. In future work, the lamella description of mixing can also be used to 

improve understanding of dispersivity in geological materials. One of the common drawbacks of the 

classical advection-dispersion equation applied to geological media is that the dispersivity is assumed 

to be constant. In reality, dispersivity is known to increase with increasing observation scale (Gelhar et 

al., 1992). In addition, the scaling of the dispersion coefficient as a function of Pe is known to change 

at Pe = 1 (Delgado, 2007). In conditions with high Pe, the dispersion coefficient increases with Pe, 

whereas it is constant for low Pe. Dispersivity can be defined as the length scale of a perfectly mixed 

cell, in which gradients in solute have vanished when the porous media is discretized in 1D (Aris & 

Amundson, 1957). An increasing dispersivity with observation scale thus suggests that the solute is not 

mixed perfectly. Also, an increasing dispersivity with Pe suggests that the length scale of the perfectly 

mixed cell depends on Pe. This is consistent with a lamella description of mixing, where the 

concentration gradient in lamella can be high in high Pe conditions. In these conditions, it is possible 

that distinct lamellas are present and that solutes are not perfectly mixed, or that a large length scale is 

needed for perfect mixing of solutes. When the Pe is low, the concentration gradients in the lamella are 

also small, and lamella coalesce. In these conditions, it may thus be possible to reach the length scale 

representing perfectly mixed cells. Therefore, the interpretation of dispersivity as a function of Pe and 

observation scale could be improved if the development of lamella around Pe = 1 is investigated.  

In addition to the experimental and theoretical studies suggested above, there also is potential to extend 

the presented research using pore-scale simulations. In this thesis, electrical field simulations were 

restricted to the REV scale with effective electrical properties for the calcite and background. Given the 

importance of pore scale processes as revealed in Chapter 4, simulations with higher resolution and a 

resolved pore would be beneficial to further improve understanding of the SIP response in porous media. 

The higher resolution required to resolve the pore scale of the millifluidic set-up can be achieved using 

OpenFOAM (Figure 6.4). This will make it possible to run simulations where the water phase and 

calcite precipitation are fully resolved. Such a model can then be used to systematically investigate how 

heterogeneity in calcite precipitation influences the SIP response by changing the shape of the 

precipitation front, not only in 2D but also in 3D. For example, it is interesting to investigate how the 

creation of a flow barrier for electric current influences the SIP response based on the discussion in 

Chapter 4. In particular, the simulations could be used to investigate the critical wall height required to 

increase the bulk SIP response as discussed in Chapter 4. In addition to electric flow field simulations, 

it may also be possible to simulate the development of calcite precipitation and the resulting SIP 
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response by combining reactive transport simulations, as already presented in Chapter 5, and electric 

field simulations. Of course, such pore-scale simulations would still be a simplified representation 

because it will not be possible to model polarization of the electrical double layers directly. Such a 

combined modelling has not been attempted before, and will thus provide new opportunities to further 

investigate how pore scale processes and pore geometry influence the SIP response. It is also feasible 

to perform such simulations in 3D, which would help to overcome some of the experimental limitations 

of the 2D millifluidic set-up.  

 

Figure 6.4. Example of pore scale electric field simulation using OpenFOAM, where electric current 

was injected from right boundary. (a) red part has non-zero imaginary conductivity, representing the 

shape of calcite precipitation front. (b) Simulated electric current flow, where brighter color represents 

higher current. Simulated (c) real part and (d) imaginary part of the electric potential where the red color 

represents larger absolute values. 

 

Overall, it is clear that the research presented in this thesis can be a starting point for many applications 

of the novel millifluidic set-up. Such possibilities are based on the successful development of the 

experimental setup and rigorous interpretation of the results in combination with numerical simulations. 

The wide range of suggested future research reflects the interdisciplinary nature of this thesis.
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