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PREFACE

The 14® edition of the Carolus Magnus Summer School on Plasma and Fusion Energy Physics
took place from 20 September to 1 October 2021. The biennial Carolus Magnus Summer
School (http://www.carolusmagnus.net/) is organised by the Trilateral Euregio Cluster (TEC),
a partnership between fusion institutions from Euregio: the Laboratory for Plasma Physics of
the Royal Military Academy (ERM/KMS) in Brussels (Belgium), the Belgian Nuclear
Research Centre (SCK-CEN) in Mol (Belgium), the Dutch Institute for Fundamental Energy
Research (DIFFER) in Eindhoven (The Netherlands) and the Forschungszentrum Jiilich (FZJ)
(Germany). All these institutes are also members of the EUROfusion Consortium, which
supports and funds fusion research activities on behalf of the European Commission’s Euratom
programme. Due to the Covid-19 pandemics, the 14® edition of the Carolus Magnus Summer
School, originally scheduled to take place in Bad Honnef, Germany in September 2020, was
first postponed and then organised as a virtual event, hosted by Forschungszentrum Jiilich.

The first Carolus Magnus Summer School took place in Vaals, The Netherlands, in 1993 and
was one of the first initiatives of the neighbouring fusion institutions from Belgium, Germany
and The Netherlands for a coherent science and research programme, which later in 1995
resulted in the formation of the Trilateral Euregio Cluster. The following editions of Carolus
Magnus Summer School were then organised by TEC: Aachen (Germany) in 1995, Spa
(Belgium) in 1997, Maastricht (The Netherlands) in 1999, Bad Honnef (Germany) in 2001,
Brussels (Belgium) in 2003, Mechelen (The Netherlands) in 2005, Bad Honnef (Germany) in
2007, Herbeumont-sur-Semois (Belgium) in 2009, Weert (The Netherlands) in 2011, Bad
Homnnef (Germany) in 2013, Leuven (Belgium) in 2015 and Weert (The Netherlands) in 2018.

The Carolus Magnus Summer School is named after the well-known emperor Charlemagne (or
Charles the Great, Latin: Carolus Magnus) (747 - 814), who united the majority of western and
central Europe and became the first recognised emperor to rule from western Europe since the
fall of the Western Roman Empire. During his reign, schools and education were introduced in
most of Western Europe. Charlemagne ruled from his imperial capital city of Aachen,
nowadays one of the prominent cities in Euregio, approximately 30 km away from Jiilich. The
logo of the Carolus Magnus Summer School shows a silhouette of an equestrian statuette of
Charlemagne, exhibited in the Louvre Museum in Paris. The blue logo background depicts the
territory of the organising countries: Belgium, The Netherlands and the German state North
Rhine-Westphalia.

An educational event organised via internet has obvious drawbacks, first of all, the lack of
personal and social interaction between students and lecturers, whether during the lectures or
in the convivial evening atmosphere. Being confronted with the restrictions of the Covid-19
pandemics in early 2020 causing the postponement of the Carolus Magnus Summer School,
the Programme Committee and the local organisers immediately started elaborating possible
solutions for the event in 2021. We aimed at providing an online event with a maximum
possible level of interaction and involvement. That is when the ideas of the pre-recorded
students’ presentations, breakout rooms for the interaction between lecturers and students and
students among themselves, virtual lab tours and our most popular quiz with questions based
on the content of the last session lectures were born. The quiz rounds helped us tracking the
attendance, which was one of the criteria for issuing the Certificates of Participation, and added
a flavour of competition between the students throughout the full 10-day course.



Besides all the drawbacks, there are also a few advantages of a virtual event. For example, this
kind of organisation saves money, so that we were able to waive the participation fee for this
edition of the Carolus Magnus Summer School. Thanks to the virtual format, it was much easier
for students from distant countries like Mexico, Costa Rica, Egypt, India and China to attend
this Carolus Magnus Summer School. The result was a record number of participants: 90 young
scientists and engineers from 25 countries attended the 2021 edition of the Carolus Magnus
Summer School, underlining its popularity among events teaching the basics and advances of
plasma and fusion energy physics.

For the second time after 2015, the Proceedings of the Carolus Magnus Summer School were
published in the open access format and are available for everyone to download. We thank the
FZJ Publishing House for providing this service. If you would like to use the material from
these Proceedings for your own publications or presentations, we would like to ask you to
properly cite the corresponding manuscript using its persistent web id beginning with
“http://hdl.handle net/...”, which you will find on the corresponding web page of the FZJ
publishing house.

Last but not least, I personally would like to thank all lecturers for providing excellent lectures,
the participants for their enormous interest in our event and the time they spent with us during
these 10 days and nights (different time zones!), the members of the Programme Committee:
Kristel Crombé (ERM/KMS), Yevgen Kazakov (ERM/KMS), Dmitry Terentyev (SCK-CEN),
Hugo de Blank (DIFFER) and Dirk Reiser (FZJ). Dirk as the Scientific Secretary and me as
the Chair comprised the compact circle of local organisers of this Carolus Magnus Summer
School. On behalf of all of you reading these Proceedings, I would like to thank the authors for
providing the manuscripts and Dirk as the Editor for setting-up this compilation.

Arkadi Kreter

Chair of the 14™ Carolus Magnus Summer School
on Plasma and Fusion Energy Physics

Forschungszentrum Jiilich GmbH,

Institut fiir Energie- und Klimaforschung - Plasmaphysik,
Partner of the Trilateral Euregio Cluster (TEC),

52425 Jiilich, Germany
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OPERATIONAL LIMITS AND LIMITING INSTABILITIES IN TOKAMAK
MACHINES

H. R. Koslowski

Forschungszentrum Jilich GmbH, Institut fiir Energie- und Klimaforschung - Plasmaphysik,
Partner of the Trilateral Euregio Cluster (TEC), 52425 Jilich, Germany

ABSTRACT

The optimisation of the fusion output power in
a tokamak device of given size and magnetic field re-
quires to maximise the fusion triple product nT'Tg.
The parameter space for safe, reliable, and stable
operation of a tokamak is limited by wvarious con-
straints. Operational limits of tokamak devices orig-
inate from violation of magnetohydrodynamic stabil-
ity criteria or excessive radiation from impurity ions
in the plasma. Exceeding the boundaries of stable op-
eration may either result in a deterioration of plasma
confinement, or even lead to the uncontrolled disrup-
tive termination of the discharge.

L. INTRODUCTION

The need to optimise the tokamak operation in
order to get a sufficient fusion yield is the main
motivating force to explore and understand opera-
tional limits. As a starting point, a quite general
O-dimensional consideration of a fusion power gener-
ating machine will be presented. The thermonuclear
power density (i.e. released power per volume) in a
D-T plasma is

ppT = npnr{ov)epT, (1)

where np and nr are the densities of D and T nu-
clei, {ov) is the rate coefficient of the fusion reaction,
and ept = 17.6 MeV is the released energy per fusion
reaction. The fusion power density has a maximum
when the concentrations of both, D and T ions, are
each 50% of the total ion density. In the temperature
range between 10keV and 20 keV the rate coefficient
scales within a few % proportional to the square of the
temperature, {ov) oc T2. Using the definition of the
plasma beta, the ratio between kinetic plasma pres-
sure, p, and magnetic field pressure, § = 2uop/B?,
substituting quantities in equation 1, and integrating
over the plasma volume yields the fusion power

Py o p°V x B2BYV. (2)

This relation shows that the achievable fusion power
of a tokamak device strongly depends on the magnetic
field and the machine size, but there is a considerable

dependence on the plasma pressure, i.e. the way in
which the machine is operated. One path to increase
the fusion power output of a machine is to build a
larger device with a higher magnetic field. Beside the
fact that especially increasing the size of the machine
will increase the cost, there are technological limits.
The magnetic field can not be increased arbitrarily
because the required superconducting coils only al-
low a maximum field and superconductivity gets lost
at magnetic field strengths above a critical field H..
Another route to performance optimisation opens due
to the dependence of the fusion power on the square
of the plasma pressure. Appropriate means to tai-
lor the discharge and increase the pressure at a given
magnetic field are required.

The most common operational scenario of a toka-
mak machine nowadays (and foreseen as base opera-
tional mode on ITER) is the so-called ELMy H-mode
(high confinement mode). This is a plasma regime
(only observed in tokamaks with a poloidal divertor)
where a transport barrier at the plasma edge builds
up, steepens the plasma profiles, and leads to an in-
crease of the stored energy in the plasma [1]. The
energy confinement time, 7gsh, of H-mode plasmas
has been well documented in numerous experiments
on many divertor tokamaks and a scaling law based
on engineering quantities has been derived [2]:

TBeh 13_9339_1513_0.&9“2.41Mu.19R1_9760_5sﬂu.78
(3)
(Ip plasma current, B, toroidal magnetic field, P
heating power, n, line averaged electron density, M
isotope mass, R major tokamak radius, € = a/R in-
verse aspect ratio, a minor tokamak radius, k plasma
elongation). Without going in too much detail,
it can be seen again that increasing machine size,
plasma current, or density have a beneficial effect on
the confinement. In addition, the plasma elongation
has a strong influence on the confinement quality.
The equations above indicate which plasma pa-
rameters have to be maximised in order to achieve
best plasma performance in a tokamak machine of
given size and magnetic field. However, there are only
a few actuators for external control of plasma param-

!For a detailed discussion of this scaling law see "Heating,
Confinement and Extrapolation to Reactors”, these proceed-
ings.



eters. The density can be controlled by adjusting
the gas fuelling into the plasma. The plasma current
is controlled by adjusting the loop voltage through
the flux change in the primary winding of the trans-
former. The plasma temperature can be regulated by
auxiliary heating systems, e.g. neutral beam heat-
ing or wave heating in the ion cyclotron, electron cy-
clotron, and lower hybrid range of frequencies. As a
side effect (or in some situations deliberately wanted)
the plasma heating methods can drive localised cur-
rents in the plasma. This feature can be utilised to
increase plasma stability or to access a certain con-
finement mode of the plasma.

All actions and attempts to optimise the fusion
power output are constraint by operational bound-
aries, i.e. the plasma density cannot be increased
infinitely but has to be kept below the so-called den-
sity limit. The plasma current cannot be increased
above a critical value without excitation of magneto-
hydrodynamic (MHD) instabilities. In the worst case
the violation of operational limits leads to a disrup-
tion of the discharge, which is a sudden breakdown
of the plasma current and a release of the stored en-
ergy in the plasma to the first wall of the tokamak.
The severity of operational limits can be categorised
into soft limits, which result in a deterioration of con-
finement and a related reduction of fusion power, and
hard limits, which eventually lead to a disruption with
potentially harmful impact on the integrity of the ma-
chine.

The mechanisms leading to a deterioration of con-
finement or initiating a plasma disruption have to be
studied in detail in order to devise strategies to avoid
touching on operational limits, stabilise an instability
once it occurs, or completely prevent disruptions to
happen.

II. OPERATIONAL PARAMETER SPACE OF A
TOKAMAK: THE HUGILL DIAGRAM

An overview on the operational space of a spe-
cific tokamak machine is usually given in form of the
so-called Hugill diagram [3]. Figure 1 shows such
a plot for the TEXTOR tokamak® The Hugill di-
agram is a plot of the inverse safety factor at the
plasma boundary, 1/g,, versus the Murakami num-
ber, n,R/B, [4]. Because in a cylindrical approxima-
tion the edge safety factor® can be written as

ga = 5a2 B /(RIy). (4)

The inverse of the edge safety factor is proportional to
the plasma current Ij,. Therefore, the Hugill diagram

2The TEXTOR tokamak was located in the Forschungszen-
trum Jiilich and has been in operation for 30 years until 2013.
See O. Neubauer et al., Fusion Sci. Technol. 47 76 (2005) for
a description of the machine.

3The edge safety factor is infinite in a poloidal X-point di-
vertor configuration. In those cases the safety factor gos of the
flux surface encompassing 95% of poloidal fhux is used synony-
mously.

05 ||||| | T R T S | T R T S | I T T ' | R S T
1 © Metallic walls (OH)
& Carbanisad walls (OH)
] [ Barenisad walks (OH)
05 oo # Boronised wals (Pa=1.7 MW) |
4 o O A Baronised walks (Pu=3.2 MW)
¥ Silicorised walls (Pus=1.4 MW)
1 mg oo coo O, o® % Qutward shifted (Pre=1.9 MW)
0.4 @ E
] ® 8 * * A
& ] @ AR * %
0.3+ r
= oo & o :‘“ %
] @ §°° u] * oy l:‘ 1
0.2] b g, L
1 oo g o0 *.
x
] oo © g
0.1 o0 r
o0 T T T T
o 2 4 6 ] 10
nRIB, I (10¥m2T)

Figure 1: Hugill diagram for the TEXTOR. tokamak.

can be seen as a plot of the plasma current versus
the line averaged plasma density (scaled by machine
size).

The operational space of the TEXTOR. tokamak
is shown in figure 1. The data have been collected
during several years and cover various experimen-
tal campaigns with different methods of wall con-
ditioning and ohmic as well as neutral beam injec-
tion heated scenarios [5, 6]. Careful inspection of
this diagram reveals the existence of three operational
boundaries.

At first one notices the absence of data points
above an inverse edge safety factor of 0.5, i.e. g, < 2.
When the edge safety factor falls below 2 the m =
2,n = 1 external kink mode gets destabilised [7]. This
mode grows to a large amplitude®. Eventually the
plasma will end up in a disruption.

A second operational limit manifests itself by the
absence of data points in the lower right of the dia-
gram. For a given plasma current (which corresponds
to a specific 1/, value) there exists a maximum elec-
tron density. This is an empirical boundary which
is not as sharply defined as the gz > 2 limit dis-
cussed before. The Hugill diagram shows that the
maximum density depends on the first wall surface
material of the tokamak, and on the applied heating
power. Especially the improvement of wall condition-
ing techniques led to an increase of tokamak perfor-
mance which can be attributed to cleaner plasmas
with a lower effective charge, Z.g [8]. There is an
obvious link of the achievable density with the pure-
ness of the plasma, or in other words, the plasma can
sustain a higher density when there are less impurity
ions in the plasma. Impurity ions cause an increased
energy loss of the plasma which increases with den-
sity up to the critical point when the radiated power
equals the heating power. It can be seen in figure

4Mode amplitude is the radial magnetic field component,
but in this context the displacement of flux surfaces is used
synonymously.



1 that discharges with neutral beam heating can be
stably operated at higher density.

A third limit is not very obvious but results in
a lack of data points at very low electron densities,
i.e. close to the left axis of figure 1. Due to the
toroidal loop voltage the electrons in the plasma ex-
perience an accelerating force. Under normal con-
ditions the electric force is balanced by the friction
force resulting from collisions. Because friction scales
o mnev~2 there is a critical velocity upon which an
electron is continuously accelerated and runs away.
The Maxwellian distribution function develops a non-
thermal tail. The plasma operation under these con-
ditions has to be avoided because runaway electrons
(RE) will be accelerated up to several MeV of energy
and the RE beams can carry a substantial amount
of energy which, when released to the first wall, may
cause serious damage to the machine.

ITI. RADIATION LIMITS

Tokamak plasmas always contain a certain
amount of impurity ions. These ions originate either
from the material of the surrounding walls and are
released by sputtering, or impurities are deliberately
introduced in the discharge for the purpose to cool
the plasma edge or divertor region in order to control
plasma surface interaction. The presence of these im-
purity ions results in an increase of the radiation from
the plasma which brings about the possibility of ra-
diation driven instabilities.

A. Radiation Mechanisms

In a tokamak plasma different sources for ra-
diation losses are present. The power radiated by
bremsstrahlung due to electron-ion collisions (free-
free) or recombination (free-bound) scales like

Bor o Z2 ne ng, Tglﬂ, (5)

where Z is the ion charge state®, no and ngz are the
densities of electrons and ions in charge state Z, and
T, denotes the electron temperature. For normal
tokamak operational conditions this power loss can
be easily balanced by the plasma heating systems.

A more substantial power loss is due to electron
cyclotron radiation:

P. = e*/(3megm3c®) B2 no T, (6)

where e is the elementary charge, €y the permeabil-
ity of free space, m, the electron mass, and ¢ the
velocity of light. The power radiated by electron cy-
clotron emission can become quite large, but it is not
of concern because the plasma is optically thick at
the fundamental frequency and the emitted power is

5Due to the strong dependence on the effective charge num-
ber, the standard Z.g diagnostic of a tokamak is the measure-
ment of the visible bremsstrahlung.
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Figure 2: Asymmetric plasma radiation after onset of
a MARFE in TEXTOR.

immediately re-absorbed. Loss of a small fraction of
radiated power can occur at the harmonic frequencies
where the plasma in not optically thick.

Most important source of radiative power loss
are impurity ions. They lead to an increase of
bremsstrahlung losses (see equation 5) and addition-
ally emit line radiation with a power density given
by

Pg = L(T¢) ne my, (7)

where L(T,) is the cooling rate® [9] for a specific im-
purity and nj gives the impurity density. It is impor-
tant to note that the cooling rates increase when the
temperature drops, i.e. dLr, /dT, < 0.

B. Density Limit

The density limit in tokamaks is actually a radi-
ation limit. When the elctron density is increased at
constant pressure (i.e. without increasing the heating
power), the electron temperature drops. This leads
to an increase of the radiative power loss due to the
above mentioned shape of the cooling rate curves.
The density limit is reached when the radiative power
equals the total heating power which is the sum of
ohmic and auxiliary heating powers:

Prad=-Pheac=P0H+Pamc- (8)

The critical density scales like [10]
1™ o (Pheac/ (Zest —1))"/2. (9)

Low effective charge and high heating power can ef-
fectively increase the density limit. This can be seen
as well in the Hugill diagram figure 1 where with the
progress in wall conditioning (carbonisation, boroni-
sation) and with increased heating power higher den-
sities were accessible.

S0ther authors refer to this quantity as radiation parameter
or radiation function.
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Figure 3: m = 2,n = 1 disruption precursor mode.

Present-day tokamaks with metal walls and/or
state-of the art wall cleaning methods and sufficient
heating power installed would allow for a rather high
density limit. Unfortunately, it turns out that the
radiative density limit is not dominated by a sym-
metric radiation belt following equation 9, but is de-
termined by a variety of other mechanisms [11]. Par-
ticle transport at the edge, plasma detachment and
recycling phenomena leading to plasma cooling are
key elements and exhibit a complex interplay. One
important and rather common phenomenon in this
context is the appearance of the so-called MARFE7
[12]. In a situation with local plasma cooling the char-
acteristic shape of the cooling rate curves leads to a
self amplifying condensation process most often re-
sulting in a radiation collapse. The requirement of
pressure balance results in a local, cold and very dense
plasma, the MARFE. Figure 2 shows a tomographic
reconstruction of the poloidal radiation distribution
during a MARFE. The appearance of the MARFE is
strongly correlated with the recycling flux from the
plasma edge [13]. Reducing this particle flux by mov-
ing the plasma away from the surrounding walls al-
lows for higher densities (see points labelled outward
shifted in figure 1). The data from many tokamaks
has been analysed in detail [11] and a surprisingly
simple scaling law, named the Greenwald limit, has
been derived:

g = K, (10)

with ng the maximum line-averaged density in units
of 102 m—2, k the elongation of the poloidal plasma
cross section, and j the poloidal average of the current
density in units of MAm—2. Despite its simplicity,

"The acronym MARFE stands for Multifacetted Asymmet-
ric Radiation From the Edge.

this simple formula has been found to well approx-
imate the density limit in a variety of tokamaks of
different size.

C. Impurity Accumulation

Nowadays tokamak are more and more equipped
with limiters and divertor tiles made of high-Z ma-
terials like tungsten due to their high melting tem-
peratures and low sputtering rates. When off-normal
events lead to increased thermal and particle loads
high-Z material may be eroded and released to the
plasma where it is transported toward the plasma
centre. The strong radiation causes local cooling and
flat or even hollow temperature profiles. Because the
electrical conductivity scales o o f(Zes) 93 /2 with
temperature a decreases of the central plasma cur-
rent follows and enforces the temperature decay and
further accumulation of the high-Z impurity in the
plasma centre.

IV. BETA LIMIT

In the introduction it has been shown that the
increase of toroidal beta

B = 2p0(p) /B, (11)

where (p} is the volume averaged plasma pressure, is a
rational way to increase fusion performance and make
best use of the applied toroidal magnetic field B;.
This gives rise to the question, how large the plasma
pressure can get before eventually MHD instabilities
become destabilised.

A. The Ideal Beta Limit

The maximum plasma pressure which can be con-
fined by a given magnetic field has been calculated by
Troyon [14]. In his calculations he considered stability
against (i) the Mercier criterion [15], (ii) ballooning
modes, and (iii) the n = 1 free-boundary kink mode.
It has been found that the latter determines the up-
per limit on beta. For circular plasma cross section
a simple scaling law for the poloidal beta® has been
derived:

p =0.14 (R/a) ga. (12)

More general, the maximim beta Sy for a given con-
figuration® can be written as

I
=g— 13
bn =95 (13)
where g is called the Troyon factor and a value of
g = 2.8 is commonly referred to as the Troyon limit.
The quantity
B

JBN = W (14)

88ame as toroidal beta in equation 11 but toroidal field is
replaced by poloidal field Bp.
9Here configuration means plasma shape.



is called normalised beta. The stability limit can then
be simply expressed as Ay < g. It turns out that
the Troyon factor depends on the shape of the cur-
rent density profile and can be approximated in many
cases by g = 4l;, where [; is the internal inductance
of the plasma.

B. Resistive Wall Modes

A special operational mode of tokamaks, the so-
called advanced scenario, makes use of an elevated
g-profile, a broad current density distribution, and
steep pressure gradients which lead to a large boot-
strap current fraction. In this scenario the external
kink mode plays the limiting role. The mode can be
stabilised by a close fitting conducting wall which will
allow to achieve a somewhat higher maximum beta
value. Due to the conducting wall the growth rate
of the external kink is reduced to the inverse of the
resistive time constant of the wall. Depending on the
properties of the stabilising wall, the achievable beta
is in the range

rBucr—\\mll < ,8 < ﬁideal—wall_ (15)

In this context the beta limit is called the resistive
wall mode (RWM) limit. Stabilisation of the RWM
is proposed via two different mechanisms: (i) dissi-
pation of the free energy of the mode by fast plasma
rotation, and (ii) active feedback control to cancel the
RWM field by a set of saddle coils mounted inside the
vacuum vessel [16].

C. (Neoclassical) Tearing Modes'?

In contrast to kink modes which are driven by
the plasma pressure, a class of modes named tear-
ing modes are driven by the radial gradient of the
plasma current. These modes, when destabilised,
form so-called magnetic islands which are radially
and poloidally localised regions where reconnection
of magnetic field lines oceurs and the magnetic topol-
ogy is changed. The growth of tearing modes depends
on the tearing parameter A’ defined as

1 8B, Ta—w/2

ratw/2

Alw) =

where w is the island width and rs is the radius of
the rational surface where the mode grows [17]. A
positive A’ will destabilise the mode. The growth
rate depends on the resistivity 1 of the plasma and is
approximately given by

dw 7

TS g ) (17)

Tearing modes can grow to rather large size with a
radial width up to 10%-20% of the minor plasma ra-
dius. An example of a tearing mode is shown in figure

10This section is just for completeness and kept rather con-
cise, the much more detailed article on "Neoclassical Tearing
Modes” can be found elsewhere in these proceedings.

3. Here the plasma current (a), the electron tem-
perature at about half radius (b), and two interfer-
ometer chords (c) are shown. The time traces of T,
and n. measurements show a characteristic modula-
tion which results from the flattening of the plasma
profiles across the island!! and the diamagnetic drift
motion. It can be seen in the figure that the island
rotation frequency slows down when the island size
gets larger.

A common observation in almost all tokamaks is
that the ideal beta limit can only be reached tran-
siently but that the stationary achievable beta values
are lower [18]. This behaviour has been found to be
caused by theonset ofam =3, n=20orm=2,n=1
tearing modes. Importantly, the A’ parameter of
these modes is negative, i.e. the modes should be sta-
ble. These modes have been named neoclassical tear-
ing modes (NTM) and their growth can be described
by a generalised Rutherford equation [18]. Additional
to the tearing parameter this equation contains two
pressure driven contributions. One term is destabilis-
ing and originates from the loss of bootstrap current
due to the pressure profile flattening in the island.
The second term is assumed to be stabilising and re-
sults from a polarisation current within the island.
Neoclassical tearing modes are usually a soft limita-
tion, i.e. the discharge does not disrupt but the con-
finement gets deteriorated. Plasma disruptions are
possible in case the m = 2,n = 1 neoclassical tearing
mode gets unstable. A widely investigated method for
stabilisation of NTMs is to replace the missing boot-
strap current in the island by non-inductively driven
current using ECRH wave injection or lower hybrid
current drive!? [19, 20].

V. THE CURRENT LIMIT

The g,-limit
qa > 2 (18)

has been already mentioned when discussing the
Hugill diagram (figure 1). This is a hard limitation
and decreasing g, below 2 will unavoidably end up
with a disruption. Because the density increases with
plasma current, increasing the current is an easy way
to achieve better confinement, as can be seen by the
proportionality of the energy confinement time with
plasma current in equation 3. The main implication
of the g,-limit is, that there exists a maximum sus-
tainable plasma current for a given toroidal magnetic
field. But even at g, values above 2 but close to 2 the
plasma may be already affected by MHD stability is-
sues due to the growth of the m = 2,n = 1 tearing
mode. There is no simple criterion to decide whether

UMagnetic islands are commonly referred as O-points of the
mode, whereas the crossing of the island separatrix between
O-points is labelled the X-point.

128ee E. Westerhof’s article on "Non-inductive Current
Drive” in these proceedings.
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Figure 4: Plasma disruption with RE plateau. Traces
from top to bottom are (i) plasma current, (ii) loop
voltage (maesurement is saturated), (iii) neutron
rate, and (iv) electron temperature (centre and edge).

this mode will become unstable because the shape
of the current density profile, the plasma pressure,
plasma rotation, and the proximity to a conducting
wall influence the stability. As a rule of thumb one
can say, that the excitation of the m = 2,n = 1 mode
becomes more likely the lower the edge safety factor
¢a is. Most plasma scenarios today operate with ga
values of 3 or larger.

VI. LOCKED MODES AND ERROR FIELDS

MHD perturbations like kink or tearing modes
are usually frozen in the plasma fluid according to
Alfvén’s theorem. As a consequence modes rotate
due to drifts or momentum input by neutral particle
injection. A growing mode in the plasma will experi-
ence friction caused by induced eddy currents in the
wall and slow down the plasma rotation. Eventually
the mode can lock to the wall and the rotation in the
tokamak frame stands still. The growth rate of the
mode after locking is determined by the resistivity of
the tokamak first wall and much larger than in the ro-
tating state. In many cases mode locking is observed
to be a precursor to a disruption. The slowing down
and locking leading to fast mode growth and disrup-
tion can be seen in figure 3. Here a disruption starts
at t = 0.552s shortly after the mode stopped and a
fast growth (see T, signal) set in.

A common source for the excitation of locked
modes are intrinsic error fields. These fields can
arise from small alignment errors of the coils sys-
tems. Already low error field amplitudes of the order
B;/B; = 10~* (B, is the radial component of the er-
ror field) have been found sufficient to excite locked

n = 1 modes. An error field of this size is expected
on ITER due to small coil misalignments [21].

The critical mode amplitude for mode excitation
has been investigated in a variety of tokamaks and a
power law scaling expression has been derived [22]:

B;/B;  n&®Be®ge3 RO®, (19)

The exponents ax show a rather large scatter between
the data from individual machines, good agreement
has been found only for o, which is about 1, i.e. the
threshold for excitation of error field driven modes
increases linearly with plasma density. ap is always
negative, implying that acceptable error field levels
become even smaller at larger machines.

Plasma rotation generally increases the threshold
for mode excitation. Momentum input which adds to
the diamagnetic drift will act stabilising. However,
when the fluid rotation is compensated by external
momentum input the error field threshold shows a
minimum at a certain rotation speed [23].

VIL VERTICAL STABILITY

A circular shaped plasma is stable with respect

to vertical displacements if the field index
R dB,

where B, is the vertical component of the total mag-
netic field, is larger than zero [7]. Vertical elongation
k has a positive effect on the confinement (see equa-
tion 3) and most of the tokamaks are operated with
elongated plasma shape. However, a drawback is that
the plasma column becomes unstable with respect to
vertical displacements. The growth rate of this ver-
tical displacement event (VDE) depends on plasma
elongation and can become rather large. A loss of
control will result in a vertical movement of the the
plasma which will either touch the divertor (which
is normally installed at the bottom of the torus) or
armour tiles at the top. Large heat loads and halo
currents'? may occur before the plasma current even-
tually disrupts. The growth rate of the VDE can be
decreased by a close fitting conducting wall (similar to
RWM stabilisation). Experiments on the Swiss toka-
mak TCV have shown that growth rates of several
1000s~! could be feedback stabilised [24].

VIII. DISRUPTIONS

A disruption is a fast decay of the plasma current
as a consequence of a severe plasma instability, an op-
erational limit, or a loss of plasma control. The evolu-
tion of a disruption can be divided into several stages

3Halo currents arise when the plasma column touches the
wall and a fraction of the plasma current flows partly in the
wall.



[10]. An initiating event causes an unstable state, of-
ten accompanied by changes of the current density
distribution. Precursor like mode oscillations appear
next before the actual disruption starts. There are
two distinet phases: (i) the thermal quench (TQ) dur-
ing which the temperature profile collapses and the
stored plasma energy is released to the surrounding
walls, and (ii) the current quench (CQ) during which
the plasma current decays very fast and the magnetic
energy is released. REs with energies up to several
MeV can be generated during the CQ because the
tokamak loop voltage rises due to Lenz’s law.

Disruptions pose a threat to the integrity of a
tokamak because they could result in (i) radiative and
convective heat loads on plasma facing components
which may cause melting or evaporation, (ii) strong
j x B forces on the vacuum vessel due to induced
eddy currents and halo currents, and (iii) a beam of
high energetic electrons which can carry a significant
fraction of the plasma current and may cause severe
damage when hitting plasma facing components.

Disruption studies are at high urgency for ITER
[21] and methods for reliable early detection, avoid-
ance, and mitigation need to be developed.

A. Runaway Electrons

REs are generated when the friction force due to
collisions gets smaller than the electric force caused
by the toroidal loop voltage. A relativistic calculation
of the critical electric field required for electrons to
run away yields

nee’InA

Ecr]l: = 3 _ a8 a2
3
4medmec?

(21)
where InA is the Coulomb logarithm, e and m, charge
and mass of an electron, and ¢ the speed of light. For
normal tokamak conditions the electric field is less
than the critical electric field, so no REs are gener-
ated. At very low density the loop voltage is large
enough to produce REs. These conditions are at the
left edge of the Hugill diagram (figure 1). Although
in a strict sense the generation of REs is no opera-
tional limit, tokamak operation at these conditions is
usually avoided because of the potential damage they
may cause.

Once there is a population of energetic electrons
an avalanche-like process due to small angle collisions
with thermal electrons sets in [25]. This secondary
generation process will be dominant on large toka-
maks.

B. Disruption Avoidance

The optimum approach to solve the disruption
problem would be to avoid any disruption happen-
ing. This requires a reliable way to detect the very
early stage of a disruption, e.g. a precursor, and some
actuators to rectify whatever went wrong and to re-
gain plasma control. The application of neural net-
works for early detection of disruptions is under in-
vestigation and shows good progress [26]. For certain

classes of disruptions a direct detection of a precursor
mode and the use of neutral beam injection in order
to enhance plasma rotation and stabilise the mode
has proven to be successful [27].

C. Disruption Mitigation

The situation that a disruption cannot be avoided
may arise. In this case a way to deliberately shut
down the plasma discharge and to ameliorate the con-
sequences of a disruption is required. The shutdown
procedure has to be designed in a way which keeps
j x B forces on vessel and coil systems within accept-
able limits, dissipates the plasma stored thermal and
magnetic energies in a way which does not lead to lo-
calised overheating of plasma facing components, and
prevents that a part of the plasma current is trans-
formed into REs. The energy balance for a disruption
is as follows:

Win +Wmag = Wiaq +Wcoupled+wcuuv (+WRE) (22)

The thermal plasma energy Wi, and the magnetic en-
ergy Wmag are converted into radiated energy Wriad
(this is preferred because radiation is distributed on
a large wall surface), the energy Weoupled Which is
coupled via the mutual inductances into the tokamak
coil systems, Wegny is the energy which is convected
by plasma wall contact, and Wgrg the energy carried
by the RE electrons. Especially the latter two com-
ponents result in small wetted areas and large local
heat loads. Various disruption mitigation methods
have been proposed: (i) A fast controlled ramp-down
of the plasma current seems to be a good solution
but is not always possible. It needs a rather large
warning time, and the plasma density (and radia-
tion) may not decrease with the required rate thus
provoking a density limit disruption. (i) Massive gas
injection [28] using specially designed fast valves is
another promising method to deliberately induce a
radiation collapse. (iii) Injection of so-called killer
pellets'* or shattered pellets'® in order to force the
plasma into a radiation limit disruption. The lat-
ter method is presently under investigation on sev-
eral tokamaks and has been chosen for the disruption
mitigation system on ITER [29].

IX. SUMMARY

The operational limits of a tokamak machine arise
from a variety of different physical mechanisms. The
density limit is actually defined by the balance be-
tween plasma radiation and heating power. Clean
plasmas and good wall conditioning together with suf-
ficient heating power can assure stable operation close
to this limit. A limitation on the maximum plasma

148imilar to frozen hydrogen fuelling pellets but made of
neon or argom.

5Nobel gas pellets of large size shot against a solid target
which disaggregates the pellets before entry into the plasma.



current at a given toroidal field results from the MHD
stability properties of the m = 2,n = 1 mode. The
generation of runaway electrons constrains the op-
eration at low density. The ideal beta limit origi-
nates from pressure driven n = 1 kink instabilities.
Very important is the so-called practical beta limit
which is due to the excitation of neoclassical tearing
modes and constitutes the most frequent limitation
to plasma performance. Disruptions can cause dam-
age to the machine and pose the most severe problem
on large tokamaks requiring an adequate mitigation
method.
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DIAGNOSTICS FOR PLASMA-MATERIAL INTERACTION STUDIES

A Kreter
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ABSTRACT

The manuscript 1s accompanying the
corresponding lecture at the 14® Carolus Magnus
Summer School on Plasma and Fusion Energy
Physics. The contribution 1s focused on surface
analysis and  erosion-deposition  diagnostics
frequently applied in the fusion relevant research on
plasma-material interaction. The defimitions of real-
time, in-situ, in-vacuo and ex-situ diagnostics are
given. The working principles of the following
surface analysis tools are described and examples of
their applications are given: thermal desorption
spectrometry (TDS); scanning electron microscopy
(SEM) mcluding the option of focused ion beam
(FIB); ion beam analysis (IBA) methods of nuclear
reaction analysis (NRA) and Rutherford back-
scattering (RBS); and secondary 1on mass
spectrometry (SIMS). Two methods of erosion-
deposition measurements are introduced: quartz
microbalance (QMB) and marker techniques.

I INTRODUCTION

The availability of the fusion reactor 1s crucial
for its economic operation and is to a large extent
determined by plasma material interaction (PMI).
There are two main PMI issues limiting the
availability of the reactor: the lifetime of the wall
components and the operational safety. The first wall
will suffer from heat loads and particle bombardment,
causing erosion of materials and limiting the lifetime
of the first wall components. The safety issues are
connected to the restrictions on the amount of
radioactive frittum and dust stored in the reactor
vacuum vessel.

PMI studies in both large-scale, at close-to-
reactor conditions, and lab-scale, at well-defined
conditions, devices are necessary for a better
understanding of the background processes, refined
predictions for the reactor and finding solutions to
critical issues [1,2]. Therefore, the methods to
determine PMI related values, ie material erosion
and deposition and fuel retention, are important
experimental tools in the fusion research.

There are numerous surface analysis techniques
analysing the physical and chemical properties of the
material surface. E.g. an overview table m the book
by G.A. Somorjai [3] lists 60 "most frequently used
surface characterization techniques". In this paper,
only a fraction of the techmques, which are most
relevant to the PMI research, are covered, along with

the methods for studying erosion and deposition of
the wall materials.

II. DEFINITIONS OF REAL-TIME, IN-SITU, IN-
VACUO AND EX-SITU

Material samples can be analysed in different
ways concerning the temporal and spatial scale of
analysis. The following nomenclature has been
established for the description of different methods,
here listed in order of the time point of their
application or data availability: "real-time", "in-sifu",
"in-vacuo" and "ex-situ" ("post-mortem").

The real-time techniques deliver the data during
the investigated process. They are frequently used for
the real-time, or feedback, control of the process.
Usually, less complex, robust methods are applied
real-time for the control purposes.

In-situ (lat: "in position") methods are,
similarly to the real-time ones, applied during the
investigated process, e.g. during the plasma exposure
of a material sample. However, the data analysis
often requires additional efforts after the actual
experiment, e.g. for the conversion of the raw
diagnostics data to the meaningful data describing the
particular PMI process. Therefore, the data of the in-
situ measurements typically becomes available after
the experiment. Nevertheless the in-sifu data often
provides valuable nsights in the temporal evolution
of the investigated process. In-situ methods of PMI
including optical emission spectroscopy are the topic
of a different lecture.

Invacuo (lat: "in wvacuum") methods are
applied after the investigated process, e.g. after the
plasma exposure of a material sample, but before the
exposure of samples to air. Typically they are
conducted in the same vacuum chamber. Plasma-
exposed surfaces are often chemically activated,
exposure to air changes the chemical state of the
surface, e.g. by oxidation. Therefore, it 1s favourable
to analyse the sample surface in-vacuo.

Ex-sifu (lat.. "out of position") methods are
applied after the mvestigated process and after the
exposure to air. In some cases the influence of air is
minimised by the use of sealable enclosures, called
"desiccators", which are pumped down or filled with
inert pas, for the sample storage and transport.
However, it cannot be excluded, that the sample
surface changes its characteristics between the
exposure and the ex-situ analysis. "Post-mortem"
(lat.: "after death") 1s a term equivalent to "ex-situ".

It 1s usually quite challenging to install and
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Figure 1. (a) In-situ 1on beam analysis m DIONISOS [4]; (b) in-vacuo analysis station of PISCES-B [5]; (c) PSI-2 target
exchange and analysis chamber with a laser feeding system for m-vacuo analysis; (d) cross-section of the opposite side of
the PSI-2 target exchange and analysis chamber including an illustration of a sample exposed to a laser beam [6].

operate a diagnostic for n-situ or in-vacuo surface
analyses. However, the largely increased value of the
data with respect to the ex-sifu methods and the
technical progress m the analysis tools make the use
of these techniques more popular. Despite their
advantages, m-situ and in-vacuo analysis solutions
have a significant downside of high complexity and
costs. Therefore, most PMI experiments still rely on
the ex-situ surface analysis techmiques. Another
reason for the predominant use of ex-situ 1s that the
material samples can be transported to various
laboratories specializing in particular analysis
techniques, thus increasing the versatility and quality
of analyses.

One example of m-situ analysis m the
DIONISOS plasma facility [4] at MIT, USA is given
in figure 1(a). Here, an 1on beam accelerator 1s used
for the 1on beam analysis simultaneously during the
plasma exposure, providing insight on the dynamics
of PMI processes. Figure 1(b) shows the in-vacuo
surface analysis station of PISCES-B [5]. The
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samples are extracted from the target station, after
termunation of the plasma discharge, by a swing-
linear manipulator and inserted in the surface analysis
station, where Auger electron spectroscopy (AES),
X-ray photoelectron spectroscopy (XPS) and
secondary ion mass spectrometry (SIMS) techmiques
can be applied. For the PSI-2 device [6], the
application of the laser based techmiques including
LID and LIBS is envisaged for in-vacuo surface
characterization in the target exchange and analysis
chamber (figure 1(c,d)). The sample carrier can be
retracted after the exposure to plasma by a linear
manipulator to the target exchange and analysis
chamber, where it can be analysed by the laser based
techniques. Mass spectrometry can be used for
measurement of the desorbed deuterium, and a 2D
optical spectroscopy system can be applied to detect
the light mtensity at a wavelength corresponding to a
certain element on the surface. The plasma operation
in PSI-2 can be continued with the retracted sample
carrier using a removable plasma dump. The vacuum



valves separate the exposure and the analysis regions
of the vessel.

III. SURFACE ANALYSIS TECHNIQUES

I A THERMAL DESORPTION
SPECTROMETRY (TDS)

Thermal desorption spectrometry (TDS) is a
frequently applied techmique for the analysis of the
gas, 1.e. hydrogen isotopes, retention in samples. The
gas 1s retained in various trapping sites in the material.
By heating up of the sample the gas atoms escape the
traps, diffuse to the sample surface and are released
from the sample. In a TDS apparatus (figure 2(a)),
the samples are heated in a compact vacuum chamber
by a surrounding furnace. The ramp rate of
temperature 1s defined by the power of the furnace
feedback controlled by the thermocouple
measurements at the sample inside the vacuum
chamber. Therefore, the techmique is also often
referred to as temperature programmed desorption
(TPD). Partial pressures of different gas components
are measured by a residual gas analyser (RGA),
which i1s calibrated for the relevant masses by
calibrating leaks. Typical temperature ramp rates are
0.1K/s — 10K/s. A faster ramp results in a higher
signal but a lower temperature resolution in
comparison with a slower ramp. The typical heaters
which are used for TDS are infrared lamp or resistive
furnace.

Figure 2(b) shows an example of thermal
desorption spectra of mass 4 (deuterium D) for
carbon fibre composite (CFC) samples exposed to
PISCES-A deuterrum plasma at different sample
temperatures [7]. The peaks correspond to different
trapping sites of D in CFC. The distribution of
deutertum in the sample bulk and a fimte diffusion
time out of the sample during the heating ramp lead
to the peak broadening. The integral of the curve
gives the total amount of deuterium in the sample

(2)

turbomolecular pump
valve
mass sp

pump

furnace sample

released as D» molecules. Various methods are
available to analyse the TD spectra, including
sophuisticated numerical codes describing the
transport of solute gases in solids such as TMAP [8]
and CRDS [9].

Laser induced desorption (LID) is a method in
which a laser 1s used to heat up samples. The method
can be seen as TDS with an extremely fast (~1-
10 ms) heating ramp. In this mode, the temperature
resolution of the desorbed signal is completely lost,
only the total amount can be measured. However, the
method 1s fast and can be applied with a lateral
resolution along the sample surface, e.g. to obtain a
2D mapping of the gas retention.

III.B SCANNING ELECTRON MICROSCOPY
(SEM) AND FOCUSED ION BEAM (FIB)

Scanning electron microscopy (SEM) 1s an
electron beam based method of the surface analysis.
The incident e-beam of ~1-30 kV is scanned across
the surface and causes emussion of secondary
electrons (SE mode of operation) and backscattered
electrons (BSE mode of operation) (figure 3(a)).

The SE mode 1s the most frequently used
operation mode of SEM. It provides the surface
topology by measuring the intensity of secondary
electrons, which 1s a function of the angle between
the surface and the detector. The imaging 1s provided
by the rastering (scanning) of the e-beam along the
surface. Figure 3 (b) shows an example of an SEM
image taken in the SE mode.

The BSE mode provides the information on the
elemental composition of the surface. It uses the fact
that the intensity of backscattered electrons 1s a
function of atomic mass of the scaftering element.
Heavy elements on the surface correspond to a bright
part of the image, while light elements result in a
dark part of the image (figure 3(c)).
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Figure 2. (a) Scheme of TDS system; (b) examples of spectra from thermal desorption. Temperatures at which the samples

were exposed to deuterium plasma are indicated.
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Figure 3. (a) Scheme of a SEM apparatus [10]; examples of (b) SE and (c) BSE operational modes of a SEM system: gold
nanoparticles on polystyrol sphere. The SE image provides surface topography, while the BSE image gives material

contrast [11].

The focused ion beam (FIB) techmque 1s used
for the nano-machining of the surface, e.g. surface
cross-sectioning or preparation of small specimens.
After the FIB freatment the surface 1s typically
analysed by SEM. In a FIB instrument, an ion beam,
typically Ga™, is rastered over the sample causing
well controlled sputtering. Figure 4 shows a scheme
of the application of FIB for the surface cross-
sectioning with the subsequent SEM analysis, as well
as SEM images of the surface topology and cross-
section of a nano-structured tungsten surface, also
known as tungsten fuzz.

III.C ION BEAM ANALYSIS (IBA): NUCLEAR
REACTION ANALYSIS (NRA) AND
RUTHERFORD BACK-SCATTERING (RBS)

Ton beam analysis (IBA) techniques rely on a
high energy (~1 MeV) ion beam produced, e.g_, by a

Ga+
(a)

tandem accelerator. Several beam lines for different
experiments are usually attached to the accelerator. In
the example of the in-situ surface analysis given in
figurel(a), the linear plasma device DIONISOS is
attached to one of the beam lines delivering the ion
beam from the accelerator. There are numerous IBA
techniques available, with nuclear reaction analysis
and Rutherford back-scattering being the most
frequently used in the fusion related PMI research.
For nuclear reaction analysis (NRA), a °He
beam 1in a range of energies 1-6 MeV is usually used,
because ‘He reacts with many fusion relevant
materials. The frequently used nuclear reactions with
He are: D (He,p) “He, 12C (*He p) N,

BC (*He,p) PN, *Be (*Hep) ''B and "'B (*Hep) °C,
all of them having protons as one of the reaction
product. The detection of further elements using other
beams, 1e. H, D and Li, and reactions 1s possible.
Figure 5(a) shows a measurement scheme of NRA.

100Ky IProkes 1TipA  SEZ Stage 01T+ 840
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Figure 4. (a) Scheme of FIB application [12]; (b) SEM image of a FIB cross section for nano-structured surface of a tungsten

sample exposed to He plasma, also known as tungsten fuzz [13].
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Peaks from reactions which were used for the analysis are marked red.

The method can determine the absolute amount of
material in a maximal analysis depth of ~1-10 pm,
depending on the material and the ion beam energy. It
has a moderate sensitivity of ~10° atoms/cm’. The
amount of the material can be determined by a cross-
calibration with a sample with a known amount of
material, or by using available reaction cross-section.
Most of the PMI relevant reactions are incorporated
in the IBA data analysis software SIMNRA [14]. A
typical lateral resolution of ~1 mm, corresponding to
the beam diameter, can be reduced down to ~10 pm
using the p-NRA technique. NRA has a poor depth
resolution, which can be improved by the use of
beams of different energies and therefore different
probing depths for the same sample. Figure 5(b)
shows examples of NRA spectra for 2’C/D and 1’C
reference samples and from a mixed ?C/*C/D layer
deposited on a tungsten test limiter in the tokamak
TEXTOR [15].

For Rutherford back-scattering (RBS), a *
beam 1n a range of energies 1-6 MeV is usually used.
A 3He beam can also be used, thus RBS and NRA
measurements can be combined However, the
market price of *He gas is significantly higher than of
“He. Figure 6 shows a scheme of the RBS technique
and an example of RBS spectrum The energy of

backscattered beam particles 1s Ez = K{(mp,m;, 6.d) xEp,
He (H, Li) beam sample

E,~ 2-6 MeV -.::;:

@ the [ - .

eie?

energy resolving detector
E. = K(m,,m_6,d)-

[ Th

]

where the kinematic factor K is a function of the
beam particle mass m;, scattering particle mass m.,
scattering angle & and depth d and Ej 1s the beam
energy. The method provides quantitative depth
profiles of elements on the sample surface. The
maximal analysis depth is typically ~5 pm The
technique has a high sensitivity ~10'? atoms/cm?. The
latera resolution i1s of ~1 mm (beam diameter),
similarly to NRA. RBS suffers from a pure
discrimination of heavy elements with similar masses
and has a linuted applicability for mixed material
layers and high-Z substrates.

IIL.D SECONDARY ION MASS SPECTROMETRY
(SIMS)

Secondary 1on mass spectrometry (SIMS) utilises ion
probing beams in a range of energies of ~1-30 keV.
The primary beam causes the emission of secondary
1ons from the sample, which are then analysed by a
mass spectrometer delivering information on the
elemental surface composition. Figure 7(a) shows the
scheme of a SIMS apparatus. It usually incorporates
at least two primary ion beam sources, e.g. an oxygen

primary ion beam for probing of electropositive
surface constituents and a caesium primary ion beam

for electronegative elements.
(b)
. heavy
:g light substrate impurity
)
£
energy E,

Figure 6. (a) Measurements scheme of RBS and (b) typical RBS energy spectrum for a heavy impurity on a light substrate.

13



In some SIMS devices, an additional ion beam
1s used for the surface spuftering to obtain a high
quality depth profiling. The method has a high lateral
resolution of ~100 nm - 1 pm The modern SIMS
devices, especially those equipped with a time-of-
flight (TOF) mass spectrometer, have a high mass
resolution and are able to resolve different molecular
fragments. One drawback of the method 1s that only
sputtered ion are analysed. The neutrals, which are
the majority of sputtered particles, get lost. The
process of the production of secondary ions is
complex. Therefore, SIMS typically delivers
qualitative but not quantitative information on the
material composition. If the depth profiling 1s applied,
the sputtering rate of the SIMS apparatus can be
calibrated by measuring the depth of the SIMS crater
by a surface profilometer.

Figure 7(b) shows an example of the SIMS
depth profiling of a mixed layer deposited on a
collector probe during a full experimental campaign
in the tokamak TEXTOR [17]. The SIMS
measurement was stopped when the signals dropped
by a factor of two, corresponding to the bottom of the
layer. Then the crater depth of 1.1 pm was measured
by a stylus profilometer, thus, the sputtering rate of
SIMS was obtained. The layer consists mainly of
carbon from the normal plasma operation, with
carbon being the main plasma impurity in TEXTOR,
and boron from the boromisation wall conditioning.
Seven boronisations were performed during the
experimental campaign, which 1s reflected in the
SIMS depth profiling.

IV. MEASUREMENTS OF EROSION AND
DEPOSITION

IV.A QUARTZ MICROBALANCE (QMB)

The quartz microbalance (QMB) technique uses

the fact that the quartz (S102) crystals have a
resonant frequency changing with their mass. Quartz
crystal microbalance (QCM) is a different notation
for the technique. For commercially available quartz
crystals for QMB, the resonant frequency is usually a
few MHz, decreasing when gaining mass with a rate
of ~10 08 g/Hz, thus providing a high mass
sensitivity corresponding to about one monolayer of
deposition on the quartz surface. Electronics
measuring the crystal frequency have to be placed
close to the detector, which increases the complexity
of the QMB application in fusion devices. Another
drawback 1s the sensitivity of the resonant frequency
on the surrounding temperature. In fusion devices the
particle flux 1s typically accompanied by a significant
heat flux. Therefore, the influence of temperature on
the QMB signal has to be monitored. It is often done
by a second, reference, quartz, which 1s placed close
to the first, measuring quartz. The reference quartz
has sinular temperature as the measuring one, but is
mechamically covered to prevent any deposition on 1t
and to keep its mitial mass. Thus, the reference quartz
has only the temperature response and can therefore
be used for the temperature compensation of the
measuring quartz.

The piezoelectric constant of quartz drops
sharply for temperatures >300°C and reaches zero at
the Curie point of 573°C. Therefore, QMB systems
are typically installed in remote areas of a fusion
device, where the heat flux is low. Material eroded
from plasma facing components under the plasma
impact 1s transported to remote areas where it is
collected by QMB systems. Therefore, although
actually measuring deposition, QMB systems are
used as in-situ erosion monitors of the plasma facing
components.

Figure 8 shows the scheme of QMB application
in a plasma device as well as photographs of
commercially available QMB systems [18] and of a
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Figure 7. (a) Scheme of a SIMS apparatus: (yellow) primary ion column consisting of (1) and (2) ion sources, (3) primary
beam mass filter, (4) immersion lens, (blue) secondary ion extraction system consisting of (5) specimen, (6) dynamic
transfer system, (7) transfer optical system, (8) electron flood gun, (orange) mass spectrometer consisting of (9) entrance
slit, field aperture, (10) electrostatic analyser, (11) energy shit, (12) spectrometer lens, (13) electromagnet, (14) exit sht,
(green) detection system consisting of (15) projection lenses, (16) electrostatic sensor, (17) and (18) 10n detectors and (19)

Faraday cup [16]; (b) SIMS depth profile of a layer deposited on a collector probe nstalled for one expen

tal campaign

in TEXTOR. showing anti-correlated signals of carbon from the tokamak operation and boron from the boromzations [17].
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Figure 8. (a) Measurement scheme of QMB; (b) commercial dual QMB sensor [18]; (c) QMB diagnostic used at JET 15
protected by a graphite cover against heat loads [19.20].

QMB system for the in-situ application i the exposure (figure 9(b)). A full erosion-deposition

tokamak JET [19,20]. pattern of the tile surface was reconstructed by
combining the surface profiles across the recessions

IV.B APPLICATION OF MARKER TILES done in both toroidal and poloidal directions (figure
9(c).

There are numerous methods which can
quantify the amount of deposition on a certain sample REFERENCES
or a tokamak wall file. It is significantly more
complicated to measure the erosion, something which [1] Ch. Linsmeier et al, Material testing facilities
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techniques. Markers have to be prepared on samples testing, Nucl. Fusion 57 (2017) 092012.
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called "smart tiles". Typically the installation of Fusion Sci. Technol. 59 (2011) 51.
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L. INTRODUCTION

The measurement of plasma quantities is a difficult
task since the plasma cannot be treated like normal
material. The properties of a plasma with an electron
density < 1 x 10?* m—? and temperatures up to sev-
eral keV asks for sophisticated probes. Any measure-
ment of plasma quantities with solid probes will yield
interactions with the plasma and cause a perturbation
of the measured quantity. Inside a hot plasma those
methods are not applicable, since they cause a con-
tamination which, on the long run, ends in a disrup-
tion of the plasma. Therefore it is necessary to use op-
tical properties as refraction and reflection as tool for
plasma diagnostic. Plasmas in fusion experiments are
transparent when looked with human eyes. However,
choosing the right wavelength where refraction effects
are large, plasma properties can be accessed. The
propagation of millimetre and sub millimetre waves
in a plasma is quite sensitive to refraction and re-
flection. In addition those waves are less demanding
regarding their installation requirements on fusion fa-
cilities either tokamak or stellerator due to the little
space requirements. Microwave radiation can easily
be guided in wave guides, either oversized or funda-
mental ones, which can be bend around corners and
which widens the application range. Furthermore due
to the rapid growing application in telecommunica-
tion, active as well as passive microwave components
have become less expensive and more powerful.

Refraction and reflection allows to obtain information
on the plasma density, when actively probed by mi-
crowaves. An other way of diagnosing a hot plasma
is the measurement of the emitted radiation in the
microwave range. With both methods main plasma
parameters as the electron density and the electron
temperature can be measured quite accurate and reli-
able. However, also the measurement of fluctuations
in density and temperature and the determination of
the plasma current density are possible with sophis-
ticated microwave diagnostics. Using more than one
observation location and performing cross correlation
analysis yields information on the propagation of the
plasma and the properties of turbulent structures can
be achieved under certain assumptions. Those mea-
surements contribute a lot on the understanding of
turbulent transport and the interaction of different
scales from microscopic (furbulence) to macroscopic
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(flows).

In the following section the propagation of electro
magnetic waves in a plasma is reviewed. Sections III
to VI are devoted to different diagnostic techniques.
Section VII gives an outlook on future applications.

II. THE DISPERSION RELATION FOR THE
PROPAGATION IN PLASMAS

Starting point is the Appleton-Hartree equation [1]
which relates the refractive index N to the probing
frequency w.

A-(1-A4A)
2 — p—
N=o=1 1-A—-1/2B?%sin?0 £ C @
2
A — w‘ﬂ; ; B — Wee
w w
1/2
c = [(1 /2B2sin%0)” + (1 — A)? B2m329]
Here wy. denotes the plasma frequency and w.. the

cyclotron frequency:

2
Wpe = Es Wee = cB (2)
‘l‘ €0MMe mey

7 takes into account relativistic effects, e denotes the
electron charge, m, the electron mass, n, is the elec-
tron density and B the local magnetic field. The an-
gle # in Eq. 1 denotes the angle between the wave
vector and the magnetic field. In the case § = 0
the propagation is parallel to the magnetic field. For
8 = /2 we have a perpendicular propagation. In this
case two solutions for the refractive index are possi-
ble, depending on whether the electric field vector of
the wave E is parallel to the magnetic field (O-Mode)
or perpendicular (X-Mode). The refractive index for
both cases is given in equ. 3.

w?

O-Mode N3 = 1--% @)
X —Mode N} = wpe (2 — )

T2 (2 — 2 _ o2
w(w wpe Wee

All microwave diagnostics studying the propagation
of millimetre waves are based on these equations, re-
gardless of being applied in fusion plasmas, telecom-
munication, surface inspection or climate research.



III. INTERFEROMETRY

A standard tool for measuring the electron density
n, within a plasma is an interferometer. In this
case we have the refractive index for X-Mode which
is investigated with the additional assumption that
wWee/w < 1, neglecting the effects of the magnetic
field. The measurement of the electron density is
done by comparing the phase change of two wave
trains, one travelling through the plasma, and an-
other travelling through vacuum or air and which is
used as reference. The phase change for a given wave
number k and frequency is given by:

A = f (ptasma — ko)dl = f (N-1)Zd (@)

The above equation can be rewritten with the use
of the critical electron density n. at the cut-off layer
where N = 0. From Eq. 2 we achieve the critical
density as

2
€T W
Me = 0 82 (5)
yielding for the phase change:
Ap = 2 f(1!'1—ﬂ—e—1)d£
c T
w
= - dl 6
7o [ . (6)

Here, it has been assumed that n. < n,., truncating
the expansion of the square root expression after the
first term. Such a phase change can be measured by
an interferometer.

Several types of interferometers exist. Two arm in-
terferometer like Michelson Interferometer or Mach-
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Figure 1: Schematic view of a Mach-Zehnder Inter-
ferometer

The major difference between the Michelson- and the
Mach-Zehnder-Interferometer is the fact that the ref-
erence as well as the plasma path are only passed once
in the Mach-Zehnder set-up. Two major drawbacks
of all those types of interferometer are:

e The ambiguity of phase changes for A@ =n -7
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o Amplitude variations due to refraction or absorp-
tion of the beam

To overcome those problems the frequency of the ref-
erence wave is shifted with a rotating grating. The
detector will mix the two incoming frequencies from
the plasma path w; and the reference path ws; and
yield an intermediate frequency Awp = w; —ws and its
higher harmonics. Such a detection scheme is called
a heterodyne receiver. An additional phase change
due to the plasma yield Aw = Awg + d®/dt. This
allows a distinction between positive and negative
phase changes.

To allow for interferometric measurements of n, the
following conditions have to be fulfilled.

o Sufficient power level for splitting the beam into
radial separated chords and enough to detect at
the same time 1% modulation in density with a
time resolution < 100 ps

o No cut-offs or resonances in the plasma for the
desired frequency deduced by the maximum 7,
which can be achieved

e Small angular deviation of the beam (a0 <
10 mrad)

An interferometer-polarimeter of Mach-Zehnder
type [2] using a HCN-laser operating at a frequency of
800 GHz was installed at TEXTOR (see fig. 2) where
the signals are detected by pyroelectric detectors. As
can be seen from Eq. 6 the interferometric phase shift
is integrated along the line of sight yielding line av-
eraged densities. However, of importance is the local
electron density and its profile. To fulfil an accu-
rate calculation of the local density from the phase
shift, tomographic methods have to be used. The
phase shift has to be measured within a poloidal cross
section of the tokamak with several chords at differ-
ent radial position. Therefore assumption about the
shape and symmetry of the plasma have to be made.
With an inversion procedure (Abel-Inversion) a den-
sity profile is caleulated.

A draw back of the previous mentioned short wave-
length is the sensitivity to vibrations of the interfer-
ometer frame. Already small vibrations yield a dis-
turbance of the path length and therefore an error
in the phase measurement. To overcome this prob-
lems (i) the optics has to be mounted in a rigid frame
or (i) two different wavelength should be used. The
shorter wavelength measures the disturbance of the
diagnostic and the longer wavelength measures the
refractive effects due to the plasma. From the geo-
metrical point of view a multi chord interferometer
is best suited for devices with circular plasma cross
section. In D-shaped plasma only a few chords can
be realized, mainly due to the restricted access from
the top of the vessel. In this case other diagnostics
are needed to calculate the required density profiles.
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Figure 2: Schematic view of the nine channel
HCN-interferometer-polarimeter as it was installed
at TEXTOR. The thick lines show the optical path
of the nine vertical, the horizontal and the reference
channels.

A. Dispersion Interferometry

The main draw back of a Mach-Zehnder or Fabry-
Perot interferometer is the sensitivity to vibrations,
specially for large devices like ITER and DEMO. This
drawback can be overcome by using a second inter-
ferometer with a different wavelength and operated
at the same path as the first one. or by using a dis-
persion interferometer [3, 4] which is not sensitive to
phase changes due to vibrations. Probing and refer-
ence path use the same geometrical path but at differ-
ent frequencies. Therefore a non linear erystal is used
which generates the 2" harmonic of the incoming fre-
quency. Both waves at 1°* and 974 harmonic propa-
gate through the plasma. After passing the plasma a
second non linear crystal generates the 2" harmonic
of the incoming frequency with the phase information
due to passing the plasma. after eliminating the 1°*
harmonic in a frequency selective filter the interfer-
ometer pattern of the two 24 harmonic frequencies is
detected by a photo detector (see fig. 3). The phase
difference is the difference between twice the phase
of the fundamental frequency and the phase of the
274 harmonic travelling through the plasma an can
be expressed by:

AD = % / [N(w) — N(2w)]dl (7)

With the equation for the refractive index No the
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phase change can be written as:

3e?

AP = ———
Smegmeac?

A<nld> (8)
with A being the probing wavelength and < n.l > the
line integrated density. It should be noted that A®
increases with the used wave length. In most systems
the incoming laser light is reflected at a mirror in the
vessel. Due to material erosion and deposition such
mirrors show a degradation of reflectivity. A compro-
mise for the used wave length is found in CO5-Laser
at 28.3 THz corresponding to A = 10.6pm. Such a
system is installed e.g. at LHD |[5] for density control.
It has a temporal resolution of 300 is and a sensitiv-
ity of < el >min< 3% 107 m~2. Also at W7-X a
dispersion interferometer is installed to measure the
line averaged density in the plasma [6]

Selective
Filter
g — w260,
W A i I
~ l'_| 26, D, (1)
e - Detector
Frequency Frequency
Duplexer Duplexer

Figure 3: Principle scheme of a dispersion interfer-
ometer from [7].

IV. POLARIMETRY

In a tokamak the estimation of the current profile
is of importance because the magnetic configuration
is a superposition of toroidal and poloidal magnetic
field. The latter is caused by the plasma current. Due
to the magnetic field the refractive index is different
for the two circular components of a linear polarized
incident wave. In the case of a plasma current, gen-
erating a poloidal magnetic field, the interferometer-
polarimeter set-up shown in fig. 2 is sensitive to the
parallel component of the poloidal magnetic field [2].
For a propagation of the wave parallel (# = 0°) to the
magnetic field component, the refractive index can be
achieved from Eq. 1 retaining only first order terms
in B, then we get:

N%,o =~1— A+ ABcos# (9)
The difference in N causes a different propagation
speed of the O- and X-mode wave, which causes a
rotation of the electric field vector of a linearly polar-
ized wave (Faraday Rotation). This is a rotation of
the polarization plane. The phase change along the
propagation direction (z-axis) is given by:

A® =L (Ny —No) 2 (10)

c

The Faraday rotation angle @ depends only on Bdl
and m.. It can be expressed by the measured phase



change and making use of Eq. 9 where only the first
order terms in w,./w are considered.

o — Ad e /' n. B-dl
B 2 _2m¢C ﬂe(l - ne,‘lrnc)lfz
e 1
~ .n.B-dl 11
2m. e ) ne e (11)

This last approximation is valid if the ratio of electron
density to critical density (n,.) is less than one. With
the measurement of e the poloidal magnetic field can
be estimated. The approximation is only depending
on n,. which itself is a function of the used wavelength
and the magnetic field, so that a numerical approach
can be expressed by

1.5 x 1077 A2 [mm]
x ne[em™] B[Gauss] (12)

a [degree/em)

After the measurement of the poloidal magnetic field
at different radial positions the plasma current profile
j(r) as well as the g-profile can be estimated.

V. REFLECTOMETRY

In contrast to interferometry reflectometry measures
the reflected signal of a probing microwave (w,.s)
from a cut-off layer (R,,) corresponding to a cut-off
frequency (weo) in the plasma. The propagation time
and the phase of the reflected wave contains infor-
mation on the position of the cut-off layer and infor-
mation on the density fluctuations [8]. At R., the
refractive index is Np x = 0. Beside the frequency
the cut-off position depends on the polarization as
well (e.g. selected by the orientation of the launch-
ing and receiving antenna). The phase change can be
calculated by Eq. 13,

P Reo

o=
c

Nx.o(R,w)dR — g (13)

Redge

where ¢ denotes the speed of light and Nx o the re-
fractive index for X- or O-mode polarization as de-
duced from Eq. 3. At the R,, a phase jump of 7/2
will take place. Reflectometry can be done in O-Mode
and X-Mode, respectively. In case of X-Mode reflec-
tometry Ny is a function of the magnetic field and
it has the advantage that n.(r) = 0 at Wee = Wee
which offers a stable initialization condition for the
measurement of density profiles. In contrast to O-
maode reflectometry which needs a monotonic increas-
ing density profile to access all radii, X-mode reflec-
tometry covers a larger radial range. Furthermore
the smaller wave length yield a smaller radial error-
bar of the measurement. Concerning its accuracy the
radial resolution depends on the density scale length
and the fluctuation level. Reflectometry is therefore a
good tool for plasma density profile measurements in
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the gradient region and for density fluctuation (tur-
bulence) measurements. As in interferometry where
the two signals are compared to get the phase differ-
ence in reflectometry the reflected signal is compared
to a signal which travels a well known delay line to
obtain the phase information.

An overview on the diagnostic potential of the reflec-
tometry can be found in [9].

A. Density Profiles

The determination of the density profile was some-
what difficult in the past due to the large sweep times
of the available microwave generators. The sweep
time of the generators should be less or equal the
life time of the fluctuation which is in the order of
10-20 ps. Today’s technique allows a sweep time less
than 2us using hyperabrupt varactor tuned oscillators
(HTO) [10, 11, 12, 13]. In this case the fluctuations
can be considered as frozen during one sweep of the
oscillator. For profile measurements both polariza-
tions can be used. Independent from the polarization
the net time delay (7) is given by:

dd df . _4
() =2 =15 (14
Here fp denotes the beat frequency of the refer-
ence and the reflected wave and d®/dw(f) denote
the group delay. It is essential to know the linear
frequency response on the the generator voltage, be-
cause it causes uncertainties in the estimation of the
time delay. The density profile is reconstructed from
an initialization procedure. Furthermore the sam-
pling rate for such a system should be large, so that
the fluctuations can be treated as frozen. In today
set-ups a sampling frequency up to 50 MHz and more
is necessary to have a good frequency resolution of
the beat frequency during one sweep. In fig. 4 the
set-up of an instrument designed for stellarator W-
7X is shown [14]. The instrument is planned for the
measurement of the electron density profile in front
of the ICRH antenna. To improve the coupling of
the ion cyclotron waves the knowledge of the den-
sity profile in front of the antenna is necessary. The
profile reflectometer consists of two frequency bands
E (60 GHz to 90 GHz) and W (75 GHz to 110 GHz).
The VCO frequency is controlled by a signal gener-
ator (Red Pitaya). The signals are modulated by a
single side band modulator before multiplexing and
launching into the plasma. The reflected signal is
mixed with the reference signal coming from a delay
line (DL).

B. Turbulence and Rotation Measurements

With one launching and receiving antenna informa-
tion on the phase fluctuation can be retrieved from
reflectometry. This can be related to density fluc-
tuations as long as the phase fluctuation are small
and not saturated. However, at the plasma edge the
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Figure 4: Principle scheme of the density profile re-
flectometer

turbulence level becomes large and small angle scat-
tering effects disturb the measurement. It makes the
estimation of the turbulence level more complicated
and sometimes even impossible.

The use of more than one receiving antenna surround-
ing the launcher allows the calculation of cross cor-
relation as function of the toroidal and poloidal sep-
aration of antennae. The so called Correlation Re-
flectometry (CR) is often used to measure turbu-
lence properties. An example of the antenna head
for the Correlation Reflectometry at AUG is shown
in fig. 5. Correlation reflectometry is sensitive to long
wavelength turbulent structures with wave numbers
ki < 3em—! [15]. Correlations can be achieved by (i)
an array of antennae measuring at toroidally and/or
poloidally separated positions or (ii) by two reflec-
tometers operating at different frequencies to obtain
radial information on the turbulence structure and on
the radial transport. A combination of both methods
is possible as well. Using antennae arrays poloidally
or toroidally separated and aiming on a common fo-
cal point yields further information on the poloidal
or toroidal structure of the turbulence, e.g. poloidal
correlation length (A} ) and decorrelation time (74.).
However, the propagation time At between receiving
antenna must fulfil the condition At = As/v) < 7y,
where As is the distance between the correlated an-
tennae. In fig. 6 an example from poloidal CR shows
the complex amplitude and cross phase spectra de-
duced from the quadrature detectors.

From the complex amplitude spectrum different types
of fluctuations can be recognized. Most pronounced
are broad band fluctuations (BB)and the quasi coher-
ent modes at low and high frequency (QC LF and QC
HF). The different propagation velocities of the quasi
coherent mode are obvious from the different slopes in
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Figure 5: Photograph of the installed correlation re-
flectometry antenna at AUG. The middle antenna in
the right column launches the microwave and the sur-
rounding antenna measure the reflected signal.

the cross phase spectrum. For signals from poloidal
separated antennae the angular velocity (Q4.,4) of the
turbulence is measured from the cross phase (®) be-
tween the signals from two or more antennae [16].

2T o

2= do/dfr’

(15)
where « is the angle between the antennae. With the
assumption that the additional phase velocity of the
turbulence is small compared to the poloidal plasma
velocity 2,4 = Qg.p is valid. This allows to es-
timate the radial electric field E, from the measured
turbulence rotation. With vy, = Q4yrp - 7, Where 7,
is the radius of the reflection point the radial electric
field is calculated as E, = vb - B. This gives the
possibility to compare the measure E,- from reflectom-
etry with neoclassical calculation which is important
for to deduce the influence of anomalous transport.
In case of a high sampling rate of the reflected reflec-
tometry signal it is also possible to analyse velocity
oscillations. Such oscillations go along with the exis-
tence of zonal flows and geodesic acoustic modes. In
this cases the velocity oscillations introduce an ad-
ditional velocity shear which could reduce turbulent
transport.

In a paper by A. Krdmer-Flecken et al. [17] it has
been demonstrated that poloidally and toroidally sep-
arated antennae allow the determination of the incli-
nation angle of the magnetic field line at r.. The
projection of the distance of different antennae com-
binations on the direction of v, B (see fig. 7) yield
different values for delay time At. With the assump-
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Figure 6: (a) Amplitude spectrum obtained from re-
flectometry showing the different fluctuation compo-
nents. (b) The different propagation velocities are
determined from the slopes in the cross phase spec-
trum.

tion of a constant v the ratio of the measured delay
time is proportional to the magnetic pitch angle.
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Figure 7: Schematic view of an antennae array. It
shows the projection on the v, axis for combinations
BD and EC.

Correlation reflectometers are installed at different
devices. The first one was installed at T-10 [18]. A
similar system was operated at TEXTOR [16]. More
recent applications of correlation reflectometry can
be found at AUG [19] and the stellarator W7-X [20].

An alternative method to deduce plasma velocity is
the Doppler reflectometry [21]. Here the plasma ve-
locity is deduced from the Doppler shift of the re-
ceiving microwave. Instead of measuring the 0t* or-
der reflection which is used in standard reflectome-
try higher order diffraction is used for Doppler reflec-
tometry (see fig. 8). In most cases a tilted antenna
(not perpendicular to the flux surface) is used for the
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launching and receiving microwave. In this case the
tilting angle is adjusted to measure the -1°¢ order of
diffraction and a monostatic antenna arrangement is
sufficient. Such an set up is sensitive to different wave
number values (k) ) depending on the tilt angle. Se-
lecting the tilt angle of the antenna allows to measure
a certain wave number. This is the major advantage
of Doppler reflectometry: measurement of turbulence
at different wave numbers to obtain a wave number
spectrum. The relation between the measured wave
number and the tilt angle is given by:

k| = 2kgsin oy, (16)

Here ky is the wave number of the probing microwave
in vacuum. If the reflection layer in the plasma is
propagating with a velocity v, , a frequency shift of
Aw = —vy - k) is observed. As for CR, Doppler re-
flectometry is able to deduce the radial electric field
when the phase velocity of the turbulence can be ne-
glected. Doppler reflectometry extents the measure-
ment of turbulence properties to higher k; values
and opens the window to electron temperature gradi-
ent driven turbulence. In case several Doppler reflec-
tometry systems are operated at different frequencies
cross correlation analysis can provide information on
radial wavelength of the turbulence as well. Doppler

Synthesizer

13-20GHz 26-40GHz

Acosh  Asing

Figure 8: Principle of Doppler reflectometry as in-
stalled at LHD. Figure taken from [22]

reflectometry is installed on mostly every fusion de-
vice in the world. It has become a working horse for
the estimation of rotation and E, -profiles [23].

Of interest is the measurement of the turbulence or
wave number spectrum at the same radial position
and time. This asks for the launch of a frequency
at different tilt angles. Such non-mechanical steer-
ing antenna can cover for small frequency variations
a range of —20° to 20°. The phased array antenna
(PAA) is developed at the University Stuttgart [24].
A first application of the PAA has taken place at W7-
X [25] together with a Doppler reflectometer set-up.
Another diagnostic mainly to study the small scale
fluctuations is the upper hybrid resonance (UHR)



scattering [26, 27]. The principle relies on the
backscattering of a launched X-mode microwave at
the UHR. After mixing the local and the time delayed
received waves a spectrum is obtained. The ampli-
tude of the spectral components depends on the time
delay between the launched and the received wave
and allows to estimate the wave number of density
fluctuations. At the UHR also a conversion from X-
to O-mode takes place. The backscattered O-mode
component contains information on magnetic fluctu-
ations. If the receiving X-mode antennae is replaced
by a O-mode sensitive horn it is in principle possible
to measure magnetic fluctuations as well.

A major draw back of the discussed different reflec-
tometer system is that the measurement takes place
at one radial position only at one time. To obtain
more information along the radius the simultaneous
probing of many frequencies is necessary. the comb
reflectometer is able to launch a collection of differ-
ent frequencies into the plasma. In principle the an-
tenna front end can be the same as for the Correla-
tion and Doppler reflectometry. Only the frequency
generator has to be replaced by a frequency comb.
Such a first comb reflectometer in Ka-band (24 GHz
to 40 GHz) has been installed at Large Helical Device
(LHD) [28]. The steps between the single frequen-
cies was set to 410 MHz and the frequency spectrum
ranges from 0 GHz to 20 GHz. With a x2 the frequen-
cies are covering the Ka-band. As an antenna set-up
the standard Doppler reflectometry set-up was used.
The detection of the signal becomes more complicated
because for every single frequency of the comb a de-
tection circuit is necessary which needs a splitter in
the microwave path. As a consequence the power af-
ter the splitter drops down. Recently a design for a
variable frequency comb reflectometer was proposed
for ASDEX Upgrade [29]

VI. ECE DIAGNOSTIC

In this section the properties of the radiation emit-
ted by the plasma are investigated. A review on the
theoretical aspects of the propagation of microwave
radiation in a plasma can be found in [30].

The radiation results from gyrating electrons at a fre-

quency We.,

B
£ (17)
m, - 'T

where v is the relativistic mass factor. Due to rela-
tivistic effects the radiation is emitted also in higher
harmonics of w,... Having a spatial varying toroidal
magnetic field as in a tokamak where B, o 1/R a
relation between the emitted frequency and the loca-
tion within the plasma is possible. In the case of a
Maxwellian energy distribution of the electrons the
intensity of the emitted radiation can be related to
the temperature. The emitted frequency spectrum
can be described by Planck’s equation. In a fusion

Wee =
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Figure 9: Brightness as function of frequency.
The region of cyclotron frequencies used for T.-
measurements is indicated by dashed lines

plasma fuw < kT, is fulfilled and the Rayleigh-Jeans
approximation can be used.

w?. T,

Iw) = BW) = 55

(18)
Shown in fig. 9 are the brightness curves for 4 dif-
ferent temperatures. It is clearly seen that the re-
gion of the cyclotron frequencies is governed by the
Rayleigh-Jeans approximation which depends linear
on T.. The measurement of the intensity of the emit-
ted frequency alone is not sufficient. Also the trans-
port of the radiation from its point of emission across
the plasma to the observing antenna has to be taken
into account. The transport of the radiation is de-
seribed by
dl

ds

where s is the ray path and « the absorption coeffi-
cient and j the emissivity which are itself a functions
of the frequency. The differential equation can be
integrated yielding

jw) =1 a(w) (19)

j -

I(s2) =1I(s1)-e7™ + > M—e ™), Ta1=T2—71
(20)

where 7 is the optical depth defined by:
- j a(w)ds (21)

The absorption coefficient is itself a function of local
plasma parameters as n,., 7., the polarization of the
wave (e.g. X- or O-Mode) and the harmonic number.
‘With respects to cut-off’s a suitable measurement of
the electron temperature is performed for X-mode
perpendicular propagation # = 90°. In this case T
can be calculated from a WKB approach as outlined
in paper by Bornatici [30].



For optical thick plasmas (7 3 1) the first term on
the right side of Eq. 20 becomes small, yielding:

w? T, .
gaa (-e)

As mentioned above, the propagation of electron cy-
clotron radiation in a plasma is limited by resonances
and cut-off’s. To find those positions we start from
the Appleton-Hartree relation (Eq. 1) again. As al-
ready known from the first section the refractive in-
dex decides about cut-off and absorption frequencies
for the propagation in X-Mede. Cut-offs and reso-
nances are depending on the local B- and n_-values.
For N2 = 0 a cut-off will reflect the wave. If N? = oo
a resonance will absorb the wave. As can be seen
from the Eq. 3 for X-Mode propagation perpendicu-
lar to the magnetic field we get the following equation
for cut-off,

2wl +wZ
w001,2=J( E w)zl:

T = @22

\/ (2 +u2)

2 1 Wpe
(23)
and for resonances in the plasma we get:
W = Wpe (24)
w = Jwl +wl (25)
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Figure 10: Cut-offs and resonances for a parabolic n.-
profile and B; = 2.25 T and n™** = 5 x 10 m—= and
Ry = 1.75m. Furthermore the first three harmonics
of the electron cyclotron frequency are shown

From fig. 10 it becomes clear that the 1°¢ harmonic
can not be used for ECE-measurements since w,, <
wpe for 1.8 < R < 2m. But as long as the n, is
small enough the 2"¢ harmonic is very well suited
to measure the electron temperature. However for
an increased density the cut-off frequency w.,1 over-
comes the 2" harmonic. Already when the local n.
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reaches 80 — 85% of the cut-off density the 2 har-
monic intensity drops, because of the divergence of
the antenna beam [31]. In this case the 3" harmonic
must be used. Disadvantage of this method is that
the plasma is not optical thick for the 3™ harmonic.
Also multiple reflections of the radiation due to the
plasma facing walls have to be taken into account.
Therefore the first term in Eq. 20 is not zero and re-
flections from the wall have to be taken into account.
The reflection coefficient p of the wall is material de-
pending. For a wall covered by graphite tiles p = 0.7
is achieved [32]. The equation for the estimation of
the temperature has to be modified

w2 T. (1—-e7)
8.2 1—p-e
This method needs the knowledge of the local electron
density and temperature when calculating the optical
depth. The measurement of T, from 37d harmonic is
restricted to a small frequency range mostly in the
plasma core. At the plasma edge of the outboard side
of the plasma an overlap of where the frequency range
of 27 and 37 harmonic takes place (see fig. 10) and
a mixture of both harmonics will be measured and
yield wrong T.-values.
The technique to measure the emission of the 27¢ har-
monic is not simple. As can be seen from fig. 9, the
power ranges from several nW to ptW. The radiation
measurement at frequencies above f = 70 GHz is dif-
ficult since the amplifier in this frequency range are
noisy and the total amplification of the signal has to
be around 80 dB, due to the low input power. To over-
come this problem heterodyne radiometers are used
for the measurement of T.. They use a local oscilla-
tor for down conversion of the input frequency. As
local oscillators Gunn-diodes made of GaAs are used
because they are stable in frequency and have long
lifetime compared with other microwave sources. The
incoming RF-frequency is mixed with the frequency
of the local oscillator, yielding an intermediate fre-
quency (IF). The IF will pass a narrow filter with
Af = 100—200M H z. This filter is responsible for the
radial resolution of the radiometer. The noise tem-
perature of such a radiometer is below T.,. < 1000 K.
Unfortunately it is not possible to sweep the Gunn-
diode over a large frequency range with constant out-
put power therefore a broad-band mixer is used which
covers the region from 2 GHz to 10 GHz. With a mul-
tiplexer and additional narrow bandpass filters T, can
be measured at several frequencies using only one LO-
oscillator. This kind of radiometer has in general a
higher noise temperature of T.,. =~ 4000K. A typ-
ical example of a modern ECE diagnostic is shown in
fig. 11. The system is installed at Tore Supra [33] and
is operated with 4 local oscillators. The mixer cover
a frequency range of 2 GHz to 18 GHz and after the
mixer the signal is filtered and splits into 8 channels
each. In total 32 radial positions can be measured
with the system.

Trﬂd _
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(26)
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Figure 11: Set up of an ECE system at Tore Supra.
The black dashed line shows the separation between
the high frequency and the IF part.

Furthermore the investigations towards 2-
dimensional images (poloidal cross section) from the
plasma in the range of microwave frequencies needs
advanced antennae technique. Without a probing
beam and a detector array in covering the 274
harmonic cyclotron frequencies small scale structures
in T, can be resolved. However, the same optical
set-up can also be used for the mircowave imaging
reflectometry (MIR) as shown in fig. 12. In this case
a probing frequency is launced in the plasma and the
receivers have to be replaced by those covering the
O-mode cut-off frequencies. With such a diagnostic
an image of the density fluctuations on a flux surface
can be achieved. A successful MIR set-up is installed
at the Korean tokamak KSTAR [34]. The system
has in total 16 channels with a poloidal spacing of
2.3mm for the measuremet of density fluctuations.
First experiments using ECE imaging are successful
implemented at AUG [35]. Recent investigations of
synthetic aperture microwave imaging for passive and
active operation have been started at MAST [36].
The system operates with a time resolution of 10 ps
and records images at 16 different frequencies. With
such a system propagation as well as the pitch angle
of turbulence can be studied.

ToThmmnScmurih_\H ]mgnfizi: .
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Figure 12: Set up of an MIR imaging system at TEX-
TOR.
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A draw back of all microwave imaging diagnostics is
the space needed for the installation. In all cases a
large port window in necessary to launch radiation
into and collect radiation from the plasma.

Beside heterodyne radiometer Michelson-
interferometer or a grated polychromator are
used to measure T.. The Michelson-Interferometer
is mostly used to measure the emitted microwave
radiation over a large frequency range (e.g. 1%
-4t" harmonic). This is done by a vibrational or
pneumatically mirror in the device, allowing a scan
over a large frequency range within =~ 10ms. Since
the power transferred to detector is very small the
detector noise has to be reduced as much as possible
by cooling with liquid helium.

Applications of Michelson-interferometer are found
on several devices. It can be used to measure non
Maxwellian components in the spectrum from com-
parison of comparison of the intensity of different har-
monics [37]. Due to the long scan time a Michelson-
interferometer is not well suited to measure tempo-
ral and spatial resolved electron temperature in the
plasma. However, it can be used to measure the level
of stray radiation in produced by electron cyclotron
heating in a plasma [38].

VIL. AN OUTLOOK TO FUTURE APPLICATIONS

‘What are the main directions in the development of
microwave diagnostics? The rapid increase in the de-
velopment of microwave components for the automo-
tive sector will make standard reflectometry diagnos-
tics for today devices smaller and more cheap. Al-
ready today the development of monolithic microwave
integrated circuits (MMIC) allows to integrated a full
‘W-band radar sensor in a matchbox, includibg sev-
eral amplification stages as well as the mixer. This
kind of sensors, developed by Fraunhofer for Applied
Solid State Physics are applied in industry for precise
distance measurements in dusty environments or as
landing aid for helicopters. A draw back at the mo-
ment is te small output power. Keep in mind that
microwave diagnostic components in fusion are nor-
mally several 10" meters away from the plasma and
cause large attenuation. Together with smaller an-
tennae correlation measurements of turbulence strue-
tures could be realised easier.

Beside the more technical oriented development new
diagnostic ideas show up as the measurement of the
local magnetic field from the pitch angle or equivalent
to measure the ellipticity of the reflected beam cross-
section (the axis is aligned with the magnetic field)
using coherent detection techniques with two orthog-
onal components [39].But also for the next generation
of fusion devices microwave diagnostics will play an
important role. Due to the robustness with respect
of high heat loads, erosion of material they will play



a major role for the control of thermonuclear reactor
as ITER and DEMO [40].
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ABSTRACT

Laboratory experiments are a key tool to inves-
tigate plasma material interactions for future devices
like ITER and DEMO in a controlled and flexible
manner. They give the ability to determine valuable
data with a well regulated parameter space and are
essential to model and project the expected wall per-
formance and evolution for these systems. This pa-
per gives an overview of the needs and capabilities
of laboratory-scale devices, focusing particularly on
linear plasma devices, their operation and future de-
velopments.

I. THE NEED FOR LABORATORY EXPERI-
MENTS TO STUDY PMI

A key constraint on the size and performance
of fusion reactors of the future such as ITER [1] or
DEMO [2] is the interactions that take place between
the extremely high heat and particle loads expelled
from the plasma and the wall materials which make
up the solid boundary of the containing vacuum ves-
sel. These conditions place strict limits on the choice
of material for the wall and the design of plasma fac-
ing components (PFCs) in order to maximise power
transfer to coolant while minimizing material loss into
the plasma and loss of fuel ions retained in the wall.
At the same time plasma material interactions (PMI)
set limits on the total power which can cross the sep-
aratrix and consequently the total fusion power gen-
erated for a given size of machine [3], the power which
arrives at the divertor surface and the temperature of
the divertor plasma [4]. Overall careful control of the
interaction of the plasma with the wall has been vital
in the continual advancement in fusion power out-
put over the last several decades. For example, the
development of wall conditioning techniques enabled
high temperature plasma conditions and better con-
finement times to be achieved [5]. The invention of
the divertor transposed PMI to a region more distant
from the confined plasma region and enabled an H-
mode with high levels of detachment with suppressed
erosion [6]. The use of Li as a wall conditioning coat-
ing in TFTR led to record fusion power outputs dur-
ing so-called "supershots” [7]. Understanding the in-
teraction between plasma and material has therefore
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been vital to the maturation of nuclear fusion as a
technology. While a great deal has of course been
learnt from experiments in confinement devices, the
development of understanding of PMI in tokamaks
and stellarators is hampered by several issues:

1. The ability to exchange wall materials is typi-
cally limited within a given experimental cam-
paign, which typically lasts months at a time.

2. During this time period many different plasma
conditions are typically achieved, leading to a
complex time history for the material.

3. Time for dedicated PMI studies is limited due
to other demands on the available experimental
time.

4. Diagnostic access of the wall area of interest is
usually difficult due to the limited views via ports
and the competing demands for diagnosis of the
plasma.

5. Understanding of the loading conditions can be
challenging due to the geometry of the plasma,
limited diagnostic coverage, and imperfect con-
trol of the desired experimental conditions.

The advantages of such confinement device ex-
periments are that the conditions are by definition
relevant to the device, and that investigations which
rely on the nature of the confinement device such as
transport around the toroidal extent of the machine
or how impurities from the wall influence the core
plasma are able to be investigated. Several excellent
dedicated modules exist for the study of PMI in-situ,
such as DIMES in the DIII-D tokamak [8] and the
DIM-II manipulator in ASDEX-Upgrade [9]. How-
ever, in these cases the latter three points listed above
still apply. By contrast, laboratory experiments to in-
vestigate PMI possess the following advantages:

1. The PMI can be investigated in a controlled sit-
uation where single or multiple parameters can
easily be varied independently and repeatably.

2. Because of this simplified situation it is easier to
make and validate model-based predictions.

3. Exchange and comparison of samples is typically
faster and easier.



4. Diagnostic coverage is typically more compre-
hensive and diagnostic access is much easier.

5. Because it is a dedicated PMI experiment more
time can be devoted to studying a particular is-
sue.

6. Typically the operational cost of such a labora-
tory scale experiment is much lower than con-
finement devices due to their relative simplicity.

Another limitation for experiments in current day
confinement devices is that they increasingly do not
represent the PMI conditions that can be expected
in ITER and in fusion reactors beyond that. This
includes:

e Very high heat and particle fluxes which leads to
much more challenging performance conditions
for the PFC design to avoid unacceptable dam-
age.

e Much higher duty cycle, leading to much higher
total particle fluences to the wall, as well as fa-
tigue cycling effects.

e Much higher neutron loads and neutron flu-
ences than current day devices, leading to very
large displacement per atom (dpa) levels and sig-
nificant transmutation, generally resulting in a
degradation of thermomechanical properties and
thermal diffusivity.

e Synergistic effects of the above three points.

Here laboratory devices can make a significant
contribution by more closely recreating one or more
of these points, enabling the systematic investigation
of materials undergoing these sorts of loading condi-
tions.

II. TYPES OF LABORATORY DEVICES

Many different types of laboratory devices have
been used to investigate various aspects of fusion-
relevant material performance. These can be sub-
divided into plasma and non-plasma loading devices.
Examples of the latter include electron guns such as
JUDITH-II [10], IDTF [11] or FE-200 [12]; neutral
beam test facilities such as GLADIS [13] or ion beam
accelerators. These types of experimental devices are
typically dedicated to investigating one type of ef-
fect. For example electron beams can well simulate
the expected steady-state and transient loading con-
ditions in fusion confinement devices [14-16], while
ion beams can be used to carry out investigations of
sputtering yields [17] or deuterium blistering [18] in
a highly controlled manner.
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Figure 1: Schematic of Pilot-PSI as an example of a
linear plasma device [20].

In this paper we will focus on (non-confinement
based) plasma loading devices. These are predom-
inantly linear plasma devices (LPDs), but also in-
clude plasma guns such as QSPA [19]. These are
more typically used to investigate multiple effects si-
multaneously, and to identify the synergies between
them. For example the influence of high heat loads
and plasma loading at high fluxes can be simultane-
ously achieved. This brings the exposure conditions
much closer to those expected in ITER or DEMO
and accelerates the development of solutions for the
design of these devices.

A wide number of different designs of linear
plasma devices exist, with a variety of sources, mag-
netic field topologies, vacuum systems and target de-
signs, however LPDs can be seen to consist generally
of a few main components. Contained at one end of
a cylindrical vacuum vessel, a plasma source gener-
ates a low electron temperature plasma of typically
1-10 eV and diameter 1-10 em. This is confined and
guided by a series of magnetic coils to a target re-
gion where materials of interest are investigated (fig-
ure 1). Typically this magnetic field is generated in
steady-state, enabling high fluences of plasma to be
achieved, however pulsed magnetic fields of a few sec-
onds like Pilot-PSI have been used to quickly gener-
ate a short high-flux plasma instead [21]. An array
of ports allow diagnostics such as Langmuir probes,
visible spectroscopy or infrared thermography to be
used to quantify the plasma and target parameters.
The main parameters of interest of a number of LPDs
which are employed in PMI research worldwide are
given in table 1.

Three main types of plasma sources are employed
in LPD’s to reach high flux conditions (> 10?? (m?
s1)). The earliest employed (since the 1980’ for fu-
sion research) in this type of device are DC arc plasma
generators, of which there are sub-sorts such as Re-
flex Arcs, Cusp Arcs or Cylindrical Arcs. These all
work on broadly similar principles. A lanthanum hex-
aboride (LaBg) cathode is heated to a high tempera-
ture (around 1900 K) in the presence of a working gas
at a pressure of a few Pa. LaBg has a low work func-



Property PISCES-A  PISCES-B  NAGDIS-II P5l-2 M. P5I MAGPIE Proto-MPEX

Country TEA TEA Japan Germany The Notherlands — Australia TEA
Source type Reflex Arc Reflex Arc Cusp Are Cylindrical Arc Cascaded Arc Helicon Helicon
B-field strength (T) 0.1 0.04 0.25 0.1 0.01-2.5 0.2 1.0
Electron temperature T, (eV) 320 3.50 0.1-10 1-40 0.1-7 35 1-20
Electron density n, (m3) 101619 10t7-19 101820 1016-19 1ota-21 101819 1018-20
Particle flux I' (m™® &%) 1w —3.102 102 B 10712 10702 1= 1= 17
Beam diameter (cm) 5 5 2 6 1-2 6 8
Ton Energy (bias) (V) 10-200 10-300 10-200 10-300 1-120 1-300 1-20
References [28] [23] [24] [29] [30] [31] [32]

Table 1: Table of selected current linear plasma devices producing high flux plasma (= 10%2 [m'z s"])

Property JULE-PSI MPEX UFP LiMeS-PSI
(projected) (projected) (projected) (projected)
Country Germany USA The Notherlands ~ The Netherlands
Source type Cylindrical arc Helicon C ded Arc C ded Arc
B-field strength (T) 0.1 1-2 0.2 15
Electron temperature T (eV) 1-20 1-25 1-5 1-5
Electron density n, (m™®) 101710 4610 10'%6 — 5. 10%° 101820
Particle flux I' (m-? &%) 10%1-2 107224 10722 10%2-24
Beam diameter (cm) 6-15 10 1-2 1-2
lIon Energy (bias) (eV) 1-300 1-25 1-100 1-100
Unigue features Be, neutron irradiated  Be, neutron irradiated Operando ion Flowing liquid metal
and T exposed samples  and T exposed samples  beam analysis with active cooling
References [33] [32]

Table 2: Table of selected new LPDs currently planned or under construction.
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Figure 2: Schematic of a DC arc plasma generator of
the reflex arc type [34]

tion of around 2.5 eV and therefore thermionically
emits a high current of electrons at this temperature.
Typically the anode of the system is grounded and a
negative potential applied to the cathode. If the mag-
netic field lines are arranged such that the field lines
intersect directly with the anode, such as occurs in
PSI-2 [22], this has the advantage that it burns with
high stability and is easy to ignite, but most of the
power is converted in the periphery region, leading
to a hollow density and temperature profile. In reflex
and cusp arcs, such as are used in PISCES-B [23] and
NAGDIS-II [24] the magnetic field lines are arranged
so that the electrons can only reach the anode via
cross-field transport (figure 2). Instead they are re-
flected between the negatively charged cathode and
target. Because this requires cross-field transport to
ignite and sustain the are, these devices typically op-
erate at low magnetic field strengths of 0.2 T or less.
Other examples of this type of LPD include DiPS
(Korea) [25], TPE (USA) [26], MP? (Korea) [25] and
STEP (China) [27].

A second more recent type of LPD emerged in
the 2000’s and employs Cascaded Arc plasma dis-
charges (figure 3). Unlike the previously mentioned
arcs this type operates at significantly higher pres-
sure (10% — 10° Pa), producing a high plasma density
(102°-2! m=3). In this case the arc is struck from
thermionic emission from a lanthanated or thoriated
tungsten cathode with a sharp tip rather than a wide
LaBg surface. The walls of the discharge channel are
electrically isolated from one another, leading to a
gradual step-down in potential which avoids direct
arcing through the gas which flows through the chan-
nel. A very large pressure decrease as the plasma
enters the vacuum chamber accelerates the plasma to
supersonic speeds, and a shock front forms a few em
downstream as the plasma expands and slows again.
If no magnetic field were applied the plasma would
freely expand, leading to cooling and recombination
to take place. By applying the external magnetic field
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Figure 4: Schematic of helicon source mounted to
window in MPEX [39]

losses to the anode are reduced to cross-field trans-
port which strongly increases the plasma density and
permits extra Ohmic heating of the plasma to take
place. The advantages of this type of source are that a
high density plasma is created which is more relevant
for fusion reactors, and due to the high plasma colli-
sionality the ions and electrons are equilibrated with
each other. A challenge is to avoid recombination of
the plasma due to its low temperature and the rela-
tively high neutral background pressure due to high
gas throughput and low ionization efficiency. To re-
duce this differential pumping is used in Magnum-PSI
to limit the plasma-neutral interactions which low-
ers the pressure in the final chamber to below 1 Pa
[35]. Other LPDs which employ this type of source
include Pilot-PSI (the Netherlands) [21], CIMPLE-
PSI (India), [36], DUT-PSI (China) [37] and CRAFT
(China) [38].

In the last decade Helicon plasma sources have
also started to be employed in LPDs for fusion re-
search (figure 4). Unlike the previous two sources
which operate in DC, these are RF sources which use
an antenna to generate an oscillating electric field.
This accelerates and heats electrons which then leads
to an ionized plasma being formed. Helicon waves
are of relatively low frequency, lying between the
lower hybrid and ion plasma frequencies, and are



named for the spiralling natuer of their waveforms
[40]. Unlike in inductively coupled plasmas, the ex-
citing wave propagates into the plasma, which allows
more global plasma generation by comparison [41].
Helicon sources do not have internal electrodes and so
reduce the introduction of impurities in the plasma,
and can generate high temperature and density plas-
mas, however they can be complicated to couple to
the plasma and generate a large amount of heating
to the windows [39]. LPDs which employ this type
of source include DIONISOS (USA) [42], MAGPIE
(Australia)[31], HPPX (China) [43] and Proto-MPEX
(USA) [39].

III. FUTURE DEVELOPMENTS IN
PLASMA DEVICES

LINEAR

When considering the future development of
PFCs for future fusion reactors, several aspects take
on increasing importance. Here LPDs can offer dedi-
cated facilities which contribute towards understand-
ing of these new challenges:

1. Neutron irradiation of PFCs will be of much
greater importance in creating volumetric dam-
age in PFCs (around 3 dpa per full power year
[44]), which will lead to strong degradation in
material properties.

2. The duty cycle of a reactor like DEMO will be
much greater even than ITER while fluxes to the
wall will be similar or greater. This leads to ex-
tremely high plasma fluences and large numbers
of loading cycles over the PFC lifetime.

3. To help handle these challenges alternative ap-
proaches to materials such as advanced tungsten
alloys or liquid metal PFCs are under investiga-
tion and need to be investigated under the cor-
rect experimental loading conditions.

4. Combinations between the several different types
of loading effects (ions, electrons, neutrons, pho-
tons, heating) may likely give rise to synergistic
surface modifications and damage evolution over
time.

Some of these items are already addressed to
some extent with current day LPDs. For example,
Magnum-PSI has demonstrated the ability to reach
fluences of up to 10%° m2, which is equivalent to
around one year of ITER Fusion Power Operation
[45]. However, for several aspects new devices are
under development to specifically address these chal-
lenges. Here we will touch on a selection of these
currently either under construction or planned.

Neutron irradiation and how this affects the PMI
and PFC lifetime are key challenges and a huge step
change for materials compared to current day devices.
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Figure 5: Schematic of the MPEX device design
overview [46]

Two devices, MPEX and JULE-PSI, are in particular
under development to address this problem.

JULE-PSI is currently planned to be built at
Forschungszentrum Jiilich in Germany and is de-
signed as a LPD which will operate similarly to PSI-2
[33]. The machine will be placed in a hot cell and
will be capable of handling pre-irradiated samples, as
well as samples made of toxic materials such as beryl-
lium. It will connect to a target exchange and anal-
ysis chamber equipped with laser diagnostics which
can identify material composition and amount of fuel
trapped.

MPEX is a machine currently being designed at
Oak Ridge National Lab (ORNL), USA (figure 5) 39,
46]. A prototype device, Proto-MPEX, has been de-
veloped at ORNL to test the source and heating con-
cepts and has been able to demonstrate the viabil-
ity of the new approach [32]. This machine uses a
combination of a helicon source with electron and ion
heating sections via electron Berstein waves and ion
cyclotron heating respectively [47]. This enables the
energy of the ions and electrons to be separately con-
trolled and for the conduction limited regime of heat
transport to be reached in the plasma column [39].
This brings it closer to simulating the scrape-off layer
of large fusion devices, unlike most LPDs where con-
vective transport dominates. MPEX is designed to
operate in steady-state with high flux and high flu-
ence capabilities, and will also be housed in a hot-cell
to enable it to handle neutron irradiated materials.
The target station is envisaged to run on rails to al-
low it to move to a separate analysis location.

Two new devices are also under development at
DIFFER in the Netherlands: LiMeS-PSI and Up-
graded Pilot-PSI (UPP). These are designed to ad-
dress points 3 and 4 above respectively. LiMeS-PSI
is designed as a dedicated test stand for liquid-metal
based PFCs (figure 6). Liquid metal based PFCs are
attractive as a future option for fusion reactors for a
variety of reasons, such as self-healing surfaces and re-
silience against off-normal events like Edge Localized
Modes or disruptions [48]. LiMeS-PSI is designed to
handle large scale mock-ups (up to 30 cm long) with
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Figure 6: Conceptual design of the LiMeS-PSI linear
plasma device

flowing liquid metal surfaces. Additionally it will uti-
lize high temperature coolant to keep the liquid metal
molten, and is designed to enable the development of
this technology to a higher maturity level.

UPP is designed as a linear plasma device simi-
lar to Magnum-PSI, also with a cascaded arc plasma
source, but with lower field (0.2 T) copper coils.
To increase the flux the target is placed close to
the target and large pumps positioned downstream
to lower the background pressure to a few Pa. An
ion beam is coupled to the vacuum vessel such that
ion beam analysis such as Nuclear Reaction Analy-
sis (NRA), Rutherford Backscattering Spectroscopy
(RBS) or Elastic Recoil Detection Analysis (ERDA)
can be carried out simultaneously with the plasma ex-
posure. Unlike other LPDs which have such operando
ion beam analysis capabilities such as DIONISOS
[42] or PS-DIBA [49], this should combine this with
high flux plasma exposure, which should more closely
recreate the expected divertor conditions and achieve
high fluences.

These and other developments should help to
close the gap between our current knowledge based
on current confinement and laboratory experimental
devices and our understanding of what will occur in
a fusion reactor. This will provide confidence in ex-
trapolating to this larger scale as a result of these
laboratory-scale experiments.

IV. ACKNOWLEDGEMENTS

I would like to thank Gerard van Rooij for his
input in preparing this paper.
V. *

REFERENCES

1K. Tkeda, “Progress in the ITER Physics Basis”,
Nuclear Fusion 47, 10.1088/0029-5515/47/6/E01
(2007).

33

2@. Federici et al., “Overview of EU DEMO design
and R&D activities”, Fusion Engineering and De-
sign 89, 882-889 (2014).

3D. Maisonnier et al.,, “Power plant conceptual
studies in Europe”, Nuclear Fusion 47, 1524-1532
(2007).

*A. Loarte et al.,, “Chapter 4: power and particle
control”, Nuclear Fusion 47, S203-5263 (2007).

5]. Winter, “Wall conditioning in fusion devices
and its influence on plasma performance”, Plasma
Physics and Controlled Fusion 38, 1503-1542
(1996).

80. Gruber et al., “Observation of continuous di-
vertor detachment in h-mode discharges in asdex
upgrade”, Phys. Rev. Lett. 74, 4217-4220 (1995).

"D. Mansfield et al., “Observations concerning the
injection of a lithium aerosol into the edge of TFTR.
discharges”, Nuclear Fusion 41, 1823-1834 (2001).

8C. Wong et al., “Divertor materials evaluation sys-
tem at DIII-D”, Journal of Nuclear Materials 196-
198, Plasma-Surface Interactions in Controlled Fu-
sion Devices, 871-875 (1992).

9A. Herrmann, N. Jaksic, P. Leitenstern, H. Greuner,
K. Krieger, P. De Marné, M. Oberkofler, V. Rohde,
and G. Schall, “A large divertor manipulator for
ASDEX Upgrade”, Fusion Engineering and Design
98-99, 1406-1499 (2015).

10p, Majerus, R. Duwe, T. Hirai, W. Kiihnlein, J.
Linke, and M. Rodig, “The new electron beam test
facility JUDITH II for high heat flux experiments
on plasma facing components”, Fusion Engineering
and Design 75-79, Proceedings of the 23rd Sympo-
sium of Fusion Technology, 365-369 (2005).

11y, Kuznetsov et al., “Status of the IDTF high-heat-
flux test facility”, Fusion Engineering and Design
89, Proceedings of the 11th International Sympo-
sium on Fusion Nuclear Technology-11 (ISFNT-11)
Barcelona, Spain, 15-20 September, 2013, 955-959
(2014).

121, Bobin-Vastra, F. Escourbiac, M. Merola, and P.
Lorenzetto, “Activity of the European high heat
flux test facility: FE200", Fusion Engineering and
Design 75-79, Proceedings of the 23rd Symposium
of Fusion Technology, 357-363 (2005).

13H. Greuner, B. Boeswirth, J. Boscary, and P. Mc-
Neely, “High heat flux facility GLADIS: operational
characteristics and results of W7-X pre-series target
tests”, Journal of Nuclear Materials 367-370, Pro-
ceedings of the Twelfth International Conference on
Fusion Reactor Materials (ICFRM-12), 14441448
(2007).



147, Linke, F. Escourbiac, I. Mazul, R. Nygren, M.
Radig, J. Schlosser, and S. Suzuki, “High heat flux
testing of plasma facing materials and components
— Status and perspectives for ITER. related activi-
ties”, Journal of Nuclear Materials 367-370, 1422—
1431 (2007).

15T, Loewenhoff, J. Linke, G. Pintsuk, and C.
Thomser, “Tungsten and CFC degradation under
combined high cycle transient and steady state heat
loads”, Fusion Engineering and Design 87, 1201-
1205 (2012).

16\, Wirtz, J. Linke, T. Loewenhoff, G. Pintsuk, and
I. Uytdenhouwen, “Transient heat load challenges
for plasma-facing materials during long-term oper-
ation”, Nuclear Materials and Energy 12, 148-155
(2017).

I7R. Behrisch and W. Eckstein, Sputtering by parti-
cle bombardment, Vol. 110 (Springer, Berlin, 2007),
pp. 1-507.

8%, M. Shu, “High-dome blisters formed by
deuterium-induced local superplasticity”, Applied
Physics Letters 92, 1-4 (2008).

197, Zhitlukhin et al., “Effects of ELMs on ITER di-
vertor armour materials”, Journal of Nuclear Ma-
terials 363-365, Plasma-Surface Interactions-17,
301-307 (2007).

20G. De Temmerman, J. Daniels, K. Bystrov, M.
van den Berg, and J. Zielinski, “Melt-layer motion

and droplet ejection under divertor-relevant plasma
conditions”, Nuclear Fusion 53, 023008 (2013).

2l@. van Rooij, V. Veremiyenko, W. Goedheer, B.
de Groot, A. Kleyn, P. Smeets, and T. Versloot,
“Extreme hydrogen plasma densities achieved in a
linear plasma generator”, Applied Physics Letters
90, 121501 (2007).

22D. Naujoks, G. Fussmann, and H. Meyer, “I(U)-
characteristics of the plasma generator psi-1: ex-
periment and theory”, Contributions to Plasma
Physics 38, 127-133 (1998).

23Y. Hirooka et al., “A new plasma-surface interac-
tions research facility: PISCES-B and first materials
erosion experiments on bulk-boronized graphite”,
Journal of Vacuum Science Technology A 8, 1790—
1797 (1990).

24N, Ohno et al., “Static and dynamic behaviour of
plasma detachment in the divertor simulator exper-
iment NAGDIS-II”, Nuclear Fusion 41, 1055-1065
(2001).

25K.-S. Chung et al., “Plasma-wall interaction facili-

ties in Korea”, Fusion Science and Technology 63,
16-20 (2013).

34

26M. Shimada, C. N. Taylor, R. J. Pawelko, L. C.
Cadwallader, and B. J. Merrill, “Tritium Plasma
Experiment Upgrade and improvement of surface
diagnostic capabilities at STAR facility for enhanc-
ing tritium and nuclear PMI sciences”, Fusion Sci-
ence and Technology 71, 310-315 (2017).

27G.-H. Lu et al., “Development and optimization
of STEP—a Linear Plasma Device for plasma-
material interaction studies”, Fusion Science and
Technology 71, 177-186 (2017).

28D. Goebel, G. Campbell, and R. Conn, “Plasma
surface interaction experimental facility (PISCES)
for materials and edge physics studies”, Journal of
Nuclear Materials 121, 277-282 (1984).

29A. Kreter, C. Brandt, A. Huber, S. Kraus, S.
Moller, M. Reinhart, B. Schweer, G. Sergienko,
and B. Unterberg, “Linear plasma device PSI-2 for
plasma-material interaction studies”, Fusion Sci-
ence and Technology 68, 8-14 (2015).

30H, van Eck et al., “High-fluence and high-flux
performance characteristics of the superconducting
Magnum-PSI linear plasma facility”, Fusion Engi-
neering and Design 142, 26-32 (2019).

3B, D. Blackwell, J. F. Caneses, C. M. Samuell,
J. Wach, J. Howard, and C. Corr, “Design and
characterization of the magnetized plasma in-
teraction experiment (MAGPIE): a new source

for plasma-material interaction studies”, Plasma
Sources Science and Technology 21, 055033 (2012).

32]. Rapp et al., “Latest results from Proto-MPEX
and the future plans for MPEX”, Fusion Science
and Technology 75, 654-663 (2019).

33B. Unterberg et al., “New linear plasma devices in
the Trilateral Euregio Cluster for an integrated ap-
proach to plasma surface interactions in fusion reac-
tors”, Fusion Engineering and Design 86, Proceed-
ings of the 26th Symposium of Fusion Technology
(SOFT-26), 1797-1800 (2011).

34C. Linsmeier, B. Unterberg, J. Coenen, R. Do-
erner, H. Greuner, A. Kreter, J. Linke, and H.
Maier, “Material testing facilities and programs for
plasma-facing component testing”, Nuclear Fusion
57, 092012 (2017).

3H. J. Van Eck, W. R. Koppers, G. J. Van Rooij,
W. J. Goedheer, R. Engeln, D. C. Schram, N. J.
Cardozo, and A. W. Kleyn, “Modeling and experi-
ments on differential pumping in linear plasma gen-
erators operating at high gas flows”, Journal of Ap-
plied Physics 105, 063307 (2009).

36M. Kakati et al., ¥Design, development and recent
experiments of the CIMPLE-PSI device”, Nuclear
Fusion 59, 112008 (2019).



3TY. Wang, C. Li, J. Shi, X. Wu, and H. Ding, “Mea-
surement of electron density and electron tempera-
ture of a cascaded arc plasma using laser thomson
scattering compared to an optical emission spectro-
scopic approach”, Plasma Science and Technology
19, 115403 (2017).

38X. Yuan et al., “Particle flux characteristics of a
compact high-field cascaded arc plasma device”,
Plasma Science and Technology (2021).

39]. Rapp et al., “The development of the Material
Plasma Exposure Experiment”, IEEE Transactions
on Plasma Science 44, 3456-3464 (2016).

40F, F. Chen, “Helicon discharges and sources: a re-

view”, Plasma Sources Science and Technology 24,
014001 (2015).

413, Shinohara, “Helicon high-density plasma sources:
physics and applications”, Advances in Physics: X
3, 1420424 (2018).

42G. Wright, D. Whyte, B. Lipschultz, R. Doerner,
and J. Kulpin, “Dynamics of hydrogenic reten-
tion in molybdenum: first results from DIONISOS”,
Journal of Nuclear Materials 363-365, Plasma-
Surface Interactions-17, 977-983 (2007).

43P, Lan-Lan, Z. Xin-Jun, and Y. Hua, “Numerical
analysis of helicon plasma power deposition on He-
licon Physics Prototype eXperiment”, ATP Confer-
ence Proceedings 2254, 060002 (2020).

#\. Gilbert, S. Dudarev, D. Nguyen-Manh, S.
Zheng, L. Packer, and J.-C. Sublet, “Neutron-
induced dpa, transmutations, gas production, and
helium embrittlement of fusion materials”, Journal
of Nuclear Materials 442, Fifteenth International
Conference on Fusion Reactor Materials, S755—
S760 (2013).

45T, W. Morgan, M. Balden, T. Schwarz-Selinger, Y.
Li, T. H. Loewenhoff, M. Wirtz, S. Brezinsek, and
G. D. Temmerman, “I'TER monoblock performance
under lifetime loading conditions in Magnum-PSI”,
Physica Scripta T171, 014065 (2020).

46]. Rapp et al., “Developing the science and tech-
nology for the Material Plasma Exposure eXperi-
ment”, Nuclear Fusion 57, 116001 (2017).

47]. B. O. Caughman et al., “Plasma source devel-
opment for fusion-relevant material testing”, Jour-
nal of Vacuum Science & Technology A 35, 03E114
(2017).

48T, W. Morgan, P. Rindt, G. G. Van Eden, V. Kvon,
M. A. Jaworksi, and N. J. Lopes Cardozo, “Liquid
metals as a divertor plasma facing material explored
using the Pilot-PSI and Magnum- PSI linear de-
vices”, Plasma Phys. Control. Fusion 60, 10.1088/
1361-6587/aa86cd (2018).

35

49M. Yamagiwa et al., “In situmeasurement of hydro-
gen isotope retention using a high heat flux plasma
generator with ion beam analysis”, Physica Scripta
T145, 014032 (2011).



TUNGSTEN AS A PLASMA FACING COMPONENT AND DEVELOPMENT OF
ADVANCED MATERIALS FOR FUSION

J.W.Coenen

Forschungszentrum Jilich GmbH, Institut fiir Energie- und Klimaforschung - Plasmaphysik
52425 Juelich, Germany

ABSTRACT

For the realization of fusion energy especially ma-
terials questions pose a significant challenge already
today. Heat, particle and neutron loads pose a signifi-
cant problem to material lifetime when extrapolating
to DEMO [1,2] the first stage prototype fusion reac-
tor [3-5] considered to be the next step after ITER
towards realizing fusion [6].

From a historic point of view the material mix
used for the first wall of a fusion reactor has continu-
ally evolved, from original steel vessels to carbon and
other low-Z materials like beryllium to tungsten as
the primary candidate for a reactor first wall armour
and divertor material.

For Materials considered for Fusion Applications
a highly integrated approach is necessary. Resilience
against neutron damage, good power exhaust, as well
as oxidation resistance during accidental air ingress
are design relevant issues when deciding on new ma-
terials or improving upon baseline materials. Neu-
tron induced effects e.g. transmutation adding to
embrittlement, retention, and changes to thermo-
mechanical properties, are crucial to material perfor-
mance.

For many of the issues faced tungsten was con-
sidered the solution. Recent progress [7] has however
shown that new advanced tungsten or material grades
maybe required. Here we present a summary of the
issues as given in [8] with a focus on new materials
developments.

In particular safety relevant components such as
the first wall and the divertor of the reactor can bene-
fit from introducing new approaches such as compos-
ites or new alloys into the discussion. Cracking, oxi-
dation as well as fuel management are driving safety
issues when deciding for new materials. Considering
in all this also the neutron induced effects such as
transmutation, embrittlement and after-heat and ac-
tivation is essential. A component approach taking
into account all aspects is required.

I. BOUNDARY CONDITIONS

When considering a future fusion power-plant
multiple interlinked issues need to be evaluated (fig.
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Figure 1: Materials Issues for fusion - incomplete

1). Some of the main problems a future reactor is
faced with are linked to the materials exposed to
the fusion environment and their lifetime consider-
ations. Already from fig. 1 one can see that at the
far branches of the tree multiple times the following
issues arise, cooling media, neutron flux and neutron
damage, ion impact and sputtering as well as heat
loads and transient events.

In the following a subset of those conditions can
be evaluated only and so far only for the relatively
well known conditions of the next step devices e.g.
DEMO [2].

The devices called DEMO is so far considered to
be the nearest-term reactor design that has the ca-
pability to produce electricity and is viewed as single
step between ITER and a commercial fusion plant.
Currently, no conceptual design exists apart from
early studies [3,5]. A design has not been formally se-
lected, and detailed operational requirements are not
yet available [9]. For discussion purposes it is simple
to assume a reactor with the fusion power of 2GW
and a wall area of 1200m?2.

Pz:austZPH+PﬂN450MW (1)
P, — 1600MW/1200m?(~ (40dpa/5fpy)  (2)
Pr = 225MW/1200m>  (3)



Pp = 225 MW/1200m? (4)

This means an average of 1.5MW/m? on the first
wall with ~ 1.3MW coming from neutrons, typically
10—20M W /m? on the divertor and not yet any tran-
sient loads taken into account. This machine is al-
ready significantly different in size and performance
from the next step device, ITER. Main differences in-
clude significant power and hence neutron production
(1dpa ~ 5 x 10%°n/m?), Tritium self sufficiency, high
availability and duty cycle as well as a pulse length
of hours rather than minutes. In addition, safety reg-
ulation will be more stringent both for operation and
also for maintainability and component exchange [9].
A reactor might even go beyond, e.g. steady state
operation.

II. PWI CONSIDERATIONS

Several issues related to materials used in its
construction of a future fusion reactor need still to
be tackled. Among those are the issues related to
the first wall and divertor surfaces, their power han-
dling capabilities and lifetime. For the next gen-
eration device, ITER, a solution based on actively
cooled tungsten (W) components has been developed
for the divertor, while beryllium will be used on the
first wall [10]. The cooling medium will be water as
is also considered for high heat load components in
DEMO [9]. In contrast to a reactor where high wall
temperature (> 300° C) facilitate energy production
ITER W components are only operated at 70° C and
hence in the brittle regime.

For the first wall of a fusion reactor unique chal-
lenges on materials in extreme environments require
advanced features in areas ranging from mechanical
strength to thermal properties. The main challenges
include wall lifetime, erosion, fuel management and
overall safety. For the lifetime of the wall mate-
rial, considerations of erosion, thermal fatigue as well
as transient heat loading are crucial as typically 107
(30Hz) transients, so called ELMs, are to be expected
during one full power year of operation.

Tungsten is the main candidate material for the
first wall of a fusion reactor as it is resilient against
erosion (Fig. 2), has the highest melting point of
any metal and shows rather benign behavior under
neutron irradiation as well as low tritium retention.
Erosion of the first wall and the divertor will require
a significant armor thickness or short exchange inter-
vals, while high-power transients need strong mitiga-
tion efficiency to prevent damage to the plasma facing
components (PFCs) [13].

One issue that is related to the wall erosion is the
fusion performance of the fusion device and hence the
amount of tolerable impurities. For tungsten only
minute amounts can be tolerated when considering
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Figure 2: Sputtering yields for C, Mo, Be and W
bombarded with D ions [11]. For C, chemical erosion
enhances the yield at low energies and yields. For
W, impurity sputtering, such as Ar ions, dominates.
Based on [11,12]

the burn conditions of the plasma and cooling pro-
vide by tungsten radiating in the plasma. In [14] the
analysis given for only helium as on of the impurities
shows that 10~* W atoms per deuterium atom can
be enough to extinguish the fusion performance.

For the next step devices, e.g. DEMO, or a fu-
ture fusion reactor the limits on power-exhaust, avail-
ability and lifetime are quite stringent. Radiation ef-
fects including neutron embrittlement may limit ac-
tively cooled W components in DEMO to about 3-5
MW ,/m? due to the diminished thermal conductivity
or the need to replace CuCrZr with Steels [15]. Quite
extensive studies and materials programs [1, 16-18]
have already been performed hence it is assumed that
the boundary conditions [15] be fulfilled for the mate-
rials are in many cases above the technical feasibility
limits as they are understood today.

e High divertor power handling, i.e., ability to
withstand power loads larger than 10 M W /m?2.
here especially the choice of coolant is critical.
Water cooling will be required to allow sufficient
exhaust efficienvy

e The radiation damage for the divertor is pre-
dicted to be close to 3 dpa/fpy. For copper if
chosen the value varies between 3 and 5 dpa /
fpy (full power year)

e It is assumed that despite the radiation damage
erosion is the dominant lifetime determining fac-
tor.

e Even when starting up DEMO in phases a final
blanket should be capable of lasting up to 50 dpa.

In the following we will however try to concen-
trate on three groups of issues [9,15]



e Power exhaust and energy production: The first
wall blanket exhausts the power and hence must
be operated at elevated temperatures to allow
for efficient energy conversion. Here a material
must be chosen with a suitable operational win-
dow and sufficient exhaust capability. The cool-
ing medium for high temperature operation can
be crucial.

Mitigate material degradation due to neutrons
and reduce radioactive waste: One can select
materials that allow high temperature operation,
mitigate effect of operational degradation such
as embrittlement and neutron effects linked to
transmutation.

Tritium selfsufficiency and safety: 22 kg/year of
tritium are required for a 2GW plasma operated
at 20% availability, this means ~ 85% [15] of the
in-vessel surface must be covered by a breeding
blanket and the loss of tritium without ability to
recover needs to be minimized. Accident scenar-
ios need to be considered e.g. loss of coolant and
air ingress are among the possible scenarios.

Tritium retention in plasma-facing components
(PFCs) due to plasma wall interactions is one of the
most critical safety issues for ITER and future fusion
devices. For carbon based PFCs the co-deposition of
fuel with re-deposited carbon has been identified as
the main retention mechanism (fig. 3).

Mixed W, C,

Structural Part / Coolant Structure

Permeation

Figure 3: Fuel retetention and permeation issues
under plasma exposure conditions

This retention grows linearly with particle flu-
ence and can reach such large amounts that carbon
is omitted in the activated phase of ITER and fu-
ture reactors [12]. Instead, tungsten is foreseen as
PFC material in the divertor of ITER and is the most
promising candidate for PFCs in future reactors. Fuel
retention behaviour of tungsten is subject to present
studies. It was shown that by replacing CFC with W
in the Joint European Torus (JET) the retention e.g.
can be significantly reduced [19] as predicted (Fig. 4).
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An issue that however remains is the potential for dif-
fusion of hydrogen into the material. In the breeding
blankets especially the interaction of tritium with Re-
duced Activation Ferritic Martensitic (RAFM) steels,
e.g. EUROFER-97, can be crucial to minimise fuel
retention or loss.
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Figure 4: Estimate of retained deuterium concen-
tration in C, Be and W deposits under codeposition
conditions. (Sketch based on [12])

III. MATERIAL ISSUES FOR TUNGSTEN

In the following sections several issues are de-
seribed that arise from the above depicted boundary
conditions. As an example the divertor lifetime is
considered as the desired parameter. Typically there
are three main avenues of damage to the material
of the divertor. Either high heat-loads cause melt-
ing, cracking or recrystallisation or neutrons impact
the actual microstructure of the material. Surfaces
are damage by ions impacting and causing both sur-
face morphology changes or erosion. Fig. 5 depicts
hence one approach to solving at least some of the
problems. Choosing Tungsten (W) as the main wall
material suppresses sputtering due to the high atomic
mass in contrast to the sputtering ions. Tungsten also
has a rather high thermal conductivity (Cu: ~ 390
W/(mK) W: ~ 173 W/(mK) Mo: ~ 138 W/(mK)
Steel: ~ 17 W/(mK) and can hence facility higher
heat exhaust than e.g. steel, for tungsten also the
high melting point is beneficial. Thermal properties
however are intrinsically linked to potential transmu-
tation and irradiation processes. In addition it is
know that tungsten has a rather low hydrogen solu-
bility and hence facilitates low retention under fusion
conditions [19]. Tungsten is however inherently brit-
tle and does show catastrophic oxidation behaviour
at elevated temperatures.
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Figure 5: Tungsten as a first wall material

As shown in fig. 5 one can not always fine tune
all material properties at once with one approach, but
multiple issues might have to be improved, thus later
maybe a component can be built that can tackle all
issues.

A. Operational Window

Based on the assumption that W is the option so
far to be used as the surface layer the reactor PFCs
already quite basic assumptions can be made when
picking the operational window and thickness of such
components.

The lower operating temperature limit in metal
alloys is mainly determined by radiation embrittle-
ment (decrease in fracture toughness), which is gen-
erally most pronounced for irradiation temperatures
below ~ 0.3Tnet:, Where Thper is the melting tem-
perature (Tungsten ~ 3300K) [20]. The upper oper-
ating temperature limit is determined by one of four
factors, all of which become more pronounced with in-
creasing exposure time such as thermal creep (grain
boundary sliding or matrix diffusional creep), high
temperature helium embrittlement of grain bound-
aries, cavity swelling (particularly important for Cu
alloys), and coolant compatibility such as corrosion
issues.

If the PFCs surface is operated at 1100 © C as op-
timal for W [21] and copper is chosen together with
water as part of the coolant solution the thickness is
automatically determined (5) with & the heat conduc-
tivity)

_ Tsurfﬂce _T:Dol
a di /K1 + da/Ke

This means that the maximum heat-exhaust is de-
termined by the heat conduction, the potential for
recrystallization and the duectile to brittle transition
behavior of the material. Here new material options
are required to allow a larger operational window, by
overcoming the limiting factor, keeping in mind that
a maximized heat conduction is crucial (e.g. Steel ).
For transient events the limits can even be more strin-
gent when considering the limited penetration depth
of a given heat-pulse fig. 6(b) and its maximum sur-
face temperature rise ( egn. (6)) with k the heat

(5)
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Figure 6: Power-exhaust - Issues arising from steady
state and transients

conductivity, p the density and ¢ the heat capacity).
Active cooling for fast transients is meaningless be-
cause of the small penetration depth.

AT, fore(t) = ﬁm (6)

From assumptions related to unmitigated ELMs at 1
GW/m? for 1ms [13] already a temperature rise of
1500K is achieved in only the top 1 mm. Cracking
or melting is difficult to prevent here. Irreparable
damage has to be avoided at any cost. Even higher
thermal wall loads caused by so called disruptions,
sudden and uncontrolled loss of the plasma with de-
position of the energy on the wall. Assuming that
50% of the thermal energy are radiated during ther-
mal quench of the plasma and with a limited inhomo-
geneity in toroidal and poloidal direction respectively
the thermal disruption loads are always much above
the crack limit [22] even-though below the melt limit.
Variation of the torus geometry (aspect ratio) pro-
vides only moderate reduction of loads.

B. Evolution of Thermal Properties

In addition to the above mentioned issues fig. 7
shows that the fusion environment can also drastically
change some of the set assumptions. Already a small
amount of transmutation can have a significant in-
fluence on the power-exhaust. When calculating the
thermal conductivity based on £-p = L -T with &
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(a) Electrical resistivity of W containing var-
ious amounts of Re or Os. The red line and
green line stand for WxRe and W-xOs respec-
tively [23]

Figure 7: Change of electrical and thermal proper-
ties of tungsten under neutron irradiation and trans-
mutation

the thermal conductivity, p the resistivity and L the
Lorentz number with a value of 3.2 x 10~ 8WQK 2
for tungsten one can estimated that & drops 60% al-
ready at 5wt% or Re or Os. From previous work [24]
one can determine that especially at lower temper-
atures k drops significantly (30%). In any case one
does depend on stable and predictable material prop-
erties even under radiation - or a detailed knowledge
of the time dependent evolution to determine lifetime
and performance of components.

C. Embrittlement

Conventional high performance materials offer
high strength and stiffness combined with low den-
sity hence weight. However, a fundamental limitation
of the current approach is the inherent brittleness of
tungsten. As seen above cracking hence brittle behav-
ior can be a limiting factor when operating any PFC
in a tokamak [22]. For the fusion environment the ad-
ditional problem becomes operational embrittlement.
An issue related to embrittlement is certainly the re-
crystallization of tungsten. at temperatures of 1400K
only mere hours are required to complete recrystallize
the material [25].

Fig. 8 shows that already at moderate neutron
fluence corresponding to 1 dpa the DBTT of tungsten
moves up to almost 900° C. If in addition recyrstalli-
sation takes place (fig. 8 ) almost no structural load
can be given to the tungsten component at tempera-
tures of a few hundred degrees. For a typical mono-
block [13,24] a tungsten thickness of 6mm on top of
the CuCrZr cooling pipe would mean, based on sim-
ple estimations (egn. 5) that only the top part of
a exposed mono-block would be in the allowed tem-
perature range [21]. This means for a water-cooled
solution tungsten is normally a brittle hence only
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Figure 8: DBTT dependence after neutron irradia-
tion based on [26]

a functional part, suppressing e.g. erosion and al-
lowing for high operational temperatures. Failure is
usually sudden and catastrophic, with no significant
damage or warning and little residual load-carrying
capacity if any. Structures that satisfy a visual in-
spection may fail suddenly at loads much lower than
expected. Cracking is usually avoided for PFCs and
certainly for structural components.

D. Activation & Transmutation

An issue that especially for complex components
with multiple material and alloying components can
be quite crucial is the recyclability and activation un-
der neutron irradiation. As fusion is typically consid-
ered a technology with minimal or now longterm nu-
clear waste [26] tungsten and e.g. special steel grades
[27] have optimized radiation performance with re-
spect to low activation, e.g. molybdenum and alu-
minium are avoided as they produce long term acti-
vation products [26, 28]

Based on a study provided in [5, 28] with a neu-
tron flux at the first wall of ~ 1.0*nem—2s~! one can
estimate the activation of materials after a 5 year pe-
riod. For materials exposed in the divertor a factor 10
lower neutron rate is expected in the area of the high
heat flux exposure due to geometrical reasons [9].

Fig. 9 shows the values of an assumed component
containing W, Cr, Cu and Er, representing e.g. a typ-
ical mono-block with small interlayers and a copper
cooling structure. Already here it is clear that the
shielded hands on radiation level can not be achieved
after 100 years when using copper cooling at the first
wall. Mitigation of these effects need to be consid-
ered by utilizing non or low activation materials. e.g.
replacing copper for the first wall and removing Er or
Al oxides in favor of Ytrria.

IV. NEW MATERIAL OPTIONS
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Figure 9: The activation of tungsten (first wall) is
shown in comparison to a component (W 79.7wt%,
Er 0.6wt%, Cr 12.1wt%, Cu 7.5%) for the first wall
can be estimated as an upper bound (based on [28]).
Divertor components in general are less prone to acti-
vation. Shielded hands-on level: 2mSv/h, Hands-On
Level: 10pSv/h

In [29] most of the problems for future fusion ma-
terials have been set out with links to the established
roadmaps and assessments for fusion materials in ex-
istence at that time. Below a short summary is given
to show the development of materials and the system-
atic efforts undertaken as part of the material pro-
gram at Forschungszentrum Jiilich GmbH.

Materials programs as given in [1,16-18,30] have
already shown that the boundary conditions [15] to be
be fulfilled for the materials in a future reactor are in
many cases above the currently understood technical
boundaries [31].

For the next step devices, e.g. DEMO [9,15,32—
35], or a future fusion reactor including CFETR [36]
the limits on power exhaust, availability and lifetime
are even more demanding, as conventional mono-
blocks are allowing for 10MW /m?2 [13,37] and trans-
mutation and radiation damage can quickly diminish
the thermal conductivity to 50% [23,38]. Radiation
effects including neutron embrittlement [39] do limit
actively cooled W components in DEMO to about 3-5
MW /m? due to the diminished thermal conductivity
and the need to replace CuCrZr with Steels with their
low thermal conductivity [15, 40].

Quite extensive studies and materials pro-
grams [1, 16-18] have already been performed.
Based on these it is assumed that the boundary
conditions [15,32] to be fulfilled for the materials are
in many cases above the technical feasibility limits
as they are understood today. Here, also new design
criteria are needed [32,41-43]

In the following we will however try to concen-
trate on three groups of issues and related new ma-
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terial classes

e Tungsten Armour on the first wall: Accident sce-
narios need to be considered e.g. loss-of-coolant
and air ingr ess (Smart - W Alloys section ).

e First wall Armour Joints - Choose appropriate
technologies for first wall Materials Joints of W
- and Steels (Functionally Graded Materials sec-
tion ).

e High Heat Flux Materials: Effects of material
degradation due to neutrons and high tempera-
tures - generally embrittlement needs to be taken
into account (W-Composites ).

o Tritium self-sufficiency and safety: loss of Tri-
tium must be minimised (Permeation Barriers
section ).

New material for fusion are being considered world-
wide and include also new Copper Materials and Cop-
per Composites [44, 45], tungsten heavy alloy and
ductile phase toughened tungsten [46-48] as well as
advanced manufacturing methods for even more ad-
vanced material concepts [49,50].

A. W - Alloys

As mentioned above W is the most promising
candidate materials for the first wall. However, in
case of a loss-of-coolant accident (LOCA), the tem-
perature of the first wall armour made of W could
rise up to 1450 K - due to nuclear after heat as
shown in figure 10 [3,4]. In combination with influx
of air, a break of vacuum or coolant, water, signifi-
cant amounts of tungsten oxides WQO5 can be formed,
which can be mobilized by sublimation at tempera-
tures of about 1170 K. At the highest predicted tem-
peratures of around 1450 K a sublimation rate of
300kg/h is calculated assuming a 1000m? of first wall
surface [51].
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Figure 10: Calculated temperature profiles after an
accident with a total loss of all coolant, (Reproduced
with permission [3] Copyright 2007 EFDA |, IOP , [4].
Copyright 2006 EFDA, ELSEVIER)

In case of a reactor LOCA normally less than
50% of the elements typically found in the aerosols



(like Ag, Re, W,....) are actually released into the
environment [52].

In order to suppress the release of W oxides
tungsten-based alloys containing vitrifying compo-
nents seem feasible, as they can be processed to thick
protective coatings with reasonable thermal conduc-
tivity, e.g. by plasma spraying with subsequent den-
sification as already demonstrated for titanium and
tantalum coatings [53]. To suppress the release of W-
oxides W-based self-passivating alloy were proposed
by Koch et al. [17,54,55].

As shown in figure 11 a stable oxide scale would
be formed in contrast to a volatile layer of W-oxides.
The crucial part of the materials development is now
to establish what alloying elements can be used and
are possible when also considering bulk production.
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Figure 11: Self-passivation (1) compared to oxida-
tion (r).

‘W-5i alloys showed good self-passivation proper-
ties by forming a SiO; film at the surface [54]. A
compound of W-Si-Cr showed an even further reduc-
tion of the oxidation rate by a factor of 10* at 1273
K. However, the formation of brittle tungsten silicides
was identified as unfeasible for mass production. In
a next step W-Cr-Ti was utilised and showed as well
good oxidation suppression [55].

Intensive studies on oxidation behaviour, manu-
facturing and mechanical properties were performed
for both W-Cr-Si [56] and W-Cr-Ti [57-60] and com-
pared in [61,62].

Enhanced erosion of light elements during regular
reactor operation is not expected to be of concern as
preferential sputtering of alloying elements leads to
rapid depletion of the first atomic layers and leaves
a pure W surface facing the plasma as per the given
different sputtering yields. [11,63]. Subsequently, the
tungsten layer suppresses further erosion, hence util-
ising its beneficial properties.

In the course of joint studies a new composition
was proposed W-Cr-Y [51, 64] based on existing re-
sults from [65]. Yttrium (Y) has the benefit of be-
ing a low activation material and shows high thermal
stability as described above. As before model-systems
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were produced by means of magnetron sputtering and
tested with respect to the oxidation behaviour.

So far, the most promising alloy systems feature
chromium (Cr) as a passivating element as well as
small amounts of yttrium as an active element im-
proving the oxidation resistance.

Y enhances the Cr transport towards component
surface during oxidation; it adds to the stability of
the oxide layer and supports the formation of a con-
tinuously growing, well-adhering and dense Crz03
scale [51].

In figure 12 one of the main achievements is
shown, the production of and oxidation study on -
FAST produced, Bulk - W-Cr-Y samples [66].

(b)

(a) (c) (d}

Figure 12: Photographs of the samples. (a) W-Cr-
Y alloy before oxidation , after grinding. An identical
pure W sample is not shown as it looks identical. (b)
Pure W sample after 10h of oxidation in synthetic
air at 1273K. (c) Optimized W-Cr-Y alloy after 44 h
of oxidation in synthetic air at 1273 K. (d) W-Cr-Y
alloy after 467 h of oxidation in synthetic air at 1273
K [66].

In [66] it is stated that to achieve full passive
safety it is required that the alloy maintains the pro-
tective oxide layer for several weeks to suppress sub-
limation. Thus studies for passivation of up to 467h
were performed as shown in figure 12. Crucially iden-
tified was also the quantification not only of oxidation
/ mass gain but direct measurement of the sublima-
tion of the oxides [66,67].

It was shown that WCrY-systems can suppress
the oxidation rate significantly compared to that of
pure W and have a much better performance then
previous systems like W-Cr-Ti [64, 68-74].

1

B. W - Composites

To overcome the intrinsic brittleness and me-
chanical issues when using W as armour, a W fibre-
reinforced W composite material (W;/W), incorpo-
rating extrinsic toughening mechanisms can be used
as shown in figure 13.

Various production routes are available when
considering components based on W;/W compos-
ites, either Chemical Vapor Deposition (CVD) [75,76]
or powder metallurgical processes like Field Assisted
Sintering (FAST) [77, 78] and Hot Isostatic Pressing
(HIP) [79-82] are available. As presented in [81] pres-
sureless sintering of Wy /W was unsuccessful, as ad-
ditional external pressure during sintering of Wy/W
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Figure 13: A selection of energy dissipation mecha-
nisms in a fiber-composite material. Pullout of fibers,
pull-out of matrix elements, crack deflection at the in-
terface, crack bridging by fibers, crack meandering at
the interface as well as plastic deformation of fibers.

is required to get a dense and crack-free sample.
The proof of principle for CVD & PM W;/W has
been achieved and was presented in multiple publica-
tions [79,82-86]. In the following a short overview on
the basic mechanisms and achievements will be given
based on the Powder Metallurgical (PM) production
route as described in [79,82,87-90]
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Figure 14: CVD W;/W (1) PM W;/W (r)

Typical Samples of CVD & PM W /W are shown
in figure 14 where usual sizes are in the range of 40
mm X 40 mm x 5 mm or slightly larger for the CVD
route.

Potassium doped W-fibres with 150 pm diameter
and 2.4 mm length (OSRAM), together with pure W-
powders (OSRAM) (average particle size 5 pm) were
used as raw materials.These wires have been exten-
sively characterised as to allow meaningfull extrapo-
lations [91-96]. Potassium doped W-wires will retain
their ductility even at elevated temperatures (above
1500 K) [83]. Al pseudo-ductility mechanisms will
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thus remain activated [81,82,84].

Properties of the fibres will degrade however due
to various influences e.g. by impurities during fabrica-
tion, high-temperatures or neutron irradiation during
operation [26,97]. In [98] it was found that all fibre
samples categorised as brittle exhibit an increased C
content compared to the fibres categorised as ductile.

All samples which are found to behave brittle
have a C content of 0.0586 wt:% compared to the
ductile samples with lower then 0.0013 wt%. This
was later also found in the Wy /W samples and found
to be related to the carbon distribution in the sam-
ples [86,99].

The short fibres used in this PM version of W /W
are shown in Fig. 15. Yttria is used as the inter-
face material in order to allow the energy dissipation
mechanisms to become active. Without the interface
fibre and matrix would simple sinter together. Yt-
tria is an ideal candidate as the interface material
for the Wy /W composite due to its several advanced
properties: good thermal and chemical stability, high
mechanical strength and hardness [81,87].

Studies to understand the pull out of fibres in-
clude modeling [100].

Figure 15:
interface

Short W-fibres coated by 2.5 p Yttria

For the developed powder-metallurgical produc-
tion of W;/W the homogenous introduction of pow-
der between the fibres is required for good material
properties, hence short fibres are used in contrast to
e.g. woven preforms [101,102] or parallel long fibres
as used in the CVD process route [75,76).

The process gives rise to pressure and high tem-
peratures on the interface and can thus cause a thin
interface to dissipate [103-105]. Here 2.5 pm thick
yttria is applied for a viable interface similar to the
work given in [82].The fibres and powders are mixed
homogeneously before sintering, in order to produce
a Wy /W sample with a random fibre distribution and
orientation. A density of ~ 94% was achieved after
applying the sintering process at 2173 K (4 min) and



60 MPa (heating rate 200 K/min) [81,82]. In most
production cases a fibre-volume-fraction of 30% was
used. However variations thereof are used to under-
stand the influence of interface fibre and matrix.

One of the crucial issues is to maintain as much
of the properties [106] of the constituents even af-
ter exposing the material to the production cycle and
the fusion environment. This allows for better extrin-
sic toughening and pseudo-ductile behaviour. Here,
mainly the weak interface and the strength of the
fibre is important [106]. As the material should dis-
sipate as much energy as possible it is hoped to at
least start with the inclusion of ductile fibres. Even
if the fibres loose their ductility the pull-out of fi-
bres and the crack deflection can still deliver some
pseudo-ductility for a viable material option. In the
following we will describe that one aspect of the pro-
duction needs to be controlled with particular care to
minimise the degradation of the material properties
of the fibres.

Graghite purch
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Figure 16: Two FAST procedures are employed to
facilitate understanding of carbon diffusion on the fi-
nal material properties (a) Tungsten foil as diffusion
barrier, (b) graphite sheets for lubrication

One of the major improvements of the PM W /W
samples established in the course of these studies was
the role which the impurity content can play. In
[86,99] it was established that depending on the pro-
duction mechanisms of the PM W;/W, namely the
choice of the die material, the properties do change
from fibres becoming brittle to remaining ductile after
production. In figure 16 a sketch of the two different
FAST procedures used is given. In one case the pow-
der and die are separated by a graphite foil while in
the other case a thin tungsten foil is used. Based on
FAST samples with 20 and 40 mm diameter and a
height of 5 mm were produced as shown in Fig. 14.

Typical tests for the materials include 3- or 4-
point bending tests but also more advanced non de-
structive tests [107,108]. From the bending test sam-
ples as given e.g. in figure 17 one can clearly see
fracture surfaces and thus the mechanisms at work
required for pseudo-ductile behavior (ef. Fig. 13).

For both PM W; /W as well as CVD W;/W up-
scaling is crucial for further applications, thus the
development of larger scale material samples, mock-
ups [109] and their tests is an important part of the
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Figure 17: In (a) force displacement curves in (a.u.)
are given to compare the reletive behavior of pure
tungsten, FAST and HIP W;/W, (b) gives the frac-
ture surfaces in which the different energy dissipating
mechanisms can be identified.

Wy /W development. For the PM W;/W upscal-
ing is related to the application of FAST on larger
scale material samples and thus relatively straight
forward. For the CVD route multipel complications
arise. From previous work including [101] as well as
modeling [110] it is known that the choice of pre-
form as well as deposition or infiltration process is
crucial. Should one choose a layer-wise deposition
process [75,76,84] for the production of the Wy /W
composite the CVD parameters need to be chosen
carefully [101,110] to allow full densification. The
temperature as well as partial pressures are the rate
determining properties.

In order to overcome the limitations of a layer-
wise deposition a continuous process was developed.
For this process a tungsten weave is continually rolled
onto a copper tube and coated in-situ with the W-
Matrix. In general it can be said that up-scaling is
the next big challenge for all types of Wy/W.

As a final remark on W;/W it also needs to be
said that studies related to PWI are essential when
applying new materials in the fusion environment
thus the influence of the interface - fibre - matrix
complex needs to be studied. The interfaces in the
material and at the material surface can potentially
influence fuel retention and erosion behaviour signif-
icantly [111]. Yttria among other characteristics is
also used as a permeation barrier (see below).

C. W - Steel Joints

Having discussed tungsten as the main candidate
for the PFMs of a fusion reactor the joint to the un-
derlying cooling structure or wall structure in gen-
eral is crucial. From the differing thermal expan-
sion coefficients for the different materials (copper
~ 16.5pm/(mK), tungsten: ~ 4.5um/(mK), stainless
steel: ~ 12pm/(mK)) it is clear that a mature solu-
tion of joining them needs to be established. Ther-



mally induced stresses and strains may either spon-
taneously or in the long term yield pre-mature failure
of the FW component requiring feasible ways to re-
duce the loads [112,113]. Here especially the high
neutron capture cross section and long cooling down
time of tungsten, required before maintenance, is lim-
iting tungsten armour at the first wall to a thin layer
in the order of a few mm [114].

As example systems for such armour layers the
development of functionally graded materials (FGMs)
between W as the PFM and the structural material,
typically Steel (EUROFER97), can be considered. As
depicted in [115] FGMs are promising candidates for
interlayers between components of two different ma-
terials especially when considering applications such
as the blanket modules of a DEMO [9,116] or even a
helium cooled tungsten divertor with low to medium
heat-flux (1-5MW ,/m?) for which the heat conductiv-
ity of EUROFER-97 may be sufficient.

For the production of W-Steel FGMs typically
powder-metallurgical routes are considered. Here at-
mospheric and vacuum plasma spraying [117, 118],
as well as resistive sintering technologies [119, 120]
are relevant techniques.However, all current methods
have problems with the formation of cracks or inter-
metallic phases (FeTW6, Fe2W) due to extended high
temperature exposure of the W-Steel mixtures.

A new and unique production route for W-Steel
FGMs is being considered. The main new feature is
the ultra fast sintering technique in addition to me-
chanical alloying allowing for the suppression of the
brittle inter-metallic phases.

The main focus of the activity is to establish if
and how FGMs can be superior or comparable to clas-
sical joints. Here modelling, and production meth-
ods are considered together [121-123]. In addition to
the Ultra fast sintered FGMs [124] also Atmospheric
Plasma Spraying (APS) produced FGMs are being
studied [125].

From modelling it was concluded:

e An FGM is ideally composed of 10 sublayers.
Considering manufacturing aspects, three lay-
ers are however a good compromise still keep-
ing plastic deformations in the component at a
minimum.

e FGM thickness depends on the thermal loads
expected. For lower heat loads, the stress-
redistributing performance improves with thicker
FGMs

Electro discharge sintering (EDS) is a uniquely short
sintering technique [126] that was first used for the
fabrication of Fe/W composites in [124]. EDS com-
bines characteristics of spark plasma sintering (SPS)
and capacitor discharge welding. After mechanical
alloying of the Fe and W powders consolidation takes
place within seconds. The structure of the powders
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Figure 18: Microstructure of FGM produce via elec-
tro discharge sintering. Top to bottom 100% Fe, 75%
Fe, 50% Fe, 25% Fe.

Figure 19: Rough sketch of thermo-mechanical
properties of W/Iron FGMs based on [121,124].



is typically stratified allowing for low or no produc-
tion of inter-metallics. The resulting properties of the
FGM are summarised in figure 19 and are in line with
rule of mixture predictions.

In summary:

o Fe/W composites, shows little porosity and a fine
distribution of Fe and W volumes.

e With increasing W fraction, the Fe/W compos-
ites show a linear decrease of the coefficient of
thermal expansion.

o Albeit defects like porosity and elemental inter-
faces, thermal conductivity of all composites is
still above that of Fe/ Steel.

e The mechanical parameters, e.g. yield-strength,
show an increase with increasing W fraction.

The work is currently moving towards utilising
EUROFER. powders to produce even more relevant
model-systems.

D. Permeation Barriers

One of the most prominent issues for fusion is
fuel retention and management. Deuterium and Tri-
tium are the two hydrogen isotopes used. Tritium is
a rare and radioactive isotope of hydrogen, and as
such decays with a half life of roughly 12 years. Nat-
urally occurring Tritium is extremely rare on Earth.
The atmosphere has only trace amounts, formed by
the interaction of its gases with cosmic rays. It can
be produced by irradiating lithium metal or lithium-
bearing ceramic pebbles in a nuclear reactor.

For fusion applications both the availability and
safety aspects are important. The first one in order
to maximise fuel efficiency and the later in order to
minimise environmental impact. In order to reduce
fuel loss and maximise inherent safety, Tritium accu-
mulation into reactor walls and permeation through
walls have to be prevented. Therefore, the develop-
ment of Tritium permeation barriers (TPB) is crucial
for safe reactor operation [127-129].

For a viable power plant permeation barrier with
a permeation reduction factor in the range of 50-500
is necessary [127,128]. In general, the layers applied
as Tritium permeation barriers have to feature high
thermal and chemical stability in a reducing atmo-
sphere. A lot of thin ceramic coatings, e.g. Er,Ozand
Y203, fulfil these requirements [130,131]. In the last
decades, AlaOszand ErzO3 are among a large basket
of material suitable as permeation barriers [132,133]
however many of them show issues with respect to
production and especially with stability under acti-
vation and activation itself.

Recently, Y505 is being considered as an ideal
candidate for Tritium permeation barrier material,
because of its favourably low activation behaviour
[134]. Studies on Yttria production, coating as well as
the analysis of the permeation behaviour have been
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the corner stone of the activity. Based on a mag-
netron sputtering deposition process developed for
Y;0; [87] studies on the permeation behaviour of
Yttria have lead to a significant breakthrough in the
permeation reduction factor (PRF) as well as the un-
derstanding of the underlying microstructure.
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Figure 20: Schematic view of experimental setup
for permeation rate determination.

For the determination of the permeation reduc-
tion factor a setup containing the sample between
a high (HPV) and a low pressure volume (LPV) is
used as depicted schematically in figure 20. By vary-
ing pressure and temperature during the experiments
the various dependencies of the permeation process
can be elucidated as described e.g. in [135]. Typi-
cally the permeation process can be described as a
combination of a surface or diffusion limited process,
depending on surface properties and of the systems
used.

For the initial studies Y503 is deposited on both
sides of mirror polished Eurofer97 steel substrates
[136]. Before coating the samples the substrate is
cleaned by the magnetron plasma at lower energies.
Then, additionally oxygen is injected into the cham-
ber, and an yttrium metal target (Kurt J. Lesker
Company) is sputtered.

Due to the reaction of gas with metal ions an
Y203 thin film is formed. After the deposition the
roughly 1 pm thin films are annealed at 550 °C for
16 h in a vacuum furnace at a pressure to achieve
the stable cubic phase structure of the Y;03 system.
For further studies three different deposition modes
were used. The hot metallic mode with substrate sur-
face heating during the deposition process, the cold
metallic mode without this surface heating, and the
reacted mode also without this surface heating. Due
to the higher resistance of the oxidized target, the
deposition voltage in the reacted mode (< 100 V) is
lower than in the hot metallic mode (> 300 V) [135].
Dependent on the mode used the mismatch of the Co-
efficient of Thermal Expansion (CTE) between Steel
and Oxide Ceramic can lead to cracking. In or-
der to reduce the surface temperature differences be-



Figure 21: TEM images of the Y505 thin film cross
sections after the permeation measurements of the
reacted mode (a), the hot metallic mode (b), and the
layer system (c) on Eurofer. Pt is coated on the top
of each thin film. (b and ¢).

tween the deposition process and the subsequent ex-
periments, the substrate surfaces are heated up to ~
300° C for hot metallic mode.

In figure 21 the three main types of microstruc-
tures produced are indicated and also related to their
respective production process. a) and b) are mainly
governed by the difference between (hot) metallic
mode and reactive mode and ¢) is also indicating the
option of a layered system [135].

When considering the different coatings one of
the main outcomes of the studies can be summarised
as follows.

The PRF varies clearly with the microstructure
of the coating in the order of up to a factor of 100
[135]. Due to the difference in the coating process,
control of the microstructure can be achieved e.g. hot
metallic vs reacted mode (figure 21). The thin films
grow in the reacted deposition mode in an equiaxed
grain structure and in the hot metallic mode in a
columnar grain structure. In the layer system both
grain structures can be found as one layer is based
on the hot metallic the other on the reacted mode.
Annealing at 550 °C for 15 h, leads to all samples
showing the Y203 stoichiometry. This annealing step
is essential to achieve the cubic phase of Y20s3.

For the three different samples one can essentially
identify a decrease in grain boundary densities in the
permeation direction from highest to lowest: reacted
mode, layer system, and hot metallic mode - this is es-
sentially also the trend for the permeation flux. Con-
sequently, the grain boundary diffusion through the
Y3203 thin films is preferred compared to bulk dif-
fusion. For the reacted mode a PRF of 24 and for
the hot metallic mode a PRF of 1100 is determined.
In addition to Tritium permeation barriers also the
permeation behaviour through pure steel and EURO-
FEROT7 samples was measured [137]. In both cases,
Eurofer97 and 316L, the permeation behaviour is dif-
fusion limited. The permeation through the 316L
Steel is about a factor of ten smaller when compared
to EUROFER97. This is relevant in particular for
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consideration in ITER operation as no permeation
barriers are so far considered.

For studies of other candidate materials refer-
ences related to an intensive collaboration with a
Japanese group are given. Here particularly erbia is
considered below [138-153].

V. SUMMARY AND OUTLOOK

Considering all the above mentioned issues when
using materials in a fusion reactor environment a
highly integrated approach is required. The lifetime
of PFCs and joints due to erosion, creep, thermal
cycling, embrittlement needs to be compatible with
steady state operation and short maintenance inter-
vals. Thermal properties of composites and compo-
nents have to be at least similar to bulk materials
when enhanced properties in terms of strength are
not to hinder the maximization of operational perfor-
mance. Damage resilient materials can here facilitate
small, thin components and hence higher exhaust ca-
pabilities. The components need to be compatible
with the aim of tritium breeding and self-sufficiency
and hence mitigate tritium retention and loss.

In summary it can be said that based on the
presented work new operational space can be gained
by making tungsten more resilient to failure modes
by utilising a composite approach and allowing for
passive safety by controlling potential oxidation be-
haviours by means of new tungsten alloys. The later
is relevant in particular for the first wall and blan-
ket area of a future fusion reactor while the compos-
ites due to their enhanced ductility, while retaining
pure tungsten thermal properties is typically consid-
ered for the load bearing components in the divertor.

In general material for fusion need to be consid-
ered in an integrated approach, thus joints and func-
tional layers need to be included in any component
design, this is where FGMs as well as permeation bar-
riers play an integral party to make plasma facing
components viable for application. In future the ma-
terials research related to fusion, will extend the ac-
tivities with respect to industrial upscaling and com-
ponent production and testing. Here the focus will
be the applicability in the medium to long term for a
European Demo to be constructed in the 2040s. Ma-
terial testing of those components will then be per-
formed analogous to the activities described in [154]
that sucecessfully lead to the use and qualification of
bulk baseline tungsten materials in ITER.
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ABSTRACT

A concise overview 1s given on materials applied m
fusion technology. The influence of plasma operation on
the behaviour of reactor components and diagnostic
systems 15 discussed with emphasis on effects caused by
fast particles reaching the reactor wall. Issues related to
primary and induced radioactivity are reviewed: trittum
mventory and transmutation. Tritium breeding in the
reactor blanket, separation of hydrogen isotopes and
safety aspects in handling radioactively contaminated
components are also included.

I INTRODUCTION

The ultimate goal of fusion research 1s to construct
and operate an energy generating system. In a controlled
fusion reactor the temperature gradients between the
plasma and the surrounding wall will probably be the
greatest in the Umverse and, the operation will be
associated with intense nuclear radiation. Therefore, the
technology for next-step devices presents challenges not
encountered in present-day machines. This includes
development and construction of components capable of
reliable performance in highly radioactive environment.

The assessment of radioactivity level and lifetime of
materials and components (multi-material structures) are
the driving forces m studies of plasma-material
interactions in controlled fusion devices [1,2]. They are
essential for economy and safety of a reactor-class
machine operated with a 50:50 mixture of deuterium and
trittum (D-T). Secondly, radioactivity-related effects and
power handling by plasma-facing components (PFC) are
umversal for all confinement schemes, either magnetic
or mertial, realised for energy generating systems. A
broad overview of power handling by the reactor first
wall has been presented by Loarte [3] and Linke [4].
This paper deals with radioactivity aspects of the fusion
process and their influence on the reactor structure and
plasma-facing materials and components (PFMC). In
this work, first basic requirements for plasma-facing and
other reactor materials are presented. This 1s followed by
a description of radioactivity sources in a fusion reactor.
Afterwards trittum inventory, trittum breeding and
radiation effects are discussed. The work 1s concluded
with remarks on safety issues associated with handling
components in radioactive environment. Finally, crucial
topics to be tackled in future research of fusion reactor
materials (FRM) are addressed.
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II. REACTOR STRUCTURE AND MATERIALS

The next-step fusion machine 1s ITER being under
construction in Cadarache, France. The objectives of
ITER science and technology programme include: (a)
extended burn time; (b) achievement of a self-sustained
thermonuclear burn; (c) safe operation of a reactor-like
device; (d) testing of components under reactor-like
conditions and (e) testing of tritium breeding modules
(TBM) [5,6]. These steps are essential for construction
of power-generating systems in the future. In brief, a
reactor 1s composed of a support structure, a cryostat
housing super-conducting magnets and a vacuum vessel
with the first wall being an integrated blanket. The
blanket includes structural materials, a neutron absorber
and high-heat flux (HHF) components: plasma-facing
armour and heat sink.

Energy leaves plasma in the form of electromagnetic
radiation and kinetic energy of particles. Plasma-
surrounding wall 1s irradiated by 1ons, charge-exchange
neutrals, electrons, neufrons and photons originating
from nuclear (y) and electronic processes (3, UV). All of
them modify material properties, from the very surface
to the bulk. Therefore, blanket materials must be
compatible with ultra-high vacuum, magneto-hydro
dynamics, neutron irradiation, handling of high heat
loads and the coolant media. In a consequence, there are
stringent requirements regarding properties of PFMC:
high thermal conductivity, reliable thermo-mechanical
properties and resilience to thermal shocks, low
activation by neutrons and resistance to radiation
damage, low accumulation of hydrogen isotopes (fuel
mventory) accompanied by low chemical affimty to
hydrogen in order to avoid chemical erosion leading to
the formation of volatile compounds. High affimity to
oxygen towards formation of stable and non-volatile
oxides 1s also important for gettering oxygen impurity
species from the plasma. Properties of no single element,
compound or alloy can satisfy all points from that list.
Only a few candidate materials for PFC have been
seriously considered: carbon fibre composites (CFC),
beryllium (Be) and tungsten (W). Behaviour of these
elements under plasma conditions, 1e. particle
bombardment and high heat flux deposition, 1s very
different [1-4]. Therefore, their orginally planned
distribution in ITER wall was following: beryllium on
the main chamber wall; tungsten on the divertor dome
and upper vertical target, while CFC on the lower



vertical target where the greatest power loads are
deposited [5]. The operation with such a material mix
had never been done in any device, while problems with
respective elements were known. For instance, thermal
shocks and high power loads are excellently handled by
carbon composites, but C erosion by hydrogen fluxes
leads to the formation of hydrocarbons and, as described
in Chapter IV, to unacceptable levels of fuel nventory
[6,7]. In year 2004 a reconstruction of wall components
in the Joint European Torus (JET) tokamak was decided
in order to test operation with an all-metal PFC: ITER-
Like Wall (JET-ILW) Project: beryllium in the main
chamber wall (limiters and inner wall cladding) and the
tungsten divertor [8]. The JET operation with the carbon
wall (JET-C) was fimished in October 2009. The
mnstallation of the metal wall was completed in May
2011. Photographs in Fig. 1 show in-vessel components
and distribution of wall materials (a) and, a section of the
bulk W divertor (b). Scientific objectives of the ILW
project and challenges in the design and construction of
components have been presented by Matthews [8,9] and
Mertens [10], while plasma-wall interactions in a full
metal machine have been reviewed by Matthews m [11].
A successful operation of JET-ILW lead to decision to
start the ITER operation from Day-1 with the tungsten
divertor [12].

I

i

Figure 1: Toroidal view inside the JET vessel with the
ITER-Like Wall (a) and a toroidal section of the
tungsten load bearing plate in the divertor.

The list of candidate structural materials for the
blanket comprises mainly steel (e.g. 316L(N)), Eurofer
alloy, vanadium-titanmum alloys (V-T1, V-Ti-S1, V-Ti-
Cr) and silicon carbide composites [13]. Major
requirements emphasise mechanical strength and low
activation by neutrons. Low activation and increased
resistance to radiation damage are also crucial for
functional materials: ceramic insulators and components
of m-vessel diagnostic such as optical fibres, cables,
muirrors and windows [14,15].

The intention of this paper is to highlight the field of
FRM and physics underlying their behaviour in
radioactive environment, but not to give an extensive
account on all ever-considered candidate materials and
all kinds of radiation-induced effects. The most
important processes affecting material properties will be
discussed 1n more detail in Chapter V.

III. SOURCES OF RADIOACTIVITY

All primary and induced radioactivity in controlled
fusion devices is associated with the substrates and
products of the fusion process: trittum in the D — T fuel
and a consequent production of high energy neutrons:

D+T =2 a(3.5MeV) + n(14.1 MeV) €))
D+D = T (1.0] MeV) + H (3.03 MeV) @
D+D = ’He (0.82 MeV) + n (2.45 MeV) 3).

A branching ratio of reactions (2) and (3) 1s around one.
Tritium (symbol: T, t or *H) is a low-energy B~ emitter:

*H(B) > *He (18.59 keV, t12 = 12.32 years) 4).

Resulting radioactivity of 1 g of trittum equals to 9652
Ci (3.571 x 10™ Bq). Safety requirements limit the in-
vessel inventory to the total of 700 g T. If thus level
would be overcome, a clean-up of the vessel would
become necessary in order to reduce the radioactivity.
Processes leading to the accumulation of tritum and
methods of tritium removal will be discussed in the next
chapter. In-situ induced radioactivity attributed to
nuclear transmutation by fast neutrons passing the
plasma-facing and structural materials of the blanket will
be presented in Chapter V.

IV. IMPACT OF EROSION & RE-DEPOSITION
ON FUEL INVENTORY AND DUST
GENERATION

The term “fuel inventory” denotes accumulation and
long-term retention of fuel in all in-vessel components,
either those facing the plasma directly or located in
remote (shadowed) areas such as water cooled louvers in
the divertor structure [1,6,7] or other parts of pumping
ducts. This applies to all hydrogen isotopes and has
several detrimental effects on the reactor operation
There are several pathways leading to the accumulation
of fuel in reactor components:

1 direct implantation in the PFC surface region,
1. T production by neutron-induced transmutation,
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diffusion and migration into the bulk,
co-deposition process.

Neutron-assisted production of T will be treated in the
next chapter. The process of in-depth fuel migration into
CFC and other carbon-based materials 1s still under
mvestigation in order to assess its impact on the overall
mventory [16-18]. There 1is a consensus that the process
of co-deposition 1s decisive for the in-vessel fuel
accumulation.

Co-deposition i1s defined as re-deposition of eroded
and then transported material (1e. plasma impurities)
together with fuel species. Material eroded from one
location of the reactor wall is re-deposited in another
place, unless it is pumped-out [19]. The most serious
consequence of co-deposition is the formation of mixed-
material layers which may contain vast amounts of fuel.
The process that has been studied most extensively in
devices with carbon walls 1s directly related to the
pronounced erosion (physical and chemical) of carbon
by hydrogen plasma and the resultant formation of
various hydrocarbon species. They are characterised by
different sticking coefficients to solid surfaces [20].
Those of a high sticking co-efficient are easily deposited
and form amorphous carbonaceous (a:C-H) films
retaining from a few to about 50 % atomic percent of
hydrogen isotopes [6,21]. As measured in various
tokamaks, the growth rate of such films is wusually
between 1.5 and 12 nm/s. When this number 1s scaled-up
to a full year of plasma operation co-deposited layer of a
thickness from 4.7 cm to 38 ecm would be formed,
respectively. This indicates the scale of the problem
arising from the carbon erosion, its re-deposition and
fuel mventory. The retention of radioactive trittum
causes the most severe problems because methods are
still to be developed to accomplish the efficient release
of fuel and/or decomposition and removal of co-deposits
in order to ensure safe and economical reactor operation.
A range of concepts has been proposed and tested in
laboratories [22-25] and, also inside tokamaks [26-28].
The operation of JET-ILW has clearly shown that the
elinination carbon PFC (1.e. the direct C source) reduced
carbon fluxes by 10-15 times in comparison to JET-C
[29]. Also the thickness of co-deposited layers and fuel
mventory [30,31] have decrease significantly thus
proving advantages of operation with metal walls [32].

Fig. 2(a) shows a lmiter file exposed at the
TEXTOR tokamak (carbon wall) for a few operation
hours. One can distinguish two regions: a shiny and
smoothly looking erosion zone and a deposition zone
covered with a peeling-off (flaking) deposit. Images mn
Fig.2 (b) and (c) show two basic micro-structures of co-
deposited films stratified (laminar) and granular,
respectively [21,33]. The layers shown here are 30-50
micrometers thick, but the formation of much thicker
deposits (1 mm) was also found on the neutraliser plates
of the belt pump limiter at TEXTOR [33]. Fig. 3 and 4
show respectively the outer divertor plates and test
mirrors from the inner divertor of JET-C and JET-ILW.

59

These results clearly demonstrate a significant decrease
of deposition in operation with the metal wall. Smaller
deposition has a direct impact on the dust generation in a
reactor. Thick deposits are very brttle, easily
disintegrate hence the fuel-rich dust is produced. The
amount of dust in the reactor must be strictly controlled
as 1t poses danger of ignition and steam reaction in the
case of accidental massive air or cooling water leak into
the vacuum vessel. Dust generation mechanism, motion
in plasma and morphology of particulates has been
mtensively studied [34-37]. The amount of dust dropped
after the change of the wall: from over 200 g in the last
JET-C campaign to around 1 g in JET-ILW [30,38,39].
This result provides a very positive message for ITER,
especially that the amount of loose metal dust (Be-rich
deposits or metal droplets) constitute only a small
fraction of that total amount of 1 g.

- ™ Detached flaking co-deposit
% h

Erosion zone

Figure 2: Linuter tile exposed at the TEXTOR tokamak
(a); stratified (b) and granular (c) co-deposits.

. SSiFinges of [thin deposits

Figure 3: Comparison of deposition on the divertor tiles
in JET-C (thick) and JET-ILW (thin layers).



Figure 4: Comparison of deposition on test mirrors from
the inner divertor of JET-C [40] and JET-ILW [31].

The estimated fuelling rate of the ITER plasma is
around 54 g of T per 400 s pulse. From this amount
approximately only 1 g will be burnt in the D-T fusion,
whereas the remaining majority must be pumped out and
returned to the trittum plant (the plant 1s discussed in
Chapter VII). However, the pumped-out fraction will
depend on the long-term tritium retention in co-deposits.
Predictions have been made for the cumulative trittum
retention 1n co-deposited carbon films until the safety
limit for in-vessel inventory (700 g) 1s reached and a
clean-up must be performed [41]. Based on the
experience gathered after the full D-T operation in JET-
C and on scenarios modelled by computer codes for
erosion and re-deposition the clean-up would be
necessary after 30-40 (JET equivalent at full carbon
wall) to 350-400 ITER pulses (inventory 2 g/pulse with
carbon tiles only in the strike zone in the divertor). In a
full metal surrounding the limit of 700 g would be after
thousands of discharges [42]. The operation of JET-ILW
with deuterium fuelling confirms small retention [11,43].
New results are expected in 2021-22 after completion of
the full D-T operation [44.45].

Even with positive results indicating the low
retention rate with a metal wall, the development of the
fuel clean-up methods is not abandoned. In the past,
several methods of T removal and vessel clean-up were
tested at TFTR and JET following full D-T campaigns
[22,26]: tokamak discharges in D, fuelled plasma, H and
He glow discharge cleaning, venting with oxygen.
Tokamak discharges and hydrogen glow aim at the D-T
and H-T isotope exchange. Helium glow sputters away
1sotopes from the surface layer. Ventilation with air
leads to the formation of tritiated water. While the T
removal from the main chamber (PFC) could be deemed
reasonable effective, the removal rate from remote areas,
where the thickest tritiated co-deposits were formed, was
poor. Peeled-off flakes were removed by vacuum
cleaning. Several other methods for tritum and co-
deposit removal have been proposed and tested under
laboratory conditions. They are based on chemical
decomposition (H and He glow plasma with water
vapour [23], Ox-He glow [27]), pulsed irradiation [24,25]
or mechanical treatment of surfaces with co-deposits
[46]. Irradiation with a laser [25] or a flash lamps [30]
stimulates desorption of H isotopes and disintegration of
co-deposits. However, the side effect of the deposit
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removal and disintegration 1s the formation of dust
particulates. Another challenge is related to development
of an efficient method to remove co-deposits from gaps
between tiles and grooves of castellation [47]. The issue
1s important because all plasma-facing components in
ITER will be castellated and the number of narrow
grooves will be over one million Taking into account a
variety of co-deposit structures and their location in the
reactor, a combination of techniques must be applied. An
overview of methods has been presented by Counsell
[41]. Some of those procedures will still be useful with
metal PFC. The toolbox with methods 1s enlarged by 1on
and electron cyclotron wall conditioning (ICWC and
ECWC), as detailed in [48-50]. Experiments are in the
TOMAS facility dedicated to the development of
techniques, and in tokamaks. Comprehensive full-scale
in-situ tests are to be continued in large tokamaks to
assess global efficiency of fuel removal.

V. RADIATION-INDUCED EFFECTS

Properties of reactor materials and components are
modified by fast neutrons and iomising radiation: y, X
and UV. The neutron flux to the wall of ITER will be of
the order of 5x10" m? s'. Energy carried by 14 MeV
neutrons must be converted in the blanket mnto heat and
trittum breeding. The blanket acts as a neutron absorber
and T-breeder [51,52]. Its additional important role is the
protection of the vacuum vessel and super-conducting
coils from neutron irradiation. Neutrons, on their way
through the armour and structural components of the
blanket, cause volumetric radiation damage and
chemical modification leading to the change and
deterioration of material properties. The major neutron-
induced effects in solids are: structural damage
(displacement) [53,54] and nuclear transmutation [55].
These are very closely inter-related processes and they
affect all types of materials. Some specific effects are
induced by fast photons in ceramic insulators.

The measure of damage to a crystalline matter
caused by bombardment with energetic particles is
expressed in terms of “displacement per atom™ (dpa), 1.e.
the number of times each atom 1s dislodged by radiation
from its place in the crystal. In other words, 1 dpa is
equivalent to displacing all atoms once from their lattice
sites. The cross-section for processes of neutron
displacement damage 1s generally in the range from 1 to
10 barns (1b = 102® m%). Damage depends on the fluence
(total dose) and, in some cases, also on the neutron flux.
For instance, in carbon, beryllium or ceramic materials 1
dpa is produced by a neutron dose of around 1x10% m2.
Volumetric damage leads to the formation of
dislocations, interstitials, voids and vacancies in the
crystal lattice. This results from the direct knock-on of
atoms and/or ions from their sites. Knock-on atoms of
sufficiently high energy may produce further
displacements by cascades. Dislocation 1s defined as a
line, plane or region in which there is a discontinuity in
the regularity of the lattice. Voids and vacancies are the
empty spaces formed by shifting the atoms from their



original sites. In the end effect materials volume is
changed due to swelling (metals, ceramics) or shrinkage
(CFC). 1 dpa typically results in 1 % volume change.
This mn turn, leads to the significant drop in thermal
conductivity, even by 70% from the original value [56].
Swelling of a metal crystal changes drastically its
mechanical properties causing hardeming and resultant
increased brittleness (embrittlement). The extent of
damage 15 reduced at elevated temperatures due to
annealing. However, for obvious reasons the temperature
of im-vessel materials and components cannot be
increased indefinitely. Therefore, efforts in irradiation
tests are focused on the definition of operation limits, 1.e.
dose and temperature.

The processes described above apply also to all
mnsulating ceramics applied as important components of
heating and current drive and diagnostic systems
exposed directly to neutron fluxes: feed-through
assemblies, magnetic pick-up coils, mineral insulated
cables, bolometers, pressure gauges, thermocouples,
other temperature sensors, optical fibres, laser diodes,
detectors, windows, muirrors, etc [15,57]. For msulators
the requirements are more stringent than for metallic
materials because it 1s necessary to maintain not only
their mechanical performance but also sensitive physical
properties such as insulation and optical transmission
These properties are influenced by neutrons and photons
due to radiation-induced or radiation-enhanced:

1 conductivity (excitation of electrons mto a
conduction band),

1. electrical degradation (increased electrical
conductivity),

11 absorption (light transmission loss),

electromotive force (induced voltage between
the centre and outer conductors of a mineral
insulated cable),

V. radiation-enhanced diffusion (for instance
increased triftum mobility in ceramic windows).

To ensure reliable performance of insulated devices
further testing and development of radiation-hard
materials must be carried out. The list of ceramic
materials include Al, Mg, Si, Be oxides, nitrides (Si3Nas),
natural and CVD-diamonds, mica and ferroelectrics.

The second fundamental radiation-induced effect 1s
transmutation defined as the change mm a nucleus
structure leading to the formation of different isotope(s)
or element(s) induced by bombarding the nucleus with
particles or photons. In the case of photons, the process
goes via the Compton effect The efficiency of
transmutation, as for all nuclear reactions, depends on
the cross-section of a given nuclear process. Basically,
neutron-induced transmutation can be divided mnto three
categories dependent on the reaction products:

L formation of pgaseous species such as
hydrogen 1sotopes and helum: (np),
(0.0p), (n.d), (.5 (n,0), (n,na),

gamma radiation (ny), (n.n’y)
neutron breeding: (n,2n), (n,3n).

=8
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One may easily notice that the first-group processes
lead to the formation of hydrogen isotopes (H,D,T) or
helium Gases accumulated in the crystal lattice form
bubbles and blisters. Bubbles are formed not only in the
surface layer but also i the bulk. This increases
brittleness. When the pressure of the accumulated gas
overcomes a certain linit, blisters explode leading to the
exfoliation (example 1s shown in Fig. 5).

An important consequence of nuclear reactions is
simultaneous formation of other (than H and He)
transmutation products modifying material properties.
The problem associated with such impurities becomes
particularly serious following high-dose wradiation.
Secondly, some of those transmutation products are
radioactive 1sotopes. Basic physics underlying the
transmutation cannot be overcome and the only way to
minimize its effects 1s to use low-activation materials,
1e. materials contamning elements of low cross-section
for transmutation or elements whose transmutation
products are either non-radioactive or isotopes of short
lifetime. It 1s clear that products and related radioactivity
(1.e. energy spectrum and lifetime) strongly depend on
the initial composition of the irradiated material. It also
implies that not only major constituents must undergo
low activation but also the quantity and quality of
admixtures and impurities must be strictly controlled.
For instance, while major constituents of a low
activation vanadium alloys (V-3Ti-1S1) transmute to
1sotopes of short lifetime, the presence of mickel
impurities transmuted to %°Co leads to a long-term
activation (t;,50Co 527 vyears). In conclusion,
fabrication of low activation and high purity FRM 1is
essential.

Figure 5: Exfoliation of metal following high dose
rradiation.



VI. TRITIUM BREEDING IN THE BLANKET

As already pointed out, the conversion of neutron
energy to heat and T-breeding takes place in the absorber
part of the blanket. The role of the blanket is also to
shield superconducting magnets (niobium-tin NbsSn
and/or miobium-titanium Nb-Ti) against neutrons and
gamma radiation [58]. Several test trittum breeding
blanket modules (TBM) are planned to be installed in
ITER. The aim of TBM implementation in ITER 1is to
test their performance and verify technology for DEMO,
1.e. for a prototype of a power-generating fusion reactor.
The modules are composed of structural (Le.
containment and coolant loop made of EUROFER) and
functional materials (1.e. breeder). Two basic coolants
have been considered: water and high-pressure helium
[59]. Figure 6 shows a scheme of helium-cooled blanket
being developed for DEMO.

Breeder cooling unit
(heat extraction from LiPb)

Stiffening grid

Module box
He collector (container & surface
system (back heat extraction)
plates)
Figure 6: Schematic view of a helium-cooled blanket
module to be operated with hiquid lithium-lead
developed for DEMO. Source: EFDA.

LiPb
outlet

Lithium 1s an efficient breeder. Therefore, it i1s a
constituent of all candidate materials considered for the
absorber. Lithium has two stable isotopes °Li and "Li
with natural abundance of 7.5% and 92.5%, respectively:

5)
(6).

These reactions are essential for trittum production
because that 1sotope must be produced on site. Several
ceramics have been tested: LipZrOs, LigZrOg LipTiOs,
LiAlO», L125105 and LisS104 [60]. The other candidates
are lithium oxide (Li20), Li17-Pb liquid alloy (eutectic)
and 2LiF-BeF, mixture called Flibe, Li;BeF; To
increase the amount of neutrons for T breeding,
beryllium 1s added as a neutron multiplier:

(En = 2.7 MeV)

Li+n > a+T +4.78 MeV
Li+n=> o +T+n -247 MeV

*Be+n = 2a+2n° .

However, other side reactions with low cross-sections
also occur thus leading to the production of trittum and
helium and, eventually, to accumulation of tritum in He
bubbles in Be:

*Be+n = a+°%He
6He([?»')—) Lir

(Eq = 0.67 MeV)
(3.508 MeV, tiz = 0.8075)

@®
®
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*Be+n = "Li+ T -10.40 MeV (Ex=11.6 MeV)  (10),

where Eu is the threshold energy. Then, Li and "Li are
transmuted to trittum in processes (5) and (6),
respectively. Taking into account all these pathways of T
generation from lithium, the overall fusion process reads:

D +Li=> 2a + Energy (11),

showing that the energy production cycle is based on
easily achievable reactants found in nature m
mexhaustible supply: deuterium extracted from sea water
(~33.3 g D/m?) and lithium extracted from sea water or
obtained from common minerals such as lepidolite,
petalite, spodumene and amblygonite.

VII. TRITIUM PLANT

Tritium breeded in the blanket and that pumped-out
from the torus (non-used fuel and released from the wall
by cleaning methods) must be handled in the trittum
plant before 1t can be used for plasma fuelling. Tritiated
species occur in the form of gas molecules (I, where I
denotes a mixture of hydrogen isotopes), hydrocarbons
(Cxly) and water (I20). The separation methods comprise
cryogenic  distillation, condensation, electrolysis,
diffusion wvia Pd membranes, catalytic processes:
oxidation of C,l;, decomposition of IO and C,l, and
vapour stage exchange:

CO+LO €—> CO2+1x [water gas shift] (12)
Cli+ 1O €= CO+3L [steam reforming] (13)
Cli > C+2Dh [methane cracking] (14).

Fig. 7 shows a schematic flow diagram in an isotope
separation facility [61]. This example is based on the
Trtium Separation Test Assembly, TSTA, operated until
1997 in Los Alamos NL, New Mexico, USA. Details of
the ITER fuel cycle have been recently presented by
Mardoch [62].

o
D
- H D,
3
H, D, T
HD, HT, DT ™ or
T
T,
T —

Figure 7: A schematic flow diagram of tritiated gases in
an 1sotope separation station (ISS).

All trittum for introduction to the torus (freshly
supplied to the reactor site and that leaving the ISS) must
be stored in uranium or Co-Zr beds at low temperature.
This 1s to ensure precise dosing and to avoid



uncontrolled release of the radioactive gas. Also
deuterium for the gas introduction system 1s stored n U-
beds. The discharge of pure gases from the beds 1s
realised at elevated temperature of about 450 °C [26].

VIII. SAFETY ASPECTS AND HANDLING OF
REACTOR. COMPONENTS

Already the D-D phase of the ITER operation will
activate components to the level unacceptable for
manned intervention in the reactor vessel. Radioactivity
will be significantly increased in the D — T phase.
Additionally, the use of beryllium (health hazard) on the
entire wall of the main chamber imposes strict
precautions for in-vessel operation during shut-down
periods. Therefore, like in other branches of nuclear
industry, the design and construction of all in-vessel
components of a fusion reactor is fully compatible with
remote handling by robotic arms. The major role of these
programmed (tramned) devices 1s in installation,
exchange and repair of PFC, blanket, divertor modules
and in-vessel diagnostics. Fig. 8 shows a robotic arm
used in the JET tokamak. The technology was developed
for handling components following the full D-T
campaign [26,63]. All replacements of the JET divertor
structure and installation of diagnostic tools are
performed by these means. Remote handling technology
at JET has been further developed to meet requirements
in mstallation of beryllium and tungsten components for
the ILW project. This has comprised a design and
construction of new robots capable of handling and
mnstalling components of up to 100 kg [9,10].

_—

Figure 8: A remotely controlled robotic arm at JET:
restructuring of the divertor configuration (1998).
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IX. FUTURE STUDIES OF FUSION REACTOR
MATERIALS

The list of most important issues to be tackled on
the way towards the reactor construction includes:

1) further development of low-activation and
radiation-hard materials and components of

. high purity, _ _ B

11) development of efficient techmques for trittum

removal or elimination of carbon as material for
PFC 1n order to reduce inventory related to the
co-deposition,

testing of materials and components under high-
flux irradiation with 14 MeV neutrons.

1)

The last point requires a construction of an efficient
test facility capable of simulating the neutron energy
spectrum of a D-T fusion reactor. Sufficient intensity of
the n-flux and the wrradiation volume of at least 500 cm?
are indispensable for testing samples of candidate
materials up to a full lifetime of anticipated use mn a
reactor (e.g. DEMO), 1e. over 80 dpa. A conceptual
design of the facility has been completed. Engineering
validation and engineering design activity (EVEDA)
phase will soon begin and it should be followed by
decisions regarding the site for the facility and work
schedule. The project 1s called IFMIF: International
Fusion Material Irradiation Facility [64-66]. The facility
shown schematically in Fig. 9 is an intense neufron
source based on an accelerator-driven generation of
neutrons by deuterium-lithium reactions: "Li(d,2n)"Be,
6Li(d,n)"Be [67-69]. Deuterons in the range of 30 - 40
MeV are to be produced by means of two continuous-
wave linear accelerators. Interaction of deuterons in a
flowing lithtum target would lead to production of
neutrons with the energy spectrum peaking at around 14
MeV. The neutron generation rate of some 10'7 n s
would result in a flux of some 10'® m? s at the rear side
of the target. Therefore, displacement damage and
transmutation products (He) mn the mrradiated material
would match the neutron-induced effects anticipated in
the fusion reactor environment. Fig. 10 shows a scheme
of the IFMIF test assembly and target chambers.
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Figure 9: A schematic plan of IFMIF.
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Figure 10: IFMIF: hiquid lithium target and
characteristics of target chambers.

X. CONCLUDING REMARKS

The above mentioned aspects of material science are
necessary and important to accomplish the ultimate goal
of fusion research, ie. the construction of a power
generating system. Development and intense testing of
materials and components, will play a crucial role in and
for the operation of ITER and DEMO machines. Having
in nund scientific and technical challenges associated
with the project, all efforts are to be made to ensure the
best possible material selection for a reactor-class
machine. Fusion, if realised under terrestrial conditions,
offers inexhaustible energy supply free of CO, enussion.
However, a reactor 15 a nuclear device and radioactive
aspects of fusion will undergo intense public scrutiny.
For that reason, proper testing and validation of material
and component performance 1s essential. Based on the
best of our present knowledge we have to use and to
develop tools, methods and materials best fitted for the
steady-steady reactor operation. International co-
operation established around ITER is an important step
on the way towards commercial fusion

The lecture has addressed not only problems and
future challenges but also achievements in technology of
FRM. With the present-day experience and background
from many fields of science and technology we know
“what” and “why” may happen with materials n a
hostile fusion environment This, in turn, allows
definition of actions “how™ to deal with problems and
reach solutions. It certainly still requires substantial
funding but also a lot of invention. In that sense, fusion-
related material research 1s an attractive and long-term
field for a generation of young scientists and nuclear

engineers.
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ABSTRACT

This lecture addresses, on the basis of elemen-
tary and intuitive treatments, the process of coupling
of electromagnetic power to plasma. We focus on the
process of coupling a vacuum wave to plasma waves in
the edge plasma region in the Ion Cyclotron Range
of Frequencies (ICRF). From the properties of the
plasma waves at the edge of the plasma, where the
cold plasma approximation can be used, we infer the
necessary conditions for good coupling and good ab-
sorption. In particular the importance of the launcher
geometry on the radiation spectrum of the antenna is
underlined. We also discuss recent experimental re-
sults and we show how particular issues such as im-
purity production during heating can be alleviated.
In the final section we introduce how the principle of
travelling waves antennas and comblines can be ap-
plied in the ICRF.

L. INTRODUCTION

The principle of wave heating is similar for all
schemes and is sketched in Fig.1. The electromag-
netic energy is produced by a generator and sent
to the machine area via transmission lines consti-
tuted of coaxial lines at low frequency and waveg-
uides at higher frequency. At very high frequency
optical transmission is also possible. Some match-
ing circuitry has to be incorporated in the transmis-
sion system in order to prevent the reflected power
to come back to the generator. The transmission line
is connected to some launching structure (antenna,
waveguide,...) that will couple the power inside the
machine’s vacuum chamber. The vacuum wave that
exists inside the launching structure and at the very
edge of the plasma is then converted to a plasma wave
that transports electromagnetic energy to some re-
gion inside the plasma where it will be absorbed. This
is the region where the resonant process occurs. This
process accelerates the population of particles that is
in resonance with the wave, usually a small fraction
of the plasma particles. A slightly or strongly non-
maxwellian resonant population builds up against the
restoring force of collisions between this population
and the remainder of the plasma. It is through the
latter collisional process that the bulk of the plasma
is heated up.
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The concept of "coupling” as it will be treated
here concerns essentially the coupling of vacuum elec-
tromagnetic power to plasma waves. Even if this can-
not be completely disentangled from the other pro-
cesses (absorption, thermalization, ...), we will mainly
consider here the physics of the system ”launcher-
vacuum-plasma edge”. The detailed physics of the
resonant absorption is discussed in [1, 2] while the
thermalization is studied in [3]. In this paper, we
shall not desecribe the technical parts of the launching
systems, i.e. generators, transmission lines, matching
systems (see [4]). Let us first start with the elemen-
tary wave theory.

VACUUM
VESSEL

I GENERATOR I

LALSIC

Figure 1: Principle of heating by plasma waves

II. WAVE PROPAGATION IN A PLASMA

The study of plasma waves is a very broad subject
and we will limit ourselves to to the cold-plasma ap-
proximation [5] which is mostly sufficient to describe
the basic propagation properties of the waves used in
plasma heating. Interested readers should consult ref-
erences [6, 7] for an exhaustive description of plasma
waves.

We consider a plasma immersed in a static mag-
netic induction field B_:g. If the wave is considered as
a first-order perturbation with a harmonic space-time

dependence ~ exp [—i(wt —k- :.,"")] then the cold-
plasma dispersion relation can be written [6]:

D-E—Fx (fxE)+ e

E=0 (1)



where k is the wave vector, E is the wave electric
field, w is the generator angular frequency and ¢ is
the speed of light. It is sometimes useful to work
instead with the refractive index vector i = E;’ko
where ky = w/c is the vacuum wave vector. The
components of the cold-plasma dielectric tensor £ are
given by [6]:

g1 1€y
—iEzy €1 0
0 0 E”

£— 2 Qs
g =1-%,%

(2)
The wave equation is an algebraic homogeneous sys-
tem of 3 equations for the 3 cartesian components of
the electric field. It will have a non vanishing solu-
tion if and only if the determinant of D is zero. This
defines the dispersion relation, an implicit relation be-
tween the generator frequency, the parallel and per-
pendicular components of the refractive index vector
r] and n), and the plasma properties (encoded in the
dielectric tensor). The dispersion equation solution
determines all the wave modes which can propagate
in the plasma for a given plasma model. If the static
magnetic induction go is taken along the z-direction
of a cartesian frame, then, because of the isotropy in
the plane parallel to By, the direction of the perpen-
dicular component of the wave vector k is irrelevant
and can be arbitrarily chosen as x-direction. The dis-
persion equation is then expressed as a bi-quadratic
equation in n; = |r] |:

g —ny? 1€y nyn||
—iggy EL—TLT— n”2 0 =0 (3)
nin| 0 e —ni?

We shall generally express its solution as k 12
K(kj,w) because kj is generally fixed by the launcher
structure. The two roots are often called fast and slow
waves respectively. Their behaviour will be studied
in details in [1, 8] for the various ranges of frequen-
cies. For our purpose we simply need to underline
that at some frequencies (corresponding to specific
locations in the plasma) "something can happen” !
First, the dielectric tensor becomes singular each time
W = Wes. This means that the particle current be-
comes infinite for a finite electric field (wave-particle
resonances). The other special frequencies are those
for which k2 — oo and appear when £, = 0. We
speak about wave resonances.

III. COUPLING THEORY IN THE L.C.R.F.

A. Dispersion curves in the L.C.R.F.

In the ICRF, or below, = is much larger than
the other elements such that the dispersion equation
reduces to the top left 2X2 determinant (3). This

2
0 er=1-3, U;_L:,E‘
3 w,
with oy = 3, (T'!f:;_’_

w? Yo
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approximation corresponds to the zero electron mass
limit and leaves only one wave (the fast wave) in the
dispersion. A typical set dispersion curves for a JET
plasma can be seen in figure 2. In the ICRH the slow
wave is evanescent almost everywhere in the plasma
bulk, and practically the zero electron mass limit is
equivalent to neglecting the parallel component of the
electric field. This can be forced by setting up a screen
in front of the launcher.

—— Slow Wave JET (H)D PLASMA ||
—— Fast Wave

4 f=51 MHz

-]

Sign(Re{kx>2))Log(|Re(kx2)]|)
(=]

==

05

0.0 10
xm

Figure 2: Dispersion curves for a typical JET plasma
with parabolic density profile. Frequency is 51 MHz.

The results presented in figure 2 are from one
single value of k=8 m typieal of dipole phasing op-
eration in JET. It is important to underline that if k|
becomes significantly smaller than the vacuum wave
vector amplitude kg, the fast wave dispersion curve
near the edge locally matches the slow wave curve just
before the lower hybrid resonance, which means the
two wave modes are likely to exchange energy before
the slow wave damps on the electrons. Consequently
level of edge heating can increase which is a concern
for the efficient heating of the plasma. Therefore val-
ues such that |ky|? < |ko|* are preferably avoided.

B. Types of launcher and coupling

The simplest case is that of electron cyclotron
waves in large machines. In this case, the wave-
length of the vacuum wave A = 2 /ko is very small
as compared to the plasma cross-section. The wave
is launched as a propagating wave pencil that will
progressively convert to a plasma wave. Because of
the smallness of the wavelength, the boundary condi-
tions at the conducting wall of the machine, as well as
on the launching structure, play no explicit role. The
wave can be accurately described in the geometric op-
tics limit and the only boundary conditions that mat-
ter are the initial launching angle and reflections at
the wall, if any [8]. If the vacuum wavelength becomes
comparable to the antenna structure, the scale length
of variations of edge plasma parameters or the plasma
radius, the launcher environment and the plasma will
affect the coupling process and a full boundary-value
problem has to be solved to describe it. Such is usu-



ally the case of Alfvén wave, ion cyclotron, or lower
hybrid wave launchers in medium or large-size ma-
chines [1]. But this may also be the case of electron
cyclotron launchers in low-field, small machines.

The most natural way to couple energy in the
ICRF is to excite the fast wave, i.e. to excite a vac-
uum wave characterized by an electric field with a
similar E, polarization. This can be done by gener-
ating a modulated magnetic field parallel to the static
magnetic field By induced by a poloidal RF current
Jy flowing on a vertical stripline. This concept, called
"loop antenna”, or "strap”, is widely used in ICRF
antennas.

‘We shall now introduce coupling theory, on the
basis of the simplest model. More sophisticated the-
ories rest on similar principles but include more of a
realistic geometry.

C. Coupling model

‘We consider the simplest case of an antenna fac-
ing a large plasma such that the plasma looks nearly
uniform in the toroidal (2) and poloidal (y) directions
(Fig.3). In the radial direction z the plasma is usually
non-uniform, and this is taken into account in stan-
dard coupling models, but here, in order to simplify
the algebra, we consider a step model. The density
is zero for r < 0 and constant density for x positive.
The influence of a realistic density profile was stud-
ied in [9]: the cut-off position and the density gra-
dient were shown to have a primary importance in
the assessment of an antenna coupling capabilities,
but these considerations are out of the scope of the
present introduction. We assume that the absorp-
tion is good and hence, there is no reflected wave.
This is the so-called single-pass approximation. In
addition, we shall also assume that the system is in-
variant in the y-direction (which implies in particular
that the antenna is infinite) and neglect propagation
in the y-direction (k, = 0). Next, we have to choose a
model for the plasma waves. To be specific, we choose
the case of coupling in the ion cyclotron frequency
range (ICRF). The slow wave being evanescent in the
plasma bulk, we shall consider only coupling to the
fast magnetosonic wave (FW). As the FW equations
will be needed later on, we first derive them, starting
from the cold wave theory.

C.1 The fast magnetosonic wave equation

We write the full cold-plasma dispersion relation in
terms of the parallel (n = nsin#) and perpendicular
(n) = N cos#) components of the refractive index

—id

Kk, —id
ky dx

=inL
ko

We keep to i its operator meaning because x is the

direction of inhomogeneity. In the parallel direction,

the plasma is homogeneous and we use the Fourier

(4)

W
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Figure 3: 2-D slab coupling model. The plasma is
uniform in the y (poloidal) and 2 (toroidal) directions.
The width of the antenna is 2w, , the distance between
the antenna and the plasma is a and the distance
between the antenna and the wall is d.

transformed form. The dispersion equation (3) de-
rived previously can be used and we take the zero
electron mass limit to uncoupling the FW. This limit
implies that the parallel electric field cannot pene-
trate the plasma, i.e. that the evanescence length of
the slow wave is zero. Eq. (1) can be recast to

d
kl‘pw2Ey =—i (—

4, pky) WB.)  (5)

brow?Be =~ (kg ) @B (6D)

%E, — ik, E, (50)

with g = €,,ko”/u, u = ko’e; — k) and k) gy °
u (1 — p?). The other components of the FW field
follow from Maxwell's equation iwB = V x E (with
E. =0):

iwB, =

B,==hg; B,=hg, (6)

Finally, taking the limit k, — 0 and eliminating B,
from (5a)-(5¢), we obtain the FW equation:

@E,
0‘032

+ki pw’E, =0

)

C.2 The Plasma surface impedance

For a uniform plasma, the wave equation (7) has con-
stant coefficient and the solutions are simply expo-
nential. The single-pass approximation allows us to
impose at z — oo a radiating boundary condition and
the wave solution in the plasma can be written:

®)

where Cyy is a constant (relative to region III in Fig.
3) to be determined. Eq. (6) then gives the longitu-
dinal magnetic induction field field component:

E, = Cyryexp (iky pwe)

ki rw
[

B.= E, ©



The field in the plasma is thus known up to a multi-
plicative constant. Tangential field components being
continuous at the plasma-vacuum interface (II-III),
their ratio is also continuous. This quantity is known
as the surface impedance of the plasma Zg

E, 1

Zo= =
5~ WB. ki rw

(10)
We express the continuity of this quantity at z = 0

[Zslly = Zs(0+) — Zs(0-) =0 (11)

In the general case where all field components are
to be considered, the equivalent of (10) is a vector
relation and Zg is the surface impedance matrix:

E, \ whB,
(&)-=(5)

C.3 Fields in the vacuum region I-II

(12)

Equipped with this boundary condition, the vacuum
problem can be solved on its own. The plasma prop-
erties will enter its solution only via the quantity Zs
and the vacuum solution is therefore formally inde-
pendent of the particular plasma model considered.
The general electromagnetic field in vacuum can be
decomposed into its TE (transverse electric) and TM
(transverse magnetic) parts with respect to a given
direction, here z. Maxwell’s equations then appear
in the form:

(5)-t (57 %) (55)
(5)=mme (T ke ) (amvas )
(13b)

dd—;( g ) = (ky?+k”2—k02)( g ) (14)

From this it can be seen that the problem can be
solved independently for E, and B,. The TM part of
the field, which has a longitudinal (along 2) E com-
ponent does not couple to the plasma waves because
E. = 0 in the plasma (see section IT). Therefore, for
the simplified problem considered here, we can retain
the TE mode alone and ignore the field components
deriving from E..The solution for the two vacuum
regions is elementary:

Region I
Region II:

B, = Ay cosh k”JJ + By sinh k”:B (15&)
B, = Ajrcosh .]C"JJ + By Si]lhkn&)
(15b)

where the A’s and the B’s are constants to be deter-
mined by the following boundary conditions:
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o At the metallic wall z = —d: E, =0 (16a)

o The antenna is represented by an infinitely thin
current sheet of finite width w and infinite
length. This gives rise to a jump condition on
the tangential magnetic field: [[B.]], = —pody
(16b)

e and a continuity condition [[E,]], =0 (16c)

e At the plasma surface, x = 0: [[Z.]], =0 (16d)

These conditions are sufficient to determine the 4 con-
stants in (15a) and (15b). In particular, this gives
the relation between all field components and their
source, the current density at the antenna j, [10].

There is one additional condition, the continuity
of E, (or B,) at x = a that was not necessary to solve
the vacuum problem. It can be used to determine
Crrr in Eq. (8) as all field quantities in the vacuum
region are now known.

C.4 Poynting’s theorem and antenna radia-
tion

Let us consider in the vacuum region I-II an ar-
bitrary volume containing the antenna. Starting
from Maxwell’s equations, one can easily write down
Poyunting’s theorem [11] from which we get the com-
plex radiated power in region II for an antenna cur-
rent j;,:

p_1 f E-jadv
2 v

On the r.h.s. appears the work done by the electric
field on the antenna current. Strictly speaking, it
should be zero because the antenna is a metallic con-
ductor on which the tangential electric field should
vanish. It is non-zero because the current distribu-
tion on the antenna has been assumed rather than
self-consistently computed. This is known as the in-
duced e.m.f. method. Though it may appear rough,
this method usually gives good results if the assumed
current is a reasonable guess of the exact one. In more
sophisticated computations [12], the current distribu-
tion on the antenna is self-consistently determined.
A theory completely similar to the above one can be
done for waveguide [12] or aperture launchers. In
these cases, the incoming wave field distribution on
the aperture is given and the field reflected by the
plasma and surrounding structures is the result of the
computation. Alternatively, the above formalism can
be applied without changes if the aperture boundary
condition is expressed as an equivalent current den-
sity [13].

It is to be observed that the quantity on the r.h.s.
of Eq.(17) has both a real and an imaginary part.
The real part is the power radiated by the antenna,
while the imaginary part is related to the reactive
properties of the antenna, as we will see. We can
compute the former for our simplified model. First

(17)



we rewrite Poyntings theorem (17) in terms of the k|
field spectrum using Parseval’s relation:

1 . 1 /== .
P:_ﬁj;Eny av = _Ej._ Ey(kll).?y(kll)dkll
(18)
The Fourier spectrum of the electric field E,(k)) is
evaluated in region II, in front of the strap (z = 0)
and is given by:

E,(ky) = wio(ga — iha)dy (k) (19a)
with
. isinh k”d siuhk”a —iZg coshk”a
92t = T T i Ry (a + d) — iZ5 cosh Fy (a + d)

(19b)
The antenna radiation spectrum can be obtained
from the Poynting theorem and taking the real part
of it
Witp .2
R(P)=— dk 20
P =2 [mlifae @)
If we take the limit d — oo

who [ ki

_ _ Bl —2kyfe s 2 ik 91
- VkJ_2+k||28 |7 | I (21)

R(P) ~
This expression highlights one of the fundamental
challenges of low frequency wave heating, namely
the fact that ingoing waves undergo a strong evanes-
cence in the vacuum layer between the antenna and
the plasma and are furthermore confronted on their
path to the plasma bulk with brutal refractive index
change, leading to a strong reflection at plasma vac-
uum interface. The k) spectrum of a given launcher is
mostly determined by the geometry of the launcher.
For a simple radiating strap of width w it is given
by kj ~ m/w. Therefore the radiated power will
decay as exp(—2ma/w). This provides a simple rule
to estimate the evanescence of the field launched by
the antenna in vacuum. If the launcher is made of
an array of identical elements spaced by L, < w
in the toroidal direction and excited with a phase
difference A®, then the typical parallel wave vector
must be taken as kja = A®/L,. Evanescence will
then be stronger than in the previous case of an un-
phased structure. One could think that working with
an antenna spectrum peaking at kj = 0 (monopole
phasing) could solve this problem. Actually realistic
plasma surface spectra displays large contributions
oceurring for k) < kg, but they are due to coaxial &
surface modes [14]. The coaxial modes correspond to
TEM/z or TE/z electromagnetic waves propagating
between the tokamak wall and the plasma column,
which plays the role of a lossy metal wall. These
modes lead to power deposition in the SOL and wall
region.

C.5 Antenna coupling properties

As mentioned above the structure of the antenna
modelled in the present exercise is basically that of
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a strip-line, i.e. a conductor running above an infi-
nite conducting plane. The field in such a strip line is
known to have a TEM (transverse electro-magnetic)
structure, like a coaxial transmission line. A TEM
field has the property that the electric and magnetic
field structure in the transmission line cross-section is
the same as that respectively of the electrostatic and
magnetostatic field it can sustain. Therefore, the an-
tenna properties can be computed in the electrostatic
and magnetostatic limits and used as in transmission
line theory. We shall recast the results obtained above
in terms of strip line characteristics. This formalism
is often used in practice to represent properties of
real ICRF antennas, which structure is indeed close
to that of strip lines. The radiation impedance Z 4 of
the antenna can be obtained by equating the power
flow to the same expression for a transmission line:

1 - 1

3 /V E-jadv =3

where I is the total current flowing on the antenna,
R and X = —wL being respectively the specific in-
put resistance and reactance of the line, and L being

the specific inductance. From the spectral form of
Poyunting’s theorem (17) we obtain:

(R+iX)I2  (22)

%(R —wL)I? = —% /_ D:O B, (ky)ialky)dk; (23)

The previous equality constitutes the definition of the
two quantities R and L in the present antenna model.
The plasma enters their definition only through the
functions g, and hy (19b). No equivalent capacitance
C appears in Eq.(23) because we have dropped the
TM part of the field. It can however easily be ob-
tained by solving the TM vacuum field equations with
the boundary condition E, =0 at the plasma z = 0.
The three constants R, L, C' completely determine
the properties of the transmission-line equivalent to
the antenna [15, 10] and are of primary interest for
the design of the transmission and matching system

[4].

C.6 Radiated field

Using the additional boundary condition at the
plasma-vacuum interface, i.e. continiity of E,, the
field in the plasma can also be computed and used
to determine the properties of the radiated far field
[16]. In Fig. 4, the far field Poynting flux distribution
over constant phase surfaces is shown for a phased an-
tenna array in an ITER-like plasma. As the Poynting
flux is the RF power flux, this shows how phasing, by
sending the power at different parallel wave numbers
sends it in different spatial directions as well.

C.7 State of the art

The theory presented in the previous sections is as
we said simple: it neglects feeders, poloidal antenna
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Figure 4: Distribution of the Poynting vector in the
far-field region for three different phase differences @
between successive straps of a 4-strap antenna array.
From [16].

inhomogeneity and plasma density profile. These
limitations were assessed in [10, 17] notably, and it
appears that such a simple model can fairly repro-
duce most of the coupling properties of more realis-
tic antenna models. Nevertheless the rigorous self-
consistent solution of the full boundary-values prob-
lem is a formidable task that can only be tackled with
numerical codes. A review of the early development
of sophisticated coupling codes can be found in the
review [18]. More recently in the 3D code TOPICA
[13] detailed current distributions are now computed
over all antenna parts for imported CAD geometries.
The fast ANTITER II code [19] computes the Fourier
expanded field distribution in front of of the antenna
box, while an expansion in orthogonal modes is com-
puted inside the antenna box. In a similar way to
what was presented in section III-C, the continuity
of the tangential fields at the interface between these
media, called the "aperture” is imposed and the ex-
pansions are matched to give the full solution. Un-
like TOPICA which requires substantial computer re-
sources, ANTITER II runs on a home computer and
provides results in a few minutes. In parallel to the
development of these plasma coupling codes, sophis-
ticated commercial codes have been used to compute
and optimise the reactive properties of antennas in
vacuum or in the presence of a dielectric [20, 21, 22].
In this process, it was shown that an adequately cho-
sen dielectric can to some extent simulate coupling
to a plasma [20]. Antenna models in the ICRF have
been compared with success to experimental results in
a number of cases [23, 24, 25, 26] and are used to pre-
dict the performance of ITER antennas [21, 22, 27].
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D. The coupling/heating challenge

The previous results have notably underlined the
evanescence of the vacuum wave which increases with
increasing k. On the other hand there is a large ev-
idence that the heating efficiency (or absortivity) in
the plasma increases when the dominant k| in the
antenna radiation spectrum increases. This latter ef-
fect was notably observed on TEXTOR (28] and JET
[29]. A summary of experimental results with JET
A2 heating scenarios can be seen on figure 5 where
the opposite trends of heating efficiency and coupling
as a function of the dominant kj are clearly visible.
A detailed explanation of the almost linear variation
of the efficiency with the dominant k is beyond the
scope of this lecture. Nevertheless it must be taken
into account when antennas arrays are designed and
phasing operations are being considered: the over-
all performance of an antenna system depends on a
compromise to produce waves with low k| to ensure
good coupling, but also high k) to ensure good ICRF
heating.
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Figure 5: Heating efficiency and coupling from JET’s
A?2 antennas as a function of dominant k. From [30].

IV. RECENT EXPERIMENTAL RESULTS

The interaction between ICRF waves and the
edge of the plasma is a complex domain: we know
that the edge plasma profile and in particular the
location of the cut-off demsity layer directly deter-
mines the evanescence width and then the coupling
efficiency. But many other processes can occur where
the heating itself influences the profile. This is be-
yond the scope of the present note, but the interested
reader will find a detailed review in [31].

Impurity production during ICRH has been cor-
related with an increase of plasma-wall interactions in
situations of low coupling and absorption of the RF
waves. In [28] it was notably demonstrated that pass-
ing from monopole phasing to 7 phasing operation of



the two-strap antenna in TEXTOR. could decrease
the impurity production, and this was attributed to
the optimisation of the absorption expected in dipole
phasing. In a more recent work [29] the level of impu-
rities (Ni) was monitored during ICRF discharges in
JET, showing a direct correlation between the level
of RF power launched with the A2 antennas. By
varying the relative phasing of the straps the frac-
tion of Ni produced could be significantly reduced for
Onm0 phasing, giving a dominant kj ~ 4mt. The
formation of RF-enhanced sheath is the mechanism
being currently considered as the main responsible
for the production of impurities during ICRH. The
higher level of parallel electric fields in the SOL dur-
ing lower coupling situations and the corresponding
increase of sputtered impurities from the plasma fac-
ing components is in agreement with the experimental
observations.

Recent experiments performed at JET also
demonstrated the importance of localized plasma
gas injection in order to optimize plasma coupling
[32, 33]. The increase of the density in front of the
antenna is shown to move the location of the cut-off
density closer to the launcher and therefore to directly
reduce the width of the evanescence region.

V. THE CONCEPT OF TRAVELLING WAVE AN-
TENNA FOR ICRH

Typical antenna systems in modern machines
where high power densities are required are plugged-
in systems inserted in specific ports in the main
metallic vessel. This strongly limit the design flex-
ibility, and then limits the selectivity of the wave
number spectrum. For a machine like DEMO where
the plasma conditions are such that a low coupling is
expected, antenna optimisation is needed more than
ever. The concept of a travelling wave antenna brings
an elegant method to maximise the radiated power,
while providing good directivity and load resilience.

If we assume that the space available for the an-
tenna is not a limitation, let us consider number n, of
infinitely thin straps equally spaced by a distance S,
(see Figure 6). If the current amplitude on each strap
is I 4 and the phase difference between two consecu-
tive straps is A®, the Fourier spectrum of the total
current density is given by

Jy =n.la ESin(fp)."rfp (24a)

with

& =0.5n,85, [k" — (AD — p2m) ;’Sz] . (24b)

Due to the strong decrease effect of the resistive
part of the spectrum for increasing kj, only the first
peak at kjp = A®/S. will contribute to the radi-
ated power. Consequently, a specific central kjp can
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Figure 6: Array of straps with spacing S, from [34]

be selected by carefully choosing the phase difference
A®. Also, by integrating the current spectrum in the
whole k| domain, we have

Prod ~ s/ S-. (25)

This scaling is confirmed by more realistic computa-
tions with ANTITER II [34] where the finite strap
width is taken into account, and demonstrates that
increasing the number of straps allows to linearly in-
crease the radiated power.

In practice the total control on the radiated spec-
trum would require to individually feed each strap,
which could pose technical issues (intrusions in the
reactor vessel). Therefore practical solutions must be
found:

1. Travelling wave along a resonant strap array
[34]: an array of short-circuited straps tuned
by an external capacitor at a given frequency
fo is considered. Only the first strap is fed
by the generator (input power Pi,), and the
currents propagate from strap to strap by mu-
tual coupling. Each strap n individually radi-
ates a power P,, = P, exp —2na into the plasma,
where « is the imaginary part of the phase dif-
ference A®. The power leaving the array is then
P,y = P;p — X, P,, and is negligible when the
loading resistance is sufficiently large. The last
strap can be terminated by a dummy load with
a characteristic impedance equal to the so-called
"iterative impedance” of the array [35], which
makes the system load-resilient.

2. 36(F configuration with periodic feeding [36]: a
continuous distributed array all around the ma-
chine fed by periodically placed generators.

3. Resonant rings in 36(° configuration [34, 36]:
multiple resonant arrays are mounted in a res-
onant ring.

The latter solution provides the most advantages:
best selective excitation spectrum, load resilience,
and simplicity. The concept needs to be tested ex-
perimentally in a fusion-relevant environment, and, at
the time of writing the present text, implementation
in the WEST tokamak is being discussed. An ICRH
system based on travelling waves antenna for DEMO
is proposed and analysed in [37]: modeling shows that
the system can couple 50 MW with voltages up to 25-
30 kV, for an unfavourable low density profile. This



design will require an iterative procedure to align the
RF performance with the thermo-mechanical require-
ments of the blanket where the antenna is located.
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ABSTRACT

This lecture covers the practical features and
experimental results of the three heating methods. The
emphasis is on ion cyclotron heating. First, we briefly come
back to the main non-collisional heating mechanisms and
to the particular features of the quasilinear coefficient in
the ion cyclotron range of frequencies (ICRF). The specific
case of the ion-ion hybrid resonance is treated, as well as
the polarisation issue and minority heating scheme. The
various ICRF scenarios are reviewed. The experimental
applications of ion cyclotron resonance heating (ICRH)
systems are outlined. Then, the lower hybrid and Alfven
wave heating and current drive experimental results are
covered more briefly. Where applicable, the prospects for
ITER are commented.

I ION CYCLOTRON HEATING

LA. Introduction

Before going in further details of heating mechanisms,
1t 1s important to recapitulate the order of magnitude of the
different quantities characterising the plasma and the RF. A
table of plasma parameters (Table 1), typical of moderate
plasma performance in a machine like JET, was given
earlier! Two important parameters that characterise the
collisionality of the plasma are to be added to complete the
picture: the ion an electron collision frequencies:
Vg~10kHz, 15~100Hz. A JET-type machine is characterised
by the following parameters:

Ry =3m, 27Rg = 20m; a = 1.5m, 2na, = 10m.

In the light of these numbers, one sees that the time for a
cyclotron gyration 1s extremely short: 10ps for an electron,
40ns for an ion. Durning this single gyration, the electron
travels 0.4mm in the toroidal direction and the 1on 2cm. It
takes 1ps to an electron to complete a toroidal turn around
the machine, 40ps to an 1on. During this turn, an electron
has performed 50,000 cyclotron gyrations, an 1on 1,000.
This means that gyro motion is an extremely fast process as
compared to transit times across any macroscopic area.
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Equivalently, the gyro radu of electrons (0.05mm) and of
ions (3mm) are small as compared to plasma size. The
plasma is nearly non-collisional: the electron mean free
path 1s 3km and the ion one 5km, or, respectively, 150 and
250 toroidal revolutions.

The following parameters are typical of an ICRF

system:

e frequency: f=~ 10-100 MHz

e Power: 2 MW/antenna strap

e Voltage: 10-50 kV at the antenna

e  Antenna current: [y~ 1kA

e  Central conductor: width ~ 0.2m, length ~ 1m, distance

to the plasma 5cm, to the wall 20cm
e Typical RF electric field: 20kV/m
e  Typical RF magnetic induction: 103T

ICRF antennas are quite often built as boxes enclosing one
or several central conductors to whom the high voltage is
applied. Such a central conductor 1s also called a strap. The
maximum voltage that could be applied to an antenna
operating in a tokamak, in the presence of plasma, lies
around 45kV. The ratio of voltage to current and the power
coupling capability of an antenna are determined by the
geometry of the antenna and the plasma edge properties!.
The electric field at the antenna is easily evaluated by
dividing the input voltage by the antenna length This 1s
valid for the field component polarised along the antenna;
other field components can be much higher in the vicimty
of the antenna feeding point. Except for possible focusing
effects, the field inside the plasma is lower than at the
antenna, because k,|E|? is nearly constant and k, is roughly
proportional to 1 . The typical RF magnetic field is easily
computed using ampere’s law: 2ndH=I, where d 1s typical
of the distance over which the magnetic field can spread.
These electrostatic- and magnetostatic-type estimates have
a meaning due to the fact that the vacuum wavelength 1s
large as compared to the antenna dimensions:

Ag=c/f~ 10 m (30 MHz).



LB. Linearity

These numbers show that the RF causes only a small
perturbation of the particle trajectory. First, the RF
magnetic field is much smaller than the static one:

Brr= 103 T«By=3T.

Second, the RF electric field =~ 20 kV/m 1s also much
smaller than the vxB field associated with the ion’s (and
even more electron’s) thermal motion: VyxBp=1.5MV/m.
Third, we shall show below that the perturbation of the
parallel motion 1s also small Let us write the equation of
motion of a particle in the RF field, decomposing the
motion into an unperturbed (thermal) part labelled 0 and a
perturbed part: v—vgtv

(dv, av)

m[—'l +2 | = ZAE +v, x By +vo xB+vx By +vx B) (1)
\dr  dt)

Subtracting the unperturbed part of this equation

.1'3:1—6!‘;"=Zev‘,><BiJ 2)

which describes the unperturbed cyclotron motion leaves us
with the perturbed part of the equation of motion.

dv
mz:Z@(E+voxB+vao+va) 3)

In the r.h s parenthesis the last term 1s clearly negligible as
compared to the 3rd one. We thus arrive at the following
equation, which 1s linear in the perturbed field amplitude:
dv
mz:Ze(E+voxB+vau) @
Finally, we can estimate the correction to the parallel
uniform motion due to the RF field. Taking the parallel
component of Eq.(3) and d/dt~w.;, we get for an ion

ma, v, =Ze[E,; + (v, xB),] (5)
or, in order of magnitude
E B
Vy & H or = Kx’_”" 6
B, B,

Thus, in any case the RF-induced particle quiver velocity is
small as compared to the thermal (unperturbed) ion
velocity. In summary, the corrections to the particle’s
trajectory due to the RF field are indeed small, and the
linearisation 1s justified.

Although Eq.(4) 1s linear in the fields, it 1s not at all
linear for the unknowns r and v. Indeed, the electric field
depends non-linearly on the particle position r. However,
we have seen that the RF fields only cause small
perturbations to the particle trajectories. Therefore, we can
neglect these small deviations in the evaluation of the
electromagnetic field at the particle location and write
E(r) =~ E(r,); B(r)=B(r;) Q)
with drp/dt = v and vg 1s the solution of the unperturbed
equation of motion Eq.(2). Then the equation determining
the velocity perturbation is

7

m% =Ze[vxB, + E(ry) +v, x B(ry)] (8)

This 1s now a linear equation that can be solved explicitly if
the unpertubed trajectories (ro, vo) are known explicitly.
The next step m the solution of the problem is to
decompose the zero-th order motion into a guiding centre

motion r¢ and a gyromotion p:
Ig=rg+p (]
and to expand around the guiding centre motion:
= [(p. V)"‘EJ )
E(f)=2 , (10)
il H

This procedure 1s known as the small Larmor radius
expansion. In general geometry this development can
become quite heavy?, but in straight geometry, it can be
performed explicitly. In the latter case (uniform plasma),
the decomposition of the motion, Eq.(9) 1s exact and the
expansion Eq.(10) can be expressed in terms of Bessel
functions, see Eq(13, 16) of ref3. Like in the case of
Landau damping!, the explicit integration of the linearised
equation of motion Eq.(8) can, in some cases, lead to
secular solutions, corresponding to resonant denominators
mn Fourier space*. The same denominators are found back
under the velocity integral in the expression of the full hot
conductivity tensor’, leading to the general resonance
condition

@ —na, — kv, =0;

n=0,+1,42,... an

I.C. The cyclotron absorption mechanisms

I.C.1 Resonances due to non-rotating fields

If we look at the n=0 contribution to the conductivity
tensor Eq.(20) in ref *, we see that only the lower right 2x2
part of the Sy matrix is non-zero. For a uniform electric
field (k\E=CE/cx=0), only the zz term survives. It
correspond to resonant parallel acceleration by the parallel
electric field, 1.e. to Landau damping. The three other terms
require, at least, a gradient of the electric field (CE/cx#0).
By computing the expression E*.0.E, (proportional to the
absorbed wave power) for the case where only Ey is
present, 1t 1s easy to see that this quantity is proportional to
(kLE,)? = (B.Y
If we assume E, to be linear, we thus have a case of
acceleration by a uniform B. field propagating in the z
direction with @@= kjv;. We have seen! that the resonance
mechanism in this case is transit time magnetic pumping
(TTMP). More detail about this and about the interplay
between Landau damping and TTMP in the case both E,
and E; differ from zero, can be found in the book of Stix’.

Landau damping and TTMP are not important
mechamsms for the ions in the ICRF because k;¥y is
usually much smaller than @~®, , as can be seen from
Table 1 and k; estimates!. For the electrons, on the



contrary, they are the only damping mechanisms in this
frequency range. As they correspond to parallel
acceleration, they are of primary importance for the fast
wave current drive applications.

L.C.2. Resonances due to the left-handed component of the
field.

This i1s the case where the wave has the same
handedness as the ions and the resonances correspond to
n>0 m Eq.(11). If n=1, we have the case of the fundamental
cyclotron resonance, which was discussed already':

W=, +kv, (12)
Because the Doppler shift kv, 1s small, this requires that
the operating frequency be rather close to the ion cyclotron
frequency. Looking at the expression of Su in ref 3, we see
that such a resonance can be caused by a uniform field
(kL E=CE/cx=0). On the contrary, for second harmonic
damping (n=2) to exist, the same expression shows that a
gradient of the electric field 1s required. Simularly, higher
harmonic damping requires the existence of non-vanishing
higher derivatives of the electric field.

While it is easy to imagine how the fundamental
cyclotron resonance works, 1t 1s much harder to visualise
the reason why a particle rotating at the frequency @, can
resonate with a wave that is rotating at twice this
frequency! In order to understand how this happens 1t 1s
useful to come back first to the fundamental resonance and
look at the simpler situation where the wave propagates (or
15 non-uniform) in the x-direction while the E-field is
polarised i the y-direction. The principle is shown on top
of Fig.1. The particle travels from left to right and at the
initial moment =0, I assume that the electric force 15 in
phase with the particle velocity. After a quarter period, if
the field oscillates at the cyclotron frequency, a=aw,, the
field 15 zero, after half a period it 1s negative, etc.
Therefore, either the force 1s in phase with the particle
motion, or it is zero and over one cyclotron period, the
particle experiences a net acceleration in the direction of its
motion. If with the same uniform field distribution, the
field varies at twice the cyclotron frequency e=2aw,, after a
quarter period, it has changed sign, points in the negative y
direction and i1s perpendicular to the particle’s velocity.
After half a cyclotron period, its phase has varied of 2m, 1t
1s again positive, points out of the paper in the direction
opposite to the particle’s velocity and so on. Hence, over a
cyclotron period, the average force exerted on the particle
15 zero, there 15 no net acceleration and no resonance.
However, if the field varies linearly in space, as shown on
the bottom of Fig.1, at the same time as 1t alternates sign,
the particle moves from one side of the gradient to the
other, therefore keeping in phase with the electric force and
experiencing a net acceleration over one period, as shown.
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Fig. 1. Mechanism of the fiundamental (top) and second
harmonic (bottom) resonance. The ion moves in
the z-direction and the projection of its helical
motion on the (x,z) plane is shown: solid line,
above the plane; dotted line, below. The electric
field distribution along x is shown at quarter
periods of the cyclotron frequency. The direction
of the electric force F at the particle’s position is
also indicated.

It is therefore the interplay between the field periodicity
and the sampling of the field non-uniformity by the particle
that allows resonance at the cyclotron harmonics.

I.C.3. Resonances due to the right-handed component of
the field.

This type of resonance, corresponding to n<0, is
somewhat counter-intuitive as the field rotates in the
direction opposite to the particle. However the resonance
condition shows that, in order to come into resonance, the
particle must have a very large velocity:

a (o)
Yy =

13)
"

One can then understand the resonance process as
follows. Let us start with a particle with zero parallel
velocity and a night-hand polarised field at frequency @
shightly larger than e and positive phase velocity avf=0.
The particle sees the field rotating shightly faster than itself,
in the opposite direction. Then if the particle starts to move
at a speed v; >0, in the reference frame moving at the same

>>¥;



velocity, the field 1s now rotating at the slightly lower
frequency @w’=ea-kyvy. If vy 1s large enough, this frequency
may equal @ but the ion and the field are rotating i
opposite directions. Then, if the particle’s velocity becomes
much larger, the field may become stationary e-k;v;=0: the
particle 1s gyrating in a stationary field. This cannot give
rise to a resonance. If vy is still increased, eo-k;w;<0 and the
wave field will start to rotate in the left-handed direction.
Still increasing the particle’s velocity, we can come to the
situation where @-k;v,=,; which means that the field is
left-hand polarised and rotating at the cyclotron frequency,
thereby causing resonant acceleration. This absorption
mechanism is generally negligible for particles belonging
to the thermal population in the plasma. However, for the
much faster particles belonging to a high-energy tail, either
created by the RF itself, or by NBI or for o-particles, this
mechanism may not be negligible at all. Even more so, as
we shall see, as the right-hand field component tends to
dominate 1n the fast wave, in the vicinity of resonances.

L.C.4. Quasilinear diffusion coefficient

Ton cyclotron heating tends to create high-energy tails
in the distribution function of the heated particles. For
heating at the n-th cyclotron harmonic, the diffusion
coefficient is of the form:

Dxl E +J E] ~ ()

where E. and E. are, respectively, the left-hand and right-
hand components of the electric field:

1 , 1 _
=S (E +iE); E_ =7 (E ~iE,)

2
n-1 (ﬂ4 |‘!"-:+|2
@

€

(15)

One notices the presence of a right hand component
contribution in the diffusion coefficient. For not too fast
particles in the FW field, this contribution i1s negligible
because the argument of the Bessel functions 1s small. This
1s not necessarily the case for fast ions. In the case of the
thermal population, one can take only the first term of the
power series expansion of the Bessel functions, and we get:

® Fundamental: Do KIE,,I2 with K a constant (16.1)
2
kv
e Second harmonic: D o H |E+|2 (16.2)
< c
Hn-1)
. kv 2
e n-th harmonic: Do ’—‘w—"‘ |E] (16.3)

A first conclusion to be drawn from these expressions
1s that, as k;77 1s a small quantity, the diffusion coefficient
(hence the strength of the heating) strongly decreases with
the harmonic number. Second, fundamental heating pushes
all particles with the same strength irrespective of their
velocity: the diffusion coefficient is independent of
velocity. On the confrary, harmonic heating tends fo
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accelerate more the faster particles. A consequence of this
last observation 1s that harmonic heating tends to create
tails at higher energy than fundamental heating. In the same
vein, harmonic heating tends to interact more with faster
particles like beams or alphas.

LD. The FW dispersion and polarisation
The FW equation was given in section IL.C of ref!.

‘We shall now specialise the expressions of the dielectric
tensor components® to the ICRF where

@ (ki € Opi « Gpe, Che, an
‘We obtain
2 2
[op [
pi Zi
§=1-— _ZL > ~ -3 - - (18)
@ —w“ T @t - T e —
D= _EI._L +Z_EL_L
® o —&) T W ® —&)
) ) (19)
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The first line of Eq.(12) of ref ! gives the relation linking Ex
and Ey and can be used to compute the ratio of the left- to
right-hand components of the electric field:
|&+ig| |pis-n2)|

|2, —iE| |D-(s-NP)

Let us now consider the case of a single ion species.
Eqgs. (18—19) become

ssb——*“'— - Dx-“gs @D
(.J —&} fd)

€

(20)

and
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The last approximate equality follows from
2 2 2
N2 s~ dl@az @) (23)
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The striking feature of the result Eq.(22) 1s that, at
cyclotron resonance @=a; , In a plasma with only one ion
species i, the lefi-hand polarised component of the wave
vanishes. Thus the cyclotron resonance mechanism cannot
work because the resonant wave component is absent!
Incidentally, this shows explicitly why there i1s no
singularity of the fast wave propagation at the cyclotron
frequency?: the resonant wave component is blocked by the
resonance and all the power is transferred to the other
component. This dramatic result can be avoided by heating
a small amount of 1ons of one species in a plasma with 1ons
of another species. This 1s called the minority heating
scenario. Consider, for example a plasma of deuterrum with
a munority of hydrogen. Then the wave polarisation is



determined by the majority component while the wave

frequency i1s the cyclotron frequency of hydrogen. Inserting
O=04=20 1n Eq.(22) yields

E +iE g) Fo)
o+ @ 5
Th15 is the most widely used munority heating scenario,
denoted D-(H) to indicate that a minority of H 1s heated n a
majority D plasma. This concept of heating a given species
in a mixfure can be extended to other mixtures. For
example 1n a reactor, one can heat D at the fundamental in
a D-T mixture. Then, for not too large D concentration, the
ratio of polarisations 1s:
E, +iE,
E, —iE,

2(9 —@

(24.1)

2(959 +@,,

@ o —

(24.2)

1
- @ pt+@ | 5
This explanation has the advantage of simplicity and
to some extent gives a good picture of reality. The shrewd
reader would however notice by working out himself the
complete polarisation expression for a mixture of ions that
even in this case the left-handed polarisation vanishes at
each cyclotron harmonic! The final explanation can only be
obtained by taking hot-plasma (absorption) effects® into
consideration and noting that in a mixture the wave left-
handed component has a significant magnitude over a much
wider region around the cyclotron harmonic than in the
single-ion case. This 1s of course particularly evident when
only a small minority is considered. This allows non-
collisional damping at Doppler-shifted frequencies to
remain efficient over a much wider range as compared fo
the single-ion case.

Another way to avoid the polarisation problem 1s to
work at harmonics of the cyclotron frequency. Then

IE,+1E| Imo —wl n-l
IE—sEl Imo +w| n+1

however, as we saw in Eq.(16.3), the damping strength
strongly decreases with harmonic number.

(24.3)

LE. The ion-ion hybrid resonance

Let us now consider, like in ref ?, the case of a 50%-
50% mixture of D and T.
np =Nt ="ne/2 (25)
Then, taking into account the fact that exp = @w/2 and et
= /3, and defining
Wpy = -6«') oD = -ﬁmﬂ (26)
we can recast the expressions for S and D, Eq.(18-19) as

s 2&)25 30, 5w’ (.-:oiH - 6&)2)
= — 2 _ ZH . _cH
Zo—de’ 0l -9 (0], -40")(@ ;- 90%)
(26.1)
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Eq.(26.1) clearly shows that S will vamish -which 1s the
condition of wave resonance for perpendicular
propagation’- when @,z = /6 . This is the ion-ion hybrid
resonance condition for a 50%-50% D-T plasma. One can
likewise obtain this resonance condition from the FW
wavevector Eq.(14.2) of ref!, for the case of purely

(26.2)

perpendicular propagation (k=0):
2D 5 — 5.760"
k}_ﬂv:knzs gk_l ‘%_wﬂ_sﬂ_) @7
w‘H ((.)c —60%)

Note that the general (k:720) resonance condition of the FW

is
koS—kj =0 8)
and 1s not one of the general resonances 4=0 discussed in
ref3 In fact, it does not exist in the full cold-plasma
dispersion relation, where a conversion between the FW
and the slow wave (Eq.(62) of ref ) takes place instead of a
resonance. The FW resonance Eq.(28) arises because of the
neglect of the slow wave.

x 10

Fast Wavei ord on hybei din DT fasma
1 T T T T

2
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f=f, N f=f,
f.g= VE I
(ion-ion hybrid)
Fig. 2. Variation of the FW's wavevector(squared) over
the plasma cross-section. The plasma density is
assumed uniform. The ion-ion hybrid is located in

the centre x=0.

We are now in a position fo show that the model
equation Eq.(38) of ref! is a reasonable simplified
resonance model. For the specific case of the ion-ion
hybnid, and using Eq.(27) for simplicity, we shall also be
able to show how to determine which sign to use in Eq.(43)
of ref!. In a tokamak, the toroidal magnetic field decreases
as 1/R, R the major radius. Accordingly, the FW's
wavevector varies across the plasma. Such a variation is



shown in Fig2, mn the vicimty of the ion-ion hybrd

resonance and assuming that the plasma density is constant

for simplicity. Let us define the resonance location as R=
@ R

Ro and

Lol  OgR
R R,+x
With these defimitions, we can re-wnte the resonant
denominator

2

Wy — 60" = (—;):T% —6(w+iv) 30)
where we have introduced a small imaginary part to the

frequency, in agreement with the causality rule’. In the
vicinity of the resonance (x/R«1),

a)fm =60 @ = (29)

B 5 12(1;2( iv ]

Wy —6m =— R, x+ p R, (31.1)
5 kﬁwz R

kirw N (312)

60c0* .V
X+1=—
( wRq)

This proves our statements, as the singularity 1s indeed 1/x
and the pole 1s slightly below the real x-axis. It 1s thus
circled clockwise while performing the x-integration in
Eq.(42) of ref !, which implies that the negative sign has to
be taken in Eq.(43) of ref!, and that, given the sign in the
rhs. of Eq.(31.2), the wave energy is indeed absorbed —
rather than enutted- at the crossing of the resonance.

LF. Scenarios

In present-day machines, the most usual scenario is
fundamental heating of a hydrogen minority in a D plasma,
or D-(H). Other mixtures have been tried successfully, like
D-(CHe), or even heavy minority scenarios like H-(D),
H-(*He). Second and third harmonic heating, like /=2fs or
f=3fp, have been used, either as a majority or as a munority
scenario. Mode conversion heating was proven to heat
efficiently electrons, and FW cumrent drive based on
Landau-TTMP damping has been shown to follow
theoretical expectations. In D-T plasmas, nearly all possible
scenarios have been tested, T-(D), D{T), second harmonic
T, mixed f=2f;7 and fundamental minority *He, D-T-(*He)
and even mode conversion. Finally, let us note that direct
ion Bernstein wave launch experiments have also been
performed, with hmited success in terms of power
coupling, but inducing in some cases poloidal rotation and
transport barrier formation. A good survey of these
experiments, together with a large number of references 1s
given in ref§.

I.G. Database and applications

High power ICRH systems have been installed m a
large number of machines. A maximum power of 22MW
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was coupled to the plasma in JET’. ICRH power was
mjected in various sorts of plasmas, including L-mode,
ELM-free and ELMy H-mode, RI-mode®. In D-T, a record
steady-state fusion Q performance (0=0.22) was achieved
with ICRH alone in JET®. At the occasion of the
compilation of transport databases for ITER, 1t was noted
that no significant differences in heating efficiency can be
observed between the RF (ICRH and ECRH) subset and the
rest of the database!®. Although it is generally the case that
the heating efficiency 1s equivalent for all auxiliary heating
methods, there are cases where differences are observed.
They are usually interpreted as resulting either from
differences in power deposition profile or from a different
impact on confinement. As an example of the latter, the
choice of heating method — H/D co/counter NBI / ICRH-
D-imnjection, can have definite impact on the achievement
and quality of the RT-mode on TEXTOR!.

Like i the case of NBI, the neutron production rate
furnishes an indirect measurement of the tail created by the
RF. Comparisons with theoretical predictions indicate that
the tail formation process is fairly well understood'?. Fast
ion energy content!® and direct tail measurements!* provide
similar mdications. Other comparisons have addressed the
question of 1on/electron power partition and power
deposition profile!!6. The interaction of ICRH with beam-
mnjected fast-ions was also investigated, in particular in
relation with third harmonic heating and RF-induced fast
particle diffusion!”. Good agreement with theoretical
predictions was observed. FW electron current drive has
been tested in DII-D and Tore-Supra, showing good
agreement with the expected T.-scaling® Minority-ion
current drive, by flattening or steeping the current density
profile allowed control of the sawtooth frequency!®. ICRF
systems have recently found new applications in the field
of plasma production in presence of a static magnetic field.
The plasmas produced n this way could be used for
efficient wall conditioning or for start-up assistance!’-1%20.

An ICRF system has been designed for ITERS, which
would couple 50MW through three ports. A rather large
voltage is required (42kV) because the coupling i1s
relatively low due to the large distance between the antenna
and the plasma.

II. LOWER HYBRID HEATING

In the lower hybrid (LH) heating domain, two waves
coexist: the fast and the slow wave. For Ny =0, they are
uncoupled and evanescent and only the FW exhibits a



resonance at the LH. If N, 1s increased (up to N, ~1), both
waves become propagating at the edge but merge some
distance inside the plasma (confluence). Further in, both are
evanescent (complex conjugate k;) and the central part of
the plasma 1s not accessible to the waves from the edge. It
is only when the accessibility condition Eq.(65) of ref?, is
satisfied that the two waves uncouple and propagate both
inside the plasma. The accessibility condition implies that
the launcher must be designed such as to launch waves with
a parallel wavelength shorter than

Ay =cl(N.f) (32)
This 1s obtained by using an array of phased waveguides
called the grill?!.

The original concept of LH heating is to launch the
slow wave (SW) at a frequency below the central value of
the LH resonance. The SW then propagates up to the LH
resonance and i1s absorbed there. It however became
apparent from experiments that usually the wave tended to
be absorbed by electron Landau damping before having
reached the resonance. This i1s largely due to the cone
propagation effect®. Indeed, the wave rays tend align to the
magnetic field as the wave propagates inwards, eventually
becoming exactly parallel at the LH resonance.
Accordingly, the waves tend to circle around the plasma
centre and to damp there. This efficient electron absorption
1s now exploited and recent LH heating experiments
operate at frequencies above the central LH frequency, so
that there 1s no longer a wave resonance mside the plasma
and all the power goes to electrons. With an asymmetric N
spectrum, LH heating 1s used as a current drive method.
The cone behaviour is responsible for the main problem in
applying LH to reactor-size machines, namely that the LH
wave energy tends to propagate peripherally around the
plasma and to deposit its energy away from the plasma
centre. More precise information about the location where
the power is deposited in toroidal geometry can be obtained
using ray-tracing techniques?2.

LH was first used as a heating method. The
corresponding  experimental results have been mnicely
summarised in a plot showing the different heating regimes
in FT2. At low density, LH waves heat electrons. As the
density 1s increased, electron heating fades away and ion
heating sets in, creating ion tails. At still higher density, ion
heating also decreases and disappears while parametric
decay activity sets in. The different damping mechanisms
of LH waves and the interpretation problems of
experimental results, such as the spectral gap problem, are
described in the book by Cairns?’. Presently, the main
application of LH i1s non-inductive current drive; i1t
constitutes today the best, experimentally proven, current
drive method. In large hot plasmas like ITER or reactors,
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the LH waves can usually not reach the centre.
Accordingly, LH in ITER® is mainly seen as a tool for
controlling the current profile by off-axis current drive in
advanced scenarios?. Tt can also be used for saving volt-
seconds in the ramp-up phase of the plasma current.

III. ALFVEN WAVE HEATING

In the Alfvén wave domain, two types of cold-plasma
waves can propagate?,
a=kycp  the shear Alfvén wave (SW) (33.1)
aw=k cp the compressional Alfvén wave (FW) (332
The first of these relations implies that the shear Alfvén
wave can propagate only along the field lines.

Compressional

Antenna

Fig. 3. The principle of Alfvéen wave heating. Poloidal
cross-section of the tokamak.

In an inhomogeneous plasma there is only one surface,
close to a magnetic surface, where for a given N, the shear
wave dispersion relation Eq.(33.1) 1s satisfied. So, the shear
Alfvén wave can propagate only on that surface, as shown
on Fig 3: it 1s trapped on that surface. Therefore, the idea 1s
to launch from the outside the compressional Alfvén wave,
which can propagate in all directions and reach the Alfvén
resonance. Once the power is coupled to the shear wave, 1t
stays on the magnetic surface and dissipates there. Note
that the wavelength of the compressional wave is of the
order of Im. This means that for lm wide or narrower
antennas, most of the wave spectrum will be evanescent
with an evanescence length of the order of the antenna
sizel.

From the experimental point of view the most
extensive experiments and analysis of Alfvén wave heating
have been performed on the TCA tokamak?’ (Rg=0.6m).
Although antenna coupling and general wave behaviour
appeared to be in agreement with the theory, generally
speaking little plasma heating was observed while the main
effect of the RF was a large density increase, sometimes
interpreted as an increase in the particle confinement time.
In view of these disappointing results there have been few
attempts to apply Alfvén wave heating to large tokamaks
and this method 1s usually not mentioned for the heating of



ITER or reactors. However, there has been some renewed
interest in this field as the conversion to the kinetic Alfvén
wave may induce poloidal shear flows, and possibly
generate transport barriers®.

IV. FURTHER READING

An excellent introductory overview of the different

wave heating methods is given by Caims® A very
complete work on plasma waves is that of Stixd.
Brambilla® reviews the same subject with finer detail and a
more direct view toward practical applications. In
particular, many dispersion relation features are discussed
in detail.
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ABSTRACT

In the present paper a very brief introduction is pro-
vided to the theory of kinetic waves relevant to the de-
scription of wave heating in fusion machines and fo-
cussing mostly on radio frequency or ion cyclotron res-
onance frequency waves in tokamaks. The text starts
by sketching the basic philosophy underlying the stan-
dardly adopted methods, describing the interaction of a
single particle with a given wave and the assumptions
typically made to arrive at a trustworthy description of
the energy exchange, and ends by discussing some of the
subtleties of the modeling of wave-particle interaction in
inhomogeneous magnetized plasmas. None of the top-
ics will be treated in full detail. Hence, by no means,
this text is meant to be all-inclusive. Rather, it aims at
providing a framework that should allow understanding
what are the difficulties involved, leaving out the de-
tailed derivation of the expressions as well as subtleties
such as relativistic corrections. The interested reader is
referred to the provided references - and the references
given therein - for more in depth information.

[. INTRODUCTION

The interaction between charged particles and elec-
tromagnetic waves can be looked at from 2 vantage
points: From the point of view of the waves 'plasma
heating’ is a process by which they lose energy. The
relevant equation to describe this is the wave equation,
derived from Maxwell’s equations. From the point of
view of the particles the same process is viewed as a
gain of energy. The relevant equation to describe this
second interpretation of the same physical phenomenon
is the Fokker-Planck equation, derived starting from the
kinetic equation of state. A proper description of the
phenomena requires that these 2 aspects are described
on the same footing, which is not at all straightforward
and which only starts to be done now that powerful
computers are increasingly available.

[(Start ]

l

|

Wave equation: update E

Folder-Flanck equation: wpdate F;

|

| End |

Figure 1: Wave-particle interaction: wave point of view
(left: fast dynamics) vs. particle point of view (right;
slow - net - dynamics) and scheme for modeling both
aspects self-consistently. The wave field (left) is plot-
ted in a toroidal cut of a tokamak, the RF heated ion
distribution (right) is plotted in terms of the velocity
components at the low field side crossing of the equa-
torial plane for a prescribed radial position.

The kinetic description of waves in plasmas typi-
cally starts from the equation
df
i C+5-L (1)
in which f is the distribution function of the charged
particles being studied, and the right hand side de-
scribes how the distribution equation evolves under
the influence of collisions the particles undergo, and of
particle injection (S=source) and particle loss (L). In
the high frequency domain and for a sufficiently strong
magnetic field, the left hand side is dominated by pro-
cesses on a vastly different time scale than that of the
net effect of collisional interaction and particle loss or
gain. Hence on the fastest time scale of the problem the
right hand side is negligibly small and can be neglected
to a first approximation. The above equation then sim-
ply states that the number of particles is conserved in
phase space: Particles can move about and gain or lose
energy - which causes a stretching or squeezing of the



volume in which a given number of particles resided at
a given initial time - but the number of particles in the
stretched phase-space volume is always conserved.

I1. BASIC PHILOSOPHY [1-11]

IT.A. General Formulation

In general, the orbits of particles immersed in elec-
tromagnetic fields are not integrable i.e. their motion
cannot be described in terms of constants of the motion
but is stochastic and thus ergodically covering parts of
phase space. On top of that, charged particles in mo-
tion constitute a current themselves and thus influence
the electromagnetic fields in the fusion machine. Hence,
the RF plasma current needs to be carefully accounted
for when solving Maxwell’s equations. Describing the
impact of the charged particles on the fields and the
back reaction of the fields on the particles involves the
challenging task of solving a set of coupled nonlinear
equations in 6 independent variables in phase space. As
the temporal and spatial scales cover a range of many
orders of magnitude (ion cyclotron motion involves fre-
quencies in the radio frequency - megaHertz - domain
while net collisional interaction occurs on a time scale
of hundreds of milliseconds in a tokamak such as JET,
or seconds in ITER; the macroscopic dimensions of such
fusion machines is several meters, while the ion Larmor
radius p is of the order of a few millimeters) making
simplifications is a necessity. The drawback of the wide
range of scales is thereby turned into an advantage, al-
lowing to set apart phenomena and tackling processes
happening on drastically different scales separately.

It is instructive to have an idea of the relative mag-
nitudes of various relevant quantities to understand
why the ’quasi-linear’ approach and other commonly
made approximations make sense. For typical JET pa-
rameters in a D majority plasma (temperature of 5keV/,
density of 5 x 10"m~2, magnetic field 3T, major ra-
dius of 3m and minor radius of 1m), the ion cyclotron
frequency of the D ions is 23M H =z and the electron cy-
clotron frequency is 80GH z, the ion thermal velocity is
5x10°m/s so the typical ion Larmor radius is 3mm, the
electron thermal velocity 3 x 107m//s so the electron gy-
roradius is 0.05mm, the ion collision frequency is 100H =
and the electron collision frequency is 10kH z. For typ-
ical RF waves of several MW with electric field values
of 50kV/m close to the antennas, the RF magnetic field
is 5 x 1073T and the RF magnetic contribution to the
Lorentz acceleration |7 x Brp| = 2.5kV/m.

Hence the ions travel around the torus in about
4 x 107%s. The cyclotron ('gyro’) period 7, is much
shorter than the transit ("bounce’ & ’drift’) time 7, 4,
which itself is much smaller than the collision time 7,

85

making it senseful to describe the eyclotron motion
as much faster than the bounce/transit motion, itself
typically much faster than the collision time and ren-
dering a collisionless description senseful. The scaling
Ty << Tha << T, is crucial for the customary models.
In particular, the 'slower’ phenomena are assumed to
be constant on the faster time scale while the faster
- oscillatory - phenomena are treated as being beyond
their transient state, all quantities merely varying as a
function of time as expliwt], where w is the frequency
at which the external wave launchers are operated. The
particle motion is essentially imposed by the confining
magnetic field, the RF field being a small - be it fast -
perturbation and the RF electric field effect dominating
that of the magnetic field. Finally, the Larmor radius
is commonly much smaller than the equilibrium quan-
tity gradients, this giving rise to the so-called drift ap-
proximation and locally making a quasi-homogeneous
description senseful. In particular p/Lpg, << 1 where
p is the Larmor radius and L, is a typical scalelength
of the variation of the confining magnetic field.

To understand the basic physics of the impact of
the RF electric field on a test particle, we locally solve
the equation of motion and then use the result to eval-
uate the net energy a charged particle can gain or lose
in a rapidly varying electric field along the trajectory it
is forced to follow by the fusion machine’s strong static
confining magnetic field. We start from a homogeneous
plasma, straight magnetic field line analysis and grad-
ually include other effects.

Because the magnetic field is imposing a clear
asymmetry in the dynamics along as opposed to per-
pendicular to the magnetic field lines, the discussion of
the wave-particle interaction is most easily described
with reference to the direction along é'; ;= }1,;’ B, and
2 independent directions perpendicular to the static
magnetic field B,. Neglecting the equilibrium electric
field related to the ohmic circuit, the solution of the
equation of motion of a charged particle immersed in
a homogeneous, static magnetic field can be written as
vy 1 = v, cosp, vy o =v, sing Where ¢ = ¢, —Q(t—1,)
while v/, = et, with Q = ¢B,/m (B, the confining
field, q the charge and m the mass of the species) the
cyclotron frequency, which can further be integrated
to get the particle position: =11 = =1 1,00 — psing,
T 9 =1, 3¢+ peosp in which the Larmor radius is
given by p = v, /2 and 'GC’ refers to the guiding cen-
tre position. Assuming the electric field is a plane wave
characterized by a wave vector .?_c', defining 1 as the angle
between K and &, ; (ky 1 = kycosth, k) 5 = k, sint),
the work the electric field does on a particle can be
written

N=+too

gEi=q Y Lnexpl-Nd| (2)

N=—oc



in which
vl . i
Ly = [?(E_JN_;_lew + E, Jy_1e W)

+E;iv;iJN]eiN‘b

is the Kennel-Engelmann operator [17] and where the
electric field is evaluated at the guiding center Fn- =
[zL1+psingléL 1+ [rL 02— peosdléra+ vy (t— .)€,
rather than at the particle position and in which the ar-
gument of the Bessel functions is k, p; E; rotates in the
same sense of the gyro-motion of the ions, E_ in that
of the electrons. In doing so the most rapidly varying
contribution (the cyclotron oscillation) is conveniently
isolated from all slower contributions. Figure 2 illus-
trates that using the guiding center position rather than
the particle position as the reference position makes the
bookkeeping much simpler when studying heating: In
the particle frame, integration over a reference volume
entails integrating over all orbits with various speeds
and guiding centers that are intersecting the reference
volume. When particles are in coherent motion with
a wave and are periodically exchanging energy with it,
this exchange is not considered to be "heating’ although
the energy streaming into the reference volume in # will
increase at some times and decrease at others. In the
guiding center Zo frame the picture is much clearer,
simpler and more symmetrical, as there is no leaking
of particles into or out of reference volumes. On top
of that, the fastest evolution has been separated out, a
non-negligible advantage when searching for equations
that will need to be solved numerically as it implies
a significant speed-up of the computations. Finally, as
will be seen later, expressing the fields in terms of guid-
ing center coordinates allows interfacing to the Fokker-
Planck equation describing the net impact of the fields
on the particles (rather than the impact of the parti-
cle motion on the fields) in a natural way, allowing to
make wave and particle equations more easily compat-
ible. From the equation of motion one readily finds
that the change of the particle energy is é = % = qE",ix'
which, using the above found expression, can be written
more explicitly as

+oo
é=q_ Ln(Ecol(to))expli(NQ + k;jv;; —w)(t —to)].

—oo

For most frequencies w the right hand side is periodic
and hence the energy transfer between the electric field
and the particles is merely oscillating around an average
value but no net acceleration is taking place. At the
Doppler shifted cyclotron resonances w = NQ +k; v,/
the exponential time dependent factor associated to a
specific eyclotron harmonic N on the right hand side
is constant and hence - in spite of all other terms still
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oscillating as a function of time - there is a net energy
transfer.

Net heating takes place when NQ +k; v,/ = w, in
which the Doppler shift term k; v/, is usually a cor-
rection to N2, except when N = 0 in which case it is
crucial. In the radio frequency domain (tens of MHz)
and for typical magnetic field strengths of current-day
magnetic fusion machines (a few Tesla), the resonance
condition for the ions can easily be satisfied for N # 0
ie. they undergo cyclotron heating, while that of the
electrons requires N = 0 i.e. they feel the Cerenkov
effect. As a consequence, ions and electrons react very
differently to waves driven at frequencies in the ion cy-
clotron frequency range: For not too energetic parti-
cles, the argument k; p of the Bessel function is small
so that Jy =~ 1 and Jur << 1 when M # 0. Hence,
the ions are mainly accelerated in the perpendicular di-
rection by the perpendicular components of the electric
field - modest energy ions mainly by E,, high energy
ions by both E, and E_ - while the contribution of the
parallel electric field has a minor impact on them; on
the other hand, the parallel electric field gives the elec-
trons a net pull in the parallel direction (Landau dam-
ping). Cerenkov interaction equally involves the per-
pendicular electric field components, an effect known as
transit time magnetic pumping (TTMP). Whereas Lan-
dau damping causes parallel acceleration and is present
even when the electric field is spatially uniform, TTMP
affects the perpendicular energy and requires inhomo-
geneity of the field. An elegant discussion of the wave-
particle interaction can be found in [12].

Since collisons are infrequent but non-absent, it is
customary to interpret the frequency w in the resonant
denominator as a complex quantity with a very small,
positive imaginary part iv, v loosely being interpreted
as the collision frequency that would appear in the par-
ticle equation of motion if collisions would be accounted
for in a simple way. Mathematically, this gives a recipe
for how to encircle the poles at the resonances to ensure
causality. The contribution of the energy from events
in the far past (t, =+ —oo) is then absent and only the
end contribution of the time integral at time ¢ survives.
The need for the elimination of the far past history is
of particular interest to ensure there is net heating. It
will be discussed separately later.

ILB. The Quasilinear Approach: The RF Perturbed
Distribution and the Quasilinear Diffusion Operator

The time evolution equation (1) is rewritten mak-
ing use of the fact the confining magnetic field is much
larger than the fastly varying purely oscillatory electro-
magnetic perturbation, driven at the antenna frequency
w i.e. proportional to o< exp[iwt]: Both the distribution
itself and the Lorentz force are separated into a large
term only involving slowly varying quantities (referred



Particle position as reference position:
all orbits crossing through a given
point ®

Guiding center position as reference position:
all orbits sharing the same guiding center

Figure 2: Cyclotron motion as seen in the particle (top)
and guiding centre (bottom) reference frame.

to with a subscript 'o’), and a small but rapidly varying
contribution (related to the driven RF fields):

g = gl + £| —
dt — dt° " dt'’r T
dF, dF, dfrr dfpr,
i et g e+ g le+ =5 lrr =C+S—L
with 4|, = 2 + #.V; + Z[E, + ¢ x B,].V; and

4\gr = @rrVs = L|Egp + 7 x Bge). Vs, F, the
slowly varying and fgp the rapidly varying distribu-
tion function. The first, zero order term in the above
only varies on the slowest time scale, the next 2 terms
are first order corrections which oscillate at frequency
w, while the most rapidly varying terms in the last,
second order term contains factors that oscillate at fre-
quency 2w. Since F, only depends on the constants
of the motion, %Fﬂg can be simplified to %Ff. The 2
linear terms yield an expression for the RF perturbed
distribution i.e. for the evolution on the fast time scale,
known as the Vlasov equation:
dfrr

dpp NsFs+ ——|o=0
dpr.VsF, + dt'
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ie. .

frw== [ dtaneNsE, @)

orbit

which can be inserted in the fourth term of the evolu-
tion equation. Averaging < ... > the 4 terms over a full
oscillation period for all oscillatory aspects of the mo-
tion and the driven response, yields an equation for the
slow time variation, known as the Fokker-Planck equa-
tion. The first term stays untouched, the second and
third term as well as the oscillatory parts of the fourth
term vanish while a constant, second order contribution
survives. This yields

aF,
ot

=<C>+<S>—<L>+<Q> (4

in which < Q >=< Vgdy, [1,,, dt'drr.VsF, > is
the quasi-linear diffusion operator, acting on the slowly
varying distribution function.

I1.C. The Wave Equation & the Conductivity Tensor

Combining Maxwell’s equations for the evolution
of the electric field and the magnetic field, and assum-
ing the waves are driven at a frequency w, the wave
equation can be written in terms of the electric field E
only,

—

VxVx E_:’ - kgE = iwﬂo[jantznnﬂ + j’piﬂsm]s (5)

in which k, = w/c with ¢ the speed of light. The fields
are excited by the current density j:mtmm flowing on
the antennas typically locatec_l' close to the edge of the
plasma. The plasma current Jpiasma is composed of the
contributions from the various plasma constituants s,
Jytasma = 3, @a [ A5 frr,s, and is fully defined when
the perturbed distributions of all species are known.
Strictly, the plasma current contains an ohmic contri-
bution (j;,mmﬂ = .J_':,hm:,: +J] rr) aside from the fast-
varying RF contribution. It has been neglected in the
present text.

An elegant way to solve the wave equation is rely-
ing on variational techniques, by multiplying the equa-
tion with a test function vector and integrating over
the volume of interest. Performing partial integration
to remove the highest order derivatives from E not only
allows to chose lower order base functions for a given
desired numerical accuracy when solving the equation,
it also allows to obtain a more symmetrical formulation
in which the test function vector F and the electric field
E play a similar role. The resulting equation is

fdi'[kfﬁ",ﬁ (VX Py (VxE)+W =

- d5.F* x V x E + iwpo / dZF* Fomtennal

sur face



with W/liwp,] = [dZE*.Jrr = q [ dZd8F*3fpr.
The surface term needs to vanish at the metallic wall
to ensure no electromagnetic flux leaks away. A supple-
mentary advantage of this formulation is that it readily
yields the associated energy conservation theorem when
substituting the test function vector by the electric field
(see further for the expression for the absorbed power
density shared by the wave and particle descriptions).
The perturbed current density fp;aam and the elec-
tric field E are re_;latecl by thg' cuuq'uctivity tensor &:
In Fourier space .J'p! = &';,‘;,E; which is closely

related to the dielectric tensor K — T+ iwp,3.

For a plasma in thermal equilibrium, the
term qF’*.if frr can be written more explicitly as
—qF*.7 [*di'qE.7£ in which the last factor can be
shifted in front of the particle history integral since the
slowly varying distribution only depends on the con-
stants of the motion. One gets

asma,k’

Ly (F)*Ly (E)
NQ+k S W
6)

Isolating the various contributions from the test
function vector and the electric field in this expression
yields an expression for the conductivity tensor.

The velocity space integrals in Eq. (6) can be
performed to yield a compact expression for the di-
electric response in a Maxwellian plasma. The inte-
gral over the parallel velocity yields the Fried-Conte
plasma dispersion function Z(¢), which - aside from
the hot plasma corrections to the wave propagation -
describes the process of collisionless damping. The ar-
gument of the Fried-Conte function is { = ‘,‘:};f:: Fig-
ure 3 depicts this function for Im(¢) — 0*. The real
part asymptotically approaches the cold plasma limit
Re[Z] = —1/¢(, but bends the resonant crossing from
400 to —oo at { = 0 into a smooth transition behaving
like Re[Z] = —2(. The imaginary part is a Gaussian.
Physically its width is determined by the scalelength
over which the cyclotron frequency 2 varies, and the
factors contributing to the Doppler shift, namely the
parallel wave number k 1/ and the thermal velocity vgp.
Away from the cold plasma resonance damping fades
away quickly while the reactive part stays significant
much further from ¢ = 0.

As long as k1 p << 1 is satisfied, the Bessel func-
tions can easily be approached by their truncated Tay-
lor series expansion and the perpendicular integrals can
easily be integrated. Retaining all finite Larmor radius
effects yields modified Bessel functions (see e.g. [3]).
Although the perpendicular (cyclotron gyration) dy-
namics seems more daunting than the parallel dynam-
ics, it is the latter that is most challenging: In strong

= FD
W = wﬁoq227r/da:dw_dv”m_ﬁ¥
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magnetic fields, the cyclotron motion moves the parti-
cle only a small distance - the Larmor radius p - away
from the guiding center, hence equilibrium quantities
typically vary little between the particle and the guid-
ing center positions. But the guiding centers themselves
often sample large regions of the machine since their
motion is only restricted by the magnetic field topol-
ogy. Taylor series expansions are routinely used for the
perpendicular dynamics but have to be used with care
for the parallel dynamics.

Fried-Conte Plasma Dispersion Function
2 T T E T

he[z] T
Im[Z] -------

3 Taylor -
" Asymptotic

Z(zeta)

Figure 3: The Fried-Conte plasma dispersion function
and its leading order Taylor and asymptotic series re-
presentation.

Expressions have also been derived to account for
arbitrary F, (see e.g.[7]). The Fried-Conte function is
now replaced by other (in general numerically evalu-
ated) functions. For a sufficiently refined velocity grid,
the distribution function can locally be approximated
with bi-linear functions and the partial integral can be
evaluated analytically, yielding a logarithmic contribu-
tion. Upon crossing the resonance, the logarithm picks
up a 'switch-on kick” imaginary contribution: It is the
delta function contribution at the pole of the original
integrand that represents the discontinuous Heaviside
step energy 'kick’ when picking up the energy due to
crossing the resonance. The kick shows up in the uni-
form plasma description as a resonance crossing in ve-
locity space. In non-uniform plasmas the kick can just
as well be described by integrating along the orbit.

ILD. The Cold Plasma Limit

To get a feeling of how drastically a plasma changes
the wave characteristics of the electromagnetic waves
that exist in vacuum, it is already sufficient to simply
consider the cold plasma limit. This may seem a dras-
tic oversimplification but since k1 p is small when the
temperature is low, the cold plasma limit yields a rea-
sonable description of the fate of the waves launched
from RF antennas, to the obvious exception of the col-
lisionless damping processes themselves which are an



inherently kinetic - as opposed to fluid - effect.

Although it is sufficient to take the asymptotic limit
Z(¢) = —1/¢ and Jo(krp) — 1, while Jyy — 0 for
Bessel function with order M > 1 to retrieve the cold
plasma limit, it is much easier to directly rederive the
conductivity tensor starting from the solutions of the
equation of motion. Using the Stix notation [3], the
cold plasma dielectric tensor can be written

S —iD 0 Eia
RE=|iD s o|.| E.
0o o0 P E,

in which S = (R+L)/2, D = (R— L)/2, with

R=1- ng,s;w(w + Qs)s
L=1-) w?, fww—10,)

P=1- ng,s/w2

where the sum is on the various types of species s the
plasma is constituted of and wy, is the plasma frequency.

I1.E. Dispersion Equation Roots

Waves in a cold plasma are electromagnetic in char-
acter i.e. their energy is carried purely by the Poynting
flux. When the plasma density goes to zero, their dis-
persion roots join the vacuum roots ki = kJ — k7.

With respect to BD, one of the 2 cold plasma roots
is essentially transverse electric, and the other essen-
tially transverse magnetic in character. Referring to
the group (energy propagation) velocity, the former is
known as a 'fast’ wave while the other is a 'slow’ wave.
The former allows to carry wave power across mag-
netic surfaces and is the preferred candidate to heat
the plasma core in the ion cyclotron domain, while the
latter tends to propagate along magnetic surfaces. Fi-
nite temperature effects add kinetic corrections to these
modes, and introduce supplementary wave branches.
For not too energetic particles, the dielectric tensor is
usually truncated at second order effects in the Larmor
radius. This results in a supplementary mode appearing
in the dispersion equation: the (first) Bernstein wave.
This wave is essentially electrostatic in nature i.e. its
energy is carried by particles in coherent motion with
the wave, while its Poynting flux is negligible. Figure
4 shows a dispersion plot of the fast wave exciting the
Berstein wave at the place where the decoupled cold
plasma fast wave has a resonance (S = k? /). This be-
ing very close to the ion-ion hybrid layer (S = 0) since
k? ;<< |S| in sufficiently dense plasmas, the mode con-
version layer is often labeled as the ion-ion hybrid layer.
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Figure 4: Fast and (first) ion Bernstein wave dispersion
equation roots for 3 different central temperatures us-
ing a dielectric description retaining all finite Larmor
radius corrections. Note that the fast wave root hardly
changes while the Bernstein wave root - a root absent
in a cold plasma description - depends sensitively on
the temperature.

Strictly speaking, the Berstein wave cannot be de-
scribed by a dispersion resulting from a truncated Tay-
lor series expansion in k) p since k1 gernp is of order 1,
although such a model does correctly locate the places
where the fast wave excites it for up to second cyclotron
harmonic terms. At higher frequencies and/or for more
energetic particles, the customary truncation of the di-
electric tensor is not even rigorous for the fast wave any-
more. Hence, higher order finite Larmor radius terms
have to be retained. A hot plasma supports an infinity
of hot plasma modes, adding supplementary Bernstein
modes. Whether they actually play a role depends on
whether or not they are excited. Increasing the fre-
quency while keeping the magnetic field fixed brings
higher harmonics into the plasma. Higher Bernstein
wave modes can be excited but the fast and Bernstein
waves are gradually more decoupled at higher frequen-
cies.

ILF. The Fokker-Planck Equation [17-23]

Electromagnetic waves cannot directly be observed
experimentally so their behavior is indirectly studied
through e.g. the response of temperature and density to
sudden changes in the externally launched power level
(see e.g. [22]). On the other hand, multiple diagnos-
tics exist to monitor aspects of fast particle populations
present in the plasma and to cross-check against theo-
retical predictions.

As briefly discussed before, when all fast scale dy-
namics are removed from the description by averaging
over all oscillatory aspects of the motion and driven res-
ponse, the Fokker-Planck equation (4) results. Whereas
the wave equation is commonly tackled by integrating
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Figure 5: Fast wave dispersion root at f = 300M Hz
and k;;, = 5/m ina D —T — (a) — (Dngr) DEMO
plasma; B, = 5.74T. The top curve shows the real
part of the fast wave root; the bottom plot depicts the
imaginary part in which ion cyclotron heating at the
6th, 7th and 8th harmonic is observed.

over velocity space so that the independent variables
are spatial coordinates, the Fokker-Planck equation is
necessarily solved in terms of constants of the motion.
The distribution function of a given plasma species rep-
resented in terms of the constants of the motion (e.g.
energy, magnetic moment) is, by definition, the same
along the trajectory. However, because of the magnetic
field inhomogeneity, the same distribution expressed in
terms of its local velocity components (vy,v;/) looks
different depending on the location one looks at it (see
Fig.6). Hence, interpretation of experimental data re-
quires careful analysis: As diagnostics focus on differ-
ent aspects of a same distribution, they may seemingly
contradict but in truth corroborate one another.

The Coulomb collision operator for a uniform
plasma is known. A convenient, symmetrical form is
due to Landau (see e.g. [1, 2, 18]):

> C(Fou,Fou) = V.Y S¢°

-
=

Gajs _ G22I/ f gy WL = i Foy 0Fo,  Foy 0F o0
afs _ Fos 0%oa

S'rregma

u? [E 07 m, O ]
in which ’a’ refers to the species under examination and
the sum is over all species ’s’ in the plasma; « is the rel-

ative velocity ¥ — #. Since the species of type ’a’ is one
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of the species in the sum, the collision operator is a
non-linear integro-differential operator. If the species
’a’ is a small minority, its selfcollisions can be neglected
and the Fokker-Planck equation becomes a linear equa-
tion in F,,, but if it is one of the main constituants the
nonlinear collision operator has to be retained.

(a)

v{10%mis) 1

A

v, (mis) (x109)

-4 - 0 2
v, (mi's) (x10%)

v_(mis) (x10%)

4 -2 0 H
v, (mis) (x10%)

Figure 6: 3 representations of the same RF heated
beam distribution energy density "‘;Q F,: (a) as a func-
tion of the constants of the motion velocity v and (nor-
malized) magnetic moment z,, and as a function of
(vi,vy/) at (b) the low field side midplane and (c) the
high field side midplane (see [23]).

Again, analytical expressions are available for the
case the distribution function of the species 's’ is
Maxwellian, in which case the collision operator can
be written in terms of the error function. In case
F,. is isotropical, the integrals that need to be eval-
uated reduce to 1-dimensional integrals and in the fully
anisotropical case the operator acting on F,, can be
written in terms of the Rosenbluth potentials. The
step from the uniform plasma collision operator C' to
the operator < C > averaged over all fast aspects of
the motion is a nontrivial step, the fully rigorous treat-



ment of which is still awaited.

In view of the fact that the various species inter-
act with each other collisionally, and that several types
of species can simultaneously be heated by electromag-
netic waves, a series of coupled Fokker-Planck equations
rather than a single one should be solved. This can be
done iteratively, taking the distributions obtained in the
previous iteration to compute the collision operator in
the current step. Provided convergence is reached, this
allows accounting for the non-linear collision operator
without making use of a non-linear system solver. Fig-
ure 7 shows a simplified 1-dimensional case in which it
was assumed that all distributions are isotropic. It de-
picts an ITER example for the conditions foreseen for
wave heating of the D — T plasma during the activated
phase of operation of the machine: the majority of T
ions is heated at its second harmonic cyclotron layer,
while a minority of *He is simultaneously heated at
its fundamental cyclotron resonance to help cranking
up the fusion reactivity; unavoidably, the electrons are
heated by Landau and TTMP damping.
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iteration

Figure 7: ITER D — T — (*He) heating: (a) Effective
temperatures and (b) electron power balance.

I1.G. A Note on Selfconsistency

A rigorous treatment requires that the Fokker-
Planck (F'P) and wave (W) equations are solved si-
multaneously and on the same footing. Their intimate
connection is exemplified by the 2 expressions of the
absorbed power density:

i} aF,
Paperr = 5 f didZeF,||pr = f dide—2 |nr =
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i
%Re / didZeVs. a5 f dt'dpr VsF,

- %Re f dodZE* Ffpr = %Re f dZE* Jpr = Papew

in which P, pp is the RF power density written in
the way it is used in the Fokker-Planck equation (with
€ the energy, and 2Fe|pp the RF diffusion operator,
and P, w the RF power density as written in the
wave equation, involving the RF perturbed current den-
sity J, rr and frp the perturbed distribution function;
dpr = %[ RE+9 X B'gp] is the Lorentz force accelera-
tion/decelaration caused by the small but rapidly vary-
ing electromagnetic field driven at frequency w. For-
mally writing down the above expression is immediate.
To come up with practical expressions for the coeffi-
cients to be used in the wave and Fokker-Planck equa-
tions is less trivial, at least when the equations are truly
treated on the same footing i.e. when the 2 problems
posed in 6-dimensional phase space are solved removing
3 of the 6 independent variables to arrive at an equation
in the remaining 3 variables using the same approxima-
tions for both equations. Getting the proper coefficients
requires integrating (a) on the velocity space variables
to obtain the dielectric response coefficients needed in
the wave equation and (b) on the gyro, bounce and
drift motions to find an expression for the quasi-linear
diffusion operator. Ideally, the same elementary "build-
ing blocks’ are used and the relevant integrations are
performed on them.

III. SOME ASPECTS OF NONUNIFORM PLASMA
MODELING

III.A. Mode Coupling [38-51]

Before commenting on the particular issues brought
about by the impact of the plasma inhomogeneities on
the orbits of the particles and the challenges this leads
to when trying to write down a rigorous expression for
the dielectric response, a simplified problem is looked
at first, namely that of the wave propagation in a toka-
mak in absence of a poloidal field i.e. where the guid-
ing center orbits are assumed to simply being given by
w(t) = @(ts) +vyy(t —t,). Starting from Eq. (6), but
retaining the full wave spectrum and toroidal curvature
while assuming that the various species are Maxwellian
and that the toroidal angle as well as the distance from
midplane are ignorable variables (allowing to isolate in-
dividual n toroidal modes and kz) yields

Fg
W = wp,(27)® deRva_devlﬁ

) U kL (F))*[[ krLy (E)]
~ NQ-‘rkHUH —w



which is fully symmetrical w.r.t. the test function vec-
tor F and the electric field E", guaranteeing a positive
definite power density for a plasma in thermal equilib-
rium. To arrive at a practical expression one of the
following 2 approaches is used:

e Assuming that k, p << 1 so that the Bessel func-
tions in the Kennel-Engelmann expressions can be
approximated by a truncated Taylor series expan-
sion around the origin, which upon realizing that

%E’(R) = / dkp(ikp)™ explikr R Ex,

allows to write down an expression for the dielec-
tric response W and the purely electromagnetic
(curl) term to be used in the Galerkin form of the
wave equation; it is customary to truncate the Tay-
lor series at terms of second order in &, p. Remov-
ing the differential operators from the test func-
tion vector components F by partial integrations
allows to find the corresponding expression for the
dielectric tensor, and the so obtained surface terms
immediately provide the expression for the kinetic
flux [38].

In reality, k, p << 1 is not satisfied for all modes
that the plasma supports and thus that assump-
tion should not be made if such modes are excited.
Bernstein modes are finite temperature modes for
which k1p = 1 and even the cold plasma slow
mode violates the smallness condition. Hence if
short wavelength branches are excited - either di-
rectly at the plasma edge or at ion-ion hybrid lay-
ers [3] - a more rigorous treatment is needed to
ensure the predicted fate of the shorter wavelength
modes is correctly described. The easiest way to do
this is to rewrite the Fourier integrals as discrete
sums and to use locally constant base functions
[H(kr—kr.i)][H (kgr,it1—kr)]. The Galerkin form
of the wave equation is hereby transformed into
a system of linear equations allowing to find the
electric field Fourier components in the discretized
Fourier space.

Figure 8 shows an example of the integration of
the 1D integrodifferential wave equation. The top fig-
ure depicts the perpendicular wave components. An
incoming fast wave carries energy into the region of in-
terest from the right. At the ion-ion hybrid layer at
R = 3m mode conversion to the Bernstein wave takes
place, although part of the fast wave energy simply tun-
nels through the confluence layers and makes it to the
high field side (left on the plot) as a fast wave. Note
that the Bernstein wave is efficiently absorbed, its am-
plitude having shrunk again to zero about 0.3m towards
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Figure 8: Bernstein wave excitation by the fast magne-
tosonic wave at the ion-ion hybrid layer: electric field
components (top) and Fourier spectrum (bottom).

the high field side. The bottom figure shows the cor-
responding ki Fourier spectrum of the perpendicular
electric field. The Bernstein wave is a backward, elec-
trostatic wave transporting its energy via the kinetic
rather than the Poynting flux: Its main field component
is the component in the direction of the background gra-
dient, and for a leftward propagating wave that carries
energy from the confluence layer towards the high field
side it is the kp > 0 spectrum that is significantly non-
zero. The 2 peaks in the low kg part of the spectrum
correspond to the incoming fast wave (highest ampli-
tude for kp < 0 as the fast wave is a forward wave
carrying energy in the same direction as the phase ve-
locity) and the reflected wave (somewhat smaller peak,
and in the kg > 0 region since the reflected wave nec-
essarily carries less energy that the incoming wave).

In two dimensions poloidal as well as radial mode
coupling occurs. Figure 9 gives an example of 2D
wave equation modeling in which the geometry and the
poloidal magnetic field has been accounted for. In this
ITER example the short wavelength modes are not ex-
cited.

IIL.B. Orbit topology [24-32]

The motion of a charged particle in an axisymmet-
rical tokamak is characterized by 3 constants of the mo-
tion and by 3 periodic aspects of the motion. The 3 con-

2

stants of the motion often used are the energy e = =~

the magnetic moment p = %} and the toroidal angu-
lar momentum P, = mRv, — q¥ /27 (¢ is the toroidal
angle, g the charge and ¥ the poloidal magnetic flux)
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Figure 9: Poloidal electric field component for the RF
heating scenario foreseen for the activated ITER phase;
3% *He in a balanced D — T plasma, f=53MHz and
B,=5.3T.

but suitable other sets of 3 independent functions of the
customary 3 can equally well be used. In order of de-
creasing oscillation frequency, the 3 oscillatory aspects
are the cyclotron motion, the bounce motion and the
toroidal drift motion. Figure 10 gives a schematic view
of the various oscillatory aspects of the motion for a
trapped particle in a tokamak.

Pragetion ol Trapped kn
Trajectories is Barana Shaped
(far ustraton okt

Figure 10: Schematic representation of the particle or-
bits in a tokamak (JET-EFDA figure JG05.537-4).

Even on a single particle level, adding the poloidal
field to the description vastly changes the complexity
of the wave-particle interaction problem since the guid-
ing center orbits are now no longer on R = ¢t surfaces
but have become poloidally closed loops. Rather than
sampling a unique value of the confining magnetic field,
the guiding centers sample regions of varying toroidal
field strength. Whereas in a uniform plasma a parti-
cle either is ’in resonance’ or 'out of resonance’ at all
times, the resonances in inhomogeneous plasmas are
localized i.e. the resonance condition is satisfied only
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locally at some positions along the orbit. The phase
factor ezp[i(NQ+k; v/ —w)(t—1,)] in the earlier men-
tioned evolution equation for thg particle energy is now
generalized to an integral over k space of terms of the
form ezp[i©(t)] in which ® = —N¢+ E(t).icc(t) —wt.
In the neighbourhood of the resonance the phase in the
exponential can be approximated by a truncated Tay-
lor series expansmn O(t) = O(to) + O(to)(t — to) +
18(t,)(t — t,)2 + L 6(t,)(t — t,)*. The corresponding
exponeutml factor generally oscillates very quickly so
that its integral does not accumulate a net contribu-
tion. Close to stationary phase points (é = 0) the
phase variation slows down and the integral picks up a
finite contribution. Figure 11 depicts the relevant inte-
gral for a regular stationary phase point (8 # 0) and
for a higher order stationary phase point (8 0). The
former is representative for a standard resonance cross-
ing while the latter is representative for a resonance at
a turning point of the orbit, where 2 resonances merge
(strictly, the higher order stationary phase point is a
bit separated from the turning point: v;; = 0 does not
coincide with vy = 0). The linear line corresponding to
the uniform plasma case for which the particle always
stays in resonance is indicated as well.

Homogeneous plasma limit =— 1

0.5f

Energy kick

Regular resonance:'e;zl]

Tangent resanance: B=() N

=10 -8 -6 -4 -2 o 2 4 8 a8 10
Time (a.u.)

Figure 11: The energy kick felt by the par_]:icle along
the orbit for resonance at a regular point (O # 0) and
at a tangent resonance point (6 = 0).

In spite of the fact that energetic ions have guid-
ing center orbits that deviate significantly from mag-
netic surfaces, the difference between the toroidal an-
gular momentum P, and the poloidal flux function ¥
is often neglected (zero drift’ or 'zero banana width’
approximation). Aside from the fact that this is an
acceptable approximation in large enough machines or
for low enough temperatures, the main motivation for
this approximation is that it hugely simplifies the equa-
tions while keeping poloidal mode coupling and particle
trapping/detrapping, two of the most important inho-
mogeneity effects, intact. Since the dielectric response
written earlier was using the electric field at the guiding



center rather than the particle position and since guid-
ing centers stay on magnetic surfaces in the zero drift
approximation, the parallel gradient can be written as
an algebraic rather than as a differential operator when
expressing the various quantities in terms of their (dis-
crete) toroidal and poloidal Fourier series expansions:

v, - cosc i sino E
/1= \azjog| by  |0Z]00) 08
= c:c».st:ur'mi + sinaﬁ = 'ikﬁ

R

for each individual poloidal mode m,, and toroidal
mode ng,-; o is the angle between the total magnetic
field and the toroidal direction. The denominator resul-
ting from the particle history integral is now no longer
a constant and net resonant interaction only takes place
at the poloidal angle that satisfies NQ + & jv;; = w in
which the eyclotron frequency, the parallel wave num-
ber and the parallel velocity now all vary along the or-
bit. Although the density and temperature are constant
along the zero-drift guiding center trajectory, poloidal
mode coupling takes place because of the magnetic field
and geometrical inhomogeneity the guiding center ex-
periences along its orbit. This has one mild and one
more important consequence:

e The mild consequence is that the perpendicular
differential operator in the expression Ly due to
Kennel-Engelmann requires retaining the differen-
tial character in both independent perpendicular
directions. The resulting expressions yield a double
sum over poloidal modes, and differential operators
in the direction perpendicular to the magnetic sur-
faces. For heating scenarios in which short wave-
length branches are excited, a proper description of
the poloidal coupling requires accounting for a very
large number of poloidal modes and couplings, and
a large number of radial grid points. In an axisym-
metrical tokamak there is no toroidal coupling and
thus a single sum on the toroidal mode spectrum
remains; in a real tokamak - in which magnetic
ripple occurs since a discrete number of toroidal
magnetic field coils are installed - and in a stel-
larator, also the toroidal modes are coupled. Even
in the zero drift limit, solving the wave equation in
2 or 3 dimensions requires powerful computers.

o Whereas the previous section involves supplemen-
tary bookkeeping but is not truly posing a prob-
lem, the fact that the parallel mode number ap-
pears in the resonant denominator gives rise to a
fundamental problem: Whereas expression (6) is
fully symmetrical in the test function vector F and
the electric field E and guarantees positive definite
and purely resonant absorption for Maxwellian dis-
tributions, which is what is physically expected,
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the now obtained expressions are symmetrical for
what concerns the perpendicular operator but are
asymmetrical for what concerns the parallel dy-
namics. Aslong as k;; is modest (as is typically the
case for the fast wave), this is of little consequence.
But for short wavelength branches, positive defi-
nite absorption for Maxwellian distributions is no
longer guaranteed. A rigorous cure for that flaw
requires a much more sophisticated model, as will
be discussed in the next section.
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Figure 12: Schematic representation of the impact of
cyclotron heating on a charged particle in a tokamak:
The perpendicular energy of the particle gradually in-
creases. Inmitially passing particles become trapped,
their banana tip shifting towards the low field side when
v, gradually grows. The interaction of the particle with
the wave stops when the orbit no longer cuts the res-
onance. Just prior to that happening, 2 resonances
merge, giving rise to efficient heating at the tangent
resonance.

It was mentioned earlier that for not too ener-
getic ions the Doppler shift term k/ v, in the res-
onance condition N{ + k;jv;; = w is a small cor-
rection to the cyclotron term. As the corresponding
distribution is only significant in a restricted region
of velocity space, it implies that the region where cy-
clotron interaction takes place is restricted in space as
well: §R/R = 6(k;jv;;)/w. Although the electrons are
equally resonantly interacting with the field, the reso-
nance condition is much less stringent on them since
kysv;; = w is commonly satisfied in a wide region be-
cause of the modest steepness of the temperature pro-
file. Consequently, it is fairly straightforward in the
ion cyclotron frequency domain to ensure ion heating
can only take places at a predetermined location but
it is less evident to avoid the often unwanted electron
heating. In big, hot and dense machines such as ITER
RF waves have already lost a non-negligible fraction of
their energy by electron Landau and TTMP damping
before arriving at the cyclotron layer.



II1.C. Bounce Motion, Tangent Resonance, ...

Two approaches are commonly used to derive the
wave equation (and in particular to find a suitable
expression for the RF perturbed distribution function
frr) and the Fokker-Planck equation (and in particular
the quasilinear diffusion operator < @ >). One is the
very intuitive approach in which the governing Lorentz
force can readily be recognized in the expressions and
for which the link with straight magnetic field line uni-
form plasm theory is direct (see e.g. [26, 44, 43]). The
other is more formal but more general and allows to
benefit from the action-angle (Hamiltonian) formalism
(see e.g. [33, 35, 36, 30]).

Practical expressions proposed by various authors
tend to differ somewhat since different variables are cho-
sen and different approximations are made. For wave
equation studies (focussing on the fast dynamics), the
trajectory integral is most intuitive and therefore most
frequently adopted but for Fokker-Planck equation, the
details of the fast dynamics are only indirectly relevant
and all has to be expressed in terms of constants of the
motion, hence tending to be closer to the action-angle
technique which elegantly allows to retain the slow time
scale physics while integrating away the fast phenomena
by suitable averages over the various relevant oscillation
periods. Kaufman showed, however, that the Hamilto-
nian description can equally be used to describe the fast
scale physics. More importantly still, he stressed that a
rigorous description of both aspects of the wave-particle
interaction requires making the same approximations
in both equations if one wants to describe the physics
self-consistently. If applied rigorously, the path inte-
gral and action-angle methods are fully equivalent; for a
somewhat more detailed discussion, see [34]. However,
and in spite of Kaufman'’s visionary paper and presently
available powerful computers, a fully rigorous descrip-
tion of the plasma heating process by electromagnetic
waves is still awaited and a fully selfconsistent descrip-
tion based on a sufficiently rigorous footing is a project
still to be tackled ...

The drift approximation and quasilinear approach
make sense because of the vastly different time and spa-
tial scales to describe the wave-particle interaction by
first computing the zero order motion in absence of the
rapid but small perturbation, and to account for the
corrections relying on perturbation theory. In an ax-
isymmetric tokamak in absence of perturbations, the
particle motion can bg described in terms of 3 con-
stants of the motion A and 3 angles ® that describe
the periodic aspects of the particle motion. Kaufman
proposed to rely on action-angle variables but in the
literature a wide variety of constants of the motion was
successfully used. In contrast, the choice of the angles
as used in the Hamiltonian theory is much more appeal-
ing than any other choice since these angles vary lin-
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early with time and thus time history integrals become
trivial: Formally, the integrals are like those appear-
ing in the uniform plasma case since - once functions
only involving constants of the motion have been pulled
out of time history integrals (since %, = 2 +&..%
e.g. frr = — [ dt'drr.V5F, can simply be written as
frr = —%i-'&. [ dt'A), the rapidly varying phase fac-
tor denoting all 4 oscillatory aspects of the d.['iven res-
ponse and particle motion is of the form mi.®(t) — wt
in which &(t) = &(t,) + &(t — t,) and the gyro, bounce
and toroidal drift frequencies & = (wgq, we,wq) are only
depending on the constants of the motion K; the corre-
sponding mode numbers are m = (mg = —N,my,mg =
Nio-) in which the bounce mode number m; should
not be confused with the poloidal mode number
but the other 2 mode numbers correspond to the cy-
clotron mode and the toroidal mode numbers. And so
time history integrals simply yield factors of the form
.../ [/.cd —w)] i.e. prescribe that waves and particles res-
onantly interact when the resonance condition G =w
(w being the generator frequency) is satisfied.

A major simplification of the algebra comes from
the identity drr = J=[2V5 — Vz|gE .7 (see e.g. [5])
since it allows to write the various contributions of
which the time history integrals needs to be found to
come up with an appropriate expression for the dielec-
tric response of the plasma to a rapigly oscillating elec-
tromagnetic wave in terms of é = ¢gE.¢. For example

i i oF, P v
fRFZZESA-[_q ,V;;Aj+f dt' Dy ;€|
3

i=1

in which Dg... = £[V3G.V;..]+V3G.V;z..., hereby es-
sentially reducing the algebraic work to be done to de-
scribe the impact of an arbitrary distribution function
F,(R) to the work needed for the case of an isotropic
distribution. For a Maxwellian distribution, it can eas-
ily be shown that the net absorption of wave energy by
a particle population is positive definite and that the
interaction is resonant in nature:

t
> <qE.ff|’_‘;ﬂf dt'qE 4|5 >=
i, =

Making use of generating functions for the transforma-
tion between canonical variables and applying them to
the action-angle (j , 5) variables proposed by Kaufman,
one finds D; = ma% where m is the mass of the
examined type of particles [34]. Whereas the toroidal
angular momentum F, and the magnetic moment pu
are natural variables to use in the computations, the
third Kaufman action - related to the surface enclosed
by the poloidal closed drift orbit - is not very practi-
cal. Replacing it by the energy ¢ allows to find a com-
pact operator to generalize the expression found for a

laE 5|5 ?

e :
= i[m.d — w]



Maxwellian distribution to that fur an arbltrar}-r distri-

bution F,(A): gf‘; - ail + N2 sz T Mo gas m when

R = (£,-22 P, = mRu, — %) where U is the
poloidal magnetic fhux.

Of course, although the Hamiltonian method offers
an elegant framework to do the required evaluations,
its simplicity is somewhat misleading:

e The Fourier transformation of the work qu . done
by the electric field on the particles, written down
only formally in Kaufman’s paper is where the full
complexity of the acceleration and deceleration of
particles on their orbits through an inhomogeneous
static magnetic field will show up. Happily, the
vast difference in time response time of the vari-
ous aspects of the motion allows to rely on asymp-
totic techniques to perform this step. First, the
Fourier analysis is performed at a fired time, and
then the integrals along the orbits are evaluated.
The Fourier transform of q}::,g 7 is

qE.i}'L:ﬁ(K) a2 )3 /d&"qg’ Ue:cp[—sm 5]

Formally writing the electric field in terms of its

k spectrum so that, analogously to the uniform

plasma Eq. (2), the phase of ¢E.7 is k.Zgc — Né—

wt (GC=guiding center), it can readily be seen
that the stationary phase points of the ﬁ'r'm_'Fuurier

component are given by the condition k.vge +

NQ = m.a3 so that the global resonance condition

f.i = w can be rewritten as fc'.i;'c,-c + NQ = w,

which reduces to the familiar resonance condition

kjjvyy + N = w of the uniform plasma (and
more in particular p/Lp, = 0 i.e. driftless) limit.

It is not a trivial task to rigorously account for

the drift orbit effects since perpendicular correc-

tions not only have to be added to the general-
ized Kennel-Engelmann operator but they now en-
ter the resonance condition as well.

e A supplementary difficulty comes from the fact
that there are many thousands of bounce modes
that need to be evaluated to describe wave-particle
interaction accounting for the plasma inhomogene-
ity rigorously. This amounts to a significant in-
crease of the computation time required to solve
the equations.

[11.D. Decorrelation, Superadiabaticity [33-37,52-55]

It was discussed earlier that the work q}::f.i;' the elec-
tric field does on a charged particle is an oscillatory
function of time i.e. can be written as a sum of terms
proportional to a phase factor exp[i©(t)]. As the guid-
ing center orbits in the drift approximation are closed
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poloidally (at least for an axisymmetrical tokamak), the
particles cross every poloidal position many times every
second (bounce frequency). Most of the contributions
to the work are oscillatory in nature and cancel out
when integrated over all fast time scales (gyro-, poloidal
bounce and toroidal drift motion), yielding a zero net
effect. Only the resonant contributions possibly give
rise to a finite effect. That even these do not cancel on
average, is not as evident as it may seem at first sight:
In general, the number of cycles the work goes through
in between 2 successive transits is not an integer num-
ber and thus the phase change is not a multiple of 2«
s0 the average work done over a longer period of time is
the sum of ’energy kicks’ with the same amplitude but
at different phase. Assuming that the phase difference
between 2 successive transits modulo 27 is A©, it can
readily be seen that for every particular phase at a given
crossing, there is another crossing in a not too distant
past that more or less cancels out the present contribu-
tion since A© attains any value between 0 and 27 with
equal probability. And so, even if the particle gets an
energy kick every time it crosses the resonance, the net
effect of many crossings (typically a few thousand per
second for standard ion temperatures in typical work-
ing conditions) is still zero ... Unless something breaks
the pure periodicity and makes the particles somehow
forget’ about their encounters in the far past so that
rather than a very large number of crossings being rel-
evant, only the most recent ones are. Collionality does
exactly that.

Let us consider the simplest possible 'Krook’ colli-
sion operator C(f) = vf, where v is the dominant col-
lision frequency for the species considered, to discuss
the principle: Whereas the fast dynamics of the wave-
particle interaction is typically described by the Vlasov
equation, a somewhat more careful examination of the
evolution equation we started from shows that collision-
ality can strictly not be omitted when describing the
fast time scale: the collision operator C' in that origi-
nal equation acts on the full distribution f = F, + far
and not only on the slowly varying part F,,. Hence the
Vlasov equation should be extended to contain a small
but nonzero contribution, reflecting the rare but non-
absent collisions the particles undergo along their un-
perturbed orbits: %|ngF+ERF,VFa = C(fpr). Writ-
ing the time derivative along the trajectory in terms of
the constants of the motion A and the angles & and
assuming that the perturbed distribution can be writ-
ten as the product of a term only involving slow dy-
namics and a term involving fast dynamics i.e. fpr =
H(K,t)f (A 3, ,t), the fast and slow dynamics can be iso-
lated: [H dt| f+ape VsF/f=[- 5H+vH] Since
the right hand side of this expression only contains
slow dynamics (no fast period response), one can for-
mally write that both sides of this equation indepen-



dently have to be equal to a slowly varying function,
G = G(K,t) which is negligibly small on the fast dy-
namics time scale, G = 0. It follows that the factor
H can to good approximation be evaluated explicitly:
H o exp(vt). And so the Vlasov equation is supple-
mented with a ’switch-off’ or 'phase memory loss’ fac-
tor: f=— [*__ dt’H 'Gpp.VF, which - in view of the
result found for H consistent with the Krook collision
operator - is simply equivalent to the ’causality rule’
which prescribes the frequency w in the driven time
response factor exp(iwt) and the resonant denominator
(NQ+kjjv;; —w in the uniform plasma expression, or
@.mM—w in its drift approximation generalisation) to be
replaced by w+ir. Whereas the collisional contribution
is very small, it plays a crucial role in the evaluation of
the time history integral when integrating over many
crossings through a given point on the closed bounce
orbit: It constitutes the 'memory loss’ factor ensur-
ing that a finite net contribution is obtained for the
resonant contributions to the work done by the driven
electric field on the particles.

+ Fast decorrelation:
Sum on my, =
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Figure 13: Schematic representation of the importance
of decorrelation.

Why this is crucial and how it works can readily
be seen in Fig. 13: due to the periodic nature of the
bounce motion, the sum of the contributions over all
bounce modes is only equivalent to the corresponding
integral over (the stationary phase position) bounce an-
gles if the collisional broadening of the resonance is
wide enough. This brings out a subtle point in the
analysis of the wave-particle interaction: Because of
the large difference between the bounce and the gyro-
frequency (wp << wy), it takes thousands of bounce
modes to rigorously account for the magnetic field in-
homogeneity i.e. the corresponding stationary phase
points where the resonant interaction predominantly
takes place (9:0) are very closely spaced. Yet the
discrete sum on the bounce modes cannot justifiably
be replaced by a bounce integral unless the decorrela-
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tion time is short enough i.e. the collision frequency
large enough. And so the very different time scale on
which the gyro and bounce motions occur is crucial to
restore the 'quasi-homogeneous’ nature of localized res-
onances, while the decorrelation needs to be sufficiently
fast to ensure that a net interaction takes place at these
resonance locations when averaging over all the faster
processes. In view of the typical collision frequencies in
hot plasmas, collisions at first sight cannot cause a fast
enough decorrelation to guarantee RF heating to have
a net effect.

Fully accounting for the actual collision operator in
the right hand side of the 'generalised’ Vlasov equation
is not at all a trivial task. Kasilov [53] did the exer-
cise of examining more realistic collision operators and
found that the ’switch-off’ factor H can to first approx-
imation be taken to be H = exp[(t/7)"] where n = 3
for Cerenkov interaction (Landau damping and tran-
sit time magnetic pumping) and n = 5 for cyclotron
damping. He found that the decorrelation times  are
significantly shorter than the collison times 1/, imply-
ing that particles lose’ memory of their phase quickly
enough for RF heating to be efficient in magnetic fu-
sion devices. Although the details of the impact of the
various decorrelation functions differs, the net effect is
the same: the "kick’ particles receive when crossing the
resonance is similar (see Fig. 14).

0.5 ; A E

333
nin
Wh—
-
N

Figure 14: Integrated decorrelation functions for n =

1,2,3; { = 7(m.&0 — w) with 7 the decorrelation time.

While for thermal particles it is thought that the
details of the actual decorrelation are not too relevant
(to the important exception of what happens near tan-
gent resonance points where two closely spaced reso-
nance points merge into a single one), for too energetic
particles, however, the collisions may still be too unfre-
quent so that their net effective absorption is reduced.
This regime is known as "superadiabaticity’.

Not only collisions cause a randomization of the
phase. Because of the non-integrability of the full (as



opposed to GC) orbits and the non-linearity of the
problem, stochastization takes place even if collisions
would be absent when launching RF waves of a few
MW in fusion relevant plasmas. The rich spectrum of
modes, each contributing to the full wave-particle in-
teraction and giving rise to fast phase variations of the
total work done on the particles, is likely to trigger suf-
ficient decorrelation.

IV. END NOTE

With the dawn of powerful parallel computers, the
degree of realism that can be reached when modeling
the interaction of particles and waves in hot, magne-
tized, inhomogeneous plasmas contained in magnetic
fusion experimental reactors is gradually increasing.
Various techniques are available to highlight the study
of specific aspects of the interaction. Even so, the prob-
lem to be tackled is challenging and a number of aspects
are only starting to be touched upon.

One aspect of importance in the context of wave-
particle interaction is the deseription of the opposite
of wave heating, namely the onset of instabilities trig-
gered by particle distributions: In present-day wave
and Fokker-Planck descriptions, it is implicitly assumed
that the RF fields are never powerful enough to make
the factor %‘1 +N %'2 +n%‘2 that appears in the per-
turbed distribution )?Rp and hence in the expression
for < @ > change sign, while experimentally it is well
known that MHD modes can be triggered when RF
heating is efficient.

Another - even more essential - aspect is the rigor-
ous accounting of the bounce spectrum ensuring that
the dielectric response is properly described, without
artificially giving rise to damping that has to be rejected
on physical grounds: While only the rigorous applica-
tion of the procedure proposed by Kaufman guarantees
the causality to be respected for all modes the plasma
supports, no models based on this procedure are yet
available.

V. A COMMENT ON THE LIST OF REFERENCES

Although most authors in the reference list com-
ment on various subtopics treated in this text - making
a clean separation impossible - the papers most relevant
to read up on the general treatment have references [1-
11], the wave equation is somewhat more the focus in
[12-16] while the Fokker-Planck aspects are the main
subject in [17-23]. Details on the orbit topology and
its role in describing the wave-particle interaction can
be found in [24-32]. The action-angle formalism is dis-
cussed in [33-37]. Comments on how to solve the rele-
vant set of equations - with a focus on accounting for
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the realistic geometry - are given in [38-51] while the
role of decorrelation is the key subject in [52-55].
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ABSTRACT

A brief overview is given of the techniques adopted
for modeling plasma heating and current drive as well
as the associated particle diffusion. Weaknesses and
strengths of each method are highlighted; references are
provided for those seeking further information.

[. INTRODUCTION: THE BASIC EQUATIONS

Plasma heating by virtue of RF (radio frequency) waves
can be looked at from two complementary points of
view. From the wave’s viewpoint plasma heating is
a loss process. Solving the relevant wave equation,
VxVxE(k2=K.E+il,jwe, = E +i[J, + j;,]/weg
reveals where and to which particles the wave energy
is lost. Here, E is the electric field, K is the dielectric
tensor, w is the driver frequency, and J, and j;, are the
antenna and plasma current densities. From the parti-
cle’s point of view, plasma heating is the process of be-
ing accelerated or decelerated by an electric field. The
net diffusion of particles resulting from this is described
by the Fokker-Planck equation, %ﬂ =Q+C+S5-L
in which F, is the distribution function, @ is the RF
quasilinear diffusion term, C' represents the effect of
the Coulomb collisions, S is a source and L a loss term.
Solving the coupled wave + Fokker-Planck equations
involves tackling a 6-dimensional problem. Two - equi-
valent - approaches have been proposed to achieve this:
the trajectory integral technique and the Hamiltonian
formalism [1]. The key is to rewrite both equations in
terms of shared ”building blocks” describing the inter-
action of a particular wave component with a guiding
center orbit. In absence of an external electric field, the
orbits can be expressed in terms of 3 independent con-
stants of the motion A and 3 angles & (which - think of
Hamiltonian action-angle variables - vary linearly with
time and describe the rapid oscillatory aspects of the
motion i.e. the poloidal bounce, the toroidal drift and
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the cyclotron motions). When wave power is injected,
the X are no longer constant as a function of time. The
coefficients of the Fokker-Planck equation require re-
moving all fast time scale effects i.e. filtering out all
oscillatory motion. Ewvaluating the dielectric response
in the wave equation involves integrating over the veloc-
ity space coordinates. This can either be done recasting
the wave equation in a form directly amenable for non-
local treatment [2] or it can be done by writing down a
local expression for the dielectric tensor (see e.g. [3, 4]).
Since the wave and Fokker-Planck equations deseribe 2
aspects of the same physics, they should be solved as a
coupled system of equations (see e.g. [5] and the re-
ferences therein). Because of the complexity involved,
they are, however, solved separately in most applica-
tions.

VxVxE[k2 = K. E+idy fwe = B+ilJy+Jy) fwe,

o7 @ =) af s @) S

F .“
Ny -
~ aF, -~
N = QtC+S-L L

t
Q(F.) =< v,.g{avxﬁ‘) j at'(E+7xE).Vg > F,

Figure 1: Schematic representation of self-consistent
treatment of particle heating by electromagnetic waves.

II. WAVE DYNAMICS AND RAY TRACING

Lacking powerful computers allowing to solve the
underlying equations truthfully, plasma heating was
historically studied by making simplifications. The ge-
ometric optics or ray tracing method is a typical exam-
ple. Its appealing simplicity results from the fact that



it decouples the coexisting branches of the dispersion
equation and traces their characteristics independently.
As it traces the evolution of a wave, it is a powerful
technique for getting insight in the details of the wave-
particle interaction. Ray tracing is based on the WKB
assumption that the electric field of propagative waves
can be written in the form

E oc exp[y | 6"71S,(2)] (1)

n=0

where 4 is a small parameter and the S, vary slowly
as a function of Z. Consider the simple 1-dimensional
equation

E'+ k2 (z)E=0 (2)

where E is some electric field component and * = d/dz.
When k? is constant, E describes plane waves propa-
gating in the x-direction: E = E,exp[tikz]. When &
varies slowly as a function of z, a solution of the above
wave equation in the form of the proposed WKB ex-
pression can be sought. Assuming k is of order 1/4 and
grouping the terms of like order in § results in a system
of equations for the S,, [6]:

(S1/8)2 + k(z) = 0;25.8, + 5,” =0 3)

n—1
28,80 + S0 1"+ 3 SiS, ;= 0in 22 (4)
i=1

Solving the first 2 equations above yields Ei o
exp[+i [ dok(z)]/k'/2. The WKB version of the con-
servation law associated with Eq.(1) can be written
(InP)" = —2Im(k) where P = Im(E =E') = Re(k)|E|%.

Reinserting Eqs.(3-5) into Eq.(1) shows that the
WKB solution is a good approximation if |3/4(k'/k)% —
1/2k” [k| << |k?| i.e. that the WKB ordering is justi-
fied when short wavelength waves are studied but that
it breaks down near cutoffs (k = 0) and resonances or
confluences (k' = o).

HFS LFS
LR . .
A4 |~_Bernstein wave k'=20 (confluence)
B, | Fast wave
/ Fast wave H W= €ty
™ ™ .
0 1 -]
« | Bernstein wave
. Sl e
k=0 {cutoff)
T v T
R

Figure 2: Dispersion plot with locations at which WKB
breaks down.
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Ray tracing is the multidimensional equivalent of
the above scheme. Using the geometric optics definition
E = V4 of the wave vector (¢ being the wave phase),
the lowest order equation is the Fourier transformed
wave equation for a homogeneous medium,

GE,=kExkxE,+kKE, =10 (5)

Nontrivial solutions exist when the dispersion equation
D = det(G) = 0 is satisfied. The different dispersion
equation roots and their eigenvectors correspond to the
different decoupled waves the plasma supports. The
evolution of these waves is visualized via the method of
characteristics. The characteristics or rays, by defini-
tion, are given by the equations

dZ/dr = —8D/0k; dk/dr = +0D /6% (6)

where 7 is a variable that changes monotonically along
the rays. When the dispersion is satisfied in one point
on a ray, it is satisfied in all others (6D = 0). The
variable T can be linked to the physical time ¢ through
the transformation dt = 8D /8wdr. The ray equations
then become

dZ/dt = 8w /0F; dk/dt = +[0D/0F]/[8D/6w]  (7)

The first equation states that the ray’s velocity is the
energy propagation or group velocity v, = 8(..:/6.75 and
the second shows how the wave vector changes as a
result of the background variations sensed by the ray.
The ray equations can, strictly spoken, only be adopted
when the plasma is lossless: as soon as dissipation is
present, D is complex so the ray path is no longer a
real trajectory. To overcome this problem the damping
is assumed to be weak such that the anti-Hermitian
part K4 of the dielectric tensor is of order § compared
to the Hermitian part K which allows to replace D
by DH in the above equation. A power transport equa-
tion, dinP/dt = [dInP/dT.[dZ/dt] = —2I m(E].t'fg, ge-
neralization of the earlier mentioned conservation law,
is added to the system (see e.g. [7]).

The WKB approximation is very useful when the
wavelength of the waves is short w.r.t. the machine size.
The fact that it breaks down near cutoffs, confluences
and resonances is, however, a drawback limiting the ray
tracing method’s applicability. To overcome such pro-
blems one can try to solve the wave equation without
making any a-priori assumptions on the dependence of

on Z. In the next two sections we discuss how dif-
ferential equations or partial differential equations can
be solved by transforming them into algebraic ones.

III. THE FINITE DIFFERENCE METHOD

Of all methods to tackle partial differential equa-
tions, the finite difference approach is probably the one



that is most easily implemented. It is frequently used,
both for studying wave and particle dynamics. It con-
sists in replacing the partial differential operators in
the equation and the boundary conditions by their fi-
nite difference counterparts. Doing so at each of the in-
ner grid points and imposing the boundary conditions
at the edge points, the differential problem is hereby
reduced to an algebraic one that can be solved using
standard matrix algebra techniques. Because the finite
difference formulae only involve a small number of va-
lues of the unknown function(s) at neighbouring points,
the matrices of the algebraic system are sparse. Dedi-
cated algorithms accounting for this allow to save CPU
time. Finite difference expressions for the various op-
erators can be taken "off the shelf” (see e.g. [8]) or
be auto-constructed from the truncated Taylor series
expansion

N 2 n N
Gr 3 G e @
n=0 =0

where z, is the point for which the N-point difference
scheme is constructed, and the coefficient G!n can be
identified with the n-th derivative of G at z, if n = oo
and if = is sufficiently close to z,. The values of the
function at z, and at N neighboring grid points are
used to write down a linear system of N + 1 equations
for finite difference approximations of up to the first
N derivatives at z,. Non-uniform grids are automati-
cally accommodated for but the best performance for
a given number of points is obtained using a uniform
grid centered on z,. Invoking more neighbors allows
eliminating lower order contributions in the expansion:
The 2-point forward scheme for the first derivative is of
first order. Including the backward contribution allows
to compensate the first order contribution and results
in a second order accurate scheme. Doing the same
for the next neighbors yields the third order scheme
(G_2—8G_1 +8G . — G,5)/12Ax for the first deriva-
tive, etc.

ITLLA. Stability of finite difference schemes

Lacking sufficiently general theorems, stability
analysis of a numerical scheme is often done by trial
and error. The diffusion equation A« (Z,t) = o¢ /ot
can be solved analytically and is sufficiently simple to
perform the stability analysis for various finite diffe-
rence schemes. Let us start from the 1-D version and
impose Dirichlet conditions & =0 at r=0and z =1,
and ¢ = ¢,(z) at £ = 0. Through Fourier analysis one
finds ¥ = 35 | arexp|—k?t]sin[kz], the Fourier coef-
ficients e in which are those of 4/,. Note that high
k-modes disappear fast from the exact solution when
time advances. Morton and Mayers [9] examined the
numerical stability of various finite difference schemes
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for this equation by adopting a uniform grid in both
r = jAz and t = nAt, and introducing the ”amplifi-
cation factor” A to study the evolution of the numeri-
cally obtained kth Fourier mode, ¢7 = A"explikjAz].
For the explicit forward scheme 1;5}‘“ =yr+ vé2y™ in
which v = At/Az? and 629" = 7| — 297+, one
finds A = 1 — dvsin’kAx/2. Hence, when v > 0.5 this
solution numerically grows in time, although the true
solution does not! The fastest growing mode is charac-
terized by a phase jump of 7 in between successive grid
points. It eventually dominates the numerical solution.
As the spatial grid scale is determined by the spatially
fastest varying modes in the differential system, one is
forced to make sufficiently small steps in time to avoid
these unphysically growing solutions. To avoid having
to take too small time steps, implicit rather than ex-
plicit schemes are adopted. Replacing the forward dif-
ference by a backward difference in the above we obtain
the scheme

—P T+ (L 22—yt =9 (9)
In contrast to the forward scheme, time stepping now
requires the inversion of a matrix. This extra amount
of work pays off, however: one finds that A is now of
the form A = 1/[1 + dvsin®kAz/2]. Since 0 < |A| < 1
for any v, this scheme is unconditionally stable.

The above two schemes either use 3 points at the
previous time level, or 3 at the new time level. A
straighforward generalisation consists in using all 6 of
these points ie. in adopting the scheme y?*+' — ¢ =
v[#524™*! + (1 — #)62¢"] which is known as the #-
method. This scheme is conditionally stable if # < 1/2
and unconditionally stable if 1/2 < # < 1. The first
regime imposes that » < 0.5/(1 — 2¢) while v is uncon-
strained for the second. Whereas the difference scheme
is usually of first order in time, the scheme is second or-
der accurate both in position and time when § = 1/2.
This particular scheme is due to Crank and Nicolson.

II1.B. Practical example

Applying a finite difference scheme to the time de-
pendent Fokker-Planck equation yields a system of the
form

oXjot=AX b (10)

in which the contribl_l'tions not involving F, are grouped
in the source term b and the values of F, at the grid
points are stored in When adopting the Crank-
Nicolson method, the algebraic system takes the form

X (t+ At/2) = C1.d; C=1— At/2A; (11)
d=[1+At/2A].X (¢t — At/2) — Ath (12)

If A is time independent, the C matrix can be inverted
once and for all. The "source” d has to be updated at
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Figure 3: Time evolution of a beam population from
the moment the particle source is switched on up to
when the stationary state is reached, at which time the
beam consists of a Maxwellian sub-population and a

non-thermal sub-population centered on the source.

gach time step, independent of the actual source term
b being independent of time or not.

IV. THE FINITE ELEMENT METHOD

IV.A. Variational techniques

Requiring somewhat more preparation and book-
keeping than the finite difference method but allowing
a better control on the overall numerical error, the finite
element method is probably the most robust numerical
technique for solving differential or integro-differential
problems. To discuss this technique, we will again fo-
cus on Eq.(2). The finite element technique relies on a
variational principle [10, 11]. Consider the functional

I(E) = - dz[-E? + K’E)] + § (13)

E=]

8 = AE2(z5) + BoE(zs) — A\EX(z1) — BiE(z1) (14)

Allowing for a small variation of E, one observes that
the linear perturbation of the functional is stationary
for the function E obeying Eq.(2) and satisfying the
boundary conditions E'(z; 5) = A 2E(z1,2) + By 2/2.
The Ritz approach to solve the equation consists
in writing E in terms of a set of base functions E(x) =
E;—Ll ¢;0;(z) and imposing I to be stationary for all j:
81 /8c; = 0. Provided the integrals involving the base
functions can be evaluated, this reduces the problem
of integrating the wave equation to solving the (linear)
system for the ¢;. Although base functions allowing to
evaluate the integrals over the full domain exist (see
section V), one often prefers to subdivide the interval
[z1, zo] into a large number N of sub-regions and to use
low order polynomials with restricted range such that
the integrals can be approximated e.g. using the inte-
gration method of Gauss [8]. When J base functions
are considered in each interval, a total of N.J linear
equations for the NJ unknown coefficients is obtained
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by imposing all stationarity conditions. In case the
grid is so dense that coefficients of the original equa-
tion hardly vary in a single finite element, their varia-
tion can be omitted altogether and the integrals only
involving base functions can then be done once and for
all.

The Ritz approach seems cumbersome as prior to
actually solving the equation, one first needs to find
the functional I and derive the stationarity condi-
tions. These 2 steps can be omitted when adopting the
Galerkin approach, which consists of multiplying the
differential equation with each of the base functions 6,
and integrating over the domain of interest. The resul-
ting system is again a linear system that can be solved
to find the ¢;. The disadvantage of this strong approach
is that the ©; need to have meaningful nth derivatives
for an nth order equation. Lower order polynomial base
functions can be chosen when tackling the problem in
its weak form i.e. after removal of the highest order
E-derivative terms from the integrand by performing
partial integrations. Imposing the boundary conditions
via the surface term, one readily finds that the weak
Galerkin approach is equivalent to the Ritz approach.

Figure 4: RF wave pattern for (H)-D heating at 3.45T
and 51MHZ in JET, computed using finite elements on
a 2-D mesh of triangles. The RF field propagates from
the antenna on the low field side to the core, where it
is damped near the central H cyclotron layer.

IV.B. Natural vs. essential boundary conditions

Natural boundary conditions can directly be de-
rived from the weak variational form of the equation.
The strong form is obtained by multiplying the equa-
tion by a sufficiently smooth test function G and inte-
grating it over a finite interval. Partial integration is
used to remove higher order derivatives from the un-
known function and "transfer” them to derivatives of
the test function. For a 1D differential equation of order
n, n/2 derivatives can be removed from the unknown.
The surface terms arising from these partial integra-
tions involve the test function itself as well as its higher
order derivatives up to n/2—1. Choosing a test function



with only 1 nonzero mth derivative (0 <m < n/2 —1)
at one of the two edges provides a set of n/2 "natu-
ral” boundary conditions at each edge, corresponding to
"fluxes” entering or leaving the domain of interest. Im-
posing these at the two edges provides the exact number
n of boundary conditions to uniquely define the solu-
tion (see e.g. [12]). Natural boundary conditions are
intimately connected with the equation. Deriving the
natural boundary conditions of the Laplace equation in
the domain (r; <z < z9,y1 <y < yo,21 <2z < 29) by
multiplying the equation by a test function G, integra-
ting over the volume, performing a partial integration
and identifying G = 1, one finds

a9 a9
fdydz?ﬁ—z o=+ fdrdza—i o+ f(:i,':::a‘.'g,r6‘—‘3‘;J 2=0
(15)
imposing that the imposed Neumann boundary condi-
tions should be consistent with the equations i.e. that
they must guarantee that the net influx balances the
net outflux, no losses being present.

Boundary conditions imposed on lower order (<
n/2) derivatives cannot be derived from the equation
itself, and cannot be imposed via the surface term. To
impose such conditions another procedure is required.
Omne common solution is to choose the base functions
in such a way that the conditions in question are auto-
matically fulfilled. Because of their more basic nature,
the second type of boundary conditions is known as
"essential” conditions.

To solve a differential equation, we transformed it
into a linear system. When the original equation is
an integro-differential instead of a differential equation,
exactly the same method can be used, the only diffe-
rence being that also integrals of products of base func-
tions and not just derivatives appear inside the varia-
tional integral. In that case, the linear system is gener-
ally not sparse.

IV.C. Numerical pollution

The finite element technique relies on the local ap-
proximation of the solution of an equation by a sum
of simple base functions. Aside from truncation errors
which automatically creep into the system, such ap-
proximations can lead to numerical pollution ie. to
the excitation of modes lacking a physical counterpart.
The vacuum wave equation

(k7 — k2)E, +ik)/EL =0 (16)
(K7, —k2)E, —E,” =0 (17)
ikyEL —k2E, — E,” =0 (18)

suffices to demonstrate this effect [13]. In the above,
it can be noted that E, plays a different role than E,
or E.: the highest order derivative of E, appearing
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in the system is one order lower than that for £, and
E.. Knowing that the exact solutions of the vacuum
wave equation are proportional to ezxp[ik,z] where k2 =
k2 — k3, we make the ansatz E(3) = ¥, explikea;1ij;
where the z; are the grid points and 7j; the vectors of
base functions. The discretized dispersion equation is
the condition for having nontrivial solutions. Adopting
the obtained equation for linear base functions, Sauter
demonstrated that the physical root is well approxi-
mated by two of the numerical dispersion roots when
the grid is sufficiently refined (small enough k Az) but
that the agreement is less good when k. Az well ex-
ceeds 1. A third, purely numerical, root further spoils
the solution. Reminding that E_ is differentiated one
time less in the wave equation, Sauter subsequently con-
sidered constants for E, while using linear functions
for Ey and E.. Although one expects intuitively that
such cruder procedure would lead to less accurate re-
sults, he demonstrated that - quite on the contrary -
the solution is now no longer polluted. One might hope
that the spectral pollution problem automatically re-
solves itself when a more refined description (higher or-
der polynomials as base functions) is used. It turns
out that this is not the case. One finds exactly the
same problem when using higher order polynomials for
all components. Again, pollution can be removed choo-
sing polynomials for E; which have 1 degree of freedom
less than those taken for E, and E.. Adding finite Lar-
mor radius (temperature) effects to the wave equation
destroys the special role E, plays and eliminates this
particular problem of pollution.

IV.D. Grid refinement techniques

One of the peculiarities of finite elements is that
is allows squeezing and stretching local finite elements,
which enables describing phenomena with vastly dif-
ferent length scales accurately by merely reshuffling
the adopted grid but without touching the structure
of the local equations. Hence, rather than opting for
a more complete set of base functions enabling to cap-
ture more dynamics on a fixed grid but increasing the
number of local *projection’ equations, code developers
often prefer to refine the grid at locations where it is
needed while keeping the base functions as simple as
possible. This guarantees that CPU memory is opti-
mally used: at every location the adopted grid is just
fine enough to reach the desired accuracy level, but re-
gions not requiring a fine grid are not densely popu-
lated with grid points. Various grid refinement tech-
niques are available in the literature, and more often
than not grid generating software can be found on the
www. One of the classical techniques of grid refinement
is the so-called 'red-triangle/green-triangle’ technique
[14] adopted when subdividing the domain of interest
for a 2-D problem into a set of triangles. When local



gradients are too steep inside a triangle (e.g. the tri-
angle with black thick lines in Fig. 5), it is subdivided
into 4 child-triangles born when dividing each of the 3
sides of the parent-triangle in 2 and connecting these
3 midpoints. If refinement in a neighboring triangle is
required as well, the same technique is applied there
while if no refinement is needed, the midpoint of the
side is just connected to the opposite triangle corner
(green triangle) to ensure the topology of the mesh is
not changed.

Figure 5: 'Red-green triangle’ grid refinement scheme.
Thick solid line: 'parent’ triangle, subdivided into 4
child-triangles. Dotted lines: neighbor triangles with
'red’ or 'green’ subdivisions.

V. SPECTRAL METHODS: DIRECT FOURIER RE-
PRESENTATION

As the set of exponential functions exp(ikz) is com-
plete, any (sufficiently continuous) function of the vari-
able z can uniquely be represented by its k-spectrum.
In a finite domain [z,,z, + L], the coordinate z can
then be related to the angular variable § = 2wz /L.
and the spectrum of modes m is discrete. Although
any function can be represented using the exponen-
tial set with a global error that is arbitrarily small,
the spectrum of non-periodic functions decays so slowly
as a function of m that one can wonder if the spec-
tral method is the appropriate tool for tackling pro-
blems involving such functions. At the edge disconti-
nuities the series will never converge, although taking
enough terms allows to find the correct value up to
very close to the edge (Gibbs phenomenon). When
all functions are periodic, the Gibbs phenomenon is
absent and spectral representation is more appropri-
ate. Consider again Eq.(2), d%¢/d8? + M?(#)¢ = 0,
for convenience rewritten in terms of the angular vari-
able §. Finding the Fourier spectrum of M2, M?(f) =
Ef’z‘fm MPexp[imf], and projecting on the exponential
base yields

+oo
—m2e,, + Z My =0 (19)

I=—oc
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for each m in the spectrum. Truncating the spectrum of
the coefficient M? yields a sparse but infinite set of non-
trivial equations to be solved simultaneously. For large
|m| (m? >> M{), the first term dominates the others,
guaranteeing the Fourier series of ¢ is convergent and
justifying to truncate the spectrum. Through M?2, the
physics of the problem dictates the minimal number of
modes to be retained in the truncated spectrum: For
the simple case of a constant M2, the above equation
prescribes that 1/i,,, must be zero unless m? = M?2. More
generally, this filtering makes that part of the physics is
not captured by the model if the spectrum is truncated
at a too low m-value (see also in the next section). A
practical example is the treatment of electron (Landau
+ TTMP) damping in the ion cyclotron range of fre-
quencies: the damping strength being proportional to
the square of the local perpendicular wave number &, ,
this damping is underestimated by a model that does
not properly resolve the Bernstein wave mode, a mode
for which k, is of the order of the inverse of the ion
Larmor radius.

The spectral representation is commonly used for
numerical applications posed in finite domains but is,
by its nature, best suited to be adopted in wave pro-
blems. A spectral method in periodic variables is often
combined with a finite element representation in the
non-periodic variables.

The SciDAC project [15] gave a major thrust to
RF modeling in the USA. Thanks to powerful com-
puters and the adoption of Fourier techniques, wave
problems have been solved that were off-limits before:
Brambilla’s TORIC has been upgraded to enable ac-
counting for up to 10* poloidal modes simultaneously
so that the fate of short wavelength branches can now
be examined in detail (see e.g. [16] ), and Jaeger’s
integro-differential AORSA code now solves the wave
equation both for Maxwellian as for non-Maxwellian
populations (see e.g. [17]).

VI. FAST FOURIER TRANSFORM & ALIASING

The spectral method relies on the fact that the
Fourier spectra of the coefficients of the equation are
known. In general the coefficients are known locally,
but the spectrum is not. Finding the poloidal spec-
trum of functions needed to solve the 2-D or 3-D wave
equation in tokamak geometry can be done relying on
the smallness of the minor radius a, w.r.t. to the major
radius R,, by writing out the various terms explicitly
up to a given order in the inverse aspect ratio ap/R,.
This procedure soon becomes cumbersome, however,
and since ap is not so small wr.t. R, many terms
in the development should be retained for a reasonable
approximation. In practice, the Fourier components



F = & f02 " dfexp[—imb)f(f) of any needed quantity
f are most often evaluated numerically. Adopting a
uniform grid, the Fourier integral is approximated by
the sum F,, =~ % J“le exp[—imjAf)f(FAR); A8 = 27"
This technique is known as the fast Fourier trans-
form (FFT). Note that the predicted value for the mth
Fourier component is identical to that of m —nJ where
n is any integer. This means that the above proce-
dure artificially misrepresents high m-modes by their
lower mode number spectrum counterparts for which
J/2 <« m—nd < J/2, an effect known as "aliasing”
(see also [18]). To avoid aliasing, the whole spectrum
should fall inside the interval [-J/2,J/2]. The corre-
sponding grid has at least 2 mesh points per wavelength
for the shortest wavelength mode in the system.
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Figure 6: The importance of ensuring the full wave
spectrum is sampled: power deposition profiles ob-
tained truncating the poloidal mode spectrum at |m| =
31, |m| = 80, |m| = 127 and |m| = 255 (TORIC, Cour-
tesy P. Bonoli).

VI. MONTE CARLO AND PARTICLE-IN-CELL
TECHNIQUES

Integration in multidimensional space can be done
efficiently relying on the Monte Carlo technique, which
in contrast to adopting a regular grid uses a set of uni-
formly distributed randem points. Adopting this pro-
cedure, the integral of a function in hyperspace is pre-
dicted up to errors of order N—'/2, where N is the num-
ber of randomly generated positions, irrespective of the
number of dimensions (while the accuracy of the pre-
diction made on a uniform grid scales as 1/N /¢, where
d is the number of dimensions). In order to simultane-
ously solve the wave and the Fokker-Planck equations,
Hedin developed the SELFO code. He upgraded the
LION wave code [15] to account for the actual drift or-
bits of the particles and for non-Maxwellian distribution
functions by locally approximating the dielectric tensor
using a series of "hat” functions [16], and interfaced the
resulting code with the FIDO Monte Carlo code [17].
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The FIDO Monte Carlo method advances a large num-
ber of test particles in time A(t,.,) = A(t,) + AA and
accounts for wav&partig'le interaction and for Coulomb
collisions assuming the A are stochastic variables whose
expectations E and co-variances C' can be inferred from
the orbit-averaged Fokker-Planck equation:

4oij g (20)

ElAA] = % Ae ClAA, AA,] = =

Todt
in which < ... >= deFD.,. is the ensemble average,
i =< A; > and aij =< (A‘T — _ug)(Aj —_Jij) >. The
Monte-Carlo operator becomes
_dA;
T odt

AA; At 4+ A%g(AYY? (21)
k

in which 3°, A* 47 = do;;/dt and where & are uncor-
related stochastic variables with zero expectation value
and unity variance.
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Diffusion: <x**2s>=D*L

Figure 7: The principle of random walk / diffusion.

VIII. CONSERVATION LAWS

Conservation laws are often helpful when checking
the precision of a computation. For Eq.(2) one read-
ily sees that S = Im[E = dE/dx] is conserved when
k2 is real i.e. in absence of damping. When dam-
ping is present the drop in "flux” S across the consid-
ered interval equals the integrated "absorbed power”
P, = Im(k?)E]>. In differential form the thus ob-
tained conservation law is of the form V.§ + Py = 0.
Adopting a variational approach one can formulate the
wave equation in such a conservative form ie. in a
form which readily yields this conservation law upon
substituting the sufficiently smooth test function vec-
tor by the electric field (see e.g. [18]). The Fokker-
Planck equation is written in the above conservative
form from the start: rewriting it in variational form
(see e.g. [23]), one can express the conservation of the
total number of particles (test function G = 1) or of
the energy (G = mv?/2). When the wave and Fokker-
Planck models are consistent one with the other, the



conservation laws of the 2 equations share the expres-
sion for the absorbed wave power (see e.g. [1]).

Of course, conservation laws merely allow to check
the numerical accuracy of a model, but do in themselves
not constitute a check on the correctness or on the ap-
plicability of the model itself. Aside from performing
convergence tests to ensure the shortest scale lengths
are well captured, a-posteriori checks of the assump-
tions underlying the derivation of an equation should
be performed: it is e.g. common to adopt a truncated
finite Larmor radius (FLR) expansion to include tem-
perature effects but one rarely discards the predictions
on the fate of the power carried by the short wave-
length (Bernstein) modes away from the (confluence)
region, notwithstanding the fact that the wave violates
the starting FLR. assumption ...

IX. DECIDING ON A NUMERICAL STRATEGY

The speed and memory size of present day compu-
ters allow to pursue a high degree of realism in plasma
physics models. Because of this high level of sophisti-
cation, it is crucial to be able to distinguish between
actual physics and numerical artefacts. Jaun and col-
laborators have developed a very didactic, interactive
and flexible tool to highlight the perspectives and draw-
backs of various numerical schemes [18]. Existing com-
mercial or freeware software libraries such as IMSL,
HSL, NAG and NetLib allow to concentrate on physics
instead of on numerics. In case no ready-made sub-
routines can be pulled "off the shelf’, softwares such
as OCTAVE, MATLAB and MATHEMATICA are of
great help in constructing one’s own numerical schemes.
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ABSTRACT

This lecture gives an overview of heating and
current drive with electron cyclotron waves. We present
the main theoretical aspects of wave propagation, wave
absorption, and non-inductive current drive, as well as
important technical aspects for the application of high
power electron cyclotron waves, and the major
achievements in their experimental application.

L INTRODUCTION

Electron cyclotron waves are electromagnetic waves
with a frequency in the range of the electron cyclotron
frequency. For a given magnetic field the electron
cyclotron frequency i1s 28 B [T] GHz. This means that
for a typical field of 4 T or in case of second harmonic
resonance and a field of 2 T, we are dealing with
frequencies of the order of 100 GHz and, consequently,
wavelengths of a few mm_ In this frequency range, the
waves can be mjected from vacuum mn the form of well-
focused beams with higher power densities than
achieved by any of the other additional heating methods
(like neutral beams, ion cyclotron or lower hybrid
waves). Moreover, these beams can be mjected from
steerable mirrors towards different parts of the plasma.
Because the coupling of the power to the plasma 1s the
result of a resonant interaction with the electrons, the
power deposition m the plasma is localized. This
combination of narrow, steerable beams and localized
power deposition is unmique for electron cyclotron
resonance heating (ECRH) and current drive (ECCD). It
1s also what has given ECRH and ECCD its unique tasks
among the other additional heating systems, m
particular, for the control of mstabilities. Excellent
reviews of ECRH and ECCD can be found in Refs [1-4].

II. THEORETICAL ASPECTS

IILA.  Wave Propagation.

A basic impression of wave propagation in the
electron cyclotron range of frequencies is obtained by
analysis of the cold plasma dispersion. The relevant
dispersion relation is known as the Appleton-Hartree
dispersion relation and 1s given by
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where @ 1is the wave frequency, @, = (n.€’/gom,)” the
electron plasma frequency, @ =eB/m. the electron
cyclotron frequency (defined positive here) and &1s the
angle between the wave vector and the magnetic field.
The + and — signs refer to the two possible modes of
propagation which are known as the extraordinary or X-
mode and ordinary or O-mode, respectively.

Because of toroidal symmetry, RN¢ 1s a conserved
quantity along the trajectory of wave propagation. This
means that the parallel refractive index, Nj, 1s an
approximate constant as well, such that the accessibility
of the plasma to electron cyclotron waves can be gleaned
from mspection of dispersion curves for the
perpendicular wave vector at constant Nj (see Figure 1).
Wave cut-offs and resonances can be conveniently
defined as cut-offs and resonances of the perpendicular
refractive index, 1.e. N1 =0 and N1 = oo, respectively.
The O-mode 1s seen to have a single branch with a cut-
off at the plasma frequency ®,. The X-mode has a right
hand, ", and a left hand cut-off, ©~, and 1s split into two
branches by an evanescent region between the right hand
cut-off and the Upper-Hybrid resonance, wun. The right
hand and left hand cut-offs are given by

+ 1 1 2 2 2
@ _=_+—2wc +J(—2&JC) +@p, !(I—N”), @

while the Upper Hybrid resonance is
oyy = a)cz + mf, . 3)

The upper X-mode branch ® > ", which i1s
characterized by faster—than—light phase velocities, 1s
known as the fast X-mode branch, while the other branch
limited from above by the Upper Hybrid resonance and
from below by the left hand cut-off, @, is the slow X-
mode.
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Figure 1:. The dispersion diagram of high frequency
electromagnetic waves is sketched for an under dense
plasma, i.e. @ < a. The O-mode is seen to propagate
for @ > &, while the X-mode has two cut-offs @~ and
a resonance at Gyg.

These wave modes are characterized by their
polarization. For perpendicular propagation, the electric
field of the O-mode is parallel to the equilibrium
magnetic field, and X-mode polarization 1s perpendicular
to the magnetic field. Near the cyclotron resonance, the
X-mode attains a large electrostatic contribution, which
mimmizes the interaction with the right handedly
gyrating electrons, 1e. the perpendicular X-mode
becomes left handed. Efficient absorption of X-mode at
the fundamental resonance requires oblique injection of
the waves or a very high plasma temperature.

Wave accessibility

In a tokamak the magnetic field is approximately
mversely proportional to the major radius, B o I/R, and
the density usually rises monotonically from the edge to
the magnetic axis. This leads to a picture of the wave
cut-offs and resonances inside the plasma as sketched m
Fig. 2. For the X-mode two cases are shown with either
the fundamental or second harmonic resonance mnside
the plasma. The former case is characterized by the
presence of an evanescent layer in between the right
hand cut-off and the Upper-hybrid resonance, which
shields the fundamental resonance from waves injected
from the low field side. Fundamental X-mode heating 1s
only possible with high field side (HFS) launch. The
accessibility for second harmonic X-mode and
fundamental O-mode 1s sinular. They are in cut-off when
either the right hand cut-off (2X) or plasma frequency
(0), exceeds the wave frequency. Thus, waves injected
from any direction can reach the resonance as long as the
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Figure 2: Wave cut-offs and resonances in a poloidal
cross section of a tokamak plasma. The upper figure
shows two X-mode cases with either the fundamental or
second harmonic resonance inside the plasma. The
lower figure shows the fundamental O-mode. A high
central density is assumed in all cases such that all
relevant cut-offs are in the plasma. Gray regions are
evanescent. Dotted curves sketch possible wave
trajectories. The dashed line indicates the major radius,
R

resonance ifself i1s not inside a cut-off region. As
densities come close to cut-off, wave refraction will play
an important role. Evaluation of actual wave trajectories
requires detailed ray-tracing calculations.

II.B. Wave Absorption

It 1s straightforward to see how a right handed
gyrating electron, satisfying the resonance condition

=0,y +kky (€)]

1s continuously accelerated in the vertical direction by a
right handed polarized electric field. At the same time
one easily sees that for other harmonics or a parallel
electric field the interaction always averages to zero
unless the wave has a finite perpendicular wave number
and the electron a finite Larmor radius p.. We will
illustrate this by the example of the equation of motion
of an electron in a perpendicularly propagating O-mode,

Ej cos(kix — at),
Py =—€E; cos(k, p, sin(@.t/ ) — ot + ¢)- (5)



‘With the help of the Bessel function identity
n=x
coszsing= 3 cos(ng),(z)
n=—x

this 1s rewritten in terms of an infinite sum of cyclotron
harmonics n@.. One obtains,

P =—¢€E Nimmﬁ(mc” y—ot+@)0, k&, p,), O]

which shows the possibility of resonant acceleration of
electrons satisfying a (harmonic) resonance condition
nw,/y = . Individual particles either gain or lose
energy, subject to their phase relative to the wave. Net
exchange of energy between wave and plasma depends
on the ensemble average over all particles. Just as in the
case of Landau damping this depends on the gradient of
the distribution function at the cyclotron resonance.

At this stage a side remark must be made as it may
appear as if the O-mode leads to an increase of the
parallel energy, whereas the wave itself carries no
parallel momentum. This is because in our discussion
above we have completely neglected the action of the
magnetic field that i1s also associated with the wave.
Although 1t cannot provide a net energy gam it does
rotate the momentum vector in such a way, that the net
energy gamn will be i the perpendicular direction:
electron cyclotron absorption leads primarily to an
increase in the perpendicular energy of resonant
electrons.

A useful quantity 1s the optical depth t, which 1s
defined as the mtegral of the absorption coefficient a
along the trajectory s of the wave, 7 = [ads . The total
absorbed power Py in the plasma is

Py = By (1 -exp(-0)). @)

Optical depths of a plasma slab in which the magnetic
field varies as B ~ 1/R are given m Table I For the O-
mode, the optical depth is given for perpendicular
propagation and harmonics n = 1, 2, ... . Smmnilarly for
the X-mode and harmonics n = 2, 3, ... . The optical
depth for the fundamental harmonic n = 1 of the X-mode
is given for oblique propagation. In the table, No and Nx
refer to the refractive indices of the O- and X-mode,
while vi= (kTe/m.)'? is the thermal electron velocity.
Currently, m most ECRH experiments either the
fundamental O-mode or second harmonic X-mode is
employed. Except near the plasma edge, optical depths
of order of one or higher are generally achieved for both
fundamental O- as well as second harmonic X-mode
resulting in complete single pass a ion.

II.C. Non-inductive Current Drive

As described above, EC wave absorption leads
mainly to an increase m perpendicular energy of
resonant electrons. Nevertheless efficient non-mductive
current drive by EC waves 1s possible. The basic
mechanism 1s best understood as follows. Take an
electron with given parallel and perpendicular
momentum This electron will lose its parallel
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momentum i a typical momentum loss time defined by
the collision frequency vn Now, assume that after
interaction with EC waves its perpendicular momentum
1s mcreased by a small amount. Again it will lose its
parallel momentum in a collision time, but the collision
frequency i1s now decreased since it 1s proportional to
~1A2. Oblique injection leads to a Doppler shifted reso-
nance and selectively heats electrons moving in one
direction, thus generating a net current.

This picture has been formalized by Fisch and
Boozer to obtain the current drive efficiency [5].
Suppose an electron 1s moved from a position v in
velocity space to a position v;. As a consequence it
contributes an additional amount of current during its
subsequent slowing down, which 1s estimated as

L ~8 2 v
J_Ar-[ J(0)dt AI[V J ®

2 Y

7;?31{%'

where v; are the appropriate collision frequencies for
momentum slowing down. The power that has been
spent to create this current i1s (Ex —E;)/At. Substituting
differentials for the finite differences, this leads to the
current drive efficiency defined as [4,5]

i=_e ‘s-vag vin ©

P §-Vyp~i2m,
where § is the unit vector in the direction of EC wave
driven momentum displacement. In case of ECCD, the
nominator and denominator must be integrated along the
electron cyclotron resonance curve with appropriate
weighting for the local (iIn momentum space) power
absorption.

This picture 1s further complicated by the presence
of trapped electrons. During slowing down, an electron
may become frapped and, thereby, loose its remaining
parallel momentum. This effect can be incorporated in
the current drive efficiency (9) by substituting the
correction due to trapping in the response function vj/'vm.
EC waves can also directly push passing electrons over
the frapping boundary thereby destroying their
momentum and driving a reversed current, known as the
Ohkawa current [6].

The highest current drive efficiencies are expected
for deposition of the wave power on fast particles. A
large Doppler shift is called for to selectively heat
particles with high parallel velocities. Such a Doppler



shift, of course, requires a corresponding up- or down-
shift of the wave frequency with respect to the local
cyclotron frequency. On this basis, two ECCD scenarios
are discerned: the down-shifted scenario with waves
mjected from the high-field side, and the up-shifted
scenario using low-field side injection. In the down
shifted scenario, the X-mode i1s the natural mode of
choice, since it has the highest possible absorption for
oblique mjection. For the up-shifted scenario, either the
fundamental O- or second harmonic X-mode can be
used.

The down-shifted scenario 1s the scenario of choice
m smaller tokamaks, where it i1s difficult to obtain
sufficient absorption i the fundamental O- or second
harmonic X-mode. However, in large hot tokamaks the
highest ECCD efficiencies are found with up-shifted
scenarios. In such devices the optical depth of the
fundamental O- or second harmonic X-mode 1is sufficient
to deposit all power in energetic particles on one side of
the resonance.

I1.D. Numerical Tools

Ray- and Beam-tracing codes

At higher densities and, i particular near cut-off,
wave refraction plays an important role and will have to
be taken into account in calculations of the power
deposition profiles. This 1s commonly done using ray-
tracing codes in which a wave beam 1s represented by a
large set of individual rays. Each of these rays is then
traced through the plasma using the geometric optics
approximation [7]. The power absorbed along the ray is
evaluated and linear estimates of the non-inductively
driven current may be obtained as well.

In many present day experiments focused beams are
being used. Near the beam focus simple ray-tracing
breaks down. For these conditions, beam tracing-codes
have been developed. An example of such a code 1s the
TORBEAM code [8], which describes the propagation
through the plasma of a Gaussian wave beam in terms of
its central ray trajectory and the evolution of its beam
width and curvature.

Most ray- and beam-tracing codes evaluate the
trajectories on the basis of cold plasma dispersion only
using the full warm plasma dispersion relation to
evaluate the power absorbed along these trajectories.
However, near electron cyclotron resonance, the warm
plasma dispersion and absorption are strongly inhomo-
geneous i both real and wave vector space. This has
important consequences for the wave beam propagation
both in terms of its direction [9] as well as for the beam
width. Apart from full wave analyses, a proper
description of these effects requires new, quasi-optical
techniques [10].

Density and magnetic field perturbations due to
plasma turbulence also affect wave propagation. As the
turbulence is slow compared to the time scale of wave
propagation, at any instant in time the wave propagation
1s determuned by the mstantaneous plasma state.
Averaged over time the net effect of the turbulence can
then be obtained from an ensemble average of the
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different beam realizations. This idea 1s embodied in the
recent WEKBeam code [11]. In particular, edge
turbulence in larger tokamaks like ITER has been found
to result in a significant broadenmng of the wave power
deposition profile [12].

Fokker-Planck codes

When the absorbed power density exceeds the limit
of pa/MW/m’lnl2[10%/m’]>05, EC waves will
modify the electron momentum distribution function
significantly [13]. This has consequences for the local
power absorption as well as the non-inductively driven
current. The kinetic evolution of the electron momentum
distribution function can be described by the bounce-
averaged quasi-linear Fokker-Planck equation, which
symbolically can be written as [14]
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where the distribution function 1s averaged over the fast
gyro and bounce motion of the electrons. This gives an
equation for the distribution function on each magnetic
surface that 1s 2D m momentum space (pj,pr). The
Fokker-Planck equation describes the balance between
collisions, driving the distribution function back to
Maxwellian, the diffusion of resonant particles driven by
the waves, as well as the convection caused by a parallel
electric field. An additional term can be added to model
the anomalous radial transport of electrons. This makes
the model 3D and becomes necessary, when the relevant
collisional timescale on which a steady state 1s reached,
becomes similar to the time scale for radial transport.
Several numerical 3D Fokker-Planck codes are available
and have been used to model non-thermal electron
generation and current drive under conditions of high
power ECRH [14].

III. TECHNICAL ASPECTS

IIT.A. Wave Sources

The high power required for ECRH and ECCD
experiments 1s provided by gyrotrons [15]. In a gyrotron
the waves are generated by leading a weakly relativistic
electron beam (typically ~80kV) through a resonant
cavity in a magnetic field A magnetic field slightly in
excess of v(GHz)/28T 1s required for -efficient
fundamental interaction. The field must be very stable
and 1s usually generated by a superconducting magnet.
The specific (wave guide) mode that is generated in the
cavity depends on the magnetic field, the position in the
cavity of the electron beam and the size of the cawity.
Modern gyrotrons use high order modes (for example,
TEng) to linut dissipation in the cavity. An internal
quasi optical mode converter is used to convert the
radiation into a Gaussian beam, which 1s coupled out of
the gyrotron.

One of the most critical issues for high power, long
pulse gyrotrons 1s the handling of the power dissipation



in the various components: i particular, inside the
cavity, on the collector where the power of the spent
electron beam 1s being dumped, and m the vacuum
window through which the radiation is transmitted. In
the latest generation of gyrotrons the dissipation in the
collector 1s reduced by using a depressed collector. This
also improves the overall efficiency of the gyrotron to
well over 50% as required by ITER specifications. The
material of choice for the vacuum window these days is
CVD (Chemical Vapor Deposition) diamond, which
combines a very low loss for mm waves with very high
heat conductivity. Long pulse, 1 MW gyrotrons i the
100 to 170 GHz range are now available and 2 MW co-
axial gyrotrons are being developed. In addition, multi-
frequency gyrotrons are now available providing even
further flexibility to future ECRH systems.

ITL.B. Wave Transmission and injection

Wave transmission from the source to the plasma is
commonly achieved by oversized waveguides, quasi-
optical lines, or a mixture of both. Modern waveguides
are now generally corrugated and employ the low loss
HE 11 mode (hybrid TE1/TMu1). This mode couples well
to a Gaussian beam and wvice versa. The coupling
efficiency has a sharp maximum at the appropriate wave-
guide diameter. Also optical techniques like miter
(mirror) bends can be used. In such cases transmission 1s
very efficient with the losses being determined mainly
by the bends (0.25% to 0.5% per bend). In case of high
power wave transmission or small diameter waveguides,
arcing can pose serious problems. In order to avoid
arcing, evacuated waveguides have been employed.

In quasi-optical (QO) lines the free space Gaussian
beam 1s transported between mirrors. Though achieving
equally high transmission efficiency, QO systems
require significantly more space to allow for the
expansion of the Gaussian beam between murrors.
Typical losses on individual copper murrors are 0.2 %.

Figure 3: Picture of the launching mirror of the
TEXTOR ECRH system. The focusing mirror and the
push and pull rods for actuation of horizontal and
vertical rotation are visible.
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On most tokamaks, a focused wave beam 1s finally
launched quasi-optically from a steerable mirror. An
example of the latter is given in Fig. 3, which shows the
launching mirror of the former TEXTOR ECRH system.
The TEXTOR ECRH launcher was steerable in both the
horizontal and vertical planes. Up to date descriptions of
modern ECRH systems in use on various tokamaks can
be found i Refs [16-20]. The largest ECRH system is
the one at the advance stellarator Wendelstein 7-X which
has recently become in operation [56]. First results from
‘Wendelstemn 7-X are reported m [57].

IV. EXPERIMENTAL RESULTS

IV.A. Validation of Propagation and Absorption

A first step in the experimental verification of
theoretical predictions regarding wave propagation and
absorption 1s the measurement of transmitted power.
Such measurements have been performed m the electron
cyclotron range of frequencies both at low power for
diagnostic purposes as well as at high power (see Ref.
[2] and references therein). Measurements generally
agree well with predictions from ray-tracing as long as
refraction i1s not too strong It 1s likely that at high
densities, close to cut-off, fluctuations in the plasma can
give rise to time varying refraction, which on average
leads to a broadening of the wave beam.

The absorption profile can be determuned by the
mnitial plasma response following switch-on of ECRH
(assuming a steady state at the time of switch on):

¢
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Alternatively, it can be determined by the plasma
response at switch-off or by the plasma response to
modulated ECRH. The location of the power deposition
1s generally observed to coincide well with predictions
from ray- or beam-tracing [3,21]. Several experiments
report total amounts of measured power significantly
below the amount of power absorbed from the beam
according to transmission measurements or calculations.
The ‘missing power’ has been ascribed to fast changes
electron tfransport or hidden energy reservoirs [2]. In
more recent power deposition studies on ASDEX-
Upgrade, the full absorbed power could be accounted for
in the deposition measurements [21]. More detailed
analysis methods and recent experiments as performed
on DIIT-D show that the EC power deposition profile can
be significant broadened with respect to predictions from
ray or beam fracing [22]. Edge density fluctuations,
scattering the EC waves, most likely are the cause of this
deposition profile broadening.

IV.B. Validation of Current Drive Predictions

Measurements of the EC driven current are usually
complicated by the presence of other currents like the
bootstrap current and, in most cases, the inductive
current. The presence of a residual loop voltage also



affects the current drive efficiency. Bounce averaged
Fokker-Planck code calculations predict significant
synergy between ECCD and the loop Voltage m
agreement with experiments [23]. Large differences are
predicted between co- and counter current drive [24].
The most detailed comparison between experiments and
simulations comes from DIII-D. In the analysis of these
experiments measurements of the Motional Stark Effect
are used to determine the internal poloidal magnetic field
and from there the curent density distribution.
Comparing discharges with and without ECCD the
driven current is obtaned. A series of equilibrium
reconstructions 1s required to obtain the loop voltage at
the position of ECCD. That information has been used in
a bounce averaged Fokker-Planck code (CQL3D [25]) to
simulate the experiments. Such a complete simulation 1s
shown to provide a good fit to the experimental
results [26]. Simulations either neglecting the parallel
electric field or based on a linear calculation of the
driven current lead to unsatisfactory fits. The data set
covers co- as well as counter-drive, and a large range of
minor radii. In addition, the data covers a wide range mn
the non-linearity parameter pa:[MW/m’}/n:’[10%/m]
with many points near or over the threshold [3,26]. The
good correspondence of the data and the simulations
provides a critical test of the bounce averaged quasi-
linear Fokker-Planck model including, m particular,
trapped particle effects.

Fully non-inductive current drive with ECCD has
only been obtained in a limited number of tokamaks.
This generally requires special conditions like low
density and or low plasma current to maximize on the
one hand the EC driven current and on the other hand the
bootstrap current fraction. One such example comes
from the T-10 tokamak [27]. However, in this case the
ECCD pulse was relatively short and a steady state was
not reached. More recently, fully non-inductive current
drive with ECCD has been obtamed m TCV. The
discharge could be maintained stable over several
current redistribution times provided a sufficiently broad
current profile was driven by ECCD [28]. This was
achieved by aiming three ECCD beams at different
positions in the poloidal cross section.

IV.C. Plasma Heating and Confinement

In terms of confinement, plasmas heated by ECRH
behave in very much the same way as plasmas heated by
other additional heating methods such as NBI and ICRH
[2]: ECR heated plasmas roughly follow the L-mode
scaling. The transition to H-mode is observed at the
expected power level or even below. Differences in
confinement scaling can be attributed to the strong
(central) localization of the ECRH power deposition and
the fact that ECRH heats only electrons. The latter two
effects also have consequences for the particle transport:
the central density sometimes displays a strong pump-
out during ECRH.

In several experiments, very high central electron
temperatures of the order of 10 keV have been achieved
with central power deposition. In particular, in the
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presence of an mternal transport barrier created by a
region of negative or reduced magnetic shear. For
example, on TCV [29] this has been achieved by using
ECCD to drive some counter-current on axis to establish
the negative shear, while on ASDEX Upgrade [30]
ECRH has been applied during a preexisting internal
transport barrier, established through a programmed
current ramp.

The localized nature of the ECRH power deposition
makes it an ideal tool for detailed studies of electron
transport. One such study has been performed on the
RTP tokamak, where a scan of the power deposition over
the minor radius revealed a complex response of the
plasma with multiple mternal transport barmers [31].
Modulation of the ECRH power has become a standard
tool for the study of the electron heat diffusivity.

IV.D. MHD Stability Control

The localization of the power deposition also makes
ECRH and ECCD 1ideal tools to control the plasma
pressure or current density profiles, which determine the
MHD stability of the plasma. Several instabilities are
affected by ECRH: sawteeth, tearing modes, ELMs, etc..

Most tokamaks equipped with ECRH report a
lengthening of the sawtooth period or complete sawtooth
stabilization by ECRH near the sawtooth inversion
radius (see, e.g. the early experiments on T-10 [32] or
the more recent and more detailed results from TCV [33]
and ASDEX Upgrade [34]). The sawtooth crash is
triggered when the m=1, n=1 mternal kink mode is
destabilized [35]. The stability threshold of this mode 1s
seen to depend on the shear at the gq=1 surface.
Consequently, changes to the shear at q=1 affected by
localized current drive such as ECCD can strongly
change the sawtooth period. This has been observed in
various experiments and has been modeled in detail for
TCV [36]. The dependence of the internal kink stability
threshold on the local shear can also be used to derive a
simple criterion for the required EC driven current to
have a significant effect on the sawtooth period [37]:

ch = 2"irg'=l(Arc‘d Jlr3"(;1:1)2 (12)

where L4 is the non-inductively driven current with a
Gaussian width of Arw, and I=1 is the plasma current
mside the g=1 surface, re). Co-current drive just inside
the q=1 surface 1s found to shorten the sawtooth period,
whereas co-current driven just outside the g=1 surface
will lengthen the sawtooth period. Counter-current drive
will have just the opposite effect. A comprehensive
review of sawtooth control in provided in Ref. [38].

The control of tearing modes by ECRH and ECCD
has received a lot of attention over the years. This stems
from the potential threat that these modes pose to
tokamak reactors: large tearing modes not only lead to a
substantial degradation of plasma confinement, they may
also lead to disruption of the plasma [39]. In particular,
control of neoclassical tearing modes (NTM) occurring
in high B tokamak plasmas has been studied [40]. The
stability of an (N)TM can be affected in two ways. First,
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Figure 4: The principle of inline ECE as sensor for
feedback controlled EC power deposition. The dielectric
plates stand for frequency selective couplers that
transmit the high power ECRH waves but reflect the low
power ECE at desired frequencies. When the steering
mirror is adjusted such that a feature like a 2/1 magnetic
island is localized in the sensor spectrum at the actuator
(gyrotron) frequency, the power deposition exactly on
that feature is ensured.

through control of the equilibrium profiles which
determine the stability parameter A’ [41]. Second, by
generating additional current, the failing current inside
the magnetic 1sland, responsible for its instability, can be
replaced resulting m stabilization of the mode [40]. The
additional current inside the island can either be
generated inductively by heating the island, or driven
non-inductively, for example, by ECCD [42]. The
suppression of NTMs by ECCD has been demonstrated
in several experiments [43-46].

In several experiments the NTM suppression was
achieved by operation of the ECRH systems under full
feedback control [45,46]. EC emission (ECE) is used as
sensor to detect the location of the NTM with the help of
the oscillations due the mode on the ECE signals, and
this knowledge 1s then used to steer the actuator, 1.e. the
ECRH launcher, m the proper direction. This requires
real-time knowledge of the equilibrium and real-time ray
tracing to link the sensor derived location to the
reference frame of the actuator. To circumvent these
latter steps, mline ECE (see Figure 4) has been proposed
[47]. In this case the sensing occurs along the reference
frame of the actuator, 1.e. the gyrotron wave beam. A
proof-of-principle inline ECE system was implemented
on TEXTOR [48] and used successfully to demonstrate
tracking and suppression of tearing modes [49].

V. THE ITER ECRH SYSTEMS

The mternational experimental fusion reactor ITER
will be equipped with an advanced ECRH system [50-
52]. According to the ITER design requirements and
guidelines this system must have the capability to
perform or assist in a number of tasks: (1) heating
order to access H-mode and reach conditions for Q=10
operation, (2) on and off-axis current drive for steady
state operation (achieving a current density on axis of >
20 MA/m’ and a total driven current inside p=0.6 in
excess of 1 MA), (3) stabilization of NTMs by current

114

drive at the ¢=3/2 and q=2 surfaces, (4) wall
conditioning, and (5) start-up assist. To (3) should be
added the control of sawteeth by current drive at the
g =1 surface. To perform these tasks an ECRH system
has been designed consisting of a total of 24, 170 GHz
gyrotrons each capable of delivering a power of 1 MW,
CW. The power will be transferred to the tokamak
through evacuated HE1 wave guide using wave guide
switches to switch between the alternate upper-port or
mid-plane launchers. Due to limited steering capabilities
of these launchers, each of them will be used to perform
specific tasks. The mid plane launcher is optimized for
cenfral heating and current drive, whereas the upper port
launcher design is optimized towards the control of
NTMs (cf. Fig. 5) and sawteeth. The design work is
supported by extensive simulations for the various tasks
and by extrapolation from current experiments to ITER
[53-55]. Still uncertainties remain. For example, edge
density fluctuations have been shown to potentially
result m a doubling of the ECCD power deposition
profile width near the q =1.5 or 2 rational surfaces,
which would correspond to an equivalent increase m the
required ECCD power for NTM suppression [12].

z [cm]
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.....|.;:||.|.|.I.‘..',......|.|.||.|.|........
400 500 600 700 800
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Figure 5: Example of results from of a beam tracing
calculation with the TORRBEAM code for a single wave
beam coming from an upper launcher, aiming at the
q=3/2 surface. The black region shows the well localized
area of power deposition. The dotted curves indicate flux
surfaces with some special surfaces indicated by full
lines, from the outside going in: the separatrix, the q=2,
and q=3/2 surface, respectively.
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ABSTRACT

This lecture addresses the various ways of non-
inductive current generation. In particular, the topics
covered include the bootstrap current, RF current drive,
neutral beam current drive, alternative methods, and
possible synergies between different ways of non-
inductive current generation.

L INTRODUCTION

Earlier lectures [1,2] have stressed the requirement
of a finite poloidal magnetic field mn addition to the
toroidal magnetic field m order to confine charged
particles in a toroidal configuration. Whereas m a
stellarator the poloidal field is supplied by external coils
[3], the tokamak relies on a toroidal plasma current for
the generation of the poloidal field. Generally, the
toroidal current in a tokamak 1s generated inductively by
means of a transformer, in which the plasma acts as the
secondary winding [1]. This immediately leads to a
major limitation of tokamak operation: the finite flux
swing of the transformer in combination with the finite
resistivity of the plasma results in a finite pulse length of
a tokamak discharge and necessarily pulsed reactor
operation. For many reasons steady state operation of a
fusion reactor 1s highly desirable. This has motivated the
development of alternate ways for the generation of the
toroidal plasma current. Such methods are classified as
‘non-inductive current drive’. A second advantage
offered by non-inductive current drive, 1s that it
decouples the current density profile from the
temperature profile, which determines the plasma
conductivity and consequently defines the inductive
current density profile. The freedom to shape the current
density profile is particularly important for the control of
plasma stability [4, 5]

An mmportant measure 1s the efficiency of current
drive which can be defined as the ratio of the driven
current density, j, over the spent power density, p: yco =
1/p. Since the total current generated scales as Icp ~ ma?j,
while the total spent power scales as P~ 2nRma’p, a
more practical measure for the current drive efficiency is
Nep = nRIcp/P. Here, a and R are the minor and major
radius of the tokamak, respectively. The factor n.
accounts for the fact that in many cases the non-
inductively driven current is inversely proportional to the
density such that the current drive efficiency mcp
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becomes a constant which can be compared across
different experiments and used for extrapolation to
future devices.

Subsequent sections treat various methods of non-
inductive current generation. First, the so-called
bootstrap current is discussed, which in a toroidal device
comes entirely for free. It 1s a parallel (with respect to
the magnetic field) plasma current which is driven by
finite pressure gradients in toroidal geometry. Next, the
various methods of non-inductive current generation by
radio frequency (RF) waves are treated. This is followed
by a discussion of the current generated by injection of
neutral particle beams and a brief overview of various
alternate concepts for non-inductive current generation.

For further reading we advice the excellent early
review by N.J. Fisch [6], and for later updates the
relevant chapters of the ITER Physics Basis [7] and its
update [8]. Very instructive is also the book by J.
Wesson [9].

II. BOOTSTRAP CURRENT

Neoclassical, collisional fransport [10] in high
pressure toroidal plasma generates a finite parallel
plasma current. This current 1s known as the bootstrap
current and is entirely self generated by the plasma [9,
11]. Hs origin can be best understood as follows. In
toroidal plasma the particles do not follow the magnetic
field lmes exactly, but exhibit a finite drift as a
consequence of the magnetic field curvature and
inhomogeneity. For the trapped particles this results in
banana shaped orbits with a finite width [4]

m
W, = ZM . (1
qBP_,m
where g 1s the charge of the particle, m its mass, and v m
and Bpm are the parallel velocity and poloidal magnetic
field at the nud plane (ie. the position of minimum
magnetic field along the orbit). In the presence of a fimte
density gradient, this results at any given poimnt on the
mid plane in an imbalance between the trapped particles
moving in co- and counter-current direction. This
constitutes the banana current. The bootstrap current
finally 1s generated through collisional coupling of the
trapped and passing particles. Formulated in terms of the
velocity distribution function at a given position on the
low field side of the mid plane, one notices that a finite
density gradient results in an asymmetry in the trapped



particle region. Collisions will extend this asymmetry
across the trapped passing boundary into the passing
particle region resulting in the bootstrap current.

In a more complete theory, not only the density gradient,
but also the temperature gradient is seen to contribute to
the bootstrap current. For large aspect ratio £ = R/a, the
expression for the bootstrap current 1s [10]

J;n dn dT, dT;
ipe =Y > aa(r, + ) 10602 04250 |
JBS B ( 44(3 I)Mr d J

, @
@
while for € — 1 it reduces to [10]
. 1 dp
=—= 3
JBs B, dr’ 3)

where p is the total plasma pressure.

ITI. PRINCIPLES OF RF CURRENT DRIVE [6]

Intuitively, the generation of a non-inductive current
appears to require some method to directly impart
parallel momentum to electrons. This could be done for
example by means of neutral beams (see Section IV) or
through resonant mteraction with RF waves. In the latter
case, the wave can impart its energy and momentum to
electrons satisfying either the Landau resonance,
@—kv=0, or, n the case of strongly magnetized
plasmas, the cyclotron resonance, @— kv —n€2/y=0 (n
=+1,42, ).

An estimate of the theoretical current drive
efficiency is obtained from the following arguments.
Suppose the parallel momentum imparted to an electron
1s mAvy. The incremental current carried by this electron
1s Aj=-edv, while its incremental energy 1is
Ae=mvAv. The fact that As/4j 1s proportional to vy,
shows that 1t 15 energetically favorable to accelerate low
parallel velocity electrons and, consequently, first studies
of RF current drive focused on waves with low phase
velocity @'k « v, such as Alfvén waves. However, the
incremental current will decay with the collision
frequency 1(v) ~ 1/v* and the power required to sustain
this current comsequently 1s Prr= wv)de Usmng the
notation J = 4j, and combining the expressions for 4j, A
and Prr, one obtamns the theoretical steady state current

drive efficiency as
L= @)
Prr mmv(v)

Thus, maximizing the current drive efficiency requires
minimizing the expression v uv). Optimization 1s
obtained in two opposite limits (see also Fig. 1): for
vy —> 0, but vi~ v, one has WV ~ constant; while for
V| » Vie, W) ~ 1Ay’ The second limit calls for the use of
waves with high parallel phase velocity such as Lower
Hybrnid (LH) waves (lower hybrid current drive, LHCD).

It can be shown that the direct transfer of parallel
momentum 1s not even a strict requirement for current
drive. This was first realized by N.J. Fisch and AH
Boozer [12]. The basic argument runs as follows. Take
an electron with given parallel and perpendicular
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Figure 1: The theoretical current drive efficiency (in

arbitrary units) for direct momentum transfer as a
function of the parallel velocity.

momentum, mv,. This electron would lose its parallel
momentum i a typical momentum loss time defined by
the collision frequency 1. As its parallel momentum
decays, it would contribute a parallel current which
averaged over the time At can be approximated by
J1 = —evp/Atvy. Now, assume that after interaction with
EC waves its momentum 1s changed by a small amount
to mv2. Agam it will lose its parallel momentum in a
collision time, but the collision frequency 1s now
changed since it is proportional to 1//*. As a result a net
current 1s generated, which can be equated to

J=Jy-Jy~=2 ”ﬁ—mj_ ©)
At Va 151
The power that has been spent to create this current is
(E2— Ey)/At. Substituting differentials for the fimite
differences, this leads to the Fisch-Boozer current drive
efficiency given by [6, 12]
§-Vylvylv

L = _e# 6

Prr s-Vp(p~/2my)
where § is the unit vector in the direction of RF driven
momentum displacement. As parallel momentum
transfer between waves and particles no longer is a
requirement, also waves which carry little or no parallel
momentum can be used for effective current drive. In
fact, the theoretical efficiency for current drive by
perpendicular pushing of electrons reaches up to 3/4 of
the efficiency for direct parallel pushing of electrons
[13]. This holds, mn particular, for electron cyclotron
current drive (ECCD).

It has subsequently been found that ‘adjoint
techniques’ allow to find a more precise expression for
the ‘current response function’, ¥ = —evy/v. Starting from
the steady state Fokker-Planck equation,

C(£0)) = VeSw, Q)



where S, is the quasi-linear wave driven momentum
space flux, an adjoint equation for the current response
function can be written as [6, 14]

Cfanl)H) = EVifeV), ®
where fem(v) 15 the Maxwellian distribution function, and
fe(¥)7(v) 15 required to have zero density and energy.
Now, writing the current from the solution to the steady
state Fokker-Planck equation as

J=—[ev i) &v=—[ (fffam) C(femp) &*v, ®

and using the self-adjointness of the collision operator,

[y Cen) v =y C(femy) &2, (10)
it 1s easily shown that
J=] Su Voy dv. an
The current drive efficiency then becomes
J js- Vo xd 3y

. 12

FPrr [3-Vy(p? 12m,)dy a2
generalizing the Fisch-Boozer efficiency (6). These
adjoint techmques are limited to the regime in which the
plasma response to the RF waves 1s almost linear. When
significant quasi-linear modifications of the distribution
function are mduced, a proper estimate of the driven
current can only be obtained from solution of the full
Fokker-Planck equation.

The presence of trapped electrons further
complicates the picture: in a tokamak or stellarator, all
particles in the cone in velocity space given by [vjo/vig| <
(Bux/Buin—1)"" are trapped between the magnetic field
maxima along a field line [2]. Trapped particles have
zero average parallel velocity and cannot confribute to
the parallel current. Consequently, when a passing
particle crosses the trapped/ passing boundary during its
slowing down, it no longer contributes any parallel
current. This will reduce the current drive efficiency. As
a passing particle 1s pushed across the trapped/passing
boundary by the resonant interaction with RF waves, its
contribution to the parallel current is lost and a net
current 15 driven in the opposite direction, which is
known as the Ohkawa current [15]. Furthermore,
increasing a particle’s perpendicular energy near the
maximum in the magnetic field will increase its parallel
velocity on the remainder of its trajectory. This should
favor current drive by pushing particles m  the
perpendicular direction (in particular, ECCD) on the
high field side. All these effects can be mcluded m an
adjoint calculation of the current drive efficiency by
calculating the approprate current response function for
the bounce-averaged Fokker-Planck equation [16, 17,
18].

III.A. Lower Hybrid Current Drive (LHCD)

LHCD has proven to be the most successful non-
mductive current drive method in tokamaks to date [19].
It makes use of the slow wave in the intermediate
frequency regime between the ion and electron cyclotron
frequencies: Qe « ® « |Qee|. This 1s the realm of the
lower hybrid resonance,
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For the slow wave to have access to the high density part
of the plasma in this frequency range, the parallel
refractive index must satisfy the accessibility condition
[20]

(13)

Qg =

1
1-a2/10.Q |

c1~"ce

Ny >N, = (14)
As a result, the waves are evanescent at the plasma edge
and efficient coupling of the waves requires a close
proximity of the LH wave antenna to the plasma edge. A
particular property of lower hybrid waves is that the
group velocity 1s perpendicular to the wave vector. Since
also typically ki » k), the group velocity is almost
parallel to the magnetic field and the wave propagates in
a narrow “resonance cone” along the magnetic field.
This means that the waves can only reach the centre of
the plasma after traveling a number of times around the
torus.

For efficient current drive, one should avoid
parasitic damping of the waves by 1ons and, i case of a
reactor, by fusion alpha particles. This requires the use
of sufficiently high frequencies in order to avoid the
presence of the lower hybrid resonance inside the
plasma. In addition, efficient current drive is favored by
high phase velocities, 1.e. small N While one would
expect such high phase velocities with vgh » Vie to be 1ll
absorbed as a consequence of exponentially small
numbers of resonant electrons, early experiments
nevertheless showed good absorption. The reason for
this 1s the generation of an extended tail of energetic
electrons by quasi-linear interaction with lower phase
velocity components not ornginally present n the
launched wave spectrum. The generation in the plasma
of these lower phase velocity components is known as
the “spectral gap” problem. It 1s generally assumed that
the multi-pass ray ftrajectories in these experiments are
responsible for the required Nj upshift [21]. Several
alternative explanations have been proposed to fill the
spectral gap, including spectral broadening due to
scattering off density fluctuations, wave diffraction,
magnetic ripple, and parametric mstabilities in the
scrape-off layer in front of the launching antenna [22].
State of the art modeling employs coupled 3D ray-
tracing and (2D in velocity space) Fokker-Planck codes
with self-consistent absorption from the quasi-linearly
modified electron distribution fimction [23] This
standard model of LHCD has proven very successful m
explamning present experimental results [24].

LHCD has been the main tool for bulk current drive
and for current profile tailoring in reversed central shear
or low shear, hybrid tokamak scenarios. A record 3 hour
discharge sustained by LHCD has been demonstrated on
TRIAM-1M albeit at low current and density. On larger
devices like JET and JT-60 fully non-inductive
discharges have been sustamned by LHCD at 3.0 and 3.6
MA, respectively. Current drive efficiencies obtained to
date have reached values of mracp = 0.3x10% A/Wm’



(JT-60U and JET), and across different experiments are
found to scale roughly as nracp ~ 1.2 x 102 <T[keV]>/
(5+Z.8) A/Wm? [8].

In ITER, the penetration of LH waves 1s limited to
the outer parts as very efficient Landau damping occurs
at plasma temperatwres m the range of ~10 keV.
Simulations confirm this limitation of LHCD to the
colder outer part of the plasma Typical efficiencies
predicted for ITER are in the range of mircp=0.2 x
10%° A/Wm? [23]. The major aim of a possible LHCD
system for ITER would be the achievement and
sustainment of reversed shear or hybrid tokamak
scenarios and the generation of discharges with fully
non-inductive current drive.

Typical frequencies used for LHCD are in the range
of 1 to 10 GHz, and in this frequency range fundamental
wave guides can be used for an efficient transport of the
waves. To generate the required spectrum grill antennae
existing of multiple, appropriately phased fundamental
wave guides are being used [20]. Also high power
sources 1n this frequency range, especially klystrons, are
readily available.

IILLB. Electron Cyclotron Current Drive (ECCD)

Electron cyclotron waves generally carry little or no
momentum, and current drive by these waves is based on
the Fisch-Boozer mechanism in which electrons moving
in one direction are selectively heated [25, 26]. This
selective heating can be achieved by proper tailoring of
the EC resonance condition,

w:nlﬂcglf’y+k"1«]| (15)

in the region of power deposition. It generally requires a
finite parallel refractive index, Nj = kc/o, and sufficient
optical depth m order to guarantee almost complete
absorption on one side of the resonance. One then
distinguishes ECCD at downshifted (o <|Q.[) and at
upshifted frequencies (@ > [(Q.]) as illustrated in Fig. 2.
Efficient downshifted ECCD can be obtained by oblique
mjection of slow X-mode waves at the fundamental
resonance from the high field side. However, most
experiments currently affect ECCD at upshifted
frequencies by low field side oblique mjection of either
fundamental O-mode or second harmonic fast X-mode
waves. State of the art modeling of ECCD employs ray-
or beam fracing codes employing adjoint techniques for
the calculation of the driven current [27]. Quasi-linear
modifications of the electron distribution become
significant for power levels exceeding the threshold
value pecco[MW/m*l/nl2[10%%/m’]>05 [28] In such
cases proper predictions of the EC driven current can
only be obtained from (2D m velocity space) bounce
averaged quasi-linear Fokker-Planck codes [29].

The current drive figures of merit achieved to date
are typically in the range of Neccp = 1 — 4 x 10'8 A/Wn?,
where the largest values have been achieved in high
temperature discharges on JT-60U [30]. Extensive
studies on DIII-D have shown that the experimentally
measured EC driven current 1s in good agreement with
predictions from combined ray-tracing and Fokker-
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Figure 2: Illustration of the down and up shifted EC

resonance in momentum space. The parallel refractive

index is Nj = 0.5, and the wave frequencies are chosen

as @ /|{2%| = 0.9 and 1.1 for the down- and upshified

case, respectively.

Planck code calculations provided the synergy between
the ECCD and a residual parallel electric field is
properly accounted for [31]. Full non-inductive current
drive over several current diffusion times has been
demonstrated on TCV [32]. In these discharges, the EC
driven current density profile had to be carefully tailored
in order to avoid driving too much current near the
cenfre of the discharge and the resulting instabilities.
This 1s a due to the very localized EC power absorption
and current drive as a consequence of the use of well
focused wave beams and the cyclotron resonant
character of the wave-plasma mteraction. This localized
character of the ECCD is i fact its main attractive
feature: it allows the localized manipulation of the
current density profile as required for the control of
MHD instabilities like sawteeth and neoclassical tearing
modes [25, 26].

Calculations of the expected ECCD efficiency mn
ITER predict a value of necep = 0.2 x 10%° A/Wm? in the
high temperature centre of the discharge. Off-axis ECCD
efficiencies will be significantly lower as a consequence
of both ftrapped particle effects and lower local
temperatures. Still the predicted driven current densities
for the total available power of 20 MW are more than
sufficient for the control of sawteeth and tearing modes
[33], one of the major tasks of the ITER ECRH system.

III.C. Ion cyclotron resonance frequency (ICRF)

Current drive by ICRF waves (ICCD) 1s possible in
a variety of scenarios [7, 8]. The wave to be injected in
this range of frequencies 1s the fast magnetosonic wave
(or fast wave FW), which has a domunant perpendicular
electric field polarization [34]. Avoiding significant
damping on the ions or mode conversion to ion
Bernstein waves, most of the power can be deposited on
electrons through multi pass absorption by electron
Landau-damping and transit time magnetic pumping
(TTMP). In case of the injection of an asymmetric wave
spectrum, these result m fast wave current drive
(FWCD). FWCD has been demonstrated on JFT-2M,
DII-D [35], and Tore-Supra [36]. Cuwrent drive
efficiencies obtained scale with the central electron



temperature and have reached values up to nrwep = 4 %
10'® A/Wm’ in agreement with theoretical modeling [7,
37]. Typical driven current density profiles are very
peaked on axis due to both central peaking of the power
deposition and trapped particle effects. Extrapolation of
these results to ITER yield an expected current drive
efficiency of nrwep = 0.2 x 10?° A/Wm® with a centrally
peaked driven current density profile.

Alternative scenarios of ICCD make use of the
generation of extended energetic 1on tails, for example,
through ion minority heating. In the case of asymmetric
wave particle interaction, these can result in a sizeable
driven ion current, which can be calculated from a trivial
generalization of the Fisch-Boozer efficiency (6). As m
the case of Neutral Beam current drive (see section IV)
this energetic ion current Jm (with minority ion charge
Zy) results in a net plasma current J = Jy (1 — ZJ/Z)
where Zi 1s the majority ion charge. The final equation
for the ion munority current drive efficiency then
becomes [6]

J

Preep
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(16)

Additional energetic ion currents can arise from finite
orbit widths of (trapped) resonant ions [38]. These latter
currents are highly localized and due to therr
diamagnetic origin typically of bipolar shape. This
makes these currents well suited for MHD istability
control. Successful control of sawteeth has been
demonstrated by ICCD on JET resulting in possible
avoidance of NTM [39].

OI.D. Alfvén wave Current Drive (AWCD)

At first glance, current drive by low frequency ® <
Q., low phase velocity vpn < Vi Alfvén waves appears
very attractive as the current drive efficiency increases
dramatically for low phase wvelocities (see Fig. 1).
However, as the wave momentum is imparted to
electrons with very small parallel velocity, most of these
electrons are likely to be trapped. For this reason
efficiencies for AWCD are expected to be very low. In
one of the few experiments an efficiency of
Nawcp = 0.4 x 10" A/Wm? was achieved. However, the
favorable regime with very low phase velocity vpp < Vie
could not be accessed [40].

IV. NEUTRAL BEAM CURRENT DRIVE (NBCD)

The possibility of current drive by the injection of
energetic beams of neutral particles was already realized
in the early stages of tokamak research [41]. Following
the discussion as given m Ref [6], the principle of
NBCD can be understood as follows. Consider a
homogeneous, neutral plasma with two groups of
counter streaming ions. It is then always possible to
choose the frame of reference such that their currents
cancel exactly and the net ion current vanishes. When
one of the two ion populations, say the left moving bulk
ions, can now be made to collide more efficiently with
the electrons then the right moving beam ions, the
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Figure 3: Illustration of the principle of neutral beam
current drive. A difference in the momentum transfer
rate from bulk (left) and beam (right) ions to the
electrons is due to (a) a beam velocity well in excess of
the electron thermal velocity or (b) a difference in
charge state between bulk and beam ions.

electrons will be displaced in the direction of this left
moving bulk ions and a net plasma current m the
opposite direction would result. Finally, note that m
neutral plasma the current 1s a Lorentz mvariant, such
that 1t 1s ndependent of the frame of reference m which
it 1s derived.

Two possible ways to realize such a situation with
different momentum transfer rates from the bulk and
beam 1on populations to the electrons are sketched in
Fig. 3 (after Ref [6]). In the first example (Fig. 3a), a
beam of highly energetic ions is moving to the right at
velocities v, well above the electron thermal velocity
(Le. vb» Vie). Due to the velocity dependence of the
Coulomb collision frequency, the electrons would then
collide much more frequently with the left moving bulk
ion population, and a net current to the right would
result. As said, this requires neutral beam mjection with
beam velocity far exceeding the electron thermal
velocity, which in high temperature fusion plasmas is
unpractical.

In the second example (Fig. 3b), the beam velocity
maybe smaller than the electron thermal velocity (i.e.
Vi < V). A difference in momentum transfer rates 1s now
obtained by exploiting the dependence of the Coulomb
collision frequency on the square of the 1on charge state
Z;, while the current carried is only linear in Z; When
the effective charge state of the bulk i1oms Zes now
exceeds that of the energetic 1on beam Z;, (or vice versa),
the electrons again will collide more frequently with the
left moving bulk 1ons (the beam ions), and a net current
to the right (left) will anise. Neglecting trapped electron
effects, this results in a current

Zy

J=|1- b
{ Zeﬁ]J

where J, 15 the current carried by the energetic 1on beam.
Trapped electron effects further restram the electron
motion, resulting in a further reduction of the cancelling
electron current. In the large aspect ratio approximation
the net result is [9,42]

an



J =[1—;T;[1—1_46£A(zgﬁ))]J , (18)

where A(Z.) 15 a function whose values vary from 1.67
for Zg=1to 1.18 for Zeg= 4.

A calculation of the beam current F, requires a
Fokker-Planck solution of the beam ion distribution. In
the absence of trapping an analytical solution for this
‘slowing down distribution’ has been found mn the form
9]
2r,eZ,
J. = s&&p
b~ PEcD myvy (1+17)
where prpep 15 the local density of neutral beam power
deposition, my the mass of the beam ions, 7 is the
energetic 1on slowing down time, and u is the energetic
1on velocity normalized to the mjection velocity vy. The
function f 1s the first order Legendre harmonic of the
energetic ion distribution function, and 1s given by
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where the subscript 1 refers to the different bulk ion
species.

NBCD has been applied successfully in a number of
tokamaks. The maximum driven cwrents are in
agreement with the theoretical expectations according to
the model outlined above [8]. Typical beam energies in
current experiments range from several 10°’s of keV in
the smaller tokamaks up to 350 keV 1in the larger JT-60U
tokamak. For efficient penefration mto the high density
ITER core, beam energies of 0.5 to 1 MeV will be
required. The efficient neufralization of the accelerated
beam 1ons before injection into the plasma at these high
energies 1s only possible using negative 1on sources. Due
to the nature of the NB power deposition the NBCD
profile can be relatively broad, and is most useful for
driving bulk plasma current rather than current density
profile tailoring. A record NBCD efficiency of muecp =
0.15 x 10 A/Wm? has been achieved on JT-60U using
negative ion based NBCD at beam energies of 350 keV
m T«(0) = 14 keV, high beta plasmas with fully non-
inductive plasma current sustainment [43]. Calculations
for ITER conditions predict NBCD efficiencies up to
Tecp = 0.4 x 10 A/'Wm? [7] for an optimized system.

V. ALTERNATIVE METHODS

Many alternative methods have been considered m
the literature. However, none of these methods has
achieved the experimental maturity of the RF and neutral

121

beam based current drive methods discussed above. We
will provide only a cursory sketch of these alternatives.

V.A.  Helicity injection

Helicity 1s defined as the mner product of the vector
potential and the magnetic field, K = 4-B, where the
vector potential 4 satisfies B=Vx4. A transport
equation for helicity can be written using Ohm’s law as
[44]

oK

5t V.Q=-2np1B, 1)
where the helicity flux is
0 =Bg¢+ Ex4=2B¢+ Ax0Alct (22)

with ¢ being the electrostatic potential, and the total
electric field E = — Vg — 6A/6t. The evolution of the total
magnetic helicity Ko = | 4-B d¥, where the integration is
over a plasma volume bounded by a magnetic surface,
then 1s given by

OK ot

=2Wipep @1 — [2 - BAV. 23)

Here, the first term on the right hand side represents the
helicity mnjection at the edge of the plasma given by the
product of the toroidal loop voltage and the toroidal
magnetic flux. The second term represents the volume
mntegrated helicity dissipation. In the case of inductive
current drive the dissipation of helicity is canceled by a
DC loop voltage, which 1s linuted by the flux swing of
the primary transformer. In the concept of oscillating
field current drive (OFCD) (or AC helicity injection)
very low frequency, oscillating toroidal and poloidal
electric fields are appled at the plasma edge, with
relative phasing such that net time averaged helicity
injection is obtamed [45, 46]. The current generated in
this way 1s located at the plasma surface and penetration
to the plasma core must rely on Taylor relaxation: the
conjecture that magnetically confined plasmas tend to
relax to states with mmimum magnetic energy while
conserving total helicity [47]. An experimental
demonstration 1s given in Ref. [48].

Electrostatic (or DC) helicity injection makes use of
the term 2B¢ in the hehcity flux (22). This is only
possible in case of open field lines exciting and entering
the plasma volume. A smmple prescription for
electrostatic helicity injection then would be to cut an
electric gap dividing the bounding surface into two areas
where magnetic flux either enters or leaves the volume
and to apply a voltage ¥ over this electric gap. This
results in an amount of helicity injection given by [44]

Kiot|  _opp e 24

ot inj
where
D, = %jl B-n|dS

1s the net flux entering/leaving the volume. The method
has been applied successfully in a number of
experiments using different geometries for the applied
magnetic fields and voltages [49-52], and appears



particularly useful for current start-up in solenoid-free
spherical tokamaks [53].

V.B.  Alpha power channeling

The basic idea of ‘alpha power channeling’ is to
transfer energy from the energetic fusion alpha particles
into waves, which may then be put to practical use. The
transfer of energy from particles to waves requires the
mversion of the alpha particle distribution along the
wave diffusion trajectory. In the original proposal, the
alpha particle energy is channeled through interaction
with Lower Hybrid waves into current drive [54]. Later,
alpha particle interaction with Ion Bernstein waves has
been envisaged to channel alpha particle energy into
heating of fiel ions with the potential of increasing the
plasma reactivity [55]. A review of the mam concepts
and of some partial experimental tests is given in Ref.
[56].

V.C. Synchrotron radiation

Fusion plasmas are a powerful source of
synchrotron radiation. As the tokamak vessel walls are
generally highly reflective for these waves, the radiation
i1s continuously emitted and reabsorbed. Whereas the
emitted radiation is isotropic, it has been suggested that
by proper shapmng of the vessel walls the reflected
spectrum can be made anisotropic such that the reflected
waves could effectively drive plasma current [57]. The
anisotropic reflection 1s achieved by means of a
sawtoothed or fish-scale wall in which the vertical
sections are made absorbing while the slanted sections
are made reflecting. Further investigations seem to
indicate that only part of the current can be driven in this
way 1 a realistic fusion reactor [58, 59].

VL. SYNERGY

So far, the different current drive schemes have been
treated individually. Synergy could be expected from
combinations of any of these. For example, combining
LHCD and ECCD has been shown to sigmificantly
increase the ECCD efficiency as the EC waves can
interact with the LHCD produced high energy tail
electrons [60]. In another experiment the combination of
LHCD and ion Bernstemn waves (IBW) has been shown
to lead to a locally increased LHCD current, which is
due to the local generation of a broadened electron
velocity distribution by the IBW on which the LHCD
wave are damped more efficiently [61]. On JET a
synergy between LHCD and the FWCD was noted [62].
An mcreased NBCD efficiency could be expected from
ion cyclotron resonance heating of the energetic beam
ions: the increase of the perpendicular velocity of the
beam 1ons increases their slowing down time and the
resulting beam current [63]. Finally, radial gradients i
RF driven quasi-linear populations will affect the
bootstrap current [64].
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VII. PROSPECTS FOR A STEADY STATE
TOKAMAK REACTOR

Even with the highest predicted current drive
efficiencies quoted above, full non-inductive drive of the
total plasma current in a standard high performance H-
mode discharge in ITER would require a prolubitively
large amount of power. As we can foresee now, the fully
non-inductive, steady state operation of ITER and future
tokamak fusion reactors will have to rely on the
bootstrap current for supplying the major part of the
plasma current. Other methods, like NBCD or ECCD,
need than be used to supply sufficient core current to fill
in the hollow bootstrap current profile N\/;a‘pfdr [8].
Maximizing simultaneously bootstrap current fraction
and performance i1s one of the goals of advanced
tokamak scenario development. Integrated modeling of
such scenarios illustrates the possibilities for steady state
discharges i ITER [65].
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MODELLING RADIATIVE POWER EXHAUST AND IMPURITY
TRANSPORT
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ABSTRACT

A brief introduction on power and particle ex-
haust is given and the concept of a radiative divertor
in detached conditions is briefly described. The role
of impurity radiation and transport at the plasma
edge in fusion devices is highlighted especially for de-
vices with a metallic wall. Some important aspects
for future reactors are described with the focus on
enhanced dissipation by plasma core radiation. The
implications on the pedestal fueling and core confine-
ment are highlighted. For extrapolations towards fu-
ture electricity producing reactors robust detachment
scaling criteria are required. Existing reduced semi-
empirical models are described and compared to nu-
merical models.

I. POWER & PARTICLE EXHAUST IN THE NUT-
SHELL: BASIC PHYSICS

For a given scrape-off layer (SOL) flux-tube of
connection length L” and power Pspjr crossing the
separatrix into the SOL (e.f. fig. 1), the upstream
parallel heat-flux density is defined as

.« Fsor  PsoLB (1)
U= "4, T 2wRB,,

with A being the cross-section of the flux-tube ex-
pressed by the major radius R, the local ratio of
toroidal and poloidal field B/B, and width ), (heat
decay parameter) of the flux-tube. At the target
plate, the parallel heat-flux density can be most gen-
erally formulated by dissipation factor (1 — faiss)

g = (- fun) - (@)

Taking into account that the target plate can be tilted
to allow for a poloidal and toroidal inclination with
effective inclination angle 8, at the plate the minimum
dissipation required for a given (material dependent)
maximum perpendicular heat-flux density is defined
through

Tin QTBI
R 3
i =1- ®
For existing tokamak devices a robust wall-
material independent sealing for the upstream power
fall off length has been identified[l, 2] A, ~
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Figure 1: Sketch of a scrape-off layer (SOL) tube
along the magnetic field. The power enters the SOL
Pgop from upstream, is transported mainly conduc-
tively along the field with cnnection length L be-
fore it hits an (inclined) target plate. A power decay
length A, is assumed.

1/B, ~ 1/I, (albeit only for unseeded and at-
tached divertor conditions) which seems to be con-
sistent with the recent heuristic drift model scaling
of Goldston[3] A, ~ 2ap,/R. From this scaling, an
upstream gjt ~ PsorB/R for ITER =~ 5GW/m?
and for DEMO =~ 30 > GW/m? is to be expected,
leading to an unmitigated ¢} of 50 MW/m? and
300 MW/m? for ITER and DEMO, respectively[4],
clearly exceeding the tolerable material limit qi’““ =
5 — 10 MW /m? for actively cooled W-PFCs,

The so called detached divertor regime has heen
suggested in the 1990s (c.f. Fenstermacher et al.[5])
providing a concept to avoid excessive heat loads
to the PFCs. Psgp enters the SOL region from
the core (mainly driven by anomalous, ballooning
like convective-diffusive turbulent transport). A con-
ducted heat-flux g is driven and altered along the
field lines by collisions and impurity radiation caus-
ing a reduction in temperature. Interaction with neu-
trals induces a pressure loss by charge-exchange and
elastic processes. With increasing density the a high-
recycling regime is established in the divertor, caus-
ing the divertor to cool further down. In case of
T < 2 -3¢V an additional particle loss is induced
by volumetric recombination causing a reduction of
the target particle-flux I'* and a subsequent roll-over
thereof with increasing divertor neutral pressure pﬁ*”.
Energy transfer of recombining ions at the surface
can thus also be minimised that may be significant in
large scale fusion devices|[4].

One speaks of a fully detached or completely de-
tached regime in which the ¢! is near to zero every-
where across the target plate. A partially detached
regime assumes that qﬁ is reduced significantly close
to the separatrix but not zero everywhere. An inter-
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Figure 2: Concept of a detached divertor [5]

mediate regime, if stabilized, can be identified as a
so-called pronounced detached regime [6] in which qﬁ
is reduced across the plate but not vanishing.

In metallic devices H-mode detachment can be
typically classified as follows (c.f. Asdex-Upgrade
(AUG) as example|7]): without impurity seeding one
identifies the onset of detachment at the inboard side
of the divertor first (by observing a roll-over of the
saturation current jt,,). With increasing density one
enters a state with radiative fluctuations close to the
X-point region[8]. Additionally, a so-called HFS high-
density (HFSHD) region establishes being sustainable
only of sufficient power reaches the inboard far-SOL
region[9]. Contrary to devices with a C-wall, the radi-
ation of metallic impurities is usually not sufficient to
drive the divertor into detachment in H-mode. Hence
impurity seeding (using N, Ne, Ar or even Kr or Xe)
can be used to induce significant power dissipation.
Nitrogen is more likely radiating in the divertor and
can be used for example to feedback on the level of de-
tachment in the LFS divertor (see also next section).
In case of partial detachment induced by seeding a
significant fraction of radiation takes place close to
the X-point and the HFSHD region disappears as it
cannot be sustained anymore. Complete detachment
is achieved by even stronger seeding with the conse-
quence of radiation condensation around the X-point
(including also Blamer radiation to occur inside the
confined region). As a consequence pressure is lost
upstream which has some important consequences on
the confinement (c.f. section below).

It is not only the radiation of impurities that con-
trols the power dissipation process. A zoo of processes
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exists helping to realise the shape and locality of ra-
diation and interaction with neutrals (recombination
and friction zone). A large set of atomic and molec-
ular data exists that can be included in state-of-the-
art edge codes like SOLPS-ITER[10] or EDGE2D-
EIRENE[11, 12, 13] by allowing the neutrals (from
recycling and impurities) to be treated kinetically and
coupling those at self-consistently to the plasma fluid
for which particle, ion-momentum and energy bal-
ances (Braginskii equations) are solved. Also, the
wall geometry plays an important role as neutrals are
to bound to the field lines and thus at least a 2D
representation of the divertor is required.[14]. Ad-
ditionally, radial (anomalous) transport leads to an
extra loss of particles, momentum and energy along
the field. In total the parallel heat-flux arriving at the
target plate is reduced by the combination of afore-
mentioned losses:

u im rad
qﬁ = q" - qrazfp T recy — 9L ~ Grecom- (4)

2D edge codes like EDGE2D-EIRENE or SOLPS-
ITER nowadays have proven that they are capa-
ble to reproduce the H-mode detachment transition
at least qualitatively (c.f. examples for JET[15]
and AUG(16]). Further refinement of the dominant
atomic processes governing the neutral dynamics have
improved the credibility of the modelling of high-
density discharges (c.f. examples of C-mod[17]) show-
ing that the inclusion of molecular assisted processes,
ion-molecule elastic processes, neutral-viscosity[18] is
mandatory to be included in the edge models explor-
ing into ITER or DEMO relevant divertor regimes
at high densities. Other effects like the Lyman-a
opacity[19] may have an indirect impact on the oper-
ational regime as it is the recombination-ionisation
balance that is amended and an increase in the
peak value of g; can always be overcome by an in-
crease in pd* (however it has also been demonstrated
that for JET-C that a strong X-point MARFE can
only be stabilised numerically with the SOLPS4.3
code if Lyman-radiation trapping is included in the
model[20], that can be seen as a potential require-
ment for numerical extrapolations to DEMO using
such codes). A similar argument follows for the inclu-
sion of the sub-divertor geometry as without inclusion
of neutral conductance below and behind divertor
legs the experimentally observed linear dependence
of pumping efficiency and pd®” cannot be matched
numerically for existing devices [21, 22].

II. POWER DENSITY OF RADIATION LOSSES

Normally, impurities enter the plasma as neutral
particles, generated in erosion processes of the wall
elements [23, 24] or deliberately seeded [25, 26]. In
the process of ionization by electrons these neutrals
are converted into ions of different electric charges



Z. The power density of radiation losses from all
impurity charge states can be calculated as follows:

Zmaz

Qrad = E nnzLz (5)

Z=0

Here n is the density of plasma electrons which loss
their energy either by exciting electrons bounded in
impurity ions or due to Bremsstrahlung radiation by
Coulomb scattering; nz the density of impurity ions
of the charge Z; Lz the so called cooling rate, i.e.,
the power lost from a unit volume if one electron and
one impurity ion are present there. To determine nz
and Ly, one has to consider the processes responsible
for the transport of impurity particles and radiation
from them.

If the exact spreading of each impurity charge
state is non-relevant, one can express Q,.4 through
the effective impurity cooling rate Ly = 3, (zLz
and the total impurity ion density ny =3 ; nz:

Qraqg =Ly (6)

where {(z = nz/ns are the relative concentrations of
different impurity charge states.

A. Impurity ion density

The densities of ions of different charges are de-
scribed by the continuity equations:

Onz +V) (nzV”Z) + VJ_F{ =Sz —vznz (7)

where Vz is the ion velocity along magnetic field, I‘f
the density of their flux in the perpendicular direc-
tion, Sz and vz are the source density and the fre-
quency of ion disintegration, respectively. The lat-
ter include diverse processes [27], e.g., ionization by
electrons, capture of free electrons by radiative and
dielectronic recombination, and of electrons bounded
in hydrogen atoms by charge-exchange, etc.

The parallel motion of impurity ions is of the
most importance close to the sources where impurity
particles are released into the plasma and obeys the
momentum transfer equation:

8, ('I’IZVHZ) +ViL (I"JZ_V"Z)

2
+ vV [nz (VHZ) + nsz;‘mz}
= Mz— VznzV"Z + ZEE”fmz
+ vz (V" - V"Z) + fZV"T}(‘mz (8)

The first term on the right hand side, Mz, is the
momentum assimilated from the ion source and the
second one is the loss by the ion disintegration; the
third term is the acceleration due to the parallel elec-
tric field; the forth one term is due to friction of impu-
rities with the background ions moving with the mass
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parallel velocity V), and vz; is the friction coefficient
[28]; the last term is the so called thermal force aris-
ing also due to collisions with the background plasma
particles if their temperature T has a parallel gradi-
ent; this force exists because the collision frequency
decreases with increasing temperature and for the im-
purity ion mass mg significantly larger than that of
the background ions[29], m;, £z =~ 3.3Z2. Normally,
the electric field arises because light electrons escape
from the plasma to the limiter or divertor plate faster
than ions. In such a case both electric and friction
forces drag the impurity ions back to the material sur-
face but the thermal force pulls them in the opposite
direction, towards the region of higher temperature.

The perpendicular flux of impurities, averaged
over the magnetic surfaces, is normally decomposed
into diffusive and convective terms:

Tz, =-D;Ving+Ving (9)

In the diffusivity D and convection wvelocity V|
usually neoclassical and anomalous contributions are
taken into account:

D, = Dy°+DY (10)
Vi o= Vpesven (11)

The former one is due to collisions with the main ions
[30] and the latter one due to drift micro-instabilities
in the plasma [31]. Normally D7*° < D" and
Vree < V™. The convection velocities are controlled
by the radial gradients of plasma parameters such as
density, temperature, safety factor, etc.

The temperature Tz of impurity species in the
parallel pressure gradient on the left hand side of Eq.
8 is changing through the Coulomb collisions with the
background plasma particles and is governed by the
heat transfer equation:

3 3 5
a, (insz) +V. (EriTz) +V|| (Eﬂzv'”sz)

= Qz— gvznsz +3vzing (T —T%) (12)
where @z is the density of heat assimilated from the
ion source. It is worth to note that different impu-
rity charge states are heated by the plasma particles
to different temperatures and in the vicinity of lo-
cal sources of impurity the effect of impurity heating
on its parallel transport can be comparable or even
higher than that from the electric field arising by im-
purity ionization.

B. Impurity cooling rate

There are two the most important radiation pro-
cesses through which plasma electrons lose their en-
ergy in interactions with impurity particles. The
first one is the line radiation arising when impurity
is excited by electron impacts [32]. In hot fusion
plasmas the excited particles are normally de-excited



spontaneously by radiating photons. Since tokamak
plasmas are normally transparent to impurity radia-
tion, this leads to plasma cooling. The second one is
Bremsstrahlung arising due to change of electron ve-
locity caused by the attraction towards the impurity
nuclei. Normally at the plasma edge the line radia-
tion is the main contribution to the radiation from
impurities. The cross-section of the Bremsstrahlung
process increases, however, as Z2 and in the hot cen-
tral plasma, where impurity particles are strongly
ionized, it dominates radiation losses. The temper-
ature dependence of the cooling rate for carbon ions
of all charges is shown in Fig. 3. The low ionized
B, Be, Li-like charge states with Z = 1, 2, 3 are
easy to excite since their typical excitation energy
E.. is of 5 — —10€V ; the He, H-like ions C*+ and
C5+ with E.. ~ E;,n > 300eV can be excited only
at high temperatures; the nuclei C%* contribute to
Bremsstrahlung only.

L, (eVemis))
24

10 10’ 10° 10° 10
Figure 3: The temperature dependence of the cooling
rates for different carbon charge states[33]

Often, e.g. in the hot central plasma, the effective
impurity cooling rate Ly is assessed in the so called
corona approximation [32]. It has been developed for
the description of Sun corona where the processes of
ionization and recombination dominate the particle
balances for different charge states and their densities
are governed by the relations:

kitnz 1+ kziinze = (k7" + k%) nz - (13)

Here k*zc:}il and k%f%il are the ionization and re-
combination rate coefficients depending only on the
electron temperature. In this case the relative concen-
trations of different impurity charge states, {z, and,
thus, the effective impurity cooling rate Ly depend
also on the local electron temperature only. This de-
pendence is shown for carbon by the solid curve in
Fig. 4. The increase of Ly with the temperature at
low T is due to temperature behavior of L z for impu-
rity ions of low charges with small excitation energies,
see Fig. 3. The sharp drop of L; at high tempera-
tures is due to ionization of impurity particles into
dim high-Z states.
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Figure 4: The effect of perpendicular diffusion of im-
purity ions on the effective cooling rate of carbon[33].

At the plasma edge in fusion devices the anoma-
lous transport can be very intensive. Low-Z impurity
ions, which are generated from neutrals entering the
plasma, have enough time to diffuse into hot plasma
regions before they are ionized into dim high-Z states.
Therefore, transport processes increase effective cool-
ing rate and make it less temperature sensitive com-
pared to the corona approximation without transport
effects; see Fig. 4 where Ly is shown by dashed and
dash-dotted curves for different values of the impurity
diffusivity D, [33]. Similarly, the charge-exchange of
impurity ions with hydrogen neutrals affects Ly [35].
The effects of elementary and transport processes on
the density, radiation losses and ion heat exchange
from impurity are taken firmly into account in trans-
port codes. Figure 5 shows the radial profiles of the
radiation loss density for different charge states of
carbon computed by the code RITM (Radiation of
Impurity and Transport Model) for an Ohmic dis-
charge in the tokamak TEXTOR [34]. One can see
that the Li-like ions C3+ are the main contributors
to the radiation losses. This is explained by the fact
that, on the one hand, the characteristic excitation
energy of these ions is relatively low, of 8 €V, and, on
the other hand due to high enough ionization energy
of 64 eV they live long and penetrate deeply into the
plasma.

In the vicinity of intense localized impurity
sources, e.g. diagnostic beams, injection valves or
suddenly melted parts of the wall, one has to take
into account the essential time-dependence and 3-
dimensionality of the impurity spreading process.
During the life time 7™ = 1/ (kif"n) impurity ions
of the charge state Z move along the magnetic field
and diffuse in the direction y perpendicular to the
field at distances Iz =~ VHZTE’" and 8z =~ /D 1™,
respectively. On the one hand the area Az = dzlz
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Figure 5: The radial profiles of the radiation loss den-
sity for different charge states of carbon impurity en-
tering the plasma through the LCMS located at the
minor radius r = 46 em, computed with the code
RITM for an Ohmic discharge in the tokamak TEX-
TOR [34].

occupied by ions of low Z ions with very large k*zm
and small T#" is negligible compared with the total
area Ag of the magnetic surface. On the other hand,
ki™ decreases with increasing Z and, thus, Az grows
up also. Therefore, the Z-state serves as an intensive
but localized source for the next charge state. All to-
gether the regions on the magnetic surface occupied
by charge states with Az < Ag form a set of nested
shells evolving in time. By using this "shell” approx-
imation [36] one can complement transport codes,
modeling the radial profiles of impurity ion densi-
ties, e.g., RITM, with a description of non-stationary
spreading of impurity on magnetic surfaces.

III. THE REQUIREMENT OF ENHANCED DIS-
SIPATION THROUGH RADIATION (CORE AND
SOL) FOR FUTURE REACTORS

Tokamak devices with metallic plasma-facing
components (PFCs) have demonstrated to perform
successfully preserving the first wall [37]. It has been
shown that long-term fuel retention can be minimised
[38] and metallic PFCs do allow for fast isotope ex-
change [39]. However, armour materials like tung-
sten or W-coated CFC have significantly lower heat
load limits restricted by melting, embrittlement and
recrystallization effects compared to graphite/CFC
PFCs. Also, W-sputtering and an unfavourable neo-
classical transport of W-impurities can possibly lead
to W accumulation which requires adequate avoid-
ance techniques, at least for existing devices. Due
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to the lack of the intrinsic carbon radiator in present
day metallic devices, discharges at high power require
reliable exhaust schemes employing low-Z (Ne, N) or
medium-Z (Ar, Kr, Xe) impurity seeding.

In order to mitigate the large power fluxes
of a future reactor like DEMO of the order >
300 MW/m? or more to an acceptable (material)
limit ~ 5 MW /m? a significant increase of the power
dissipation in the plasma edge of more than 95% is
required[4, 40]. A desired radiation pattern would
consist of f227¢ > 30% in SOL/divertor and f59% <
65% inside the confined region close to the separatrix,
concomitantly allowing only a minimal impact on the
central burning plasma region.

The cause of a requirement of a finite level of f525°
can be understood by the actual achievable radiation
fraction in the SOL, which is limited by the amount
of removable pressure in the SOL through momentum
loss[41]:

fiﬂL,ﬂchizve —1- KET (1 _ fmm) (14)
I

with K being a weak function of T* for T* > T* ;, =
5€eV. The momentum loss parameter fr,om i8 de-
fined through the ratio of up- and downstream pres-
sures pt/p* = (1 — frmom). Eq. 14 can be de-
rived from simple 2-point model assumptions and en-
ergy/momentum balance conservation. The level of
ffﬂgl”“h““ decreases with p, and increases with ¢
making it difficult to increase the SOL radiation levell
at large plasma £ and/or PB/R. This effect can be
mitigated by momentum removal, i.e. pressure loss
along the field, to achieve a high level of impurity ra-
diation. The actual amount of removable momentum
in the SOL (and thus radiation) is then limited by the
maximum degree of detachment achievable for a given
device, i.e. for complete detachment, a vanishing of

P P (= fomom) %~ O

VT VT By

is required. Furthermore, significant reduction of
4 ~ PVT ~ p*(1 = frmom)VT (cf. eq. 4) can
only be achieved through maximising momentum
loss[42]. As a consequence for this state, and in case of
(1 — fmom) < 1 and for T* < T}, power starvation
may occur, i.e. having not enough power available
to sustain a counter-balancing pressure p* (meaning
both, plasma and neutrals) in the divertor for a given
upstream g (eq. 1). Hence, depending on the de-
vice (i.e. size) the SOL alone may or may not be
capable to achieve the required fg‘;‘:;‘ to mitigate q*
sufficiently. It must follow that for a large scale fu-
ture devices like DEMO significant radiation inside
the confined region (i.e. inside the H-mode pedestal
region) is required to reduce p* and thus gt.

Various seeding impurities are possible to dissi-
pate energy by means of radiation. Depending on

~Tree (15)



their individual cooling function L.(n.,T.,7) and
its shape (c.f. figure 6), the radiation pattern of
gy = nen,L.l depends on the applied impurity
species (or a combination thereof). The range con-
sists of low-Z (N, Ne), medium-Z (Ar, Kr) and high-Z
(Xe) impurities, covering the divertor (N), the SOL
(Ne & Ar), the pedestal (Ar, Kr) and the core (Kr,
Xe). Low-Z to medium-Z have been successfully used
to induce significant divertor dissipation at AUG and
JET [40]. High radiation levels with enhanced im-
purity seeding can be achieved and existing devices
recover strong condensation of radiation close to the
X-point for all selected species (N, Ne, Ar, Kr)[40]
with condensation of Balmer radiation lines also in-
side the confined region[43, 9]. It has been shown
experimentally for AUG and also numerically that
with strong X-point radiation a depletion of pedestal
density n{:"d and temperature T,:Z"’d concomitantly oc-
curs driven by poloidal gradients and transport into
the X-point region[43]. Similar observations could be
made in AUG and JET[44]. SOLPS does recover this
pedestal pressure loss mechanism|[43].

10'30 T T T T T TTTTIT zls |.a|||||§
close to Corona equilibrium  nr =10"m™ms 3
) —~Kr |
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Figure 6: Radiative loss parameter L. for seed
impurities from ADAS and an electron density of
10%° m—3, as the sum of line radiation, recombination-
induced radiation and Bremsstrahlung (taken from
Kallenbach et al[45])

IV. IMPLICATIONS ON CORE/PEDESTAL
PLASMA: FUELING & CONFINEMENT

Since the introduction of metal PFCs into ex-
isting devices like AUG, JET or C-mod, kinetic ef-
fects in neutral transport are more prominent and
sustainable[14]. There exists a competition between
slow moving particles (e.g. those re-emitted from the
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surfaces as recycling molecules) and fast ballistic neu-
trals (e.g. fast atoms from charge-exchange processes,
surface reflections or ELMs). For a given divertor
geometry (e.g. vertical vs horizontal target configu-
rations) one expects a pronounced impact of the di-
vertor configuration on neutral transport, pumping
and the overall neutral pressure distribution, and thus
on the poloidal ionisation profile. EDGE2D-EIRENE
modelling confirms that the divertor geometry plays
a significant role in the H-mode pedestal pressure loss
mechanism in JET[46]. Especially in JET with a
semi-horizontal configuration and thus with the re-
cycling neutrals pointing away from the separatrix
on the outboard side, the upstream pressure loss is
induced by a combination of impurity radiation with
increasing seeding and increase penetration depth of
kinetic (fast) neutrals.

The previously mentioned HFSHD region which
has been observed in both, JET and AUG, can also
lead to spatial changes in the poloidal fuelling pro-
file. The HFSHD spatial extent and maximum den-
sity caries with heating power, (nitrogen) seeding
rate and divertor neutral pressure[47], and it can ex-
tend up to the inboard-side mid-plane and lead to
strong poloidal asymmetries in density[48]. Correla-
tions of the change in confinement with the HFSHD
are observed[47, 49].

The understanding of the HFSHD region has sig-
nificantly improved recently for AUG H-modes[9].
The basic requirements for such a model (inclusion
of magnetic and vessel geometry, radial ballooning
like transport, classical parallel transport for impu-
rities including friction and thermal forces) are stan-
dard in SOLPS-ITER simulations nowadays[14]. Key
however are the inclusion the neutral conductance
within and below the divertor as well as the inclu-
sion of crossfield drifts[9]. With the inclusion of
V B-drift terms and radial and poloidal E x B-drifts
the inboard to outboard asymmetry in density and
power load could be much better matched compared
to the experiment. The increasing spatial extent of
the HFSHD with increasing fueling up to the mid-
plane could also be reproduced. As a consequence,
the poloidal fuelling profile is amended with the ex-
istence of a HFSHD by diffusive fueling from the in-
board region (in addition to neutral fuelling mainly
from the outer X-point region and drift-driven advec-
tive flows). The model reproduces also large inverted
radial density gradients at the HFS separatrix up-
stream (leading to the diffusive inward flux). The
scaling of the HFSHD with heating power and im-
purity seeding (maximum density and spatial extent
with increasing Ph.: and/or decreasing seeding) up
to reattachment of inner strike-point has been demon-
strated by the model.

V. DETACHMENT SCALING CRITERIA



For extrapolation to large scale fusion devices

like ITER or DEMO, usually the inclusion of the
full physics into the numerical is mandatory but
barely possible due to the complexity of physics pro-
cesses. Subsequently long simulation times do occur
(by the time of writing a full-blown physics model for
an ITER simulation including drifts at a time-step
At == 10~8 s would take about a decade assuming 1 s
execution time for one time-step At). Even with mas-
sive parallelisation and other optimisation techniques
(which would allow to increase At and/or computa-
tional speed within the next years) still typical sim-
ulation time of a few months would be required. To
provide input to DEMO design studies which usu-
ally employ systems codes or simplified spreadsheet
analysis models this is not acceptable. To mitigate
this practical problem, simplified scaling laws are cur-
rently being developed which are based partly on ex-
perimental input and/or numerical results.
One of the more recent examples of such a scaling
is the criteria for H-mode detachment. By using the
heuristic drift-model (HD-model) approach a scaling
for the divertor impurity concentration could be de-
rived by Goldston[50]

CGoldston ~

=

_ Psor 5oL . (16)
B, (1+2)* f2,,

with fow being the Greenwald-fraction. The inter-
pretation of this expression is as follows: how much
should one vary the impurity concentration ¢, in the
SOL to maintain detachment if one of the r.h.s. pa-
rameters are changed (note: no dependence on major
radius R in eq. 16). Goldston’s detachment crite-
ria is based on the 2-point model assuming a 100%
radiated fraction and T® < 1eV.

Another example takes into account a scaling for
the H-mode threshold, resulting in[51]

cfi;ein.ke ~ B%SS R133 (17)

which is suggesting a actual size-scaling of the device
(as within this model Pggp;, is expressed in terms of
both fow and Pry resulting in a machine size de-
pendent scaling for g ~ BF52R%16).

Other examples include also experimental data,
as for example using data from AUG[6]

Kallenbach  congs . piiv 4 Poer (19
* RMint
introducing the measured (or scaled) value for the
integrated heat-decay length parameter A;,: at the
target plate[52]. In eq. 18 the constant is dependent
on the selection of impurity species and no size scaling
is present.

SOLPS recovers the empirical scaling law (eq. 18)
in terms of P,,y for N-induced L-mode detachment
within a factor of 2 for both AUG and JET[16].

Similarity studies on power exhaust are currently
being developed as those can be ultimately helpful
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to identify (if any) discrepancies when scaling up a
detachment model with increasing size. Such exper-
imental benchmarks can be based on earlier work of
Hutchinson & Vlases[53] which essentially derive scal-
ings for control parameters Py, 72", flux expansion
f» and gg5 to match at the divertor entrance and tar-
get T, collisionality »*, the width of the SOL (Asor)
and p*. Even though the effect of drifts can be in-
cluded in such a matched experiment (by conserving
p*) the approach does not conserve the poloidal neu-
tral mean-free path l;. A much simpler and more
straightforward approach (which conserves I but not
p*) was suggested by Lackner[54] that matches es-
sentially the full gj-profile by controlling PsorB/R
(ie. A, upstream), TP!%*¢ and connection length L.
Currently new JET and AUG experiments are being
setup to follow this latter approach which should help
in the validation of both, empirical and model based
exhaust criteria.
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ABSTRACT

An overview of erosion, deposition and fuel
retention processes in fusion devices is presented
and examples from contemporary fusion
experiments are provided. The underlying physical
and chemical mechanisms are discussed, as well as
ther impact on the lifetime of plasma-facing
components and tritium retention in next step fusion
devices such as ITER.

L INTRODUCTION

Magnetic confinement fusion devices represent
so far the most successful and promising concept on
the way to economically feasible fusion reactors.
The next major step on this way is the international
experimental reactor ITER [1]. Plasma confinement
in such devices i1s mevitably not perfect so that
particles from plasma are transported across the
toroidal magnetic field to surrounding vessel walls
leading to plasma-material interaction (PMI). In
addition to ion fluxes, also fluxes of energetic
neutrals originating from charge-exchange reactions
can contribute significantly to PML especially in
remote, plasma-shadowed areas not accessible for
1ons. Furthermore, radiation damage by neutrons
origmating from fusion reactions will play an
important role m wall lifetime and fuel retention
aspects of future fusion reactors. PMI plays an
important role m fusion energy extraction, fuel
recycling and removal of the fusion product, helium
(He). At the same time, PMI with its steady-state and
intermittent particle and heat loads lead to material
erosion, degradation of material properties,
degradation of plasma performance, and fuel
retention. Erosion limits the lifetime of plasma-
facing components (PFCs) and, in the case of
actively cooled PFCs, can lead to a component
failure and related loss of coolant accidents.
Transport of particles of eroded materials into the
core plasma may lead to degradation of plasma
performance due to fuel dilution and plasma cooling
by radiation Transport of particles of eroded
materials to other locations may lead to formation of
loose andfor fuel-rich deposited layers with
detereorated thermal and mechanical properties.
Such layers provide an additional risk of dust
formation by flaking or delamination, especially
during plasma ramp-up phase. Also the surface and
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bulk material of PFCs can suffer from strong plasma-
mduced modifications of therr thermal and
mechanical properties, morphology and structural
mtegrity. Current estimates of wall lifetime and
tritium retention i ITER are based on extrapolations
from existing experimental data and modeling
implying relatively large uncertainties [2, 3]. These
extrapolations indicate that the cumulative plasma
time before reaching the safety-imposed tritmum
retention limit or the maximum allowed erosion of
wall components could be unacceptably low for an
economical operation. In ITER with its long-pulse or
even steady-state operation PMI will determine the
device availability Understanding of mvolved
mechamisms 1s therefore essential for upscaling the
results from contemporary devices to ITER and
beyond, such as DEMO [4], m order to find
possibilities to mimmize the adverse effects of PMI.

From the plasma side PMI 1s defined by plasma
particle species, their fluxes and impact energy and
angle distributions, which in turn are governed by a
multitude of processes in the plasma edge. From the
material side, PMI naturally depends on the choice
of PFC materials. The material choice for ITER
consists of beryllium (Be) for the main wall cladding
and tungsten (W) for the divertor. The choice of Be
with its low atomic number (Z=4) for the large area
of the mam wall 1s governed by lower plasma
dilution and cooling due to radiation if eroded Be 1s
transported to the core plasma, compared to high-Z
elements. In addition, Be has the advantage of being
a good oxygen getter. Divertor target plates represent
the most mtense PMI areas where ions leaving the
confined plasma region and following the magnetic
field lines are transported to. High particle and heat
loads requme an erosion-resistant material with a
high melting temperature, and W 1s currently
considered to be the best candidate. In the initial
ITER design carbon fiber composite (CFC) PFCs
were supposed to be used in the divertor due to their
excellent heat resistance. Carbon, however, 1s prone
to chemical erosion by hydrogen isotopes leading to
formation of volatile hydrocarbon species resulting
mn long-range carbon transport and re-deposition in
form of hydrogen-rich surface layers. Formation of
such tritum-rich carbon layers in a fusion reactor
was 1dentified as the major safety issue and the use
of CFC was phased out in the actual ITER design.
Another nuclear safety issue arises from the fact that
fusion neutrons mn a fusion reactor will lead to



activation of  surrounding  materials by
transmutations. Therefore the material choice not
only for PFCs but also for structural components is
governed by the necessity to avoid production of
long-living radioactive waste.

II. EROSION MECHANISMS

Wikipedia gives the general definition of
erosion as the process of “gradual removal of a
substance by chemical or mechanical means” and,
in the case of earth science, specifies it as “the action
of surface processes (such as water flow or wind)
that removes soil, rock, or dissolved material from
one location on the Earth's crust, and then
transports it to another location” [5]. In the PMI
case we can redefine erosion as the action of plasma-
material interaction and related surface processes
that remove atoms from one location at the plasma-
facing material surface and transport them to another
location within the vacuum vessel. The strength of
erosion is usually characterized by the erosion yield,
Y, which i1s defined as the ratio of the flux of
outgoing eroded particles (typically atoms), Iy, to
the flux of mcoming projectiles (ions, atoms or
molecules), [j,:

Tout
Y=7- ¢y
where the respective fluxes are given as the number
of particles per unit of surface area and per umit of
time. It 1s important to note that erosion yield 1s a
statistical characteristics, 1.e. it describes the action
of a large ensemble of projectiles and thus for a
single projectile represents a mere average
probability of removing some material atoms upon
surface impact.

Two fundamental atomic scale mechanisms of
erosion will be addressed m the following i
sufficient detail: physical sputtering and chemical
erosion. Besides, several other mechamisms related
to material erosion and wall life time will be shortly
addressed in the following sections that are related to
the role of material temperature, mechanical
properties and various synergistic effects leading to
surface morphology changes.

For a detailed review of experimental data,
theory and simulations regarding physical sputtering
and chemical erosion the reader is referred to the
book “Sputtering by particle bombardment” under
the edition of Eckstein and Behrisch [6].

II.A Physical sputtering

The process of physical sputtering (or just
sputtering) mplies collisions of incoming projectiles
(energetic 1ons or neutrals) with atoms of the target
material in which the momentum transfer to surface
atoms leads to therr ejection. While interaction with
electrons of the target material is an inelastic energy
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loss mechamsm leading to slowmg down of the
projectile, collisions between projectile and target
nuclei change their momentums and thus shape the
projectile trajectory in the solid. Although the first
momentum transfer from projectile to target atoms 1s
directed mto the surface, momentum reversal, e.g. in
the case of a close to head-on collision, can lead to
momentum transfer out of the solid surface i
subsequent collisions.

In the general case, projectile-target collisions
should be considered as multi-body interactions. For
practical reasons, however, one turns to the binary
collisions approximation (BCA), within which a
sequence of two-body collisions between the
projectile and single atoms within the target is
considered. Provided energy and momentum
conservation for the system of two colliding particles,
mteraction potential between them defines their
scattering angles and energies. Due to presence of
electrons, the so-called screened Coulomb repulsive
mteraction potentials are generally considered. An
exhaustive description of the scattering theory and
mteraction potentials can be found in the classical
book “Computer simulation of ion-solid interactions”
by Wolfgang Eckstem [7].

If the energy transferred to the surface atom is
sufficient to overcome the collective pull of
surrounding surface atoms (the surface binding
energy), the target atom can leave the sohd and 1s
considered to be physically sputtered. The actual
value of the surface binding energy is barely known
for most of matenials, therefore it 15 common to use
the heat of sublimation as an estimate.

Different regimes of collisions can be
distinguished depending on the projectile energy and
mass as illustrated m figure 1:

i) Single collision regime

After a single collision of the projectile with a
target atom, the projectile hits a surface target atom
leading to its sputtering. This process particularly
occurs for light projectile 1ons with high momentum
reversal probability and relatively low impact
energies, so that energy transfer to target atoms is
limited.

ii) Linear cascade regime

In the case of moderate projectile energies
(above several tens of eV, below keV range) a
collision cascade is developing, in which several
collisions along the projectile trajectory result in
sufficient energy transfer to displace atoms of the
target and set them mn motion (so-called recoil atoms).
In this regime collisions between two moving recoils
are rare.

iii) Thermal spike regime

At high mmpact energies (keV — MeV) and for
heavier projectiles the number of recoils and their
density are mcreasing so that most atoms within a
given region are moving, whereby collisions
between simultaneously moving particles become
important. This regime, mn fact, can be seen as local



single collision regime  linear cascade regime
Figure 1: Collision regimes mside a sohd induced by
impact of a projectile atom The trajectory of the projectile
15 sketched in black, while motion of recoil atoms is
depicted in red.

melting and apparently cannot be described by the
BCA.

In general, physical sputtering occurs for all
combinations of projectile and target materials. In
case of sputtering of metals, the sputtered species are
mostly neutral atoms or small atomic clusters of the
target material In the following we will address
sputtering of single atoms and mam factors defining

the physical sputtering yield, ¥ppys-

NG
| ~

[E1]

Figure 2: Tlustration of normal (a) and oblique (b)
incidence of a projectile on a target. Figure (c) shows the
general case when a sputtered or reflected particle is
emitted with a velocity vector (green) outside of the plane
of incidence (red). 6;, 1s the polar angle of incidence and
B,ue and @ are the polar and the azimuthal angles of
ejection, respectively.

Energy dependence of Yphys

Under the energy dependence of erosion yield
the dependence on the impact energy of projectiles
1s understood. Let us first consider the case of normal
incidence (figure 2a) and restrain ourselves to the
collision regimes, for which the BCA 1s applicable.

Physical sputtering is a result of energy transfer
from a projectile to target atoms. The maximal
energy transfer in a binary collision occurs in the
case of a head-on collision and 1s given by

AE
Eq

AMy Mo
(M3+Mz)*

=y= @

where Ej 1s the projectile energy in the centre of
mass system and M; and M, are the atomic masses
of the projectile and target elements, respectively.
Factor y 1s maximal (= 1) for “self-bombardment”.
If the transferred energy 1s below the surface binding
energy, Eg,, sputtering cannot occur. It means that
there is a minimal threshold energy for sputtering,
which, as follows from equation 2, depends on the
particular projectile-target combination. It 1s logical
to assume that the higher the impact energy, the more
energy can be transferred to the target and thus the
larger the sputtering yield should be. However, as the
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Figure 3: Energy dependence of the physical sputtering
yield for Be, C, W by D and for W by Be, C, N predicted
by SDTnmSP code [8] simulations. Reproduced from [9].
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Figure 4: Angular dependence of the physical sputtering
yield for Be and W by D from experiment and modelling.
Reproduced from [6].

projectile energy is deposited deeper under the
surface, it becomes more difficult for recoil atoms to
reach the surface. In the case of impact of light ions,
the sputtering yield reaches its maximum at the
energy range from several hundreds of eV to several
keV and then slowly decreases with energy, while
for heavier projectiles and comparable masses of
projectile and target atoms the sputtermng yield
continues increasing up to 10 keV and even 100 keV
range [6]. Figure 3 shows an example of the energy
dependence of the physical sputtering yield for some
fusion relevant projectile-target combinations for the
relevant impact energies up to 1 keV as predicted by
computer simulations with the SDTrmSP code [8]
that is based on the BCA.

Angular dependence of Ypnys

The angle of incidence of the projectile is
understood to be the poloidal angle of incidence, &
(figure 2b). At oblique ncidence (6 > 0) the
momentum reversal / backscattering is generally
more probable and energy deposition is shallower,
so that sputtering yield mcreases. At very shallow
mcidence with @ close to 90°, however, also the
direct reflection probability increases, so that the
sputter yield decreases. An example of such angular
dependence observed in experiments and predicted
by simulations is shown i figure 4.



Empirical fit formulae for Yynys

The current understanding and description of
the sputtering process, though based on the theory of
scattering from central force potentials, relies
extensively on and therefore is inseparable from
computer simulations, especially those using the
BCA. The SDTrimSP code mentioned earlier and its
predecessors are among the main tools in this area.
Experimental data on physical sputtering yields are
mainly obtained by means of ion beam wrradiation
where energetic 1ons are focused on a target sample.
The sputtering yield can then be determined by the
sample weight loss measurements. At low energy
bombardment, however, and especially near the
threshold energy of physical sputtering ion beam
intensities become very low, so that the measured
data are rare and more uncertain Other modelling
approaches, in particular molecular dynamics (MD),
help to close this gap.

Accumulated  experimental and BCA-
modelling data on sputtering together with a
thorough data analysis supported by the theory of
ion-solid collisions allowed developing rather
universal empirical fit formulae to predict physical
sputtering yields for any elementary projectile-target
combination (a single projectile species on a mono-
atomic target) with different impact parameters. The
original expressions for the sputterng yield at
normal mcidence, known as the Bohdansky formula
[10], and for the angular correction, known as
Yamamura formula [11], have been revised and
improved over fmme to correct for various
discrepancies with experimental and modelling data,
in particular the behaviour of sputtering rates at near-
threshold impact energies and at very shallow angles
of mcidence, m particular for self-sputtering. The
following expressions [12] are currently commonly
accepted. Please note, however, that the same fit
formmlae published earlier in [6] and [13] had an
error regarding the missing term w(g) in the
equation for Y(Ey, 8 = 0).

The sputtering yield at normal incidence is given by

O e e
Apwien)+(zo-1)

Y(Ep, 0 =0) =
with fit parameters q, A, u, Eyp, (the threshold energy
1s also considered as a fit parameter) and the nuclear
stopping power for the Kr-C interaction potential

(e0) = 0.5In(1+1.2288¢r,)
AL wi(zL)

, @

Sn

w(e) = &1 +0.1728,f¢, + 0.008e15%4

with the Lindhard reduced energy
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where Z; and Z, are the atomic numbers, and M,
and M, the masses of the projectile and the target

atom, respectively; e is the electron charge, and the
Lindhard screening length, a;, 1s given by

" (gng 1/3
L 128

with the Bohr rads, ag = 0.0529177 nm.

-1/2
ag(22 +221%) ©

The sputtering yield at oblique incidence 1s given by

({9
xexp{ (1 - 1/“’5[( ) D} ™

with fit parameters f, b, c and parameter 6, taking
care that the angle of incidence of 90° cannot be
reached

1 i3
By = m — arccos ==
o +Ey/Egp 27

where Eg, stands for the (chemical) binding energy
of projectiles and 1s taken to be equal to the surface
binding energy Eg, for self-bombardment, 0 for
noble gas projectiles and 1 eV for hydrogen isotopes
and mitrogen. No information regarding the choice of
Egp, for other material combinations is provided m
the original publications [6, 12, 13].

According to equations 3 and 7, the full
description of the sputtering yield in terms of impact
energy and angular dependence is reduced to 7 fit
parameters (Eg, and Egp, not counted). Tabulated
examples and illustrations for a variety of different
projectile-target combmations can be found m
chapter “Sputtering yields” by Wolfgang Eckstemn in
[6].

Y(E,8)
Y(E,6 =0)

®

Energy and angular distributions of sputtered
particles

Leaving aside some underlymg theoretical
concepts of energy transfer and recoil generation [6,
14], the differential sputtering yield with respect to
the kinetic emission energy, E, and to the solid angle
Q around the polar enussion angle 6 m the lear
cascade regime at normal incidence can be
approximated by the general expression

dy
—_— 0
dEd

®

E
———cos¥
(E+Uya+t ;

where U 2 Eg,, @ < 2, and y are treated as fitting
parameters describing the experimentally measured



spectra.

The energy part of expression 9, especially m
the case of @ =2 1s often referred to as the
Thompson distribution [14]. It is characterized by
the high-energy fall-off proportional to E~2, peak
position (most probable energy of emission) at &
U/2, and high energy cut-off at the projectile impact
energy, E;.

The angular part of expression 9 withy =1
comresponds to the so-called cosine angular
distribution. Cases with y > 1 are called over-
cosme distributions and are rather common for
impact energies in keV range. At low energies,
under-cosine or “butterfly” [15] angular
distributions with the most probable angle of
incidence away from normal (figure 5) are observed
that can be approximated eg by dV/dQ=
Acos®6 — B cosf 6. A word of caution has to be
mentioned regarding the interpretation of these
distributions in terms of the distribution of the polar
angle of emission [16]. As can be seen from equation
9, the differential distribution is defined with respect
to the solid angle O around the polar angle @ and not
with respect to the polar angle itself. In order to
recalculate the differential distribution d¥/df one
has to keep in mind the relation between angles in
spherical coordinates: d(} = sin 8dfdg.

The theory underlying expression 9 assumes an
1sotropic distribution of recoil velocities in the solid,
thus 1sotropic collision cascades at normal incidence.
More complex expressions exist that account for
oblique incidence and some mutual dependencies
between the energy and angular spectra [17, 18]. At
oblique incidence, m particular, the emussion
distribution 1s often peaked near the specular
direction. However, all the above expressions imply
amorphous-like materials with a random distribution
of collision partners and are not applicable to
sputtering of crystallime targets, for which
preferential ejection of atoms i the direction of
certain crystal axes (mainly closed-packed lattice
rows) is observed.

More mformation and excessive lterature
overview about various aspects related to this topic
can be found i chapter “Energy and Angular
Distributions of Sputtered Species” by Hubert
Gnaser in [6].

Sputtering of rough surfaces

Figure 6 illustrates the peculiarities of
sputtering of rough surfaces as compared to flat
surfaces. Two apparent differences are (1) different
local angles of incidence, 8,., compared to the
nominal angle of incidence, 8., , resulting in
respectively different probabilities for sputtering
(eq- 7); and (1) possibility of redeposition of
sputtered particles mside the “valleys”. One mtuitive
expectation regarding surface morphology evolution
from these two factors would be that faster erosion
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Figure 5: Examples of angular distributions of sputtered
particles with respect to solid angle ©Q around the polar
emission angle 6. Figure courtesy of A Eksaeva.
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Figure 6: Hllustration for sputtenng of a rough surface
(thick solid line) as compared to sputtering of a nominal
flat surface (dashed line). Local angles of meidence, 8y,
differ from the nominal angle of mcidence, 8,

Figure 7: ERO2.0 code stmmlation of evolution of surface
morphology with fluence under 1on impact for Mo target,
mono-energetic 250 eV D ion flux of 1.4- 102! m~2571
perpendicular to the nominal surface, and cosine nitial
surface profile with the peak height of 0.7 pm [20].
SDTrmSP code based sputtering data for local angles of
incidence are used, sputtered particles are traced, and their
re-deposition i “valleys™ leads to surface smoothing.
Figure courtesy of A Eksaeva [20].

of “hills” due to more oblique local angles of
mcidence and redeposition m “valleys” should lead
to smoothing of the surface with time. Such a process
under certain conditions can be reproduced by
modelling. Figure 7 shows an example of such
modelling with the impurity transport code ERO2.0
[19, 20]. However, in most of real cases more effects
are mnvolved that lead to development of surface
morphology rather than to surface smoothing. Some
of these effects are discussed m the following
subsections. Surface roughness expectedly affects
the effective sputtering yield [21], as well as
emission energies and angles of sputtered particles.

Preferential sputtering and multicomponent targets

The term preferential sputtering applies usually
to the followmg two distinct cases. First, in
polycrystalline targets, different grains are often
sputtered with different rates depending on the grain
orientation [22], which, in part, is explained by
different planar density of surface atoms. Second, in
multi-component materials, e.g. alloys, atoms of
different elements have different sputtering yields



Figure 8: Sputterng of layered targets. In this example
sputtering of the carbon layer is enhanced by preferential
reflection of deuterum form the heavy atoms of the
tungsten substrate.

[23], which, in part, 1s explained by different energy
transfer probabilities (recall the mass dependence
fromeq. 2) and binding energies. In both cases, some
parts of the target surface can be more prone to
erosion, thus resulting in development of surface
morphology, e.g. cone-like or grass-like structures
[23]. In the case of multicomponent targets, gradual
surface enrichment with more erosion-resistant
species, normally with heavier elements, can be
observed [24]. Irradiation of multicomponent targets
in general is associated with changes of the surface
composition and 1s therefore fluence dependent up to
the point when an equilibrium surface composition
15 established. It has to be noted that surface
enrichment can be compensated by diffusion of
lighter constitutes from the bulk to the surface at
sufficiently high temperatures [25]. This effect, as
well as onset of evaporation at temperatures close to
the melting point, can be responsible for the
temperature dependence of the sputtering yield,
which 1s otherwise negligible.

A specific case of multicomponent targets are
layered systems. In the example shown in figure 8, a
layer of light element (carbon) is deposited on the
tungsten substrate. Very efficient backscattering of
even lighter D atoms from heavy and large W atoms
provides the momentum reversal resulting in
enhanced sputtering of C atoms. For this effect to be
pronounced, the thickness of the surface layer has to
be less than the projected range of impinging ions. In
figure 8 this 1s illustrated by the dependence of the
sputtering yield on the plasma electron temperature,
which defines the impact energies of plasma ions.
Higher temperatures mean higher energies and result
in deeper penetration so that the above mentioned
effect becomes observable even for a thicker layer.

II.B Chemical erosion and chemical sputtering

Chemical erosion, in contrast to physical
sputtering by energetic projectile, involves an action
of thermal projectiles that can initiate chemucal
reactions with surface atoms resulting in volatile
reaction products. Such chemical reactions occur
only for specific combmations of projectile and
target atoms (chemically reactive species). In fusion
research chemical erosion of beryllium and carbon-
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based materials by hydrogen isotopes is of main

importance. One example would be chemical

erosion of graphite with thermal atomic hydrogen
resulting in emission of hydrocarbon species (CxHy).

The term chemical sputtering refers to all the
processes in which the kinetic energy of projectiles
plays a catalysing role in chemical reactions leading
to erosion. Collisions of energetic projectiles with
surface atoms lead to breaking of chemical bonds
between them and produces weakly bound surface
atoms that facilitate chemical reactions and can be
easier released into the gas phase. This release is
normally thermally driven, thus both chemuical
erosion and chemical sputtering exhibit dependence
on surface temperature. The energy can be provided
by chemically reactive projectiles themselves or by
other species i the case of combined wrradiation.

Chemical erosion and chemical sputtering of
carbon have been studied m great detail and an
extensive review can be found m chapter “Chemical
Sputtering” by Wolfgang Jacob and Joachim Roth in
[6]. A compressed overview was published m the
previous edition of this lecture [26]. The relevance
of carbon in fusion research has declined in recent
years, since the use of carbon-based PFCs in ITER
has been abandoned, precisely because of the
adverse effects of chemical erosion of carbon,
namely, due to the long-range transport of erosion
products and ther accumulation in the form of
tritum-rich layers. On the confrary, chemical
erosion of beryllium 1s a subject of intense research,
some findings of which will be briefly described in
the following.

Spectroscopic observation of BeD molecules
the JET tokamak and in the PISCES-B linear plasma
device sparked interest in the chemical sputtering of
metals, which was believed to be not mmportant.
Dedicated experiments and molecular dynamics
simulations [27, 28] confirmed that chemical effects
are considerable for Be at impact energies below
100 eV and dominant at energies as low as 7-20 eV.
Simulations helped to identify the mechanism of
erosion, which was named swift chemical sputtering
[29, 30], though later the term chemically assisted
physical sputtering (CAPS) was mtroduced and 1s
more often used when erosion in form of BeD in JET
1s addressed experimentally [31, 32] and by
modelling [33]. It was observed in MD simulations
that emitted BeD molecules are formed not with the
mcoming D ions, but rather with a D atom that 1s
already present on the surface, bound to the Be atom.
Upon examining the sputtering process in more
detail, the followng aspects of the CAPS mechanism
were identified [27, 29]:

- if an incoming energetic D ion enters between
two Be atoms, it can break the respective bond
by forcing them apart;

- there is a finite energy window for the bond
breaking to occur: for a too low kinetic energy
(< 2eV in the case of Be), D ion will be
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Figure 9: Fraction of Be atoms sputtered as BeD molecules
after Be exposure to D plasma. Results of MD simulations
for two different onentations of the Be surface and both
initially rough and perfect surfaces are shown alongside
with the experimental data. Reproduced from [27].

reflected without entering the region between Be
atoms; for too high energy (= 40 eV for Be), D
1on does not spend enough time between the Be
atoms to cause bond breaking;

- if one of the Be atoms is only loosely bound to
the surface, this can cause sputtering of the Be
atom along with a D atom bound to it;

- the energy per bond for a surface Be atom
depends on the number of neighbouring D and
Be atoms (e.g. depends on surface orentation
and roughness); D atoms at the surface weaken
the surface binding of Be atoms, making them
easier targets for sputtering;

- the observed mean release energy of BeD
molecules of around 2 eV is still much higher
than that corresponding to the surface
temperature; the release angles form a cosine
distribution around the surface normal.

It has to be noted that energy transfer n CAPS is
fundamentally different from that m bmary
collisions. The impact energy dependence of BeD
emission 1s illustrated in figure 9. CAPS contributes
100% to the erosion yield at low energies and
reduces almost to zero at impact energies about
100 eV. Unlike purely thermally activated processes,
erosion i form of BeD molecules decreases at
sufficiently high surface temperatures as observed
specially designed JET experiments [31, 32]. Thus at
first countermtuitive fact 1s explamed by the
depletion of the D content in the surface due to
thermal desorption.

II.C Erosion at elevated temperatures

At high temperatures atoms can leave the
surface by sublimation and evaporation. The higher
1s the temperature, the greater is the kinetic energy
of surface atoms and thus the faster are the release
rates. It could be therefore assumed that erosion of
chemically inert surfaces under ion bombardment is
dominated by physical sputtering (no temperature
dependence) at low temperatures and by
sublimation/evaporation  (strong  temperature
dependence) at sufficiently high temperatures. This
picture is, however, contradicted by experimental
data for carbon and several solid and liquid metals,
where a strong increase of erosion 1s observed for
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Figure 10: Be atom loss rate under exposure to He plasma
as a combination of physical sputterng, thermodynamic
sublimation and adatom sublmation according to the
RAAS model [34]. Figure courtesy R. P. Doemer [35].

temperatures  lower than expected from
thermodynamic sublimation/evaporation [34]. This
effect for carbon was explamed by the model of
radiation enhanced sublimation (RES), that involves
diffusion to the surface and sublimation of interstitial
carbon atoms produced in collision cascades. In [34],
the authos point out several weak points of RES and,
on the example of Be and liquid Li, propose the
radiation activated adatom sublimation (RAAS)
model, according to which enhanced erosion is
caused by less strongly bound surface adatoms
(1solated adsorbed atoms) with reduced sublimation
activation energy. According to this model, adatoms
are created at the surface layer as a result of
mteraction with the incoming projectiles and
anmihilate at surface bonding sites due to surface
diffusion. Model parameters are found by fitting to
the experimental data. An example for Be
bombardment by He plasma in PISCES-B [34] is
shown in figure 10.

IL.D Erosion by plasma

It 1s important to realize that m plasma in
general, and therefore also m any fusion
experiments, the impact energies of individual ions
hitting a surface and their impact angles are not all
the same. Impact energy and angle distributions are
determined by the plasma sheath characteristics,
mainly by the ion and electron temperatures, T; and
T, so that the total sputtering yield becomes a
convolution of the energy and angular dependence of
sputtering, ¥(E, §), with the energy and angular
distribution of 1impinging 1oms, f(E,0)=
dN(E,0) / dEdB:

_ Tow _ JIY(EO)F(E.B)EAD
Y= Tin I FlEB)dEdS (10)
In quite many cases, however, for the sake of
simplicity and relying on the fact that ions are
accelerated m the electrostatic sheath and in the pre-
sheath [36, 37], a constant ion impact energy
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Figure 11: An example of a snapshot (left) and temporal
average (nght) distribution of the electron temperature for
a synthetic turbulence simulation in the PSI-2 linear
plasma device [39]. The figure shows a cross-section of
the linear plasma perpendicular to the magnetic field in the
center of the plasma column. The PSI-2 magnetic field
strength 15 of the order of 0.1 T and (for Ar as a working
gas) the electron temperatures and particle densities are of
the order of T,~2-4eV and n,~ 10¥m™3
respectively. Figure courtesy of D. Reiser [39].

Eo = 2kT; + 3ZkT. 11
1s assumed, where Z is the charge state of the ions,
and k 1s the Boltzmann constant. The first term on
the right-hand side of equation 11 reflects the
Maxwell-distributed thermal velocity of ions and
therr energy gain in the pre-sheath electric field,
while the second term origmates from the
acceleration m the sheath potential near an
electrostatically isolated, thus floating, surface, at
which ion and electron fluxes are equalized [36].

One further peculiarity of sputtering by plasma,
which 1is especially mherent to fusion devices, comes
from plasma fluctuations [38, 39]. Large amplitude
fluctuations of plasma parameters on time scales of
ps are known to be present in linear plasma and
tokamak devices. These fluctuations nfluence ion
impact energies and angles even under the
assumption of equation 11. Figure 11 shows an
example of a momentary and time-averaged electron
temperature distributions in the PSI-2 linear plasma
device [40] as obtamned by synthetic turbulence
simulations [39]. Smce m the analysis of
experimental data and m computations time
averaged data i1s often used, the question arises
whether 1t 1s justified to use e.g. the erosion rate at
time average plasma parameters as a measure of the
time average erosion rate:

(Y(ne Te, ..)) Z Y(ne) (Te), ) (12)
Though simulations show no significant deviations
(<10%) of ‘“true’ temporal averaged quantities from
approximate averages based on mean values of
background plasma parameters under conditions of
the PSI-2 experiment [39], the possible contribution
of plasma fluctuations and non-stationary plasma
conditions in general should not be underestimated.
In particular, plasma mstabilities may lead to
intermittent ejections of large amounts of heat and
particles from the plasma and cause excessive
erosion of PFCs. In tokamaks with high confinement
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mode of operation (H-mode), edge localized modes
(ELMs) [41] are perhaps the most critical repetitive
events of such kind. A detailed assessment of W
sources and erosion rates in JET H-mode plasma
conditions experimentally and by modelling [42]
allowed separating the erosion under quasi-steady-
state plasma conditions between ELMs (inter-ELM
phase) and erosion during the ELM impact (intra-
ELM). It was concluded that W erosion in this case
is driven by intra-ELM sputtering of W with D as
dominant projectile species and that this situation 1s
expected to persist in ITER, thus stressing the
importance of ELM suppression in extending the
lifetime of the ITER divertor.

III. DEPOSITION, SURFACE COMPOSITION
III.A Reflection and deposition

Projectiles hitting a surface can be reflected
(backscattered) from the surface with a certain
probability expressed by the reflection coefficient, R,
that, analogously to the erosion yield, is defined as
the ratio of fluxes of backscattered and mmpinging
particles (eq. 1). Unlike erosion, for which values
Y > 1 are possible, the values of the reflection
coefficient are hmited to 0 < R < 1. If the
projectile i1s not reflected, it 1s considered to be
implanted or deposited. The first term 1s usually used
for high impact energies leading to deeper ion
penetration mto the solid material and pronounced
radiation damage, while the latter term applies for
energies typically below few eV when ion
penetration and energy deposition is limited to only
few nanometres. In the following we will mainly use
the latter term as more applicable to PMI. The
probability for a projectile to be deposited is,
respectively, 1 — R. For molecular projectiles the
term sticking 1s often used instead of deposition. It
has to be noted that for chemically reactive
molecular species surface reactions may lead to
formation of other types of volatile species that leave
the surface. In this case, the surface loss probability,
B =5+y, is defined as the sum of the sticking
coefficient (probability), S, and the probability of the
projectile to react to a non-reactive volatile product,
¥, so that the following holds: S +y + R = 1 [43].
Interestingly, in the case of interaction of methyl
radicals (CHs) with an amorphous hydrocarbon film
surface at a temperature around 600 K, due to
chemical erosion effects, the surface loss probability
can be even negative [44]. In the following we will
address only atomic species.

Particles reflected from metals are in most
cases neutrals. Sinilar to erosion yields reflection
coefficients of atoms can be measured under well-
defined conditions i 1on beam experiments,
however, accurate reflection data at fision relevant
low impact energies are rare. Therefore for
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Figure 12: Energy dependence of the reflection coefficient
for Be and W bombarded by different projectile species
(see legend). Symbols represent calculated data by BCA
codes and lines are fitted curves. Reproduced from [45].

calculation of reflection coefficients the same tools
as for sputtering are applied, namely BCA based
codes, such as SDTnmSP, and MD simulations. The
same principles of atomic scattering as introduced
for sputtering in section IT apply. For example, from
equation 2 1t becomes clear that the reflection
coefficient depends on the impact energy and masses
of projectile and target atoms. Generally, the
reflection coefficient increases with increasing mass
ratio M, /M, —reflection of light projectiles at heavy
target atoms 1s very effective.

Energy dependence of R

At high impact energies the probability of
reflection decreases due to deeper penetration
(implantation) of projectiles into the target material
At low impact energies, as mentioned, no accurate
experimental data 1s available (for ions). At energies
below 10-100 eV the BCA becomes not applicable,
though simulation results down to energies 0f 0.2 eV
have been reported [46] applymg a planar surface
potential to account for chemical binding effects.
Simulation results from BCA codes for
bombardment of Be and W surfaces are shown in
figure 12. MD simulations reveal additional features
of hydrogen reflection at low energies [47, 48, 49].
In particular, reflection tends to be maximal close to
R =1 at energies between 1 eV and 10 eV, and
decrease for higher as well as for sub-eV energies.

Angular dependence of R

The probability of reflection monotonously
increases with the impact energy. The increase is
rather moderate at very low impact energies and
more pronounced at keV energy range [46] that can
be to a large extent explamed by less deep
penetration mto the material.

Empirical fit formulae for R

Similarly to physical sputtering, BCA
simulations results for R can be rather well described
by empirical formulae [46]. In particular, for self-
bombardment:
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Figure 13: Energy distnbution of H, D, He particles
backscattered from Mo. Reproduced from [50].
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for reflection of light ions (H and He 1sotopes):
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and for the angular dependence:

R = ¢; + ¢y tanh(cza /180 — ¢,) , (15)

with a;, b;, c; as fit parameters.

More details on fit formulae for R can be found
in [46] and references therein.

Energy and angular distributions of reflected
particles

An example of the energy distribution of
reflected particles measured experimentally is
shown i figure 13. BCA simulations with
SDTrimSP allow to record such distributions and
provide along with the particle reflection coefficient,
Ry, also the energy reflection coefficient, Rg ,

defined as Ry = EERN, where E is the mean energy
0

of reflected particles. The angular distribution of
reflected particles at normal mcidence 1s well
described by a cosine distribution. At grazing
mcidence, specular reflection dominates.

Reflection at rough surfaces

Surface morphology leads to different local
angles of mcidence compared to the nominal angle
of incidence and provide a non-zero probability that
a reflected particle can experience a second collision
with the surface (figure 6). Both factors affect the
probability for backscatterng.

For example, experiments with W
bombardment by 950 eV !)C* ions at oblique
mcidence [51] demonstrated that for a rough surface
the angular distribution of reflected and self-
sputtered C atoms tends to be more cosine-like than
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Figure 14: Schematic view of prompt re-deposition for
W

in the case of a flat surface at an impact angle of 30°.
At 80° backscattering/emuission towards the
incomung flux was observed for a rough surface,
contrary to predominantly specular
reflection/sputtering seen for a flat surface. It has to
be noted, however, that continuous deposition of C
atoms on the surface of W took place throughout the
experiment leading to pronounced fluence
dependent changes of the surface composition and
respectively of the reflection and sputtering yields.
Thus, observed angular distributions combine
together reflected and self-sputtered C atoms that
cannot be clearly distinguished.

Prompt re-deposition

In fusion experiments magnetic fields are
applied to ensure plasma confinement. Eroded
particles are emitted from the surface mostly as
neutrals but are ionized in plasma at some distance
from the surface, which in average is characterized
by the ionization length 4;,, that depends on the
local plasma parameters. The ionized particles
gyrate in the magnetic field with a certain Larmor
radms 7 and, as can be seen from figure 14, if
1y, < Ajon, With some probability can return to the
surface within the very first gyration, where they can
be “promptly” re-deposited with a probability of 1 —
R. Since the Larmor radmus is proportional to the ion
mass, prompt re-deposition especially occurs for
high-Z materialss This 15 also illustrated
schematically in figure 14 for W (high-Z) m
comparison to beryllum (low-Z). Prompt re-
deposition strongly depends on plasma parameters
and can reach 100% for high plasma temperature and
electron density. In JET the gross W erosion
measured by spectroscopy was up to factor 15 higher
than the net erosion measured post-mortem
Modelling with the ERO code [51] confirmed that
prompt re-deposition of W with probabilities larger
than 50% 1s responsible for the drastic reduction of
the net erosion compared to the gross erosion.

III.B Flux balance and surface composition

Large-scale devices such as tokamaks differ m
many aspects form smaller laboratory devices. One
of important features is a strong variation of particle
fluxes impinging the PFC at different locations.
Plasma-wall mteractions at some locations within
the device lead to material erosion, eroded material
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can be ionized in plasma and transported to other
locations where it can be deposited, re-eroded and
transported further along PFC or even across the
device. Furthermore, plasma is never free from
impurities. Apart from hydrogen isotopes, there is
always a certain oxygen influx. Depending on the
experimental conditions additional impurities such
as argon or neon can be injected into the edge plasma
for the purpose of radiative plasma cooling. Local
plasma parameters define the amounts of neutral
particles, in particular fast charge-exchange neutrals,
hitting the wall Finally, in the case of a fusion
experiment with a significant amount of fusion
reactions, also helium ions and neutrons will hit the
surrounding walls. Obviously, compared to a
laboratory experiment the situation in a tokamak is
much more complex: mstead of one projectile
species there i1s a whole bunch of mmpinging
projectiles, which in addition are not mono-energetic
but have a certain impact energy and angle
distribution.

‘Whether erosion or deposition will dominate at
a given location, depends on the balance of incoming
and outgomg fluxes:

= 43(Taep — Turo) , (16)

In equation 16, % gives the change rate of the total

number of particles in the surface element of an area
A due to erosion (outgomng) and deposition
(inconming) fluxes ofall species present in the plasma
flux and in the material surface. Similar equations
can be written for each species separately. Let us
consider a simple example, in which W surface 1s
bombarded by D plasma with a fraction, fz, =
r—rﬂ#—, of Be™ 1ons as impurity in the total plasma
p+ g+

flux. We neglect here that Be ions with higher charge
states can be present in plasma. Note that such ions
would gain higher energies m the sheath electric
field and thus will be characterized by higher
sputtering yields of the wall material Though
dynamic computer simulations with SDTrimSP or
similar would be required to assess the rates of
particle deposition and removal under changing
surface composition, with some simplifications we
can write analytical expressions in form of equation
16 for W and Be:

dN;
=2 = ey (t) (Yo-wlp+ + Yoeswlget). (17)

dr
% = —cge(t) (YD—)BerD"' + YB&—»BeFBe+)a
+(1 - RBe)FBe+ (18)
where cy(t) + cgo(t) =1 are time-dependent
relative concentrations of W and Be in a surface
layer of a given thickness, where particle interaction
takes place, V are respective erosion yields (keep in
mind the impact energy and angle dependence and
potential contribution of chemical effects for
D—Be), and Rg, 1s the total Be reflection coefficient,
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Figure 15: Nllustration: formation of co-deposited layers of
beryllium with tritium (T-Be).

that also depends on the surface composition, so that
(1-Rg)Tge+ gives the deposition rate. Similarly to
erosion terms m equations 17 and 18, we can write
in a simplified way

Rge = cw(t)Rpew + Cge(t)Rge-pe  (19)
By making such assumptions, we assume that
species are mixed m the surface layer of a given
thickness (interaction layer) and that their
contribution to reflection and erosion is simply
proportional to therr relative concentration i this
layer, the so called homogenous mixing model
(HMM). Provided that mncomung plasma fluxes do
not change, steady-state (constant i time)
erosion/deposition rates will establish as soon as the

equilibrium surface concentrations defined by ‘%’" =
0 and %=0wﬂlbereached_ It has to be noted,

that for known erosion and reflection yields, the
coupled equations 17 and 18 can be solved
numerically or by Monte-Carlo simulations to obtain
the steady-state erosion/deposition rates and
equilibrum surface concentrations. However, the
calculated time, at which equilibrium 1s established,
will depend on the selected interaction layer
thickness and thus should not be considered as a true
physical time.

III.C Fuel co-deposition

In the example considered above, we accounted
for material erosion by D 1ons but neglected that D
atoms are in fact implanted into the material and can
remain in the surface. This effect is especially
important in the case of deposition-dominated
conditions, since ions of hydrogen 1sotopes (fuel) are
incorporated into the growing deposited layer (figure
15). In the example above this would imply D co-
deposition with Be, but also co-deposition with
heavy elements such as W can take place. Since the
layer growth is not limited under the deposition-
dominated conditions, so also the build-up of fuel
inventory in the co-deposited layers 1s not hmited
and represents a safety issue. Moreover, thick
deposited layers can become unstable, so that flaking
and dust formation cannot be excluded. Fuel
containing dust particles can be mobilized during
plasma operation or off-normal events, thus posing
additional risks on plasma performance and hazard
control.

In view of ITER, co-deposition of trittum with
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Be and W have to be considered. Experience from
JET tokamak with the ITER-Like Be and W wall
material mix suggests that thick D:Be co-deposits
can be formed in the divertor. Several laboratory
studies have been performed in the recent years to
assess the fuel content in co-deposited layers of D
with metals. Empirical scaling expressions have
been proposed to describe the D/Me (Me stands for
metal) ratios in such layers as a function of different
parameters, mamly deposition fluxes, impact
energies and surface temperature. For Be the so-
called De Temmerman scaling [52] was deduced,
which has been recently challenged by extending the
range of experimental parameters [53]. As an
alternative, a sophisticated analytical method based
on reaction-diffusion rate equations has been
recently developed and validated on dedicated
laboratory experiments with W, Mo and Al [54] and
tested against the available data for Be [55].

IV. FUEL RETENTION

Retention of the radioactive trittam fuel in the
wall materials is a major concern for future fusion
devices since the m-vessel amount of tritrum has to
be hmited for safety aspects. If a certain limit is
reached, plasma operation has to be stopped and the
walls have to be cleaned from tritam. This limits the
availability of the device and demonstrates the need
to develop effective fuel retention diagnostics and
cleaning methods. In particular, baking of the vessel
(keeping the walls at elevated temperatures) and wall
conditioning with ion-cyclotron RF plasma or glow
discharge plasma are investigated as tools for
reducing the tritlum content i the walls [56].

Retention by co-deposition has been already
addressed in the previous section. In this section we
will consider findamental mechanisms of retention.
We will use the name hydrogen as collective for all
hydrogen 1sotopes.

Figure 16 illustrates the processes of hydrogen
mteraction with a surface of a metal Hydrogen
atoms and molecules can adsorb on surfaces of
metals. If hydrogen molecules are present m the
vacuum chamber (gas phase) they can dissociate,
adsorb on the surface and finally penetrate nto the
lattice, occupying mterstitial (solute) sites. The
amount of adsorbate i1s usually described as a
function of the gas pressure at constant temperature
(adsorption i1sotherms) [57]. In the case of ion
implantation, however, ions usually have enough
energy to overcome the surface energy barrier,
penetrate several atomic layers mto the surface and
only then thermalize in the lattice, finally occupying
mterstitial positions. Interstitial positions are the
local energy minima (figure 17) and hydrogen atoms
can experience temperature dependent random walk
between these positions. So hydrogen diffuses in the
lattice since the random walk from the region of
implantation (region of high concentration of
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Figure 16: Hlustration of hydrogen in a metal lattice.

hydrogen atoms) results in the net transport of atoms
to regions with low concentration, namely towards
the surface of the material and mto the material bulk.
Two hydrogen atoms that reach the surface of the
material in this process can recombine into a
molecule and desorb from the surface [58]. The
overall process of hydrogen implantation, diffusion
and desorption 1s called hydrogen recycling (also
reflection has to be taken into account). In these
processes hydrogen ions are absorbed by the walls
and hydrogen atoms and molecules are released.
Dissociation and ionization of these molecules in
plasma leads to plasma cooling so that when the
plasma flux to the wall increases, also the effect of
cooling by interaction with neutral particles
increases. For sufficiently high plasma fluxes m
tokamaks, also depending on the neutral pumping
capabilities in the divertor, ion-neutral interactions
lead to so-called high recycling divertor conditions
and finally to divertor detachment [59], which is
characterized by a beneficial reduction of the heat
flux to the wall due to plasma recombination.

In fusion-relevant materials, hydrogen
diffusion 1s active at rather moderate temperatures.
If materials would have ideal lattices without
impurities, most of hydrogen would outgas from the
walls within seconds after plasma exposure even at
room temperature. This is, however, not the case,
since any material has intrinsically present defects,
by nature or by manufacturing, and mmpurities.
Furthermore, ion implantation itself introduces
radiation defects (via collision cascades) and stresses
in the material. In future fusion devices also damage
by neutron mradiation will become important.
Material defects are responsible for hydrogen
trapping, 1e. they act as energetically favourable
sites for hydrogen binding with different degree of
binding strength. In fipure 17 this 1s illustrated by a
deeper energy minimum with activation energy of
de-trappmng, AE,,.,,, compared to the activation
energy of diffusion, AEp , that characterizes the
transitions between interstitial sites. Strongly
trapped hydrogen becomes immobile and can be
released only under higher material temperatures.
‘Weaker bound hydrogen can be released over rather
long time after exposure (days). Presence of traps
(defects) with relatively weak binding energies
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Figure 17: Energy diagram of hydrogen m the lattice. The
shown processes are de-trapping from a trapping site (1),
diffusion via mterstitial (solute) sites (2) and desorption
from the adsorption site on the surface (3) with respective
energy bamiers AE,,qp, ABp. AE 4.

slows down the diffusive hydrogen transport and
thus outgassing due recurring trapping and de-
trapping reactions. De-trapping, diffusion and
desorption are considered to be thermally activated
Arrhenmus processes so that the rates of respective
transitions are proportional to the Boltzmann
exponent with respective activation energy, AE,:

R ~ exp(—AE,/KT) 20)

Hydrogen atoms occupying interstitial sites
(solute hydrogen), empty and hydrogen-filled traps
can be represented by ther spatially and time
dependent concentrations in the material Evolution
of these concentrations can be described by a system
of coupled partial differential equations that can be
solved numerically, see e.g. [60, 61] and references
therein. Essential parameters for such macroscopic
rate equation modelling are the energy barriers for
various trapping and de-trapping reactions.
Experimental determination of such parameters is
rather challenging and prone to lots of uncertainties.
So typically such data are obtaned from first-
principles calculations, mamly by the density
functional theory (DFT), see e.g. [62, 63], and then
tested against experimental data. As far as the
experimental data is concerned, these are typically
thermal-desorption spectra (TDS) and hydrogen
depth-profiles from the nuclear-reaction analysis
(NRA) and secondary ion mass spectrometry (SIMS).

A lot of experimental efforts have been devoted
to the studies of exposure temperature, flux and
fluence dependences of retention, see e.g. [64, 65].
In particular for the fluence dependence, the
concentration of implantation-induced defects is
assumed to saturate at high fluences, which means
that for long enough exposure times the total
retention will be dominated by diffusion-driven
population of intrinsic traps. This fact is supported
by high fluence exposures m the lnear plasma
device PISCES-B [66], where a square-root of time
dependence of total retention was measu.red up to a
maximum D fluence of 2x10%® m?. However, for
shorter exposure times retention is usually strongly
dominated by radiation mduced effects. Figure 18
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Figure 18: Illustration of evolution of the outgassing flux
(upper frame) and total retention (lower frame) in the
material during and after plasma exposure [67].
1llustrates the evolution of the total accumulated fuel
in the material and the outgassing flux as a function
of time during and after exposure assuming
saturation of the total retention with fluence.
Experience from the JET tokamak suggests,
however, that the total in-vessel retention mn the Be-
W wall material mix will be rather dominated by
tritum co-deposition with beryllum.

In a fusion environment radiation damage by
fusion neutrons has to be taken mto account. Unlike
ion-induced damage, it will not be located in the
near-surface region, thus can be responsible for fuel
accumulation in deeper bulk regions. In addition,
interaction of neutrons with beryllium will lead to
the production of tritum wia nuclear reactions
(transmutation) inside the material itself

An important role m hydrogen retention,
especially m presence of helmm play surface
modifications, such as formation of blisters, which
will be briefly addressed in the following section.

V. SURFACE MORPHOLOGY CHANGES

Material erosion, impurity deposition and fuel
retention mechanisms described in the previous
sections can be considered as atomustic aspects of
plasma-wall interactions. These processes, however,
can lead to rather macroscopic changes of the surface
morphology. Surface roughening due to preferential
sputtering, prompt re-deposition and formation of
deposited layers is the first example. In the following
we will briefly cover some more exotic but still
rather common phenomena.

VA Blistering

Blisters are formed when implanted hydrogen
or helium atoms accumulate at some material defects
such as dislocation kinks, small voids or starting
from clustering of single vacancies. In case of
helium, clustering is energetically favourable even at
interstitial sites. Accumulation of atoms eventually
leads to formation of gas bubbles. Gas in the bubble
exerts pressure on the surrounding material leading
to mechanical stresses. If the bubble is close to the
surface, the stress field can be partly released by the
deformation of the material above the bubble, e.g. by
bending of the surfaice or by ghde of the
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crystallographic planes. In both cases protruding
elements appear on the surface that are called blisters.
Blister caps can be eroded or open by cracking
leading to the release of the enclosed gas. Blister
caps can peel-off leading to formation of micro-
flakes. Blisters are formed on most of fusion relevant
materials if they are exposed to high plasma flux
Blister formation tends to reduce at elevated
temperatures, however at very high fluxes (10%*
ion/m’/s and above) blister formation was observed
at surface temperatures as high as 1100 K [65].
While blistering under high flux D plasma exposure
acts as an additional retention channel simultaneous
exposure to 5% of He flux reduces hydrogen
retention [66]. Laboratory experiments, in particular
[68], demonstrated that defect-rich blistered surface
layer from one side acts as getter for hydrogen atoms,
mncreasing the near-surface retention but preventing
their penetration deeper mto the material, and from
the other side promotes that ~80% of hydrogen is
eventually released by opening of blisters due to
contnuous erosion of the surface.

V B Fuzz formation

‘We will limit our description to tungsten fuzz.
These are He-induced nanostructures (fibres) that
form on W surface under He mradiation at elevated
surface temperatures [69]. The most common
explanation for W fuzz 1s growth and burst of He
bubbles [70, 71]. He atoms diffuse and form small
mobile clusters. For the critical cluster size of 7-8 He
atoms, a W atoms is ejected, so that a self-interstitial
W atoms and a vacancy are produced. The He cluster
gets pmned to the vacancy and continues to growth
by absorbing He atoms and small He clusters. In this
process 1t continues to displace further W atoms that
at certain point reorganize into a dislocation loop that
detaches from the He bubble (dislocation loop
punching). Loop punching and bubble bursting lead
to pin holes, dips, and protrusion formation on the
surface. New subsurface bubbles form propagating
further surface morphological evolution Potential
issues associated with fuzz formation are the
mncreased probability of arcing, increased erosion,
and low thermal conductivity. In the absence of
strong plasma fluctuations (such as ELMS), fuzz
thickness increases with a square-root of time
dependence [72]. W fuzz can be expected to form
over a narrow region m the ITER divertor.
According to recent analysis [69], W fuzz formation
should not be critical for ITER operation.

V.C Melting and melt-layer motion

High heat loads to PFCs, especially in the case
of transient events such as unmitigated ELMs or
disruptions, can lead to melting of the material
Molten material is subject to several forces, among
which the JxB force was shown to dominate in JET



[73] and ASDEX-Upgrade [74]. Here B 1s the
toroidal magnetic field and J is the replacement
current flowmg through the molten layer to
compensate for thermionic emission from PFC [75].
Melting causes material damage via deep material
re-solidification and related propagation of macro-
cracks. Gross melt motion leads to macroscopic
surface modifications [76]. Melt splashing can occur,
leading to ejection of liquid metal droplets into
plasma. Such droplets can provide a very mtensive
source of impurities in the plasma that can impair the
plasma performance. Finally, droplets that survive
on their way through plasma are deposited elsewhere
in the device and i some cases can be remobilized
as dust particles, e.g. during subsequent plasma
ramp-up.

V.D Thermal shock and transient heat loads

PFCs m fusion devices are exposed to rather
high steady-state particle and heat loads. On top of
that, transient particle and heat loads can be present,
e.g. due to ELMs. Transient thermal loads induce a
wide range of surface modifications such as
roughening due to plastic deformation, formation of
small cracks and extended crack networks on the
PFC surface, mpairing the PFC integrity and
reducing its  lifetime [77].  Furthermore,
simultaneous exposure to heat and particle fluxes,
especially to helum, leads to lower material
plasticity and critical stress for damage/crack
formation due to H/He embrittlement, promoting
faster damage evolution [78].

SUMMARY

In this manuscript the most important processes
affecting the life time of plasma-facing components
in fusion devices have been briefly described.
Material erosion under bombardment of energetic
particles from plasma has been addressed both
terms of physical sputtering and in view of chemical
processes. Particle reflection, implantation and
deposition have been described and the role of co-
deposition of fuel atoms with eroded wall materials
in the in-vessel accumulation of tritmm in fusion
devices has been highlighted. Elementary atonustic
mechanisms of fuel retention in metals have been
introduced and macroscopic effects of hydrogen and
helium urradiation on the surface morphology of
plasma-facing components have been presented.
Finally, a short overview of effects of transient high
heat loads and combined particle and heat loads have
been given. This manuscript in no way pretends to
be an exhaustive review of plasma-wall mteraction
processes. The authors hope that the provided
literature references will allow a deeper immersion
into the topic for an mterested reader.
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STOCHASTIC BOUNDARY PLASMA IN TOKAMAKS WITH RESONANT MAGNETIC
PERTURBATIONS

Forschungszentrum Jiillich GmbH, Institut fiir Energie- und Klimaforschung - Plasmaphysik, 52425 Jilich, Germany

ABSTRACT

Experimental results from different devices
demonstrate that magnetic topology plays a key
role in plasma confinement, edge MHD stability,
and interactions between the plasma and the first
wall, particularly with the divertor. Recently, three-
dimensional (3D) magnetic topology effects, which
are associated with stochastic boundary plasma
physics, form one of the hottest topics in fusion re-
search today, and understanding them is essential for
the success of future fusion devices. In this paper,
an overview of the physics understanding of the for-
mation first of 3D magnetic topology and then of a
stochastic layer, and its effects on the edge and di-
vertor transport and on MHD stability in tokamak
plasmas will be presented. In addition, comparing
the advantages and disadvantages of 2D and 3D mag-
netic topology effects in magnetic confinement fusion
will be discussed.

L. INTRODUCTION

On the basis of the fusion reseach achievements of
the past half century, it is foreseen that a steady state
operation of ITER [1] and future fusion power plants,
e.g. DEMO, will require the resolution of plasma wall
interaction, in which a tolerable plasma exhaust, in-
cluding steady state and transient heat and particle
fluxes on plasma-facing components, is controlled re-
liably by one or more mechanisms at high power den-
sities.

A. Problem of transient plasma wall interaction

The standard tokamak H-mode [2] is foreseen as
the baseline operating scenario of a future fusion ma-
chine, e.g. ITER. However, the steep plasma pres-
sure gradient and associated increased current density
at the edge pedestal could exceed a threshold value
for driving magnetohydrodynamic (MHD) instabili-
ties referred to as Edge Localized Modes (ELMs).
Using results from various current devices, an extrap-
olation of the heat and particles deposited on the wall
components has been carried out for ITER. Since the
exact physics and scaling is unknown, the predicted

148

Y. Liang

ELM energy loss ranges from ~ 5 to 22M.J[4]. It
is expected that approximately half of this energy
will reach the wall and be deposited over a region of
~ 1m?2, known as the wetted area. Thus, the surface
energy density is suggested to be 2.5 to 11M Jm—?
which is ~ 5 to 20 times higher than acceptable for
the planned first wall components, primarily made of
tungsten or carbon fibre composites, which can re-
ceive a maximum of 0.5M Jm~2. Therefore, it is im-
portant to find mitigation/suppression solutions for
ELMs.

B. Problem of stationary plasma-wall interaction

In a fusion reactor, a significant amount of heat-
ing power, which is mainly from auxiliary heating and
energetic « particles produced in the D-T burning
plasmas, has to be continuously exhausted through
radiation or deposited directly on the plasma facing
components during long-pulse or steady-state opera-
tion. Since the transport along field lines is several
orders of magnitude higher than the cross field trans-
port, this results a very rapid decay of the profiles
inside the scrape-off layer (SOL) which causes a thin
power deposition width,A,.

~ Xi
A = TqR e (1)
Here, R is the major radius of the tokamak, g is the
safety factor at the edge, x| and x 1 are the energy
diffusion coefficients in the direction parallel and per-
pendicular to the field lines, respectively.

Based on the present experimental scaling[3], A,
is expected to be less than 1mm, and then the par-
allel heat flux may approach 1GWm 2 for ITER.
This obviously exceeds the engineering capability for
any plasma-facing component. Therefore, it is nec-
essary both to decrease the power conducted and
convected to the edge by enhancing exhaust through
non-magnetically confined particles (neutral atoms or
photons) and also to increase the A, by controlling the
edge plasma transport.

C. Stochasticity in Fusion Plasmas

The success of the stochastic ansatz goes back
to 1905, when Einstein published three fundamen-
tal papers, one of which was on Brownian motion



[5, 6], a simple continuous-time stochastic process in
natural science. Nowadays, the term stochastic oc-
curs in a wide variety of professional or academic
fields to describe events or systems that are unpre-
dictable due to the influence of a random variable.
The theory of stochasticity has been further devel-
oped [7, 8, 9, 10, 11]. Recently, stochastic transport
theory was developed for plasmas [12].

In a magnetically confined fusion device, reso-
nant magnetic perturbations (RMPs) can tear the
nested flux surfaces and generate magnetic islands.
The width of the magnetic island is proportional to
the square root of the perturbation field. By sim-
ply increasing the perturbation field, the island width
can be increased. Due to the fixed distance between
neighbouring islands, the island chains will grow and
further overlap. Then, the field lines start to behave
in a chaotic way and all closed flux surfaces between
the two surfaces will be destroyed. A standard cri-
terion of stochastization is the Chirikov parameter,
O.h, Which is the ratio of the island width to the ra-
dial distance between the neighbouring island-chains.
When ¢, = 1, the criterion indicates island overlap-
ping [8]. The magnetic fields between these two sur-
faces are now called stochastic or ergodic. These two
terms are used with almost the same meaning in the
fusion community although there is some difference
in their mathematical meanings. If the overlapping
of island chains exists, the transport (radial) will be
greatly enhanced and the pedestal gradient could be
reduced.

Very recently, structure formation and transport
in stochastic plasmas has been a topic of growing im-
portance in many fields of plasma physics from astro-
physics to fusion research. In particular, the inves-
tigation of the possibility of controlling the particle
and heat transport by the formation of a stochastic
boundary layer has been investigated on most large
and medium-sized magnetic confinement fusion de-
vices across the world [13]. A major result was dis-
covering that large type-I ELMs in H-mode tokamak
plasmas can be mitigated [14]or even suppressed [15]
by RMPs. This discovery opens up a possible mech-
anism for suppressing large type-I ELMs in future
fusion devices such as ITER. However, it is widely
recognized that a more basic understanding of the
plasma response to the RMPs is needed to extrap-
olate the results obtained in present experiments to
future fusion devices.

D. Scope of this lecture

This lecture will address the topic of stochastic
boundaries and focus on three-dimensional (3D) edge
physics and applications of RMPs in tokamaks. How-
ever, this topic itself is not specific to the tokamak
magnetic configuration. In both tokamaks and stel-
larators, stochastic magnetic fields can arise and in-
fluence the interplay between 3D magnetic topology
and plasma confinement. Stellarator devices repre-
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sent an inherent 3D challenge. They make use of
the island divertor concept, and stochasticity and
magnetic topology therefore play a fundamental role
in their operation. With the extended operational
regimes pioneered on the Large Helical Device (LHD),
and with W7-X, attention has been directed towards
the challenge of 3D plasma equlibria, transport and
plasma-surface interactions.

In this lecture, the fundamental physics of the
formation of a stochastic boundary layer by the ap-
plication of RMPs will be described. The physics of
stochastic boundary plasmas including the rotational
screening effect, the plasma equilibrium effect on the
magnetic topology, and stochastic plasma transport
and its effects on plasma-wall interactions will be dis-
cussed. Finally, the application of RMPs for control-
ling pedestal profiles and stability will be presented.

II. FORMATION OF A STOCHASTIC BOUND-
ARY LAYER IN MAGNETICALLY CONFINED
FUSION PLASMAS

A. Resonant magnetic perturbations

Magnetic perturbations which are resonant with
field lines in the plasma are known as RMPs. The res-
onance condition is fulfilled when the inverse winding
number of the field lines, in tokamak physics known
as the safety-factor

1 B,

=5 7o @)
corresponds to the ratio of the applied poloidal m
and toroidal n perturbation mode numbers: ¢ = 2.
Here, R is the major radius of the torus, B, and B,
the toroidal and poloidal magnetic field components,
and ds the line element in the poloidal plane. The
term RMP is mostly used if the perturbation is de-
liberately applied. In a magnetic confinement device,
several resonance conditions are usually fulfilled due
to the continuous g-profile. As will be seen below, the
key resonant perturbations are those in the plasma

boundary.
B. Methods of producing RMPs

A standard technique for producing such RMPs
is the usage of either in-vessel or external coil systems
with a certain geometry to apply the required poloidal
and toroidal mode numbers. The main focus is often
on low toroidal mode numbers, usually in the range of
1 to 4. Although the general idea is always the same,
the design of such RMP coil systems differs greatly
from device to device.

On JET, the error field correction coils (EFCCs),
which are located outside of the vacuum vessel, as
seen in figure 1, are used to apply RMPs. They were
originally designed to correct the intrinsic error field
of misaligned toroidal field coils. As a consequence of



the large distance between the coils and the plasma
edge, a strong current of several tens of kA is required
to achieve an adequate perturbation of the plasma
edge using such EFCCs.

Figure 1: Perspective view of JET showing the 4 large
error field correction coils mounted between the trans-
former limbs.

Depending on the wiring of the EFCCs, either
n = 1 or n = 2 fields can be created [17]. The ef-
fective radial resonant magnetic perturbation ampli-
tude, |breff| = |Bneff [ By|, where Breff and B, are
the radial resonant magnetic perturbation field and
the on-axis toroidal magnetic field, respectively, cal-
culated for Irpcc = 1kAt in n = 2 configuration, is
shown in figure 2. |b721/| is the n = 2 effective radial
resonant magnetic perturbation amplitude.
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Figure 2: Radial component of the n = 2 helical mode
spectrum with Iprocc = 1kAt using vacuum fields.
Here, the x-axis is the poloidal mode number, m. The
calculation is based on an equilibrium reconstruction
for JET pulse #69557 at 20s. Pitch resonant modes
with m = ng(¥) are shown by the blue dashed line.

Recently, the formation of helical current fila-
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ments flowing along field lines has been observed in
the SOL during the application of lower hybrid waves
(LHWs) on the Experimental Advanced Supercon-
ducting Tokamak (EAST) [18]. Magnetic perturba-
tions induced by the currents flowing in these edge
helical filament structures have been measured by a
set of Mirnov coils during the modulation of LHWs.
Because of the geometric effect of the LHW antenna,
the perturbation fields induced by the HCFs are dom-
inated by the n = 1 component. The magnetic per-
turbation spectrum calculated based on the experi-
mental parameters indicates a good resonant feature,
whereby the plasma edge resonant surfaces are well
aligned on the ridge of the spectrum as seen in figure
3.

\IJH‘Z

Figure 3: Radial component of the n = 1 helical mode
spectrum calculated with 1k A HCF current. The cal-
culation is based on an equilibrium reconstruction for
aEAST pulse. Pitch resonant modes with m = ng(0)
are shown by the blue dashed line.

C. 3D magnetic topology in tokamaks with RMPs

The application of RMPs results in the reorgani-
zation of the magnetic topology into a new equilib-
rium state. Resonances outside the plasma (in the
SOL) cause an external kinking of the plasma; reso-
nances inside the plasma lead to internal kinking and
magnetic reconnection processes, also known as tear-
ing. Due to this reconnection, magnetic islands are
created on surfaces at locations where ¢ is resonant.
On these flux surfaces, groups of islands form which
correspond in the number of islands in the poloidal
and toroidal directions with the poloidal and toroidal
mode numbers of the resonance at that location.

One method of visualizing the changes in the
magnetic topology is by using a Poincaré plot. The
simplest approach to modelling the effects of RMPs
on the plasma is to superpose the axisymmetric equi-
librium field with the additional perturbation field.
This is a vacuum approach as no plasma is considered,
although the field produced by the toroidal plasma
current is included. Knowing the total magnetic field



B = (Bg, By, Byz), the field lines can be traced based
on the equations
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Figure 4: Poincaré plots of the separatrix topology
combined with the contour plots of the connection
length of the field lines with (upper) and without
(lower) n = 2 EFCC perturbations with Ippoc =
32k At.

The crossing points of the field lines with the
poloidal cross-section at a fixed toroidal angle @
generate the Poincaré plot. Figure 4 (upper and
lower) shows the modification of the magnetic topol-
ogy when an n = 2 EFCC field was applied to a
2D poloidal divertor equilibrium. Here, the com-
bined Poincaré plots of the stochastic magnetic field
structures and the connection length of the perturbed
field lines are calculated by the GOURDON field line
tracing code [16] for an n = 2 EFCC configuration
on JET. The calculation is based on an equilibrium
reconstruction used for the calculation of the spec-
trum in figure 2 with the perturbation field super-
posed according to the vacuum approach [17]. Screen-
ing effects due to plasma rotation have been ne-
glected. However, these initial results clearly exhibit
the stochastic nature of the field line behaviour in the
region around the X-point where the plasma rotation
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is low. The lobes of the manifolds step out, seen as a
splitting of the strike point. The connection length of
the perturbed field lines slightly inside the separatix
is a few 100m, which is less than ~ 20 toroidal turns.

The plasma edge of magnetic confinement devices
is of great interest in RMP physics. In that region,
the effective perturbation (the perturbation field nor-
malized to the toroidal field), is aimed to be highest in
order to achieve a strong stochastization. Within the
stochastic region, the radial transport is enhanced,
which changes the plasma parameters [19, 20, 21, 22]
and may explain experimental observations like the
heat redistribution [23], modification of the edge elec-
tric field [24, 25] , and the control of edge instabilities
[15, 26, 27].

III. 3D BOUNDARY PLASMA PHYSICS

Within the last decade, it has become clear that
the magnetic topology of a plasma in a tokamak
cannot be fully described by the simple vacuum ap-
proach. In particular, during plasma operation in H-
mode, additional currents exist in the plasma or are
created as a response of the plasma to the applied ex-
ternal RMP fields. Many studies [28, 20, 30, 31, 32]
have shown that this plasma response needs to be
considered in order to understand the ongoing pro-
cesses in a tokamak plasma in the presence of RMPs.
The two main effects discussed are RMP field screen-
ing and the 3D equilibrium effect in low- or moderate-
beta plasmas. Resonant field amplification has to be
considered in high-beta plasmas, in which the ex-
ternal kink mode naturally becomes unstable. In
addition, particle drifts in H-mode operation ap-
pear to have a strong influence [33]. Different ideas
for improving the vacuum approach are discussed
[33, 34, 35] and new methods based on kinetic [36]
and fluid modelling used [37, 38, 39]. All these im-
proved modelling approaches show an impact on the
magnetic topology in the edge and core regions lead-
ing to modified plasma transport.

A. Plasma rotation screening effect on the RMPs

Depending on the plasma parameters and RMP
spectrum, the actual RMP field could be very dif-
ferent in rotating plasmas, where the generation of
current perturbations on rational surfaces could pre-
vent reconnection and island formation, leading to
the effective screening of RMPs [36, 40]. The equi-
librium radial electric field produces E x B rotation
which, together with the diamagnetic electron rota-
tion, is particularly important for RMP screening in
the pedestal region [38, 41].

Generally, the screening effect increases for lower
resistivity, stronger rotation and smaller RMP am-
plitude. For an H-mode plasma with a steep pres-
sure gradient at the edge pedestal, RMP penetra-
tion typically only occurs in the narrow region near



the separatrix due to the higher resistivity. However,
at certain plasma parameters and/or because of the
non-linear evolution of the radial electric field due to
RMPs, ExB perpendicular rotation can be com-
pensated by the electron diamagnetic rotation, i.e.
(Vo gxg + Vg ~ 0) . In this case, the RMP har-
monic (n,m) penetrates locally and forms islands on
the corresponding resonant surface ¢ = m/n [42].

B. 3D equilibrium with a stochastic boundary

Tokamaks are often considered to be two-
dimensional and consequently, their equilibrium is
treated by solving the Grad-Shafranov equation. In
real devices, the toroidal field ripple, error fields due
to coil misalignments and the deliberate application
of RMPs lead to a three-dimensional problem. The
addition of RMPs to an axisymmetric equilibrium
perturbs the force balance

VP 74 .J?X (E + gpgré,vac}- (4}

Here, p, J and B are the plasma pressure, current
density and magnetic field in an axisymmetric equi-
librium, and B;,ert,u“ is the 3D vacuum perturbation
field. To study the effect of the deviations from ax-
isymmetry on the equilibrium the application of com-
plex numerical tools is necessary. To re-establish the
force balance, a 3D equilibrium including an equilib-
rium response to the 3D perturbation fields is needed.

VP"’ VDPres = (f+ j:'ea}x (§+§per£,vac +-§rcs)- (5}

Here, p, ..., j;,_,s and grcs are the 3D plasma responses
of pressure, current density and magnetic field to the
applied perturbation fields.

Nowadays, a number of numerical codes for
the calculation of 3D MHD equilibria are available
(VMEC, PIES, HINT2, IPEC). Some assume nested
flux surfaces (VMEC, IPEC), while others allow for
magnetic islands (PIES, HINT2). On TEXTOR, the
HINT2 code [43] is used to compute numerical 3D
equilibria. The converged 3D equilibria are compared
with the simple vacuum superposition assumption for
the case with a DED current of 7.5kA/coil. While
the major structures are conserved in the HINT2 cal-
culation, an additional ergodisation around the X-
points of the major islands (e.g. the 3/2 island) ap-
pears. Furthermore, secondary structures appear in
the islands, a feature already observed experimentally
for 2/1 islands with the DED in 3/1 configuration
[44]. This effect is caused by the modified Pfirsch-
Schliiter current density distribution driven by the
pressure gradient around the island. In figure 5 (a)
and (b), connection length plots for an enlarged edge
area are shown and indicate an increased island size in
the HINT2 case. Furthermore, a statistical analysis
shows an increase in short (< 1000m) and very long
(== 16000m.) field lines (see figure 5 (¢)) in the HINT2
case. This indicates a shaper transition from the con-
fined core to the vacuum region. It should be noted
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Figure 5: Connection length plots: (a) vacuum, (b)
HINT?2. (c) Difference in the number of field lines in
specified length intervals: HINT2 result minus vac-
uum superposition in percent.

that the screening of the RMPs due to plasma rota-
tion is not taken into account in the present HINT2
calculation.

C. Plasma transport in the stochastic boundary

A strong effect on the electron and thus heat
transport is expected in a deep stochastic boundary
layer (0., > 1). The field line diffusion coefficient
Dy, and the electron heat diffusion coefficient can
be described as :

JBm n
= Dprven, Dpr =) ﬂqRﬂlT‘]'F- (6)

Here, vy, is the electron thermal velocity, 0B, ,, is
the resonant component of the magnetic perturba-
tion field. The electron heat transport in a stochastic
boundary layer ean be of the order of 10 — 100m?s—1!
over the perturbed edge and largely exceeds the usual
anomalous transport ~ 1m?s~! at the plasma edge.



Spin-up of the edge plasma rotation in the co-
current direction and a change of the plasma edge
electric field to a more positive value in the stochas-
tic boundary layer have been observed in experiment
[45]. This is due to the much larger electron mobility
compared to the ion mobility implying an electron-
retarding electric field in the plasma edge, which was
previously dominated by ion losses due to their larger
Larmor radius.

The effect of an additional radial diffusion on
particle transport is difficult to analyse due to the
coupling of the complicated transport regime to that
of the physics of particle sources, namely neutral
penetration. On JET, in a low- or a moderate-
collisionality regime (electron collisionality at the
pedestal, v} ;. < 1), the electron density at the
pedestal top decreased by ~ 20%, the so-called den-
sity pump-out [46], during the application of an n = 1
field, while the pedestal electron temperature in-
creased, keeping the pedestal pressure almost con-
stant. However, the pedestal pressure gradient ob-
tained from the derivative of the fitted curve shows
that the maximum pressure gradient in the profile is
decreased by 20% during the application of the n = 1
field, and the edge pressure barrier is 20% wider [47].
This is an effect mostly ascribable to the strong de-
crease in the n, pedestal height with an almost unvar-
ied width. In a high-collisionality regime (v* Vyede > 1),
the effect of RMPs on the pedestal particle and heat
transport is not clearly observed. [51].

Compensation of the density pump-out has been
also investigated on JET using either gas fuelling or
pellet injection in low-triangularity H-mode plasmas
[17, 49, 50]. Although the ELM frequency stays high
with n = 1 fields, no recovery of stored energy is ob-
served. An optimized fuelling rate for compensating
the density pump-out effect has been identified, and
it depends on the plasma configuration.

D. Effects of a stochastic boundary layer on
plasma-wall interaction

In the edge transport model, the transport of
power in the stochastic layer has been treated as a
diffusive process [55], which gives a significantly en-
larged effective cross-field transport for the electron
energy. As a result, a widening of the contact zone
between plasma and wall has been predicted|56]. Ex-
perimental results from different devices [23, 57] have
proved that the heat and particle deposition patterns
are strongly structured.

The resulting heat deposition pattern reflects the
complicated structure of the perturbed volume. It has
been shown in [52] that the connection length and the
radial penetration of the magnetic field lines defines
the amount of power deposited on the target struc-
tures. The maximum of the heat flux density corre-
sponds to the field lines with long connection length;
however, those with shallow penetration seem to be
strongly affected by the collisionality, in contrast to
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the field lines with deep penetration, which connect
the outermost existing island chain to the divertor
surface. For a proper analysis of such a complicated
topology, inevitably one needs 3D transport codes,
which could describe such a variety of magnetic field
lines.

As an example, splitting of the outer strike point
(SP), appearing as multiple peaks in the ELM heat
flux profile along the outer divertor plate, has been
measured by a fast IR camera during the applica-
tion of n = 2 fields on JET with the ITER-like wall
(ILW) as shown in figure 6. These multiple peaks in
the heat flux profile are observed only during a mit-
igated ELM crash when a certain Ippoo threshold
is reached. The preliminary results indicate that this
Igrcc threshold for the appearance of splitting of
the outer SP during the ELM ecrash is at a similar
level to that occurring for the saturation effect of the
plasma response. Similar findings of strike point split-
ting have been reported on DIII-D in the presence of
n = 3 RMP fields [53].
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Figure 6: Extended time traces of the heat flux dis-
tribution on the outer divertor plate in the phases
(upper left) without n = 2 field, (upper right) with
Igroe = 44 kA and (lOWEl‘ left) with Igpec = 88
kA. (Lower right) ELM peak heat flux profiles along
the outer divertor. From reference [51]

IV. ELM CONTROL USING RMP

Active control of ELMs by RMP fields offers an
attractive method for next-generation tokamaks, e.g.
ITER. The results obtained from the DIII-D, JET,
MAST, KSTAR, AUG and NSTX tokamaks have
shown that magnetic field perturbations can either
completely suppress ELMs [15], trigger small ELMs
during ELM-free periods, or affect the frequency and
size of the type-I ELMs in a controllable way, pre-
serving good global energy confinement [14].

A. Type-I ELM suppression with RMPs



The first successful demonstration of the ELM
suppression technique was reported from DITI-D [15],
where the in-vessel coils (I-coils) were employed.
The I-coils consist of 12 single-turn loops, six above
and six below the midplane (up-down symmetric)
mounted on the low-field side of the vessel. For the
ELM suppression experiments, the upper and lower
loops are operated with either the same current polar-
ities (even parity) or opposite current polarities (odd
parity), and induce a static perturbation field with a
toroidal mode number n = 3.

On DIII-D, the experimental results show that
the effectiveness of ELM suppression with n = 3 fields
depends on ggs. In low collisionality (v.,;. < 0.2)
H-mode plasmas, ELM suppression without small in-
termittent events is obtained in a narrow ggs window
ranging from 3.5 to 3.9 with an even parity n = 3
field and ~ 7.2 with an odd parity n = 3 field. Out-
side this ggs range, type-I ELMs are mitigated (ELM
frequency increased and ELM size decreased) by the
applied n = 3 fields. These results indicate a reso-
nant condition on the amplitude of RMPs for ELM
suppression.

B. Type-I ELM mitigation with RMPs

Active control of type-I ELMs by the application
of static n = 1 or 2 perturbation fields has been de-
veloped for more ITER-relevant configurations and
parameters in a wide operational space of plasma tri-
angularity (éy up to 0.45), ggs (4.8 — 3.0) and beta
(Bn up to 3.0) on JET [14, 48, 49, 17]. The first re-
sults of ELM mitigation with n = 2 fields on JET
demonstrate that the frequency of ELMs can be in-
creased by a factor of ~ 4—5, limited by the available
EFCC coil current. A wide operational window of ggs
has also been obtained for ELM mitigation with n = 2
fields. During the application of the n = 1, 2 fields, a
reduction in the ELM size (AWgp ) and ELM peak
heat flux on the divertor target by roughly the same
factor as the increase in the ELM frequency has been
observed. The reduction in heat flux is mainly due to
the drop of particle flux rather than a change of the
electron temperature. A modest drop (a few per cent)
in the total stored energy has been observed during
the ELM control phase with the EFCCs. However,
when normalized to the TPB98(y, 2) scaling, the con-
finement time shows almost no reduction.

Recently, mitigation of type-I ELMs was ob-
served with an n = 2 field on JET with the ITER-
like wall (ILW) [51]. A strong mitigation of type-I
ELMs was observed when an n = 2 field was ap-
plied in high-collisionality (., . = 2.0) H-mode plas-
mas. No density pump-out effect was observed in
the high-collisionality case, but was observed in the
low-collisionality case. In the moderate-collisionality
type-I ELMy H-mode plasmas with the ILW wall, a
saturation effect of ELM mitigation and clear pre-
ELM structures were observed on the outer divertor
plate during the application of n = 2 fields, depend-
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ing on gos[51, 54].

V. SUMMARY AND OPEN QUESTIONS

Regarding on the control of plasma transport in
the boundary zones, two conflicting issues have to be
balanced. On one hand, to achieve a homogenization
of the power deposition on target plates and reduce
the peak heat flux on the divertor or the limiter, a
high cross field transport level is required in the SOL.
On the other hand, to keep a high fusion gain, good
confinement with the edge plasma transport barrier
(H-mode), is required. One attractive idea for broad-
ening the SOL and distributing the particle and heat
fluxes more evenly and over a larger surface is to
soften the edge of the magnetic cage by the forma-
tion of a stochastic boundary with the application of
external magnetic perturbations.

In tokamaks, non-axisymmetric magnetic pertur-
bations, which change the magnetic topology, have
been applied on the majority of contemporary large-
scale tokamaks to control plasma edge stability and
transport. Recent research has highlighted the signif-
icance of the role that stochasticity and 3D magnetic
topology also play in this fundamentally 2D concept.
Their influence can be seen in transport and energy
confinement, in the control of various MHD instabil-
ities, most notably ELMs, which expel considerable
amounts of energy from the plasma and pose a risk
of damaging plasma-facing components in ITER and
other next-generation fusion devices.

RMP ELM suppression/control has shown very
promising results up to now, although the physics
mechanism is not well understood as yet. Future joint
experiments from different devices (DII-D, JET,
MAST, NSTX, AUG, TCV, KSTAR and EAST) will
help us to understand ELM suppression physics and
provide support for ITER.

To date, many attempts to explain ELM suppres-
sion have focused on the idea that the edge thermal
and particle losses are enhanced due to the forma-
tion of an outer ‘ergodic’ zone with RMP fields. This
‘ergodic’ boundary would reduce the edge pressure
gradients, and thus stabilize the peeling-ballooning
modes thought to underlie ELM formation [15], [37].
This mechanism is mainly supported by two experi-
mental results from DIII-D: i) splitting of the inner
strike-point observed during the RMP ELM suppres-
sion phase; and #i) spin-up of the edge plasma rota-
tion in the co-current direction and a change of the
plasma edge electric field to a more positive value due
to larger losses of electrons than ions with an ergodic
boundary. However, either bulk plasma or diamag-
netic rotation can screen the RMP fields from the
resonant magnetic flux surfaces. Many calculations
of the Chirikov parameter or overlapping of resonant
magnetic islands employ a vacuum assumption, which



neglects the plasma response (rotational screening ef-
fect and equilibrium effect).

Although the mechanism of ELM control with
RMPs is not yet fully understood, it has been exam-
ined in a wide operational window in many different
devices. Further optimisation of the magnetic pertur-
bation with less reduction of the plasma performance,
and an understanding of the underlying physics are
essential for future investigations.

In addition, the existence of these stochastic and
3D magnetic topology effects brings tokamak and
stellarator physics closer together, and a holistic ap-
proach to studying them provides the most promising
path to making good progress. Understanding these
effects is essential for the success of future fusion de-
vices, and they represent a hot topic in current fusion
research. Furthermore, reversed field pinches offer
access to these topics with unique features such as
the bifurcation into self-generated 3D equilibria and
multi-mode unstable plasma conditions with a high
degree of magnetic field stochasticity.
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CLASSICAL AND NEOCLASSICAL TRANSPORT THEORY

J.H.E. Proll*
! Bindhoven University of Technology, Eindhoven, The Netherlands

ABSTRACT

These lecture notes are meant as an introduction
to classical and neoclassical transport theory in toka-
maks and stellarators. For cases when the mean-free
path is shorter than typical macroscopic length scales
of the plasma, classical theory is applicable. Neoclas-
sical theory is valid when the mean-free path becomes
longer than the macroscopic length scales and the ge-
ometry of the confining magnetic field has to be taken
into account. Heuristic random walk arguments can
be used to shed light on how the diffusivities scale
with the collisionality. Additionally, kinetic theory
provides insight into phenomena such as the Spitzer
resistivity or the bootstrap current.

L. INTRODUCTION

How fast both heat and particles leave the plasma
crucially determines how efficient our fusion reactor
can be. We therefore need to understand the fluxes of
heat, particles and charge, as given by Fourier’s law

q=—xnVT (1)

with heat flux q, heat diffusivity ¥ and temperature
T!
Fick’s law for the particle flux T’

I'=—-DVn (2)

with particle diffusivity D and density n, as well as
Ohm’s law for the current density j

j=oE 3)

with conductivity ¢ and electric field E. How these
diffusive fluxes arise can be understood by studying
classical and neoclassical theory. In both cases, col-
lisions between particles are the drivers of transport.
For classical transport, the mean free path between
two collisions, A is short compared with the macro-
scopic length L, A/L < 1, so that the geometry of
the magnetic field can be neglected. For neoclassical
transport, the mean free path is considered arbitrary
and can also be long compared with the macroscopic
length. The geometry of the magnetic field thus needs
to be taken into account.

A rigorous treatment of these transport processes re-
quires the use of kinetic theory.
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A. Fluid equations
‘When taking the moments of the kinetic equation

Ofa €a fa
B +V-Vfa+m—ﬂ(E+va)- v

=C, (fa.) ’ (4)

we obtain the equations describing the conservation
of density, momentum and energy,

%-FV-(TIGVQ):'] (5)
%Jﬁ-ﬂa = ngen (Ea+ V. x B) + F,
(6)
% (% L";“Vﬂz) +V-Q. ()
= eun E-V, + / m;"'2 Co(fa)d%,  (8)
where friction force

F, = / mavC, (fa) d, ©)

pressure tensor
II, = /.mawfaftr (10)

and energy flux
Q. =f%mav2vfad3v (11)

have to be calculated using kinetic theory. With
these, the viscosity tensor

Ma = Hﬂ - pﬂI - manﬂvava (12)
with the unit tensor I and the heat flux

5paVa
2

can be defined. We will see later on how, using
expansions in the small parameter § = p,/L < 1
with the gyroradius p, and the macroscopic length
L amongst others will allow us to calculate the
distribution function f, and thus friction force,
pressure tensor and energy flux.

Q.E=Qﬂ_



B. Collisional processes

In the equations above we make use of the colli-
sion operator C,. It describes all collisional processes
of species a as a sum of contributions of collisions
with species b (including the case a = b).

Ca, = Ecﬂb (.fﬂ? fb) (14)
b

Important properties of the collision operator are that
it conserves particles,

fcﬂb (.fﬂ? fb)daﬂ = u! (15)

and that

fmngab fas o) d*v = fmavCaa fo. fa) d®v
Cot (fur fi) d%0 = — f T G (s fa) 4.

/%5
(16)

On the particle level, collisions can be understood as
small changes in direction of flight, when a particle’s
movement is altered due to the Coulomb interaction
with another particle. As these changes in direction
tend to be very small, the collision time is defined as
the time it takes for a particle of type a to interact so
often with a particle of type b that its change in di-
rection is 90 degrees. The collision frequency (i.e. the
inverse of the collision time) of electrons with velocity
v, with ions can thus be found as

4
;e
T A (17)

Vel T,
Bl( e) ~ 4,n_mg£0

with the Coulomb logarithm

Debye length

hA=In——X—————
minimum distance

~ 10 —20.

For the other combinations of collisions, similar ex-
pressions can be found. Due to the disparate masses,
the collisions between ions (with charge Ze) and elec-
trons can be ordered as follows:

Tei : Tee  Tii @ Tie & (18)

1:1: 2 m,;1/22:3/2_1m,; 19
- 7.) ‘2Zm 19

and thus

Tei ™~ Tee < Tii < Tie-

C. Random walk model

The collisions quantified above lead to a change
in direction for the particles. The particle movement
can thus be treated as a random walk. With a typ-
ical step length Az and step time 7 we obtain the
diffusivity

(Az)*

D=
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For both classical and neoclassical transport, we can
estimate the appropriate step lengths for particles in
a fusion plasma in various limits and thus obtain dif-
fusivities that come remarkably close to those found
by kinetic theory.

For the step times, we need to be aware that in order
to obtain particle transport, the centre of mass of the
two particles colliding must actually change. Like-
particle collisions will therefore not contribute to the
particle flux I'. For the heat flux, on the other hand,
like-particle collisions do contribute, as the centre of
energy moves.

II. CLASSICAL TRANSPORT

A. Random walk model of classical transport
Transport along B

Along the magnetic field, the random walk model
is the same as if there were no magnetisation. The
particles of species are assumed to stream along the
magnetic field line with their thermal speed vr =
(QTfm)lf 2 until they are stopped in their path by a
collision after a typical collision time 7 = 1/r. The
step length is thus equal to the mean free path

Ar = A jp = 07T

and the parallel particle diffusivity of species a is ob-
tained as

2
(vrTab)

Tab

where only unlike-particle collisions with collision
times T, are contributing. If we utilise the ratios
given by Eq. 19, we find that D; < D., ie.
the electron transport is much stronger. For the
heat diffusivities X||,q, like-particle collisions can also
contribute. However, as 7;, > 7; and 7., ~ T,
we find the heat diffusivities to be approximately
the same as the particle diffusivities. This means
that also the electron heat diffusivity is much larger
than the ion heat diffusivity, xj. > xj.- We
also note that for the transport along the mag-
netic field, collisions actually hinder the transport,
very much in contrast to transport across the field,
where collisions enable transport, as we shall see now.

D”,a = = ‘U’%Tab? (20)

Transport across B

For transport perpendicular to the magnetic field,
the step size is given by the gyroradius p, of species a.
Collisions act to modify the velocity of the particles,
therefore effectively moving the centre of the gyration
and thus leading to transport. Again, for the particle
diffusivity only unlike-particle collisions contribute,
so0 that the particle diffusivity of species a is given by

2
Pa
D, .= 21
Lla Tab ( )



It is found that the perpendicular particle diffusivities
of electrons and ions are equal:

2 2
D =P _P _p  =b,. (22)
Tie Tei

This is also referred to as ambipolarity.

For the heat diffusivities, again also the like-particle
collisions contribute. This time, as the collision times
appear in the denominator, the smaller of the two
collision times 7,4 and T, will be chosen, i.e. for the
ions 73 and for the electrons T.. ~ Te;. The heat
diffusivities are thus

2
b (e
XLi=T" w‘me Dy (23)
2

Xte=22xD, (24)

ee

(25)

Of the transport coefficients, the largest by far is thus
the ion heat diffusivity x | ;. In contrast to transport
along the magnetic field, transport across the field is
enabled by collisions.

B. Classical transport according to kinetic theory

In order to proceed with kinetic theory, we need
to establish a number of assumptions. The first, as
mentioned above, is that the gyroradius is small com-
pared agains the macroscopic scale length:

§d=p./L <1
and that the time derivative is small,
8/t ~ 8*vra/L, (26)

which removes plasma waves from the equations. For
classical transport in particular, we assume that the
collisional mean free path A is short, \/L < 1. We
further assume that the electric field is ordered large

ErJer ~ UTq, (27)

while for neoclassical transport, it is typically ordered
small, E/B ~ dvr,.

Now, equipped with these assumptions, we can begin
to investigate the classical transport theory. Because
we are assuming the large-flow ordering, we transform
the kinetic equation to a frame moving with that flow
velocity V,(r,t). Introducing the definitions v/, =
v — V,, and the field in the moving frame E/ = E +
V. x B, as well as the convective derivative

42,y
the kinetic equation becomes
% +v,-Vf, (28)
+ %(E’Jrv;x]a)—d;i“ .% (29)
st e = Ca (1) (30)
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With the assumptions of small gyroradius and short
mean free path one finds that the collision term on the
right hand side and the term including the magnetic
field on the left hand side are the largest. If we now
expand the distribution function, f, = foo+ fa1 +-- -
we can solve the equation perturbatively. In lowest
order, we will find that for the electrons (with charge

€, = —e) the distribution function is a Maxwellian at
rest in the moving frame,
m, 3/2 2
fzﬂ = Ne (2—?1_;1—;) € 2 (31)

where 22 = m.v?/2T.. In next order, the kinetic
equation becomes

Cee (fer) + Ci (fer) + ,,:e" xB- %
[ o) e
+(w-3) v vmr B (e )

m}vjvk ZV;;; +vgi$] fen

(32)
where we have now written v instead of v/ and where
u =V, —V; is the mean velocity of the electrons rel-
ative to the ions. We also wrote Cg,- (fer) = veil (fe1)
for the scattering part of the electron-ion collision
operator. To solve the equation, Chapman [1] and
Eskog [2] discovered that the derivatives of the tem-
perature and density on the right hand side can be
eliminated when taking the moments of the equation.
We will not go into further details here, but only
present some results in the limit p/A = 1/Q.7.; = 0,
which is mostly relevant in fusion plasmas. Here
Q. = —eB/m. is the electron gyrofrequency. Solv-
ing for the perturbed parts of ion and electron distri-
bution function allows for the calculation of the heat
fluxes of the electrons

9. = g, + a7,
. 3n. T,
q, = 0.7ln.Teu) — mb xuL
ap = —KV|T. —k3b x VI, — £V, T,

where the heat conductivities are

Kf = 3,167l
_ 5n. T,
BA = om0,
n.J.
< — 466
FL meS2T,

e

and the ions, respectively:

qi = —n”ﬁV”ﬂ- + Kb x VT —k{ V. T:



where

with €; = ZeB/m; and

1/21:3/2
12773/2171‘;’1 T‘;! €2
n; Z2e*ln A

Tii =

In both cases, the conductivities K| Ka and kK are
separated by the factor Q7. Transport along the field
is thus much stronger than across it, and is mostly
carried by the electrons, as already found through
the heuristic arguments. Similarly reproduced is that
across the field, i.e. Kk, the ion heat transport is
largest. In addition to the heat fluxes, also the force
acting on the species can be calculated. For the elec-
trons, it is found that the force F. acting on the elec-
trons consists of a drag force and a thermal force

Fe =Fu+FT

with
—m;—:?m (0.5111” + UJ_)

In.
Fr =-0.71 T.+——b T.
T neV” et 20T, x VT,

F, =

and where u = V,—V; and b = B/B. From the drag
force, we can also deduce the Spitzer conductivity
n.er,

o=196—=
Me

which determined the current
Ji = —neeu = oK

that arises in response to an applied parallel elec-
tric field [3]. We note that the Spitzer conductivity
is, maybe unexpectedly so, independent of the den-
sity 7., and also proportional to T.z3 !2, which implies
the reduced efficiency of ohmic heating at high tem-
peratures. While the classical transport is typically
overpowered by neoclassical and turbulent transport,
it does play an important role in the plasma edge,
where the parallel electron heat conductivity governs
transport to the divertor plates.

ITI. NEOCLASSICAL TRANSPORT

One important assumption of classical transport
was that the mean-free path is short, which implies
that particles don’t actually travel the magnetic field
long enough to experience any significant geometry
effects. If we leave this regime and move towards
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longer mean-free path, geometry effects need to be
considered, which leads us to neoclassical transport.
‘While kinetic theory is necessary for a complete anal-
ysis of neoclassical transport, the heuristic random
walk model again provides intuitive understanding of
the most important phenomena and scalings. We will
therefore only focus on those here. Readers interested
in the full derivation are encouraged to consult [4].

A. Random walk model of neoclassical transport

As for classical transport, particle movement in
toroidal confinement devices is still governed by the
gyromotion around the field lines. However, on top
of the helical movement, particle drifts due to the
curvature and gradient of the magnetic field arise:

v? + 1:2| .
20R

7
The radial net drift that a particle experiences, and
which will ultimately determine the average step
length of importance for our random walk (particles
also drift within the surface, but those drifts are of
no consequence for radial transport), depends on the
path a particle takes along the field. The calcula-
tion of that drift differs between passing and trapped
particles, where the latter are reflected at a certain
magnitude of the magnetic field according to their
magnetic moment (and thus also their ratio of per-
pendicular and parallel velocity). As a reminder, the
condition for a particle with parallel and total veloc-
ity v and v, respectively, to be trapped is

Vg~ —

where B, and B,.. are the minimum and maxi-
mum field strenghts on the flux surface, respectively.

Transport from passing particles

Let us first focus on the passing particles, whose
parallel velocity is large enough so that they are not
trapped in regions of low magnetic field and which
thus largely follow the magnetic field lines. For a
particle starting on the outboard midplane of a toka-
mak, the largest radial excursion is found after the
particle has roughly travelled half around poloidally,
until the inboard midplane. To determine the extent
of that excursion Ar, we need to know the time it
takes to travel there, At, with the known velocity v4.
If we assume that the particle travels along the field
line until it is stopped by a collision, we can again
use the estimate of parallel transport as already used
for classical transport, where we found an estimated
parallel diffusivity

D” NAZIJ'rTNU%}(V

If we take the length along the field line for a half
poloidal turn (so in the poloidal direction, the length



half around poloidally is o1 = 7r) to be

B B
l=—-1I j=7r— =
Bpol pol mr Bpal 'H'qu
with the safety factor
Br
q =
R{IB'poI

then the time for the particle with velocity vr to
travel this distance is of the order

2 2
At ~ @ o (ﬂ)
Dy ur

In the same time, the particle can drift radially ac-
cording to the drift given above. The drift is vertical,
s0 a particle starting on the outboard midplane will
either drift upwards or downwards depending on the
direction of the parallel velocity, which can again be
considered as a random walk in the radial direction.
The typical step length of this random walk is then
the radial distance that’s covered in the time At:

pur At
R

Ar ~ g AL ~

The diffusion coefficient for passing particles thus be-
comes
2
s ~ % ~veiq?p? ~ ¢* DY,
which is larger than the classical diffusion coefficient
Df:rp by a factor g> and where we have again as-
sumed that only unlike particle collisions contribute
to the particle transport. The neoclassical heat dif-
fusivities are found using the same arguments but for
like-particle collisions and are similarly larger than
their classical counterparts by a factor of ¢2:

Xi\:fass = Veeq2.03 ~ QQXEI (33)
Xivpass = Viid’p7 ~ x5! (39
Transport from trapped particles

Also trapped particles contribute to cross-field
transport. The main modification compared with the
passing particles is the typical step length, which can
be found to be of the order of the banana width &ry,

Arménw%

with € =  being the inverse aspect ratio. In ad-
dition to the larger step size we also need to take
into account, that typically only a small fraction—of
the order of f, ~ ,/e—are trapped and thus con-
tribute to the trapped-particle transport. Finally,
for a trapped particle to change its direction so that
it is transported into a different banana orbit, the
change in pitch angle required is decidedly below 90
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degrees (for a moderately trapped particle it is around
AB -~ \/2_5) As collision times are always defined
to be accumulated until changes in pitch angle of 90
degrees are achieved, for the trapped particles an ef-
fective collision time is required

r
Teff ™~ ETQU = E€Tan

which is a factor € smaller than the typical collision
time.
In total, we thus obtain for the particle diffusivity
Di\r’C ~ fe—(AT)Q
Teff
and the heat diffusivities

Xi‘:’g = 5_3'{2v¢eq2p2 ~ e_sfznga“ (35)

NG, (36)

The trapped-particle contribution to transport is thus
by a factor e=3/2 larger than that of the passing parti-
cles, and one could assume that the transport by the
passing particles thus only plays a minor role. This is
indeed largely true when the so-called collisionality,
i.e. the ratio between collision frequency and tran-
sit frequency w, = vr/qR, is small. In that case can
the trapped particles complete their (banana) orbits
and therefore contribute to transport. This regime
of low collisionality is thus also called the Banana
regime. Typically, the core of tokamaks is in this
regime thanks to the high temperatures.

In the opposite limit of high collisionality with
v/(vr/qR) < 1, the so-called Pfirsch-Schliiter
regime, the collisions interrupt the trapped-particle
orbits and we need to consider the short-mean-free-
path-approximation, where the calculation for the
passing particles holds. So in both regimes the dif-
fusivities are proportional to the collisionality, albeit
with different proportionality constants. Typically,
these two regimes transition directly into one another.
if the inverse aspect ratio is small, € < 1, a third
regime, the so-called plateau regime, emerges in be-
tween, for €3/2 <« R <€ 1, where the diffusivities
remain roughly constant. Here, most circulating par-
ticle orbits are completed but trapped orbits are in-
terrupted (see also Fig. 1 for a sketch of the different
regimes of diffusivity). Note that also at fairly large
aspect ratios of e.g. Rp/r = 5 the plateau almost
vanishes.

— 32 —3/2pNC

2 2
Vei@ Pe ™~ paas

NC —3/2,, 2 2
Xigr =€ / Vi@ p; ~ €

B. The Bootstrap current

Another important result of neoclassical theory is
the Bootstrap current, which is found as one part of
the parallel current. When solving the drift kinetic
equation for f; and calculating the parallel current
with it, we obtain

fean.Te T:\ dlnn.
Jy= 20 g6 (14 =2
I B T ) Tar

dinT.  0.29dT;

0.47 2220 (1 - 1.31f,) oEW
A T T dr}—i_( 1) oE)



<

Pfirsch

Plateau Schliiter

Banana

=0

Figure 1: Sketch of how the neoclassical diffusion co-
efficient D depends on the collisionality v, with the
three different regimes indicated.

for a large-aspect-ratio tokamak with circular cross
section. Here, f; ~ 1.46¢'/2 is the ”effective” frac-
tion of trapped particles, and while the second term
denotes the effective reduction of parallel current by
the fraction of trapped particles because they cannot
contribute to it, the first term denotes the Bootstrap
current that arises because of the trapped particles,
and, as seen from the equation, due to a gradient
in the density. It can be understood when consider-
ing the trajectory of the trapped particles from the
birds-eye-view onto the tokamak. Then, just as with
the view of the poloidal cut, the orbits are seen as
bananas: If the centre of the banana orbit is found
at r, then the part of the orbit with positive paral-
lel velocity is found at roughly half a banana width
dry ~ gp/e'/? away, thus at r + 1/24r,, and the re-
turn path with negative parallel velocity is found at
r—1/24ry. At the same time, at r+1/2r;, we find the
particles who have their banana centre at r+ drg, but
those are already on their return orbit and have neg-
ative parallel velocity. The net current at r + 1/2dr,
is thus given by the difference in density between the
two different banana centres:

d
Jgs ~vj€, (n(r) —n(r +ory)) ~ weﬂ—nén, (37)

dr

qT, dn,

~TarB dr
A similar argument can be made for the passing par-
ticles, which also experience radial drifts and thus
contribute to a toroidal current and which are in col-
lisional equiilibrium with the trapped particles. The

total Bootstrap current is found to scale as

(38)

ell2p
rB.

P

Jpg ~

where B, = eB/q is the poloidal field. Note that es-
pecially at larger € the Bootstrap current can become
rather large, comparable to or even greater than the
Ohmic current, and is thus highly important for eco-
nomically running a tokamak.
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IV. NEOCLASSICAL TRANSPORT IN STEL-
LARATORS

So far the discussion focussed on tokamaks, with
their axisymmetry and radially confined trapped par-
ticles. While the transport for high collsionality does
not differ much between tokamaks and stellarators as
the mean-free path is not long enough to really take
any geometry effects into account, the transport at
low collisionality is decidedly different.

A. The 1/v regime at low collisionality

Generally, the orbits of trapped particles (often
trapped in local minima) in non-axisymmetric mag-
netic fields are not closed, and the trapped particles
experience a net radial drift towards to outside of the
plasma. Similar to the parallel transport, we there-
fore consider the transport of heat and particles as
hindered by the collisions. A typical step length for
these radially drifting particles is then

Ar ~vg At

where vg,,- is the (bounce-averaged) radial component
of the particle drift. Similar to the considerations be-
fore, the step time for trapped particles is shorter
than the typical collision time because full 90 degrees
collisions are not necessary, so that the step time be-
comes

At ~ e v,

where e, ~ dB/B is the so-called helical ripple, which
denotes the local variation of the magnetic field.
The particle diffusivity then becomes

D 12 Ar? ei’l 21}3
Y™ A YTy
which is proportional to 1/v. This low-collisionality
regime is therefore also referred to as the 1/v regime.
Note that the diffusivity scales as

ml/2T7/2
Dyjpy ~ nB2R2

which means that especially for reactor conditions
with very high temperature the transport can become
very large, which poses a severe problem for stellara-
tors.

The 1/v transport can be reduced significantly if the
bounce-averaged drift of the trapped particles is min-
imised. Fields where the bounce-averaged drift is ex-
actly zero are called omnigeneous, and several routes
to achieve this at least approximately exist, e.g. those
of quasi-symmetry (realised in the Helically symmet-
ric stellarator HSX in Madison, Wisconsin, USA),or
those of quasi-isodynamicity (realised in Wendelstein
7-X in Greifswald, Germany). Often the zero net
drift is only achieved on one flux surface and min-
imised on the others, but the total transport can still



be reduced significantly. A comparison of the diffu-
sion coefficients computed for different stellarators is
found in [6].

An important difference between tokamaks and stel-
larators is the so-calledf intrinsic ambipolarity: While
the electron and ion particle fluxes are automatically
equal in axisymmetric devices, this is not the case in
stellarators. The particle flux for a species a is given
by

dlnn e, FE dInT,
[o— =-n, |D a_faZr)ip o
o ““{‘“( dr T,,)+ 2 dr]

where the diffusion coefficients (the Ds) are larger for
the ions than for the electrons, so that the fluxes can
be of different magnitude and ions and electrons are
transported at different rates outside of the plasma.
A radial electric field E, builds up until both fluxes
are equal. Depending on the sign of this field, we
speak of an electron root or an ion root. The former is
commonly found in plasmas where the electron tem-
perature is significantly above the ion temperature,
and is characterised by a rather strong field, which
can in turn lead to a strong reduction of the trans-
port, as we will see in the next section. If electron
and ion temperature are very similar, the plasma will
more frequently be in ion root, where the electric field
is smaller.

B. The influence of the radial electric field

If the electric field is sufficiently strong, the Ex B
drift that arises and which is within the surface can
detrap the helical particles. The frequency associated
with this poloidal movement is

VExB

W, ~ ~ E/rB,

and will dominate the distance the particle can travel
radially (once the E x B drift has moved the particle
out of the trapping well it becomes a passing particle
with a vanishing net drift):

Ar ~vgfw,

For the effective collision frequency, we again take
into account that the scattering in and out of trapping
regions is important, and we therefore use

v v v
G T T

where f is again the fraction of trapped particles.
The estimate for the diffusivity now becomes

2
2 Vg
D~ f(AT) ng}' ~ ?w—g,

which diverges as f — 0. However, the assumption
was that the frequency responsible for stopping the
particle from drifting and therefore the dominant one
was that associated by the electric field. We can thus
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— Tokamak {large aspect ratio)

=

Figure 2: Sketch of how the neoclassical diffusion co-
efficient D depends on the collisionality v in a typical
stellarator. At low collisionality, both the typical 1 /v
regime and the /v regime (the result of a radial elec-
tric field) are indicated. For higher collisionality, the
transport in stellarators and tokamaks barely differs.

create an upper limit for the effective collision fre-
quency
Ve < W,

and thus it follows that

AT

v
fz——=v ~ W,
W, eff N

and
vlﬂtﬁ
3/2
{.u‘e;

~

In this regime, the transport thus scales with /v

and decreases with an increasing electric field due to
E-3/2[1].

V. SUMMARY

Classical and neoclassical transport theory lead
to several important findings: Classical transport,
while usually overwhelmed by turbulent transport, is
suited to describe transport in the edge. Neoclassical
transport often is applicable to describe transport of
impurities and, in unoptimised stellarators, also the
transport of the bulk species. The neoclassical re-
duction of the conductivity are predicted, so is the
Bootstrap current, without which economically run-
ning tokamaks would be unimaginable.

VI. FURTHER READING

The heuristic arguments presented here are de-
seribed in more detail in Freidberg’s excellent text-
book [8], which is generally highly recommended for
learning about fusion. For collisional transport in
particular, the text book by Helander and Sigmar [4]
provides thorough derivations, while still being paed-
agogical and understandable. For classical transport,



1. S. Chapman, Phil.

the review by Braginskii [9] must of course be men-
tioned.
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ABSTRACT

Tearing modes often limit the performance of toka-
mak plasmas, because the magnetic islands which they
generate lead to a loss of confinement, or even a disrup-
tion. A particularly dangerous instability is the neoclassi-
cal tearing mode, which can grow to a large amplifude
because of the amplification effect that the bootstrap cur-
rent has on an imtial ‘seed’ magnetic 1sland. This paper
will address the mechanisms which dominate the neoclas-
sical tearing mode evolution, and thereby identify possible
control techniques.

L INTRODUCTION

The good confinement of the tokamak is achieved
because to leading order the 1ons and electrons follow the
magnetic field lines, which in turn lie on toroidally sym-
metric, nested magnetic flux surfaces. However, there are
a number of plasma instabilites which can modify the
magnetic geometry and so lead to a reduction in confine-
ment and a loss of plasma stored energy. In this paper we
shall concentrate on a particular type of instability, the
tearing mode, and explore its consequences for tokamak
performance. One consequence of the tearing mode insta-
bility 1s that the plasma adopts a new, non-symmetric equi-
librium (or, if the instability 1s particularly wviolent, the
plasma can be lost altogether in a disruption). This new
equilibrium 1s characterised by a chain of magnetic is-
lands, and field lines can migrate radially around these
over a distance comparable to the island width. The result
1s that the radial particle and energy flux is enhanced in the
regions where the magnetic 1slands form, and the overall
confinement 1s degraded (eg the central plasma tempera-
ture 1s reduced). For this reason, understanding the causes
of tearing modes is an important part of tokamak physics
research, and this paper provides a brief review of the pro-
gress made in our understanding, and the gaps that remain.

‘We shall begin in Section IT with a brief summary of
the basic properties of tearing modes, and provide a simple
derivation of the °classical’ (Rutherford) tearing mode
evolution equation’. Then in Section III we shall address a
number of other mechanisms which can contribute to the
tearing mode evolution in toroidal plasmas to derive, heu-
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ristically, the so-called modified Rutherford equation for
neoclassical tearing modes (NTMs). In Section IV we shall
explore the experimental evidence for neoclassical tearing
modes and make comparisons with the theory. Finally, in
Section V, we shall consider some of the control methods
which have been proposed, largely motivated by our theo-
retical understanding of these instabilities.

II. CLASSICAL TEARING MODE PHYSICS

Let us begin by introducing some of the terminology
associated with tearing mode physics, broadly following
Ref [2]. To simplify the geometry, let us take an annulus
of toroidal plasma with major radius R (say between minor
radu =ry and r=ry), and cut this open in the toroidal and
poloidal directions to form the plasma slab shown in Fig 1.
‘We have placed an 1sland chain at the radial position r=r
and indicated the positions of the so-called X-points and
O-pomnts of the island. It is conventional to define the
mode structure in terms of the dominant Fourier compo-
nents of the island; the case shown in Fig 1 has poloidal
mode number m=2 and toroidal mode number n=1. Note
that the dashed line connecting the island O-points 1s ap-
proximately a line of symmetry in the large aspect ratio
approximation of the tokamak Thus the island magnetic
geometry can be defined in terms of three coordinates: the
radial variable, r, the poloidal angle, 6, and a new helical
angle, & which is directed along a line perpendicular to

O-point

' ..... . -'ar.:.‘.c.;: .....
X-point il
r:r2 T .
2nR
r “V
— I R ¢’
F=n T S
—_—
0
Fig. 1. A toroidal annulus of plasma showing flux surfaces

forming magnetic islands. The annulus has been cut along
the poloidal (8) and toroidal (¢) directions and opened out.



that connecting the 1sland O-points
£=0-24 )
m

Again adopting a large aspect ratio approximation,
we see that the component of magnetic field in the helical
direction 1s given by

I_H

By =Bg[ ;q(r)ﬁ) @

where Bj 1s the poloidal component of the magnetic field
and q(7) 1s the safety factor. The role of the tearing mode
instability 1s to provide the radial component of magnetic
field required to generate a magnetic island. Denoting this
by 6B=B,simé, and noting that a field line will follow a
trajectory given by

dr _6_3
rdé B,

5

3

we see that the radial excursion of field lines i1s neghigible
unless By, 1s small (we consider that the radial field gener-
ated by the tearing mode is typically much smaller than the
equilibrium magnetic fields imposed in the tokamak by the
machine operator). Thus the largest radial excursions are
experienced at the radial position where g=m/n; that 1s,
island chains form on rational surfaces. Taylor expanding
q about the rational surface r=r;, then we can use Eq (2) in
Eq (3) to derive the following equation for the field lnes:

Q= ZLQ— cosmé C))
w

where x=r—r,, Q 1s a flux surface label (a constant of the
ntegration) and

. \1/2

B

weo| TLr ©)
mBgdq/dr

1s the 1sland half-width. Note that Q=1 defines the island
separatrix, -1<0)<1 defines flux surfaces inside the island
and (2>1 defines flux surfaces outside the 1sland.

Having described the geometry and introduced the
essential terminology, we are now in a position to describe
some of the basic theoretical principles behind tearing
modes. The theory can be broadly categorised into linear
and non-linear theory. We shall be concerned with larger
magnetic 1slands, so that the non-linear theory is the ap-
propriate one to adopt here. Above, we characterised the
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perturbation in terms of the radial magnetic field 1t pro-
duced; in fact we shall find it more convement to instead
use the flux function, y. Thus we define the perturbed flux

v =y cosmé B, =¥ (6)

where 1/ is related to B, and is assumed to vary only

slowly with radius over the island width length scale. In
terms of y, the total magnetic field is given by

B=f(V¢+Ve=xV(¥+y), Q)

where f{r)=RB, and *¥(r) is the poloidal magnetic flux. Let
us restrict consideration to small magnetic islands whose
width 1s much less than the tokamak minor radius. Then
the current perturbation i1s small, and we are justified in
assuming that y varies only slowly with . For islands
whose width 1s much less than their length, Ampere’s law
relates y to the current density perturbation parallel to the
magnetic field, J-

1d°

EF;V = tgJy (8)
Another condition on the validity of this expression 1s that
the perturbed current is localised about the island region so
that, although dy/dr 1s small, it changes rapidly in a nar-
row region in the vicinity of the island so that its second
derivative need not be small. Making use of this we inte-
prate across the island region from r=—/ to r=I, where
r.=>>[>>w 1s assumed. In addition we define a parameter
which characterises the jump in dy/dr across the island,
conventionally denoted by the symbol A":

ﬂ':]j.ml d_"y _dgu (9)
f—mlp' dr r=l dr r=—I

As a result we arrive at the following basic equation for
tearing mode evolution:

A" = ZPUR_I.EX§“"§ Jycosmé (10)

The next task is to determine the perturbed current.
Note that 1t 1s only the current parallel to the magnetic field
that contributes to the island evolution equation. The sim-
plest model is that considered by Rutherford!, in which the
only contribution to J; comes from the induced current
associated with island growth. Thus, for an 1sland which 1s
evolving, so that y has a time-dependence, an electric field
proportional to dy/dt 1s generated parallel to the magnetic
field (note that y 1s proportional to the component of the



perturbed vector potential in the magnetic field direction).
This gives rise to a current via Ohm’s law:

= —cnsmH -Vie (11)

where 1) 15 the plasma resistivity, ¢ is the electrostatic po-
tential and V| 1s the derivative along the perturbed magnet-
ic field lines of the island.

It 1s worthwhile spending a little time considering the
V) operator, which is defined as

B-V 128 d
=3 TR
B Rq ZL ] Py 88|, o
where k=—mx/rL; and L=Rq/s, with s=(r/q)(dg/dr) being
the magnetic shear. A useful procedure 1s to define an av-
erage over the two angles, © and &, which annihilates the

V| operator. We shall indicate this averaging procedure by
angled brackets, defined as

§d8§d§ﬁ
.1
§d8§d€ JQ+cosé

e 12)

Q=1

-
—
1}

Z §d8'|.d ,f'Q+cosc o<1

§do J'dﬂ L

JQ+cosé
where cos&;= and 0=xf’Lx|_ ‘We can now use this averag-
ing operator to elinunate ¢ from Eq (11) as follows. First
we note that we expect Jj to be a function only of Q, due
to the fact that we neglect particle drifts perpendicular to
the magnetic field for the present (so that perpendicular
currents must also be absent), and therefore we must satis-
fy V-3=VJi=0. Thus, we arrive at the result

1oy

Jy= Ea—]’:(cosmg) (14)
and substitution of this into Eq (10), together with Eq (5),
yields the classical Rutherford tearing mode evolution
equation:

am% =rA" (15)

where r,=p{,rfa"n 15 the current diffusion time and a,=0.82
1s associated with the i1sland geometry. Note that this equa-
tion predicts that an 1sland will grow linearly in time pro-
vided A' >0, at least initially when the 1sland 1s sufficiently

168

(13)

small that A" 1s independent of w. Clearly the parameter A'
1s important for the stability of tearing modes, and it 1s
therefore useful to say a few more words about its physical
significance, and how it 1s determined.

Recall that we have assumed that  1s approximately
independent of r in the vicimty of the island, and so far we
have only solved for y, or equivalently w, in that region.
Away from the island region, two simplifying approxima-
tions can be made: (1) the plasma response is linear, and
(2) resistivity 1s umimportant. Thus, away from the island
region the equations of linear 1deal magneto-
hydrodynamics (MHD) can be used to evaluate y(r) (note
that over the longer length scales across the plasma minor
radius, the r dependence of y cannot be neglected, and
indeed 1s calculated from the 1deal MHD equations). Ap-
plying appropriate boundary conditions at the plasma edge
and centre, and integrating the MHD equations from the
centre out to the rational surface, and from the edge into
the rational surface, one can calculate y(7) over the full
plasma region, taking y to be continuous at the island ra-
tional surface. In general, one will find that this solution
will have a discontinuous gradient at the rational surface,
and from this one can calculate A' from the ideal region
using Eq (9), but replacing —/ with the linut as r—r, from
below, and + with the limit as r—; from above. This is
basically a matching condition between the solution for v
in the ideal MHD region and that in the island region.
Thus we see that A' is a property of the global plasma
equilibrium, and in the it of small islands (w<<r;) 1s not
influenced by the presence of the island itself. Indeed, 1t
can be shown that A' represents the free energy available in
the plasma current density distribution to drive the tearing
mode. In the following sections we will see how other
effects can modify the evolution of tearing modes, but
these are different from the A' drive in that they originate
from the island region itself.

III. THE MODIFIED RUTHERFORD EQUATION

In the previous section we considered only the in-
ductive contribution (due to island growth) to the per-
turbed current, J;. In this section we consider a number of
other contributions, which together constitute the ingredi-
ents of the so-called neoclassical tearing mode (NTM).

Let us begin by considering the most important el-
ement: the perturbed bootstrap current*®. The bootstrap
current 1s a current which flows along the tokamak mag-
netic field lines due to the combined effect of the trapped
particles and the density and temperature gradients which
exist. We do not go into the details of this current here, but
1t suffices to know that the bootstrap current is proportion-
al to a linear combination of density and temperature gra-



dients, and requires the plasma to be in a low (so-called
‘banana’ or ‘plateaun’) collisionality regime so that trapped
particles can perform a complete orbit before being de-
trapped by collisions. For our purposes it is sufficient to
use a simple model for the bootstrap current, which we
express in the form:

JE dp
Jp =24 —— 1
bs By dr (16)

This expression is accurate i the limit of small inverse
aspect ratio, €, and zero temperature gradient (p denotes
the plasma pressure).

The main reason for a perturbation in the bootstrap
current in the vicinity of the island is due to the island’s
effect on the plasma pressure there. Suppose that at some
mitial time there exists a magnetic island. There 1s rapid
parallel transport along field lines so that the pressure is
approximately a flux surface quantity; this means that in
the absence of heat and particle sources inside the island,
the pressure gradient tends to be removed from inside the
island. From Eq (16) we therefore see that the bootstrap
current 15 removed from inside the island, whilst outside
(where a pressure gradient is still maintained across the
flux surfaces) the bootstrap current remains. Thus there 1s
a ‘hole’ in the bootstrap current which exists around the
island O-points; ie there is an additional contribution to Jj
which has the required cosmé component to contribute to
the island evolution in Eq (10). Thus, if we now combine
this contribution with the inductive contribution, Eq (14),
and substitute the total J; into Eq (10) (using Eq (5) for the
1sland width in place of y), we find:

L
al%ﬂ=ﬂ'+a2£&—q an
ro dt w L,

We have introduced a new numerical factor a;, which
originates from the integral over space, the poloidal beta,
Be=2mp/Be’, Ly '=ding/dr and L, =—dlInp/dr. Note that in
normal tokamak situations Z,/L,>0 and therefore the boot-
strap current term usually contributes a drive for the tear-
ing mode (a notable exception 1s the case of reverse shear
discharges, where L,<0). Indeed, for sufficiently small
island widths the bootstrap term 1s the dominant one, so
that even in situations when the plasma 1s stable to the
classical tearing mode, the effect of the bootstrap current 1s
to drive it unstable. In such cases the mstability 1s called a
neoclassical tearing mode.

Let us suppose that we are in this neoclassical tearing
mode instability regime, so that A'<0. It is useful to plot
dwi/dt as a function of w, and this is shown in Fig 2. There
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Fig. 2. The 1sland growth as a function of the width,
from Eq (17) mndicating the saturated island width solu-
tion at w=w,,,

1s an important value of w=w., for which @w/dt=0: for
W<W.y, dwl/dt=0, so the 1sland will grow until w=w.; for
w>w,,, dw/dt<0, so the island will shrink until w=w_,
Thus we see that w=w_ 1s a stable point, corresponding to
the saturated island width that the neoclassical tearing
mode will evolve towards. We can use Eq (17) to derive:

L
Vet gy s Lo_Zo (18)
r.f r.f

(_ ‘5!] Lp
In order to gain an order of magnitude estimate of the ef-
fect, let us further suppose that L ,~L, and that r.A"~2m
(which 1s correct in the asymptotic limit of large m); then
we find that

Wt ‘8_5' (19)
s 2m

Equation (19) illustrates why these modes are so danger-
ous: as we increase g the island will grow, leading to an
ever increasing degradation in confinement; eventually a
situation would be reached where all the heating power
which 1s put mnto the plasma 1s immediately flushed out by
the island, and 1t will be impossible to increase Bp further.
In this sense, the NTM provides a ‘soft’ B-limit. However,
particularly for low m modes, we see that Eq (19) predicts
that 1sland sizes can become comparable to the minor radi-
us of the tokamak: then we would expect the plasma to
respond violently, and terminate in a disruption.

If Eq (17) represented the full story, then the future
of the tokamak would be exceedingly bleak, and indeed 1t
would not have enjoyed the success it has had, particularly
in recent years. The point 1s that, according to Eq (17), all
neoclassical tearing modes which have a rational surface
in the plasma would be unstable and the confinement
would be completely wrecked. This clearly 1s not the case,



and so there must be more to the story. Indeed there are
additional effects which are important when the 1sland size
1s very small. For such small islands the theory 1s seriously
complicated by both fimte particle orbit width effects and
finite radial transport effects. To illustrate this, note that
the theory used to calculate the bootstrap current expres-
sion given in Eq (16) 1s based on an expansion in the ratio
of ion banana width to the equilibrium length scales, as-
sumed small. Clearly, then, for islands whose width 1s of
order the ion banana width, Eq (17) may be flawed. In-
deed, all rigorous analytic calculations of the modified
Rutherford equation to date rely on an expansion in the
ratio of the ion banana width to the island width: this
therefore sets the scale at which the theory must be ques-
tioned. Let us now look briefly at two additional effects
which may be important for such small 1slands.

We begin with the effects of radial diffusion®®. Re-
call that we made the statement that the pressure gradients
would be removed from inside the 1sland region. This is a
statement that the parallel transport effects dominate the
radial diffusion. For arguments sake, let us consider a
model for the electron heat transport (the particle transport
1s further complicated by the requirement that we expect
quasi-neutrality to be maintained and the parallel transport
would be dominated by sound waves). In steady state, and
in the absence of any heat sources, we expect V-Q=0,
where Q is the heat flux. Suppose the heat flux parallel to
the field lines 1s given by Q=-ny,V,T and that perpen-
dicular to the field lines is Q,=—ny,V,T where y; and ¥,
are the thermal diffusivities parallel and perpendicular to
the magnetic field, respectively, n is the density and T 1s
the temperature. Taking these diffusivities to be approxi-
mately constant over the island width length scale of inter-
est, we deduce

V-Q=nyViT+ny,ViT =0 20)

Now if the perpendicular transport can be neglected, then
Eq (20) clearly provides the result that the temperature 1s
constant on a field line (and it then follows that it must be
constant inside the island). Suppose we now consider the
conditions under which the perpendicular transport effects
cannot be neglected. It is easiest to assume that T is inde-
pendent of 8, 1e T=T(Q),), and then the parallel operator
can be taken to be of order mw/(RgL,) (see Eq (12) and
note that the relevant length scale i k; is x~w). For the
perpendicular gradients, the relevant length scale 1s agaimn
w, and so we deduce that the radial transport term will
compete with the parallel transport term when
mw?

53 @n
qusz £ w?
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that 1s, for a sufficiently small magnetic island. Rearrang-
ing Eq (21) we can therefore deduce a critical island width,
wy, below which the pressure is not flattened across the
1sland, and therefore the drive for the NTM is reduced:

¢ 1/4
w, = J—RqL" 1L 2)
mo\ 2

[Note that in hot, collisionless plasmas, free streaming
dominates the parallel transport, resulting in a balance
kv, V.7, and a different scaling for w;]. To estimate the
size of w;, and how it scales with plasma parameters is
difficult because this needs knowledge of the perpendicu-
lar heat diffusivity in the plasma, and this i1s not well-
understood. If one puts in neoclassical heat diffusivity,
then one obtains a very small value of the order 1mm:
clearly the NTM model we have described is not appropri-
ate at such small scale lengths, when fimite Larmor radius
effects will inevitably play a role. However, we know that
in tokamaks the perpendicular heat flux is larger than the
neoclassical prediction because of the plasma turbulence.
As one possible model for this, let us assume that the
transport has a gyro-Bohm scaling, ie y,~p; Vg/r, where P
is the Larmor radius and vy, is the thermal velocity (j la-
bels 1ons or electrons). Taking a collisional model for the
parallel diffusivity, 7_"~vﬂ,ff’ve, where v, is the electron
collision frequency, we then have the estimate:

LgPi 114 1af &m .
Wy Ve [—] @3)
m m;

where m; and v+; are the mass and collisionality of species
J, respectively. If we take typical tokamak parameters, then
we find that this predicts a value in the region wy~lcm.
This value puts us above the length scales where Larmor
radius effects are important, but 1s typical of the 1on bana-
na width in a tokamak, and therefore we remain in a re-
gime where finite orbit width effects need to be taken into
account. [Note that the parallel transport of density and ion
heat 1s slower that that of the electron heat, and thus w,
would be somewhat larger for these quantities.]

Let us now consider finite orbit width effects. There
1s no simple model to describe these, and therefore we will
not attempt to reproduce the analysis here, but instead re-
strict ourselves to a discussion of the origin of the effect.
Interested readers can consult the reference list for the
more detailed theory, which is an evolving subject’*. For
small magnetic islands with width comparable to the 1on
banana width, the 1ons and electrons respond differently to
the perturbed magnetic surfaces. For the electrons, the



parallel streaming (ie the v}V term in the kinetic equation)
dominates their response, and the electron distribution
function will adjust so that, to leading order, 1t will be con-
stant along the perturbed field lines. In contrast, for the
1ons the ExB dnift dominates their response. Clearly the
1on density must be a flux surface quantity if the electron
density is (to satisfy quasi-neufrality) and therefore the
ExB dnft must be strongest along the perturbed flux sur-
faces. This, in turn, means that an electrostatic potential
must be generated which is constant on the island flux
surfaces. Away from the island (ie a few island widths
away) both the electron and 1on distribution functions are
unaffected by the island, and therefore this electrostatic
potential is localised around the 1sland.

Having established that an electrostatic potential is an
essential feature of any small scale island, let us now con-
sider the more detailed consequences of this. The trapped
1ons will execute their banana orbits, and 1n doing so will
experience an average of the potential over these orbits.
The electrons, on the other hand, have a much narrower
banana orbit, and they will experience the local potential.
The consequence of this 1s that the ExB drifts of the two
species will differ, and therefore a current perpendicular to
the magnetic field will be generated. This 1s the neoclassi-
cal polarisation current. We noted below Eq (10) that only
a current parallel to the magnetic field can affect the 1sland
evolution. However, one finds that the divergence of this
perpendicular current is not zero and therefore a small
electric field i1s generated, directed along magnetic field
lines. This accelerates the electrons to generate a parallel
current (the sum of this parallel current and the perpendic-
ular current 1s divergence-free), and this does contribute to
the island evolution. An additional feature of the neoclas-
sical polarisation current is that when the ion collision
frequency 1s sufficiently high, ie vi/e@>1 (® 1s the island
propagation frequency in the frame where the electric field
far from the island 1s zero), the drift information carried by
the trapped 1ons 1s communicated to the passing 1ons, lead-
ing to a large amplification of the polarisation current™’.

If one works through the algebra, one finds that this
polarisation current contributes an additional term to the
modified Rutherford equation, known as the polarisation
term. A final point to note 1s that this polarisation term
depends on the island propagation frequency o, and can be
either stabilising or destabilising. This complicates matters
because additional, uncertain, physics related to plasma
dissipation processes (eg viscosity or Landau damping)
needs to be introduced in order to determine ®, and here
the theory is as yet incomplete’. What is generally as-
sumed, and this will suffice for our purpose, is that the
mode frequency is such that the polarisation current pro-
vides a stabilising effect (without this assumption it 1s dif-

171

ficult to interpret the experimental data, which we come to
in the next section). The result is our final expression for
the modified Rutherford equation, which becomes:

dw L 2
a ™ _Naye BoZg W
"

Y dt w LP w2 +w§
29
i 2 2 F
p .
el 26| 22 22
W Lp' w
12
1.64s v;lem <<1
g(s,v,-)={ o ' (25)
€ vilew>>1

Ps; 15 the 1on banana width and a; 1s a third numerical coef-
ficient associated with the spatial integral (which appears
in Eq (10)) and the value of ®. Equation (24) can be de-
rived using drift-kinetic theory, provided the island width
is larger than the ion banana width and w,—0°. We shall
assume that the expression actually holds for 1sland widths
down to the ion banana width, but stress that as yet there 1s
no theoretical justification for this assumption. Such a jus-
tification is a challenging task, which can probably only be
addressed through large scale computational modelling™.
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Fig. 3. Plots of dw/dt versus w for (a) the transport
threshold model, and (b) the polarisation current mod-
el. Curves for s equal to its critical value and exceed-
ing this value are shown.



Note that we have taken account of the effect of the radial
transport through a modification of the bootstrap current
term: this modification 1s an interpolation formula, which
reproduces Eq (17) for w>>w, and also reproduces the
results of linear theory in the opposite limit w<€w15_ Equa-
tion (24) thus provides a model which includes all the es-
sential ingredients of neoclassical tearing modes. [There 1s
an additional, so-called ‘Glasser’ stabilising Iaermw’”,
which we have not discussed here due to space limitations;
this may be particularly important for spherical toka-
maksls.]

Both the radial transport effects and the polarisation
current can provide a threshold for NTMs. Let us first take
a;=0 and consider finite w,: this is shown in Fig 3a (to be
compared with Fig 2, where no threshold effects were in-
cluded). We see that for Pg<Py. dw/dt<0 for all w, so any
mitial ‘seed’ perturbation which led to a magnetic 1sland
would always decay away. However, for Pg>p,. the situa-
tion 1s particularly interesting: there are now fwo values of
w for which dw/dt=0. For w<w,,, dw/dt<0 and the 1sland
will tend to shrink, while for w>w,,, dw/df>0 and the 1s-
land will grow; indeed it will continue to grow until w
reaches w,,;, when dw/dt=0 again. For w>w_,, dw/dt<0 and
islands will decay. Thus we note that w=w.,; again corre-
sponds to a stable point, corresponding to a saturated is-
land. On the other hand, the point w=w,, is an unstable
point: it corresponds to a threshold in that an imitial *seed’
island width must exceed this value for the island to grow
to the large width w=w,, Thus, for this model, two condi-
tions are required for growth of the NTM: both P and the
‘seed’ 1sland width must exceed critical values. These crit-
ical values, which can be deduced from Eq (24), are

2w Ly o, _MiPe
ﬂ'zv'{; Lq 1‘5 2136

;B e = (26)

where the expression for w,, is given for Py far above
threshold (at threshold wy=wy).

We turn to the polarisation term (a;=0) and set w;,=0. Fig
3b shows dw/dr as a function of w; we see that 1t 15 essen-
tially of the same form as that obtained from the transport
effects, described above. Again we see that thresholds in
both g and w need to be exceeded for island growth, and

they can be deduced from Eq (24):
3W3 L '
Ba = P _w A
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Fig. 4: Trace comparing the experimentally determined
island width in TFTR with the result obtained by inte-
grating Eq (17); ‘NBI’ indicates the time for which neu-
tral beam ingr%ction heating was apLJ].ied [Reprinted with
permussion from Z Chang et al, Phys Rev Lett 74 4663
(1995). Copyright (1995) by the American Physical So-
clety.].

The expression for w, 1s given for By far above threshold
(at threshold w, is simply a factor 3 larger). There are two
important points to note about this result: (1) the threshold
1s predicted to be significantly larger in the collisional re-
gime (through the varable g, see Eq (25)) and (2) the
thresholds are proportional to the 10n banana width.

IV. EXPERIMENTAL EVIDENCE

The first evidence for neoclassical tearing modes mn a
tokamak came from measurements on the TFTR toka-
mak'. In Fig 4 we show a comparison between the meas-
ured magnetic signal and the prediction of Eq (17), and we
see that in general the comparison is rather encouraging.
However, two features are evident: (1) at the beginning of
the trace, we see that the mode 1s imtiated at finite ampli-
tude, suggesting that a threshold ~1cm needs to be exceed-
ed for 1sland growth, and (2) the fit 1s not so good when
the 1sland starts to decay. Both of these point towards a
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Fig. 5. Tracking the island evolution as the heating pow-
er 15 reduced on JET, we see that inclusion of either of
the threshold effects improves the agreement with the
measured amplitude of the magnetic perturbation, &8
(from Ref 20)



threshold mechanism which 1s important for small island
widths, but has little influence on the evolution of larger
islands. Indeed, this is a property of both of the threshold
effects we have discussed above. Careful experiments on
JET have shown that the agreement between the data and
experiment 1s much better when the threshold effects are
taken into accountm, and this can be seen in Fig 5, where
the predicted evolution 1s plotted (1) neglecting threshold
effects, (2) including only the transport effect and (3) -
cluding only the polarisation effect. Recent high resolution
temperature profile measurements in the vicinity of NTMs
on MAST indicate that the transport effects are likely to
play a role in the threshold physics™".

The theory we have described suggests that very
small islands cannot grow (at least if A'<0); 1e, island
growth cannot occur unless an imifial ‘seed’ island is gen-
erated by some other mechanmism to excite it above the
threshold. This does indeed seem to be the case experi-
mentally, and in many cases NTM growth follows imme-
diately after a sawtooth crash?2*. One model is that the
sawtooth 1s predominantly an instability associated with
the g=1 surface, but that as this instability grows, it induc-
es magnetic island chains at other rational surfaces through
toroidal coupling, for example. If these so-called ‘side-
band’ 1slands exceed the thresholds for NTM growth, then
as the sawtooth crash occurs, and the associated g=1 insta-
bility disappears, the NTM i1s free to grow. Other types of
instability have also been observed to seed NTMs™.

Experiments have g}mbed the conditions for NTM
onset rather deeply”™”°. In particular, roles have been
deduced for both collisionality and p+ (which 1s the ratio of
ion Larmor radius to minor radius). While there seems no
general consensus between the different devices for the
dependence on collisionality, it is generally observed that
NTMs are only observed at lower values of collisionality.
One feature of the polarisation threshold model is that it 1s
a much stronger effect at higher collisionality (through
g(&,vy)), and the transport model can also provide a colli-
sionality dependence. In addition, experiments on
ASDEX-Upgrade seemed to confirm a role for p« in the
threshold”, as predicted by the polarisation model, but
could also originate from the transport model if one adopts
a gyro-Bohm scaling for the perpendicular diffusivity (see
Eq(23)). A particular concemn for ITER 1s that a multi-
machine database appears to indicate that the threshold Bs
1s linearly proportional to p-, a parameter which 1s rather
small on TTER?™. On the other hand, there is also some
evidence that the seed 1sland size reduces as p. gets small-
er26, and then whether or not NTMs will be an issue on
ITER will depend on which gets smaller faster: the thresh-
old, or the seed islands from the sawteeth. So far we do not
have sufficiently accurate data in the correct regimes to be
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confident in the predictions, and therefore 1t is prudent to
assume NTMs will be an issue for ITER, and we must
guard against them

The key to avoiding or controlling NTMs 1s current
drive. One can envisage two schemes: (1) to reduce the
free energy available in the equilibrium current profile so
that A' becomes more negative, and (2) to drive current
directly at the island O-pont (to replace the missing boot-
strap current). Both of these have been tried, with success.
In COMPASS-D, radio-frequency waves in the lower hy-
brid frequency range have been used to drive current close
to the rational surface where the island forms™. In these
experiments, the radial width of the current deposition was
typically much wider than the island width, and then it can
be shown that there 1s little contribution to the right hand
side of Eq (10). However, calculations of A' showed that
the additional current that was being driven by the lower
hybrid waves did make A' more negative, and then both
expressions (26) and (27) predict that the threshold for
NTMs is increased. Fig 6 shows the experimental results.

The second techmique is to drive current directly at
the 1sland O-point, highly localised within the magnetic
island. Here the stabilisation is achieved through an addi-
tional contribution to Jj on the right hand side of Eq (10).
This has been achieved using radio-frequency waves at the
electron-cyclotron resonance, which drives current in a
much narrower radial region than the lower hybrid waves
used on COMPASS-D. In particular, successful experi-
ments have been performed on ASDEX-Upgrade® and
DII-D”, and this is the method envisaged for ITER.
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Fig. 6. The magnetic signal (6B) shows the growth of a
NTM on COMPASS-D after 190ms, with a correspond-
ing saturation in Pg. 90kW of lower hybrid power (Prg)
1s switched on just after 200ms, the NTM decays, and s
again rises.



V. SUMMARY

In summary, understanding the physics of the NTM 1s one
of the success stories of fusion. The instability was pre-
dicted 10 years before it was identified experimentally,
and since then theories have been refined, and broadly
confirmed, by more detailed experiments. Nevertheless,
the theory 1s still some way short of being truly predictive:
it needs to address the seed island formation, as well as
provide more accurate, quantitative models of the thresh-
old effects, both of which require improved models to de-
scribe the relevant situation when the island width is com-
parable to the ion banana width. This will inevitably re-
quire the development of large scale numerical models for
the situation. The neoclassical tearing mode 1s likely to be
an issue for ITER, but the prospects for controlling them
using radio-frequency waves to drive current close to the
rational surface, or perhaps by controlling the seeding
mechanism®, look promising. This remains an evolving
topic of research, both theoretically and experimentally.

ACKNOWLEDGMENTS

I should like to thank Richard Buttery, Jack Connor
and Anthony Webster for their helpful comments.

REFERENCES

1. P H Rutherford “Nonlinear growth of the tearing
mode”, Phys Fluids 16 1903 (1973)

2. J Wesson, Tokamaks, first edition (Clarendon Press,
1987), p168

3. R Carrera, R D Hazeltine and M Kotschenreuther “Ts-
land bootstrap current modification of the non-linear
{(iynag;jcs of the tearing mode”, Phys Fluids 29 899

198

4. WX Quand J D Callen “Nonlinear growth of a single
neoclassical MHD tearing mode in a tokamak”, Uni-
versity of Wisconsin report UWPR 85-5 (1985)

5. R Fitzpatrick “Helical temperature perturbations asso-
ciated with tearing modes m tokamak plasmas™, Phys
Plasmas 2 825 (1995)

6. R D Hazeltine, P Helander and P J Catto “Plasma

near the separatrix of a magnetic island”,
Phys Plasmas 4 2920 (1997)

7. AT Smolyakov “Nonlinear evolution of tearing modes
in mhomogeneous plasmas”™ Plasma Phys Control Fu-
sion 35 657 (1993), and references therem.

8. J W Connor, F L Waelbroeck and H R Wilson “The
role of polarization current m magnetic 1sland evolu-
tion”, Phys Plasmas 8 2835 (2001), and references
therein

9. H R Wilson, ] W Connor, R J Hastie and C C He

“Threshold for neoclassical magnetic islands in a low

collision frequency tokamak”, Phys Plasmas 3 248

(1996)

H R Wilson et al “The collisionality dependence of

tokamak B-limits”, Plas Phys Control Fusion 38 A149

(1996)

10.

174

11.

12,

13.

14

15.

16.

17.

18.

19.

20.

21.

22.

23.

24

25.

26.

27.

28.

29.
30.

F L Waelbroeck, J W Connor and H R Wilson, “Finite
Larmor radius theory of magnetic island evolution”,
Phys Rev Lett 87 (2001) 215003-1

A Bergman, E Poli and A G Peeters, “Collisionality
dependence of the polarisation current”, Phys Plas-
mas 12 072501 (2005)

R Fitzpatrick and FL. Waelbroeck, “Drifi-tearing
magnetic 1slands in tokamak plasmas™ Phys Plasmas
15 (2008) 012502

M James, HR. Wilson and I.W. Connor “Modelling
the effect of cross-field diffusion on tearing mode sta-
bility”, Plas. Phys. Cont. Fusion 52 (2010) 075008

A B Mikhailovsku, et al “An approach to calculation
of magnetic island rotation frequency”, Phys Plasmas
72530 (2000)

M Kotschenreuther, R D Hazeltine and P J Morrison
“Nonlinear dynamics of magnetic islands with curva-
ture and pressure”, Phys Fluids 28 294 (1985)

H Lutjens, et al “Curvature effects on the d ics of
tearing modes in tokamaks, Phys Plasmas 8 (2001)
4267

C C Hegna “Nonlinear dynamics of pressure driven
magnetic 1slands in low aspect ratio tokamaks”, Phys
Plasmas 6 3980 (1999)

Z Chang et al, “Observation of nonlinear neoclassical
pressure-gradient-driven tearing modes i TFTR”,
Phys Rev Lett 74 4663 (1995)

R J Buttery et al “Neoclassical tearing modes”, Plas-
ma Phys Control Fusion 42 B61 (2000)

J. Snape, et al, “The influence of finite radial diffusion
on the structure and evolution of m/n=2/1 neoclassical
tearing modes on MAST™, Plas. Phys. Control. Fusion
54(2011) 085001

R T la Haye and O Sauter “Threshold for metastable
tearing modes in DIII-D”, Nucl Fusion 38 987 (1998)
R T Buttery et al “Onset and control of neoclassical
tearing modes on JET”, Proceedings of the 26" EPS
Conference on Controlled Fusion and Plasma Physics
(Maastricht) 121 (1999)

A Gude et al “Seed island of neoclassical tearing
modes at ASDEX Upgrade”, Nucl Fusion 39 127
(1999)

S Gunter et al “p scaling for the onset of neoclassical
tearing modes at ASDEX-Upgrade”, Nucl Fusion 38
1431 (1998)

R J la Haye et al “Dimensionless scaling of the critical
beta for onset of a neoclassical tearing mode”, Phys
Plasmas 7 3349 (2000)

C D Warrick et al “Complete stabilization of neoclas-
sical tearing modes with lower hybrid current drive on
COMPASS-D”, Phys Rev Lett 85 574 (2000)

H Zohm et al “Experiments on neoclassical tearing
mode stabilization by ECCD i ASDEX Upgrade”,
Nucl Fusion 39 577 (1999)

R T la Haye et al “Control of neoclassical tearing
modes in DITI-D, Phys Plasmas 9 2051 (2001)

O Sauter et al “Control of neoclassical tearing modes
by sawtooth control”, Phys Rev Lett 88 105001-1
(2002)



EDGE LOCALIZED MODES IN TOKAMAKS

Howard Wilson

York Plasma Institute, Department of Physics, University of York, Heslington, York YOI10 5DQ UK
Email: howard.wilson@york.ac.uk

ABSTRACT

As one increases the heating power in a fokamak
beyond a threshold, the confinement undergoes a
bifurcation, with a dramatic increase in the confinement
time by a factor ~2. This improved confinement regime, or
H-mode, is primarily due to the formation of an insulating
region at the plasma edge, where steep pressure gradients
can form. A feature of H-mode operation is a series of
explosive plasma eruptions, called Edge Localised
Modes, or ELMs. They repeatedly expel large amounts of
energy and particles from the plasma, with serious
consequences for the heat loads that plasma facing
components must be designed to handle. The present
understanding of these ELMs in terms of ideal magneto-
hydrodynamic instabilities will be reviewed in this paper.

L INTRODUCTION

In the early 1980°s an exciting new discovery was
made in tokamaks: the H-mode'. This mode of operation
1s achieved by increasing the plasma heating power above
a threshold. The plasma then undergoes a bifurcation to a
new state called the H-mode. in which the confinement is
typically a factor of two greater than that in the standard
L-mode discharges. The discovery of the H-mode 1s
exceedingly important for fusion In particular, ITER
relies on achieving H-mode i order to meet its
objectives.

There has been much activity to understand why the
plasma suddenly jumps to this high confinement state. It
15 known, for example, that the reason for the gh
confinement 1s that a transport barnier forms at the plasma
edge. A transport barmer 1s a region where heat and/or
particle transport across the magnetic flux surfaces 1s
suppressed. The pressure gradient 1s therefore typically
high there. While this 1s good for confinement,
instabilities called edge localized modes, or ELMs, can be
tl'igg-ert’.dz’a"1 in this high pressure gradient region (which
15 also sometimes called the pedestal region). These
ELMs are repetitive events, which eject a large amount of
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heat and particles from the plasma In a large tokamak,
like ITER, the energy expelled could caunse excessive
erosion’. It is therefore essential that this phenomenon 1s
understood so that steps can be taken to ameliorate the
effect of ELMs, or perhaps eliminate them altogether.
This paper describes the progress that has been made in
our understanding of ELMs in terms of magneto-
hydrodynamic (MHD) instabilities. In particular, we shall
explore some of the charactenistic features of ELMs, and
how they can be understood in terms of this model In
Section 2, we discuss some of the expenmental signatures
for ELMs, before introducing the so-called peeling-
ballooning model m Section 3. This linear 1deal magneto-
hydrodynamic (MHD) model 1s widely believed to
explain at least the largest ELMs, and some of the
expenimental evidence for this 1s described in Section 4.
In Section 5 we consider non-linear aspects of the model,
and again compare with experimental observations. We
conclude in Section 6, including a bnief discussion on
ELM control techniques.
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Fig. 1. D, light ermssion, showing a sequence of ELMs
on the JT-60U tokamak as bursts in the intensity; time
traces for 4 discharges are shown giving examples of
large, Type I ELMs (top) down to small, high frequency,
“grassy” ELMs (bottom). [reproduced from Ref 6]



II. EXPERIMENTAL SIGNATURE OF ELMS
IIA. D, light

An ELM 1is typically detected by observing the
emission of D, hght near the divertor target plates, for
example (see Fig 1). It 1s worthwhile considering the
onigin of the D, light The largest cross section for
emission results from the interaction of electrons with
neutral particles. Thus D, light which 1s emitted from the
divertor target plate region arises due to the electrons
which are ejected from the core plasma during the ELM
and then rapidly travel along the scrape-off layer towards
the target plates where they interact with neutral particles.
Ions are also ejected during the ELM, and these travel
down to the target plate on a longer time-scale. They also
increase the level of Dy light there by either (1) releasing
more neutral particles from the target plate, which then
interact with the electrons, or (1) become neutralized
themselves, agamn increasing the number of neutral
particles for the electrons to interact with. After rapdly
reaching a peak, the Dy light decays away more slowly as
the ELM event fimishes and the number of electrons
arriving at the target plates decays to zero.

5 ITER SHAPE

T,PED (keV)

me (10%%m?)

Fig 2. Plot of temperature pedestal versus density
pedestal for a range of different ELM types on
DII-D [figure reproduced from Ref 8]

IIB. ELM types

Experimentalists have managed to group the range of
different ELM types into a number of different categones.
Most ELMs fall into the category of Type I or Type III.
The way these are typically distingmished 1s by measuring
how the frequency of ELM events (1e the “ELM
frequency™) varies with heating power. For Type [ ELMs,
the frequency increases with power, while for Type III
ELMs the frequency decreases. Perhaps a more useful
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distinction between the ELM types 1s obtamned b
companng the temperatures and densities of discharges’.
These are measured at the inner edge of the transport
barnier: the so-called pedestal values. Figure 2 shows an
example of how a set of discharges from DII-D are
distnibuted in the space of temperature pedestal. T,
versus density pedestal, 7,s". Note that the Type I ELMs
are clustered around a line of constant pressure. This
provides some evidence that these are instabilities that are
driven by the plasma pressure. There are two clusters of
Type IIT ELMs: one at high density, low temperature, and
one at low density, high temperature. Both of these
clusters are positioned at a pedestal pressure significantly
below that where Type I ELMs occur. Note also that the
Type III ELMs occur in a similar region to where the
transition from the L-mode to the H-mode occurs.

It 15 found that regimes with Type I ELMs tend to
have better confinement than those with Type III, but that
the energy expelled in a Type I ELM event 1s much
greater than for a Type III. Indeed, Type I ELMs would
likely be too damaging on ITER, and therefore cannot be
tolerated. The confinement degradation caused by Type
IIT ELMs, on the other hand, is likely to be unacceptable.
From Fig 2, it 1s clear that the pressure pedestal in Type
IM-ELMing discharges 1s significantly less than that in
Type I discharges. This lower pedestal pressure i1s
presumably the cause of the reduced confinement. This
therefore raises the question “can we operate with a
pressure pedestal charactenistic of Type I ELM regimes,
but with ELMs that release a much smaller amount of
energy ! The answer 1s “yes™: but it i1s not easy and the
parameter space required to achieve this is presently
rather restrictive. Nevertheless, a range of small ELM
regimes exist which seem to have good confinement’.
These include Type I ELMs, grassy ELMs, Type V
ELMs, etc. An example of grassy ELMs from the
Japanese tokamak, JT-60U, 1s shown in the lower D,
trace of Fig 1, and compared to that for Type I ELMs. No
clear defimition of these regimes exists, and we will not
attempt to refine our definition beyond that of small
ELMs with good confinement. There i1s as wyet no
complete theoretical understanding for these ELM-types,
but they do seem to be associated with strong plasma
shaping and/or high edge safety factor. In addition, the
grassy ELMs shown in Fig 1 appear to be associated with
higher plasma rotation®.  Without a rigorous
understanding, 1t remains unclear whether ITER will be
able to operate with any of these small ELMs. The subject
therefore remains an active area of tokamak research.

III. PEELING-BALLOONING MODEL OF ELMS
Over the past decade the peeling-ballooning

model'*!1%1 hag emerged as the strongest contender to
explain the charactenistics of the largest ELMs: Type I In



addition, there is scope within the model to explain the
onigin of smaller ELM types, although the models here
are much more qualitative and not universally accepted.

As the name suggests, the model denives from two
particular instabilities: the ballooming mode and the
peeling mode. The ballooning mode has a short
wavelength perpendicular to the magnetic field lines, and
a long wavelength parallel to them. It 1s destabilized when
the pressure gradient exceeds a critical value, but tends to
be stabilized by current density. In particular, sufficiently
high current density completely stabilizes the balloomng
mode, allowing the pressure gradient to be increased
indefimitely (neglecting the effect of other types of
instability). This 15 known as “second stability access™.
These features are illustrated mn Fig 3a. Actually, this
second stability access stnictly only occurs mn the limit that
the toroidal mode number, n, tends to infimty. As we shall
see later, intermediate n modes (the peeling-balloomng
modes) also have a drive due to the current density
gradient, and these typically close off the second stability
access. A final point to note 1s that the instability typically
affects the whole of the plasma in the transport barrner
region, and would therefore be expected to have a
significant impact on it.

J t@

stable

unstable

J 4 b) .

L unstable

[+
Fig 3. Stability diagrams for (a) the ballooning
mode and (b) the ballooning (full) and peeling
mode (dashed). J 1s the cumrent density at the
plasma edge, o 1s the normahzed pressure
gradient.
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The second type of instability, the peeling mode, 1s
destabilized by the current density at the plasma edge, but
stabilized by pressure gradient there. It 1s strongly related
to the external kink mstability, but 1s not limited to finite
n. The schematic stability diagram for a limited plasma 1s
illustrated in Fig 3b. This peeling mode 1s highly
localized, and only affects a very small region of the
transport barner, exceedingly close to the plasma edge. At
high pressure gradient, the peeling and ballooming modes
cnuplew’u, providing a strong instability with both current
and pressure gradient dnves that affects the whole
transport barrer region. It 1s this coupled mstability that 1s
thought to be responsible for dniving Type I ELMs.

01 seable
0.08 Tnstable
' “c,.'@d ! -n-6r8 unstable
50.06 . 093 . 1 ‘({:)‘ i:
% ?‘ﬂ" ] ] ‘l A n III
7 0.04 L . = (b]
L -—-
0.02 1 Stabl @ 4m ‘: mn .II ;
able Higher n modes unstable
0 . . .
0 1 2 3 By

Fig. 4. Stability diagram for a JET-like plasma.
The edge cumrent denmsity, J4... and normalized
pressure, By, for each eqmlibrium are plotted as a
square if unstable, and a triangle 1f stable.

Fig. 5. ELITE calculation for the mode structure
in the poloidal plane for a coupled peeling-
ballooning mode. Orange represents zero
perturbation, while dark and hght colours
correspond to positive and negative perturbations,
respectively.



In Fig 4 we show the stability diagram for a (JET-
like) model tokamak equilibrivm. This has been produced
using the ELITE code™”, which is a very efficient code
for calculating the stability of the plasma edge to ideal
MHD instabilities with intermediate to high toroidal mode
numbers, n. For each pomnt, the current density in the
pedestal region 1s assumed to be a combination of the
bootstrap cument and Ohmic current. The stability
boundary (between square and tnangle symbols) 1s
qualitatively similar to what one would expect, combining
the peeling and ballooning stability boundarnes of Figs 3b.
Using ELITE, we can also evaluate the mode structures.
Figure 5 shows the mode structure for a peeling-
ballooming mode, which extends night across the pedestal
region. Note that the amplitude 15 maximum on the
outboard (low field) side. This characternistic 1s referred to
as “ballooming”. The pure ballooning mode has a similar
structure, but the pure peeling mode differs m two
respects. First, the peeling mode has a sinmlar amphitude
on the inboard side to that on the outboard side (ie no
ballooning nature). Second, it 1s extremely edge localized,
typically well within the last 1% of poloidal flux (unless
the toroidal mode number 1s low, 1e n~1.2); we do not plot
it here as it would not even be wisible. The pure
ballooning modes, from the region of Fig 4 labeled (a).
have very high toroidal mode numbers (several 10°s); the
pure peeling modes, from the region labeled (b) have a
range of toroidal mode numbers, the most unstable having
their external rational surface closest to the plasma edge;
the peeling-ballooning modes, from the region labeled (c).
have intermediate toroidal mode number n~10.

J

Fig. 6. Possible trajectonies (dashed curves) of
edge cumrent density, J, and normalized pressure
gradient, o, duning ELMs. The stability boundary
is indicated by the full curve. See text for
descriptions and suggested links to ELM tvpes.

Stability diagrams such as Fig. 4 are a simplification
of the actual situation, as the stability diagram typically
depends on the width of the pedestal region, as well as the
pressure gradient within 1t (narrower pedestals tend to be
more stable that wider ones at fixed pressure gradient).
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The hnear stability calculations shown in Figs 4 and
5 motivate the peeling-ballooning model for ELMs.
Figure 6 shows a number of possible trajectories for the
edge pressure gradient and current density i an ELMing
discharge. These could correspond to different ELM types
as follows. Starting with the trajectory labeled 1 in Fig 6,
this 1s proposed as the trajectory of edge plasma
parameters during a Type [ ELM. Thus, while the plasma
15 stable between ELMs, the edge pressure gradient
increases up to the ballooning boundary. The bootstrap
current, which 1s proportional to the pressure gradient,
would also increase until the peeling-ballooning mode 1s
destabilized. Recall that this mode extends nght across
the transport barner, so affects the whole pedestal region.
As the instability develops, the expected increase of
transport causes the pressure gradient to fall, further
destabilizing the mode and tniggering a large crash in the
pressure (and consequent large energy loss). The
discharge parameters eventually re-enter the stable region,
and the cycle repeats. The trajectory labeled 2 1s
somewhat different. The plasma achieves a similar
pressure gradient (and hence confinement) to the
trajectory labeled 1, but now only the balloomng mode 1s
destabilized. In this regime, which has reduced current
compared to trajectory 1, the drop in pressure gradient
stabilizes the ballooning mode, switching off the
instability without a dramatic loss in pressure. This could
provide an explanation of some of the small ELM
regimes. Finally, the trajectory labeled 3 could provide a
substantial loss of pressure gradient but, because the
instability 1s so extremely edge-localized, the total loss of
energy might be small (no mnigorous theory for this
speculative statement exists as yet). Note that the pressure
gradient for this trajectory 1s sigmficantly below that for
trajectory 1, and this might therefore provide a model for
Type IIT ELMs where the confinement 1s reduced (at least
the class with low density and high temperature, where
the edge current density 1s expected to be high).

Of the three models, the trajectory describing the
Type I ELM behavior 1s the most accepted. The others are
more speculative. Indeed, we shall see later that there 1s
additional important physics that has been deduced from
non-linear theories. This should be taken into account for
a full understanding of ELM behavior. Before we address
this non-lnear physics, let us first consider some of the
expenimental evidence that supports some of the features
predicted by this linear MHD model for Type I ELMs.

IV. EXPERIMENTAL EVIDENCE FOR THE
PEELING-BALLOONING MODEL

The best way to test the peeling-ballooning model for
ELMs 1s to carefully reconstruct the equlibrium using
detailed measurements of the current density and pressure



gradient in the transport barrer, and compare with the
predicted stability boundanies. The pressure increases by
an order of magmtude over the ~few cm width of the
transport barner so that high resolution, high accuracy
measurements of the density and temperature are
required. Note that the error in the pressure gradient is
significantly larger than the emmor in the pressure.
Nevertheless, there are several tokamak expeniments
around the world that can now make this measurement
with a reasonable accuracy (though not always for both
the electrons and ions, so that often some form of
approximation must be made). The other key requirement
1s the current density. In the core plasma, this 1s usually
inferred from a measurement of the magnetic field using a
technique such as motional Stark effect (MSE). This type
of measurement i1s significantly complicated in the
transport barnier for two reasons. First, the magnetic field
structure in this region 1s determined largely by the
geometry produced by the magnetic coils, and 1s less
sensitive to the current density in the plasma. Second,
there 1s a strong electnc field in the transport barrer
(indeed, this 1s widely thought to be responsible for the
formation of the transport barrier). This electnic field must
be taken into account when interpreting the Stark splitting
of the spectra. On DIII-D significant progress has been
made in the measurement of current density using a
lithium beamls, but this is not a routine measurement, and
interpretation of the data 1s difficult. Generally, then, the
current density in the transport barrer 1s not known, and
one must resort to modeling.

D (arb.) 97887

ELITE analysis
n=10

000 [-S—

Normalized Growth Rate (o)

2200
TIMF imsi
Fig 7. The D, trace of a DIII-D discharge and the
ideal MHD growth rate (full curve) from an
ELITE stability analysis [12]

1800 2000 2400

The bootstrap current 1s driven in a tokamak through
a combination of the trapped particles and the pressure
gradient. Although 1t 1s suppressed to some extent in the
transport barner through collisional effects, 1t 1s
nevertheless typically the largest contnibution because of
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the high pressure gradient that exists there. Therefore
most stability analyses of the plasma edge region simply
use the bootstrap current expression rather than a direct
measurement of the current density.

We consider two examples of how the peeling-
ballooning model 1s typically tested against expenimental
data. The first 15 a companison with data from DII-D. The
upper trace in Fig 7 shows the Dy light as a function of
time. The drop in the signal at the beginming indicates the
transition from L mode to H-mode, at which time the
steep pressure gradient begins to form in the transport
barnier region. A sequence of stability analyses using the
ELITE code (setting n=10, which 1s typically the most
unstable mode number) indicates that the plasma 1s stable
to peeling-balloonming modes up to the time 2150ms, at
which point the plasma becomes unstable, and the growth
rate begins to nise until the first ELM appears at a time of
around 2300ms. Thus, there 1s a reasonable
correspondence between the predicted onset of instability
and the onset of the ELM (particularly when diamagnetic
effects are taken into account, in which case the growth
rate must exceed half of the diamagnetic frequency, ©+/2,
for instability).

o =0
o @ #55037, 2 ms befora ELM
a #55837, 10 ms aftar ELM, steady state current
, #55037, 10 ms after ELM. currant = before ELM
8 w0 Y
Ha

Shaar

Fig 8 Stability diagram for a JET discharge. See
text for description. [Reproduced from ref 17]

The second type of stability analysis that we show 1s
more typical of the analyses that have been performed on
tokamaks like JET'/, DIII-D2 MAST'® and ASDEX-
Upgradelg, for example. The specific case shown in Fig 8
corresponds to a study on JETY. The diagram shows the
magnetic shear (which increases for decreasing current
density) and normalised pressure gradient, o, for a range
of equilibria. Each unstable equlibrium 1s represented by
a single number, which indicates the most unstable
toroidal mode number. The solid curve denotes the n=00
ballooning mode stability boundary. The areas with no
numbers, not bound by the solid curve are stable. Also
shown on the figure are three points representing the



actual expenimental values of shear and o for this JET
discharge (35937). The circle shows the parameters
immediately (2ms) before an ELM, indicating that the
discharge 1s indeed close to the stability boundary. It 1s
therefore reasonable to assume that the mnstability 1s the
cause of the ELM. Just after the ELM event (10ms after),
the pressure gradient 1s lower, and the discharge moves
away from the stability boundary. There are two points
indicated at this later time, and these comespond to two
assumptions about the plasma current which, as stated
earlier, cannot be measured. The pomt at higher magnetic
shear has a lower plasma current, given by the steady
bootstrap current associated with the lower pressure
gradient at this later ttime. The point at lower magnetic
shear has a higher current density: in this case it 1s
assumed that in the bnef period between the ELM onset
and the end of the ELM event, the current has not had
time to relax. The current i1s therefore assumed to be the
same as that immediately before the ELM (and given by
the steady state bootstrap current at that time).

V. NON-LINEAR MODELS
VA. The theory

While linear models provide guantitative information
about the onset of instability, they tell us relatively little
about the consequences. In particular, it i1s unlikely that
we shall be able to construct a predictive model for the
energy ejected dunng an ELM on ITER based purely on
linear theory. Having said that, we have already suggested
that there might be a link between the radial extent of the
linear eigenmode structure and the energy lost dunng the
ELM. There is certainly some evidence to support this, at
least qualitatively)ul, but also quantitatively in some
cases (eg from D]I[—Dlz). However, in general there does
not seem to be a one-to-one comrespondence between the
radial width of the linear eigenmode and the ELM-
affected volume™. This does not exclude some form of
correlation between the radial eigenmode width and the
ELM-affected region, but the two do not appear to be the
same in general.

Thus it seems unlikely that we can address the key
question of how much energy is ejected duning an ELM
from a model based purely on the linear theory. This has
motivated recent studies that address non-linear models.
One of the first was an analytic calculation durning the
early non-linear phase of the ballooning mode in a
tokamak plasmaﬁ_ This has recently been extended
deeper into the non-linear regi.mey. There were two key
predictions from this first model”: that the ballooning
mode grows explosively during the non-linear phase, and
that the instability would eject hot filaments of plasma.
The explosive nature is an important point. One might
expect from linear theory that a pure ballooming mode
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would grow relatively slowly as the pressure gradient
builds on a transport timescale through the margmnally
stable value. However, the non-linear theory suggests
there 1s much more to the story. As the mode amplitude
grows to a level where the non-linear terms first become
important, the growth i1s accelerated much above the
linear growth rate. In addition, the spatial structure of the
mode 1s also altered during the non-linear phase to form
filament-like structures that are predicted to be aligned
with the magnetic field lines.

In Section 3 we descnibed a model based on linear
theory which suggests that the crash is a consequence of a
coupling between the peeling and ballooning modes. The
explosive growth predicted by the non-linear model
suggests that it 1s possible to tngger a crash event just by
considering the ballooning mode. However, there 1s
another twist. The equation that describes the non-linear
evolution of the ballooning mode has a key term that
causes the explosive behavior. If the coefficient of this
term 1s positive, the filaments erupt outwards towards the
scrape-off layer, otherwise they erupt inwards towards the
core. It has been found theoretically that filaments only
erupt outwards when there 1s sufficient current density in
the plasma edge?j. If one assumes that an outward-
erupting filament 1s more dangerous than an inward one,
then this could provide another reason why the ELM size
might depend on the edge current density and provide an
ingredient to understanding the differences between the
mechanisms for large and small ELMs.

There are other types of meodels that predict
filamentary structures. These are related to so-called
“blob™ theories, and predict that if a filament of plasma
should break off from the core plasma, then it will
propagate radially outwards due to an ExB drift’®?". This
15 different to the non-linear ballooming mechanism,
where the filament 1s only ejected from the outboard side,
and remains connected into the core plasma on the
inboard side. Thus the filaments due to a non-linear
ballooning mode can continue to tap the free energy of the
pressure gradient in the transport barner, and accelerate
rapidly away from the core plasma. In addition, because
they remain connected to the core plasma, they can act as
a condmt (or hose-pipe). hnking the transport barmer
region to the scrape-off layer, siphoming hot plasma from
the barrier region mnto the exhaust region. If this 1s the
mechanism, 1t raises a new concem: what if the filaments
should stnike the vessel wall on the outboard side while
still connected to the core plasma on the mnboard side?
This would place very high heat loads on the vessel walls,
where there 1s relatively little protection. If, on the other
hand, the filaments break off from the core plasma before
striking the wall they would have a reduced impact on it.
If this 1s the case, there 1s scope for both mechamsms to
play a role: the non-linear ballooming theory may be



relevant for the early phase of the ELM, while the “blob™
theories may be relevant later, after the filament has
detached.

Fig 9 Mimov signals from a senes of coils
positioned at various toroidal and poloidal
positions around the COMPASS-D tokamak™®.
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Temperature(°C)
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Fig 10. Filamentary structures evident in the
infra-red emission from the outer sections of the
ASDEX-Upgrade  divertor target [Figure
reproduced from Ref 30]
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VB. Experimental evidence for filaments

Some of the first data that suggested that filamentary
structures might be associated with ELMs comes from
COMPASS-D?. A poloidal and toroidal array of Mimov
coils allowed the magnetic signal associated with the
ELM to be tracked m time in the two directions. The
results, reproduced mm Fig 9, indicate a field-aligned
structure. More recently, a senies of sinpes have been
observed 1n the infra-red emission from the outer sections
of the divertor in ASDEX-Upgrade (see Fig 10)%°.
These stripes are also consistent with ELMs ejecting
field-aligned filamentary structures. The most dramatic
evidence, where the filaments were first observed
directly, comes from the MAST tokamak>*>%. A unique
feature of a sphencal tokamak is that one can view the
whole plasma surface through a port. Such a view 1s
shown i Fig 11 where the filamentary structures are
clearly wisible. These filaments are aligned with the
magnetic field hines, as theory would predictas, and are
ejected far mnto the scrape-off layer, and beyond. They are
observed to accelerate radially, qualitatively consistent
with the prediction of non-linear ballooming theory, and
decelerate in the toroidal direction’-.

Fig 11. Filamentary structures observed durnng
ELMs on the MAST tokamak’>

Another interesting observation, made on both
MAST and DIII-D, is that the rotation shear (that 1s the
differential rotation between different flux surfaces) 1s
eliminated during the ELM event™** (see Fig 12). Within
the ideal MHD model of the non-linear ballooning mode,
this must happen: the filament could not erupt out of the
plasma if there 1s differential rotation. So again there 1s a
nice consistency here. It does, however, raise an
interesting question: Is the eruption of the filament
causing a locking of the flow profile in the outer regions
of the plasma, or 1s there some other event which removes



the flow shear, which then allows the filaments to erupt?
In other words, 1s the filament a cause or consequence of
the ELM? The consensus is that the filaments are the
cause, but conclusive proof remains elusive.

VC. Heat loss mechanisms

Let us close this section with a discussion of the
possible heat loss mechamisms We simply state the
possible mechanisms which might be operating here, and
do not attempt to rule any of the models out or in. More
details are provided in Ref 36.
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Fig 12. Flow shear suppression during ELMs on
the MAST tokamak The full circles are the
earliest time indicated by the vertical lines in the
D, trace of a smngle ELM (top), followed by the
full squares, full tnangles, open squares and open
tnnangles. [Fig reproduced from Ref 34]

A key point to note 1s that within ideal MHD there
can be no loss of heat or particles: everything that flows
out along the filament into the scrape-off layer would
flow back into the confinement region while the filament
remained attached to the core plasma on the mboard side.
It 1s necessary to introduce some additional physics.
Three mechamisms are proposed for how the filaments
might lead to enhanced transport. (1) The hot filaments
“leak”, so that hot plasma flows across field lines from
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the filament as it pushes out mnto the scrape-layer. (2)
There 1s a reconnection process, probably in the vicinity
of the X-pomt, in which the magnetic field lines contained
in the hot filament break and then reconmect with the
magnetic field lines of the scrape-off layer on the
outboard side. Because the filament 1s relatively
unperturbed on the inboard side, it remains inside the
transport barrier there. Thus, following the reconnection
event, there would be a continuous path along the
filament from the pedestal region to the divertor target
plates, and therefore a rapid loss of heat and particles. (3)
The transport barnier 1s thought to be sustained by a
sheared plasma flow within 1t. As the filament pushes out,
it suppresses the flow shear and the barrier collapses with
a significant, temporary confinement degradation. There
1s much experimental activity, and increasing efforts to
simulate ELMs computationally, to identify the dominant
mechanism Both are exceedingly difficult, and are high
priority areas of research for ITER.

VI. CONCLUSIONS

The importance of understanding ELMs and
developing control scenanios for ITER 1s now well-
established. Considerable progress has been made m our
understanding, with the majonty of the community
accepting the peeling-ballooning model for at least the
largest, Type I ELMs. There 1s also scope within the
model to explain some of the other ELM regimes, but
there 1s more uncertainty here. Non-linear theonies have
been developed and, together with expeniment, have
established that filamentary structures are likely to be an
important part of the process of energy and particle loss
during ELM events.

So, after all of this work, what are the consequences
for ITER? ELMs remain one of the biggest concerns for
ITER, which cannot operate for more than a few
discharges at full power if large Type I ELMs are
triggered. Small ELM regimes do exist, but the operating
space for these 1s generally small, and 1t 1s not even clear
that they will extrapolate to ITER. For this reason, there
has been an increased focus on ELM control. We do not
go into the details here, but instead refer the mterested
reader to the references. One method inveolves applying
small magnetic perturbations to the plasma edge, thus
degrading the confinement The mechanism 1s not
completely understood, but ELMs are then generally
suppressed, probably because the pressure gradient in the
transport barrier 1s maintamed below the critical value for
instability. Expennments on DII-D wvalidated and then
perfected this form of ELM controlﬂ’ss, which has
recently been repeated in ASDEX—Upgradeag_ A second
techmique, pioneered on  ASDEX Upgrade, 1s
complementary to this. Rather than suppress ELMs, they
are instead tniggered more frequently by finng small



pellets of frozen deuterinm into the transport barrier. Each
time a pellet 1s fired into the plasma edge, an ELM 1s
triggered‘m. By tnggenng frequent ELMs, the energy
released 1n a single event 1s smaller, and the impact on the
divertor target 1s much reduced. A physical understanding
of the mechamism i1s emerging from nonhnear MHD
simulations*.

To summanze, there 1s still much to do for a
complete understanding of the ELM event, although much
progress has been made in the last decade. As well as
bemng an 1ssue that we must address for ITER, 1t 1s an area
that 1s nich in physics. Here we have focused on the
plasma physics 1ssues, but there 1s also a range of issues
related to plasma-surface interactions that must be
brought into the model to develop a complete
understanding of the ELM cycle: a formmdable, but
rewarding, task.
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Abstract

First, the place of kinetic theory among other mathemati-
cal models to describe plasma physics is discussed. Next,
some basic kinetic concepts are introduced and the kinetic
plasma equations are described. The use of these equa-
tions is then demonstrated considering electron plasma
oscillations, a simple example of collective behaviour,
and deriving a fundamental plasma parameter, viz. the
plasma frequency, a fundamental plasma parameter. The
a surprising fundamental phenomenon Landau damping
is briefly discussed.

1 Introduction: theoretical models
in plasma physics

Different mathematical models exist for different kinds of
plasma processes. The model to be used or applied de-
pends on the kind of phenomenon to be studied. Three
kinds of theoretical description can be distinguished on
the basis of the chosen approach [2]:

1. the theory of the motion of individual charged par-
ticles in given magretic and electric fields; e.g. the
motion of a charged, non-relativistic particle is de-
scribed by

mﬂ=q(E+VxB}, n
dt

where E(r, t) and B(r, t) are given solutions of the

Maxwell’s equations, and one has to solve for the

particle velocity v(r,t). This model is useful to

describe gyration of particles in a magnetic field
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and adiabatic invariants of this cyclotron motion, the
magnetic mirror effect, drifts, etc. But plasmas usu-
ally contain a lot of particles, e.g. a large Corona
Mass Ejection on the Sun involves up to 10%° par-
ticles, requiring a different model approach;

. the kinetic theory of a such collections of charged
particles, describing plasma behavior on a micro-
scopic scale by means of particle distribution func-
tions f, ;(r, v, t), the evolution of which is most gen-
erally described by the Boltzmann dissipative equa-
tion (see below). There exists an alternative Particle-
In-Cell (PIC) approach, however, in which the par-
ticles are modelled as “super particles’ or "particle
clouds’ which are accelerated by the forces (Lorentz,
gravitational, etc.). This alternative approach will
described in module KT-2;

. the fluid theory (MHD), describing plasma behavior
on a macroscopic scale in terms of averaged (over
v) functions of only r and ¢. The three basic steps
to get from kinetic theory to the plasma model are
discussed in the last section of this contribution.

Clearly, this is a rough division of model approaches and
there exist combinations, like hybrid models with one
or more species described in the fluid theory and other
species described in kinetic theory. Here, we will focus
on the kinetic plasma theory.

Why Kinetic theory?

In the single particle orbit theory mentioned above, the in-
teractions between the particles is ignored. This is a valid



assumption only when the density of the charged parti-
cles is low enough. Plasmas, however, exhibit collective
behaviour because of the large amount of interacting par-
ticles involved. As a result, a statistical approach can be
used to analyse its dynamics and this is precisely what
kinetic plasma theory does. In this sense, the kinetic de-
scription of plasma is fundamental. The position of par-
ticles is known in phase space, the space of all possible
values of position and momentum variables, making even
the electron scale accessible.

Of particular importance are kinetic or micro-
instabilities. These are short wavelength - high frequency
modes of the system that may grow in amplitude when the
charged particle species in a collisionless plasma posses
a non-Maxwellian velocity distribution. In other words,
these modes are driven unstable by the kinetic anisotropy
of the plasma particles which provides a source of free
energy. The velocity distributions (microstates) measured
in-situ in space plasmas, for instance, often show de-
partures from thermodynamic (Maxwellian) equilibrium
in the form of temperature anisotropy, plasma flows or
beams (“strahls’), suprathermal tails, etc. These deviations
from thermal equilibrium and the micro-instabilities they
induce can be described only with a kinetic approach.

Here, we will not elaborate on the derivation of the
equation(s) describing the evolution of the plasma, which
was introduced by Ludwig Boltzmann in 1872 and con-
stitutes a vast amount of theoretical analysis (See, e.g. the
comprehensive treatise by Balescu [3]), but merely ex-
ploit the Boltzmann equation, one of the end results of
this work.

Closely following Goedbloed, Keppens, and Poedts
[2], we will first introduce some basic kinetic concepts
(Section 4) and consider a simple example of collective
behaviour (Section 5), viz. electron plasma oscillations,
and derive the plasma frequency, a fundamental plasma
parameter. The (Landau) damping of these oscillations
through kinetic effects is then discussed briefly in Sec-
tion 5. It will also be discussed in modules KW-1 and
KW-2 in this school. In module KT-2, numerical simula-
tion models based on kinetic theory will be discussed and
some of the impressive results will be demonstrated there.
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2 Some basic plasma parameters

In Eq. (1) we did not specify the mass m and the charge
q of the particles. Clearly, they correspond to either elec-
trons (m = m,, g = —e) or ions with mass number A
and charge number Z (i.e. multiples of the proton mass
and charge: m = m; = Am,,q = Ze). When we
consider such a charged particle in a constant magnetic
field in the z-direction, in the absence of an electric field:
B = Be_, E = 0, we can get some insight by perform-
ing two simple vector operations on Eq. (1). First project
this equation B and using vector identities, we get that
) = const because

dvj _

0.
™

@
When we project the same equation on v, we get

2 — const,

d
E(%mUQ) =0 — Lmov 3

which in combination with (2) yields that also v,
const. because

1 2 _
zmuv) = const.

@
Solving Eq. (1) more systematically, using v = dr/dt =
(£,y,2), we get two coupled differential equations de-
scribing the motion in the perpendicular plane:

F-Qg=o0,
o ®)
i+ Qz =0,

where
gz laB

m

(©)

is the gyro- or cyclotron frequency.

‘We here do not elaborate on the derivation (see [2]), but
the helical orbit consists of gyration (a periodic circular
motion) L B about a the guiding centre and with a the
gyro- or cyclotron radius

R= %‘ = const, )
and inertial motion || B. The magnetic field B thus deter-
mines the geometry of the plasma.



Figure 1: Gyration of electrons and ions in a mag-
netic field (source: [2]).

Remark that electrons and ions gyrate in opposite di-
rections (Fig. 1). Due to their mass difference, their gyro-
frequencies and gyro-radii are quite different:

Q, = eB Q= ZeB ,

m, m;

Ul e Vi . ®)
R, = Q_ <« R;= Q‘- (assuming T, ~ T3).

Inserting a magnetic field B = 3 T (= 30 kgauss), typical
for tokamaks, and the values for e, m,, and m,,, we find
for the angular frequencies of protons and electrons

Q. = 5.3x 10" rads~! (i.e., afreq. of 84 GHz),

(©)]
0 = 29x10°rads™! (i.e., a freq. of 46 MHz).

Considering particles with thermal speed v, = vy, =
+/2kT /m we can estimate the gyro-radii. For electrons
and protons at T = 10keV, ie. T.=T; =116 x 108K,
we obtain

59x107ms™' = R.~0.1mm,

(10

Vth,e

14x10°ms™' = R;~5mm.

Vth,i
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Adding a constant background electric field perpendic-
ular to the magnetic field, ie. B = Be,, E = Fe,,
only slightly complicates the analysis. However, in this
case the gyration is superposed with a constant “drift’ in
z—direction. Hence, the perpendicular electric field re-
sults in the so-called E x B drift (see [2]).

3 Kinetic model equations

The equations of the kinetic model consist of equa-
tions for the particle distribution functions combined with
Maxwell’s equations (13) which determine the electric
and magnetic fields E(r,t) and B(r, t).

3.1 The Boltzmann equation

Let us consider a plasma that consists of electrons and one
kind of ions. Clearly, the information on the individuality
of the particles is lost in the statistical description. How-
ever, the time-dependent distribution functions f.(r,v,t)
for the electrons and ions (« = e, i) contain relevant physi-
cal information on the plasma as a whole. The distribution
functions express the density of the representation points
of particles of type « in the six-dimensional phase space
which is formed by the three position coordinates (x, y, z)
and the three velocity coordinates (v,,v,,v.) (see, e.g.,
Bittencourt [4]). In other words, f.(r,Vv,t) d®r d*v rep-
resents the probable number of particles of type « in
the six-dimensional volume element d®r d®v centred at
(r,v). We here assume that the total number of parti-
cles, N, = [[ fod®r d*v, is constant. This is, of course,
not valid for plasmas that are in thermal and/or chemical
non-equilibrium, like the partially-ionized plasmas in the
lower solar atmosphere (photosphere and lower chromo-
sphere) and thermonuclear plasmas in which fusion reac-
tions create and annihilate particles. In such cases, more
than two distribution functions are needed, e.g. also one
for neutrals in the case of the solar photosphere, and the
respective total number of particles will not be constant.
We now make a distinction between the motion of in-
dividual particles and the motion of a collection of their
representative points in phase space, which is somehow
similar to the motion of a swarm of bees (versus the mo-
tion of a particular bee in the swarm). The ’swarm’ of
representative points is described by the the distribution



function f,(r, v,t), and its motion is given the fotal time
derivative of f,, using the chain rule we get:

Afa_0fa  Ofa dr  0fa dv
dt — ar dt  av dt
0fa 0fa
=+ FJF_(EJ”’XB) ,(11)

where Eq. (1) has been used inserted in the second line.

Here, the scalar products involving derivatives with re-
spect to the vectors r and v simply denote sums over
the products of the vector components, i.e. v - 8/dr =
v 0/0z+v, 8/0y+v. 8/82, and idem for the term with
8/8v . Notice also the subtle difference between d/dt for
the total time derivative and d/dt for ordinary time deriva-
tives. Liouville’s theorem ([6])states that, in the absence
of binary interactions between particles, df,, /dt = 0, i.e.
the density of representative points in phase space remains
constant.

Clearly, the behaviour of a collection of particles only
becomes interesting when these particles collide with
each other, i.e. interact. In 1872, Ludwig Boltzmann
derived an equation describing the time variation of the
distribution functions of electrons and ions. This kinetic
equation, called the Boltzmann equation reads:

) coll
(12)

0fa 0fa
A

Note that here E(r, ) and B(r, t) consist of the contribu-
tions of the external fields plus that of the averaged inter-
nal fields originating from the long-range inter-particle in-
teractions. The right-hand side represents the effect of an
unspecified collision term which should model the short-
range inter-particle interactions, or "collisions’. These are
the large-angle Coulomb collisions resulting from the cu-
mulation of the many small-angle velocity changes. A
first important objective of kinetic theory is to distinguish
between different (long- and short-range) interactions and
binary collisions and to determine on what ranges they
are valid, yielding different forms of this collision term.
Ore choice leads to the Landau collision integral (1936)
[8]. And when only the accumulated effects of the small-
angle collisions are taken into account, the above equa-
tion leads to the Fokker—Planck equation; and neglecting
all collisions, i.e. setting the RHS equal to zero, leads to
the Viasov equation (1938) [20].

of.

(E+vxB)- a‘f‘“ = ( Bt
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3.2 Maxwell’s equations

In order to obtain a closed system of equations the Boltz-
mann equation (12) (or the Vlasov equation in case
collisions can be ignored) for the distribution functions
falr,v,t), are combined with Maxwell’s equations (13),
determining the electric and magnetic fields E(r,t) and
B(r, t), and providing expressions (14) for the charge and
current density source terms 7(r, t) and j(r, ). In mksA
units these equations are given by:

VxE= —% (Faraday) ,
JvxB- pait 55 cAmpere'), ¢ = (coo)
V-E = z (Poisson) ,
€0
V-B =0 (no magnetic monopoles) .

(13)
We have ignored polarisation and magnetisation effects,
ie.e = e and g = ppsothat D = E and H =
(10) !B, since these effects are absorbed in the defini-
tions of charge and current density:

T= Eﬂ Qo Ty
(x=e,i).

J=3, tanalla

(14)

Here, n,, and u,, are the particle density and the macro-
scopic velocity of particles of type c.

The charge and current density source terms 7(r, t) and
j(r,t) are related to the particle densities and the average
velocities:

nﬂ(r,t)sza(r,v,t)dzv,

and 7(r,t) = Z GaTa (15)
1
wa(r8) = s f Vialr, v, du,
and j(r,t) = Z GaTlaly (16)

This completes the microscopic equations.

Solving these kinetic equations in seven dimensions
(with the details of the single particle motions entering the
collision integrals) is a formidable task, even with the help



of present-day supercomputers. Hence, whenever possi-
ble, i.e. when the physical phenomenon that is studied al-
lows it, modelers will look for a macroscopic reduction.
Here, however, we will stick to the kinetic equations and
take up the challenge of solving them.

4 Moment reduction

Macroscopic equations, i.e. equations that do not involve
details of velocity space any more can be obtained by ex-
panding in a finite number of moments of the Boltzmann
equation (12). These moments are obtained by first mul-
tiplying the equation with a function x(v) and then inte-
grating over velocity space. The function x consists of
powers of the velocity:

,  zeroth moment;
first moment;

’ 17
second moment; an

*

and the procedure is truncated after a finite number (5,
10, 20...) of such moments. Clearly, taking moments
of the Boltsmann equation involves the moments of the
distribution function itself. For instance, the zeroth mo-
ment is associated with the particle density n,(r,t) and
the first moment is associated with the average velocity
(V) = ua(r,t), defined above. This expansion in mo-
ments clearly needs to be truncated in order to be prac-
tical. A popular truncation occurs already after the five
moments (one scalar + one vector + one scalar) indicated
explicitly in Eq. (17). This truncation is justified in the
transport theory. Macroscopic variables (g).(r,t) gen-
erally appear as averages of some phase space function
g(r, v, t) over the velocity space, i.e.

(g)a(r.t) = ﬁ fg(r,v,t) fﬂ(r,v,t)dzv,

(18)

Clearly, this definition assumes or requires that the distri-

bution functions f,, decrease fast enough with v — oo in
order to yield a finite answer.

The systematic procedure of taking moments of the

Boltzmann equations also involves the determination of

the different moments of the collision term in the RHS.
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The collision operator

(a‘f‘“) =C,
coll o

ra
represents evolution of f, due to local collisions. It can
be decomposed in contributions C,z due to collisions of
particles o (e.g. electrons) with particles 5 (i.e. electrons
as well as ions):

(19)

Ca=) Cas. (20)
g

So, e.g. C; is the sum of the intraspecies collision operator
C';;, which represents the effect of ion-ion collisions, and
the interspecies collision operator C;., which represents
the effect on the ions of ion-electron collisions. C, is
thus an operator which maps functions of velocity space,
fi(v) and f.(v), to a function of velocity space, Cy (V).
The collision of course respect some constraints. For
instance, in the absence of fusion reactions, there is con-
servation of mass, i.e. the total number of particles v at a
certain position does not change by collisions with parti-

cles 3:
/Cuﬂd-”*e,-:u. 21)
In a similar way, conservation of momentum yields
f VCiidu =0, @2)
and
[P+ it =o; @3)
while conservation of energy yields
[veudtu=o, @4
and
[ v+ codo=o. @)

More details of the derivation of these expressions and
on the procedure in general can be found in Goedbloed,
Keppens, and Poedts [2]. In order to give an idea of the
procedure, we will here only derive the lowest moment
equation, which describes mass conservation.



As mentioned above, the zeroth moment is obtained by
integrating the Boltzmann equation (Eq. (12)) over veloc-
ity space. Doing this term by term, we get subsequently:

8f°d3
ff a g3,

On,
at

V - (nqu,) (def. (16)),

(def. (15)),

fq—° (E+va)-é d®» = 0 (int. by parts),
Mg v
/Cﬂ d*» = 0 (summing Eq. (21)).

The continuity equation for particles of species o is ob-
tained by adding these four expressions, yielding

g
ot

+V - (nau,) =0 (26)
Similarly, the first moment of the Boltzmann equation is
obtained by multiplying it with m, v and integrating this
expression over the velocities. This yields the momentum
equation:

7]

57 (Mamatia) + V- (nama {w)a) —gania(E+u, xB)
= /Cug MaVdov. @27

The scalar second moment of Eq. (12) is then obtained

by multiplying with $m,,v? and integrating over velocity

space. This yields the energy equation:

%(nuéma{UQ)u) +V- (nc. %mQ{UZV)Q) —ganaE-u,

f 032m0v2d3v.

See [2] for the explicit steps in the derivation of these
equations.

This chain of moment equations can be continued in-
definitely. Notice that each moment introduces a new un-
known whose temporal evolution is described by the next
moment of the Boltzmann equation. However, the infi-
nite chain must be truncated to be useful. In fluid theories
truncation is just after the above five moments: the conti-
nuity equation (26) (scalar), the momentum equation (27)

(28

189

(vector), and the energy equation (28) (scalar), by mak-
ing additional assumptions. In (very) broad outlines, the
procedure can be summarized as follows:
(a) First, split the particle velocity v into an average part
U, and a random part v, i.e.
where (v,)=0.

Ve =V—1,, 29)

In this way thermal quantities can be defined, like

To(r,t)= % {53) (temperature) , (30)

Pa(r,t) =nama (VaVa) = pal + Ta,

Pa = nakTy (stress tensor),(31)

ha(r,t) = inama (62Va) (heat flow),  (32)

R.(r,t)=m, fCﬂ Bffadz'u (momentum transfer)(33)

Qu(r,t)=1m, / Cogi2d® (heat transfer) .(34)

Note that in this notation | is the unit tensor, i.e. ,, rep-
resents the off-diagonal terms of the pressure tensor P.
For instance, the Maxwell distribution for thermal equi-
librium:

. me V2
fa(r!vst)=na(m) @xl}(—

is consistent with these definitions and makes the LHS of
the Boltzmann equation (12) vanish. This means that the
collision term on the RHS should vanish too, i.e. when the
two distributions have equal average velocities (1. = u;)
and temperatures (I, = T;). The deviations from this
thermal equilibrium and the way in which collisions cause
relaxation to thermal equilibrium, is what plasma kinetic
theory is concerned with (Braginskii [5]).

Maly,

~2
) » (35)

2KT,

(b) The temperature evolution equation is then trans-
formed into a pressure evolution equation by introducing
the ratio of specific heats, v = C,/C, = 5/3. The re-
sulting equations for n., U., and p. then appear rather
macroscopic, but still hide unsolved kinetic dependencies
involving higher order moments and variables which in-
volve the unspecified collision operator.



(c) The obtained truncated set of moment equations is
then finally closed by exploiting the transport coefficients
derived by transport theory (Braginskii [5], Balescu [3]),
which concerns the deviations from local thermodynamic
equilibrium, expressed by Eq. (35). In this theory the dis-
tribution functions are developed in powers of a small pa-
rameter measuring these deviations. This results in trans-
port coefficients, determining relations between the ther-
mal quantities defined in Eqgs. (30)—(34) and the gradients
of the macroscopic quantities. The second objective of ki-
netic theory is to provide these coefficients, which is again
a formidable task.

Following [2], we will now present an application of
the two-fluid description (Section 5). It will be highly
simplified in the sense that most of the complicated terms
discussed above do not occur. Yet, this simple application
illustrates a very important basic physical mechanism at
work, namely collective electrostatic oscillations. After
that, we will return to the kinetic description in terms of
distribution functions and discuss how velocity space ef-
fects lead to Landau damping, a surprising kinetic phe-
nomenon (Section 6).

5 Collective phenomena: plasma os-
cillations

Chen [7] defines a plasma as a quasi-neutral gas of
charged and neutral particles which exhibits collective
behaviour. The typical size of a region in the plasma over
which charge imbalance due to thermal fluctuations may
occur, is the Debye length. In the present section, we will
extend these electric field concepts. We will first study
perturbations of quasi-neutrality in a cold plasma by typi-
cal plasma oscillations which are called Langmuir waves
(1929) '. We then study how these oscillations are af-
fected by finite temperatures; first by including a finite
pressure, next by taking into account velocity space ef-
fects by applying the kinetic equations, which will lead to
the concept of Landau damping.

!named after the author who also introduced the term ‘plasma’ in
1923

190

5.1 Cold plasma oscillations

We start by considering a highly simplified case, viz. that
of a cold plasma in the absence of a magnetic field (B =
0). In other words, all thermal effects are neglected (P,,,
h., Ra, and @, vanish). As a result, all the complicated
terms in the equations of motion vanish and the energy
equations can be dropped. For cold plasma oscillations
we thus just need to consider the continuity equations,

Te 1V (nawa) =0 (@=ci),  (6)
and the simplified (B = 0) momentum equations,
du, .
ma[eruﬂ-Vuﬂ) —E  (a=ei). (37

The Poisson equation (13)(c) then enables us to deter-

mine the electric field in a self-consist manner, where the

charge density is obtained from Eq. (14)(a):
V-E=L=5(Zn,—n,). (38)

€ €

Remark that these equations form a complete set for the

variables n. ; (T, t), U ;(r,¢), and E(r,t) which describe

the problem of electrostatic oscillations.

Ore of the most fundamental properties of plasmas is
that they maintain approximate charge neutrality. As a
matter of fact, charge imbalances on a macroscopic scale
L would create huge electric fields (E' ~ 7L /eg) which
would accelerate the electrons and thus neutralise these
imbalances extremely fast. As a result, the plasma main-
tains almost perfect charge neutrality.

Charge imbalances do occur, however, on a finer time
and length scale, viz. in the form of typical oscillations.
For these plasma oscillations, we can consider the heavy
ions (m; > m,) as a fixed (u; = 0) neutralising back-
ground in which only the light electrons move (u. # 0).
When a small region inside the plasma is then perturbed,
by displacing the electrons in that region, the charge neu-
trality is disturbed (n. # Zn;). The problem is then com-
pletely determined by the electron variables (the two ion
equations (36) and (37) for & = i may be dropped):

n. &= ng +nq(r,t),
(39)

u, = w(r.t),



whereas the ion variables simplify to

n; = ng,/Z = const, u; ~0. (40)

Here, the subscripts 0 and 1 refer to the constant back-
ground and the (small) perturbations, respectively. The
small density perturbation |n,(r,t)| < ng occurs in a
small region of the plasma. We can thus linearize the
equations, i.e. we can neglect terms involving products
of perturbations since these are much smaller than the lin-
ear terms. As a result, the small electric field E; that is
created is proportional to n; and creates a small electron
flow velocity u; , which is also proportional to n;.

A complete set of equations is thus obtained, consisting
of the linearized electron density equation (36), the mo-
mentum equation (37) (both with & = ), and the Poisson
equation (38):

ny
W +ngV -uy = 0,
L @1
VB =T e
€0 €0

Eliminating u; and E; then yields a single wave equation

for nq:

87y
o2

du 2
= —nOV,_l V,El = _K ni. (42)
at €giM,

5.2 Plasma frequency and Debye length

The solutions of the wave equation (42) can be written
in the form ny(r,t) = 71 (r) exp(—iwt). They represent
plasma oscillations, which are electron density oscilla-
tions with a characteristic frequency, called the electron
plasma frequency:

w = o nge?

pe

43

Wpe = p——
This frequency is one of the fundamental parameters of
a plasma and is usually very high (because m, is very
small). It provides a diagnostic for the determination
of the plasma density since it depends only the plasma
density. In tokamak plasmas, a typical density ng
10° m—2 gives

wpe = 5.7 x 10! rads™!  (i.e. 91 GHz),

191

which is of the same order of magnitude as the electron
cyclotron frequency for tokamaks with very strong mag-
netic fields (B ~ 3T).

Remark that in cold plasma theory the spatial form of
the amplitude n,(r) of the plasma oscillations is not de-
termined. This is different for ‘warm’ plasmas, where de-
viations from charge neutrality due to thermal fluctuations
occur in small regions of a size of the order of the Debye
length

— EOkBTc _ Uthe
nge? V2wpe

Note that we here indicate the Boltzmann constant with a
subscript, kg, to distinguish it from the wave number k of
the waves that now enters the analysis. For thermonuclear
plasmas, with T = 10keV, vgh,e = 5.9 x 107 ms—?,
wpe = 5.7 x 10! rads~! gives

Ap (44)

Ap = 7.4 x 10~°m =~ 0.07mm,

i.e. the Debye length is of the order of the electron gyro-
radius K.

5.3 (Finite pressure) Plasma oscillations

In warm plasmas, the frequency of the plasma oscilla-
tions becomes dependent on the wavelength because of
the above-mentioned thermal fluctuations. The thermal
contributions may be computed by means of the two-fluid
equations for an unmagnetised plasma (B = 0), assum-
ing an isotropic pressure and neglecting heat transport and
collisions. Assuming immobile ions again and linearising
these equations for the electrons, like we did before for a
cold plasma, we now get a modified eigenvalue problem
where the pressure py = ngkgTp, i.e. the temperature, of
the background plasma enters:

On
Wl+nuv-u1=0, (45)
8
nom, 2L +Vpy = —engBy,  (46)
91 4 poV oy =0, @7
V.-E =Zn,. (48)
€



Assuming plane waves in the z-direction, and ignoring
spatial dependencies in the y- and z-directions,

ny(z,t) = fyeile—wt)

49)
(and similar expressions for uy, p;, E,), the gradients
V — ike. and the time derivatives 8/8t — —iw, so that
Egs. (45)-(48) become an algebraic system of equations
for the amplitudes n1, 11, p1, and ]::‘.1. The dispersion
equation is obtained from the determinant and reads

w? =wZ (1+7K%Ap). (50)
Notice that here, since the oscillations are one-
dimensional, we should exploit the value -y 3 (see
Chen [7], Chapter 4). Remark that the (c)old result (43)
is recovered for long wavelengths, where k2A2D < 1, but
there is a large effect now on the oscillations for wave-
lengths of the order of or smaller than the Debye length.
However, this thermal correction of the dependence of w
on k turns out to be incomplete as misses the damping
obtained in the proper kinetic derivation. We will discuss
this briefly in the next section.

6 Collective phenomena: Landau

damping

Following Goedbloed, Keppens, and Poedts [2], we re-
mark that a more refined analysis of longitudinal plasma
oscillations for ‘warm’ plasmas should take velocity
space effects into account, exploiting the Vlasov, or colli-
sionless Boltzmann, equation (12) (with vanishing RHS)
for the perturbations f,(r, v,t) of the electron distribu-
tion function. Considering again plane wave solutions
~ expi(k - r — wt), one immediately runs into a math-
ematical problem:
afi afy

ot TV or

8fo

av 1

(51

= —i(w—k V) fi = —E;-
mC
so that inversion of the operator 8/t + v - 8/dr, to ex-
press f; in terms of E,, leads to singularities for every
w—k-v = 0. Landau (1946) [9] performed a proper
treatment of the related initial value problem, and showed
that these singularities give rise to damping of the plasma
oscillations, now called Landau damping. Since there is
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no dissipation as we are considering a purely collisionless
medium here, this is a surprising phenomenon! Twenty
years later, Malmberg and Wharton [12] verified the phe-
nomenon of Landau damping experimentally. In fact,
later (1968) these authors also demonstrated that the in-
formation contained in the initial signal may be recovered
by means of plasma wave echos, i.e. it is not lost [13].

Van Kampen (1955) [18, 19] considered a complemen-
tary approach to the electrostatic plasma oscillations by
means of a normal mode analysis. In this approach, the
singularities w — k - v = 0 lead to a continuous spec-
trum of singular, é-function type, modes (the Van Kam-
pen modes), which constitute a complete set of ‘improper’
eigenmodes for this system. Damping occurs because of
phase mixing, a package of those modes rapidly loses its
spatial phase coherence.

6.1 Landau’s solution of the initial value
problem

For a more careful analysis, which is beyond the level
of this introductory chapter, we refer to Goedbloed, Kep-
pens, and Poedts [2].

Landau’s careful study of the initial value problem of
electrostatic plasma oscillations shows that there is an im-
portant contribution of the singularities v = vpn = w/k
where the particles are in resonance with the phase veloc-
ity of the waves. For a Maxwell distribution, the solution
of the dispersion equation (obtained by Landau) for long
wavelengths (kAp < 1) is given by

w wpe{l +%k2A%

3

1 —
—iy/F (kAp) 7200203 } . (52)

where the imaginary part represents damping of the
waves. For long wavelengths, this damping is exponen-
tially small. For short wavelengths (kAp ~ 1), the damp-
ing becomes very strong so that wave motion with wave-
lengths smaller than the Debye length becomes impossi-
ble.



7 Kinetic processes in the solar wind

7.1 Proton and electron distribution data

Kinetic theory is necessary to explain observations of the
velocity distribution functions of protons and electrons at
1 au (about the average distance from the Sun to the Earth,
149597 871 kilometers). Old Helios observations[14]
of proton distributions show a variety of temperature
anisotropies. Some examples are given in Fig. 2 which
shows cuts through the velocity distribution functions
(VDFs) in the ecliptic plane. The left column shows the
proton distribution in the slow wind (with typical velocity
of 300-350 knv/s) at different distances from the Sun. He-
lios went all the way to 0.3 au®. The right column shows
the same for the fast solar wind (typically 700 knv's) and
the middle column corresponds to the intermediate wind.
The dashed lines represent the local magnetic field.

The coloured isocontours of the VDFs displayed in
Fig. 2 show that they come in a variety of shapes. The
proton distribution is highly anisotropic: the perpendic-
ular temperature 7', is higher than the parallel tempera-
ture T}, which is most apparent in the proton distributions
at low heliospheric distances and in the intermediate and
fast solar wind (middle and RHS bottom plots in Fig. 2.
Moreover, the proton distribution has a core part (red
and orange contours) and a slightly drifting suprather-
mal “halo’ part (the blue contours). Some distributions
are deformed by the asymmetric (magnetic field aligned)
beam or “strahl’, which is also suprathermal and most ap-
parent in the intermediate wind distribution at 0.39 au.
The electron distributions (not shown here) are similar al-
though they have a less anisotropic core. They also have a
suprathermal halo and the electron distribution s are also
deformed by an asymmetric (field aligned) strahl.

These features of the observed proton and electron dis-
tribution functions in the solar wind can be described
with combinations non-Maxwellian and kappa distribu-
tion functions and explained by kinetic theory. In fact,
the observed temperature anisotropy is much higher than
theory predicts, so there must be some additional perpen-
dicular heating going on to explain this.

2Acluﬂ].ly, Helios A (launched in December 1974) went as close to
the Sun as 0.31 au and Helios B (launched in January 1976) even to
0.29 au (= 43 432 million km).

7.2 Modelling the velocity distribution
functions

The complicated VDFs shown in Fig. 2 are modelled
in (linear) theory using distribution functions with a (bi-
)Maxwellian quasi-thermal core, like

core =n.C ——Uﬁ — —ti
) Ju1) = ne . (53
feore(v);v1) = neCur exp 5 2 (53)

while the non-thermal component is described by differ-

ent Kappa distribution functions. The suprathermal halo,

for instance, can be modelled by a bi-Kappa distribution
fhaJD(Uu,t‘J_) =niCy Taz

function:
—k—1
] . (59
Il

while the suprathermal, asymmetric (magnetically field-
aligned) strahl or beam can be modelled by a drifting
Kappa distribution function:

] —r'—1

(55)

An example of such a complicated VDF with a bi-

Maxwellian core, a bi-kappa halo, and a drifting Kappa

strahl, is shown in Fig. 3. So the non-thermal part is split

in a halo and a strahl both modelled by kappa distribu-
tions.

2

i
2

kB

il

(v —Vo)? 2
fstrahl(l"”!UJ_) = ﬁ'scft [_”K,T - ,{132

7.3 Occurrence rates of the temperature

anisotropy

A summary of the solar wind distribution at 1 au (Earth
orbit) is given in Figures 4 (core + halo protons) and
5 (core electrons). These figures contain millions of
data points from different spacecraft (mostly WIND) over
decades summarised in 2D plots. They have been pro-
duced by Peter Yoon who combined data from different
sources[17, 1, 15, 10, 11]. At 1 au most protons are
broadly distributed near quasi-isotropic conditions (the
red dot in the meddle). The proton data distribution
boundaries have a strange shape. It turns out that this
outer boundary can be explained by kinetic processes,
namely instabilities and collisions.

10
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Figure 2: Proton velocity distribution functions in the solar wind near the perihelion of the Helios spacecraft and
farther out. The VDFs have different shapes. Some are isotropic, others are anisotropic in perpendicular temperature
and some are asymmetric, showing a magnetic field-aligned beam of strahl’. From Marsch[14]
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Figure 3: The modified model used for electron distribu-
tions by Stversk et al[17] contains a thermal core and a
non-thermal part consisting of a halo and a strahl, which
gives a better estimate of their relative densities.

The core of the electron data distribution shown in
Fig. 5 shows a similar behaviour. The halo electron data
distribution, not shown here, is somewhat less anisotropic.

7.4 Kinetic processes behind the tempera-
ture anisotropy

The proton and electron data distributions shown in
Figs. 4 and 5 show strange outer boundaries to the right.
These can be explained by a number of marginal ki-
netic instability thresholds. When T > T, there
are electromagnetic electron cyclotron (whistler) instabil-
ity (EMEC) and electromagnetic ion (proton) cyclotron
instability (EMIC) and mirror instabilities with their
marginal thresholds indicated in Figs. 4 and 5 (black lines
at upper right boundaries). And when T|| > T, there
are the parallel proton (PFH) and electron (EFH) firehose
and oblique proton firehose (OFH) instability thresholds,
all indicated in Figs. 4 and 5 (black lines in lower right
boundaries). The firehose modes and mirror modes are
basically fluid modes, but kinetic theory provides a better

12
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Figure 4: Log-log plot of the occurrence rates of the pro-
ton temperature anisotropy T, ,/Tj, versus the parallel
plasma beta j3),, for the entire (core + halo) proton pop-
ulation in the solar wind at 1 au (Earth orbit). The over-
plotted curves represent the marginal stability threshold
for the indicated instabilities. Credit: Peter Yoon.
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Figure 5: Log-log plot of the occurrence rates of the elec-
tron temperature anisotropy T, . /T}. versus the parallel
plasma beta §). for the core electron population in the
solar wind at 1 au. The over-plotted curves represent the
marginal stability threshold for the EMEC nd EFH insta-
bilities. Credit: Peter Yoon.



description of these instabilities. EMIC is clearly a kinetic
instability.

The same EMEC/whistler and EFH marginal stability
thresholds define the right outer boundaries of the hot
(halo) component of the electron data distribution. So
the thresholds of these instabilities determine the right
outer boundaries of the distributions mentioned before
from marginal stability conditions, which is linear theory.

7.5 Quasi-linear theory

However, linear theory does not take into account the dy-
namics, the changes of the background inhomogeneity, as
it assumes it is in equilibrium. To take the background dy-
namics into account a nonlinear theory is needed. Quasi-
linear theory describes the slow evolution of the distribu-
tion functions and their relaxation back to a marginally
stable state. Quasi-linear theory is limited solely to de-
termining how the distribution functions relax and, there-
fore, the simplest nonlinear theory. But it partially ex-
plains the observed outer boundaries. According to quasi-
linear theory, T" and T, evolve due to these instabilities
and so do the magnetic field perturbations. Quasi-linear
theory yields a dispersion relation for parallel propaga-
tion, so EMIC [16].

Uniform Case_
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Figure 6: Log-log plot of the proton temperature

anisotropy T’y p/Tj|,, versus the parallel plasma beta 3, of
the results obtained by solving the equations from quasi-
linear theory. Credit: Peter Yoon.

Solving the equations of quasi-linear theory[16], re-
sults in the plot shown in Fig. 6 created by Peter Yoon.
The open white dots are some hypothetical initial condi-
tions. When unstable, they move to the marginal stabil-
ity threshold and are coloured when they reach their final,
marginally stable position. When the initial conditions are
stable, they stay in place and are coloured too. The outer
boundaries on the RHS are more or less reproduced like
this, which you can see on the right and by comparing this
figure with Fig. 4.

]“gm{ljilﬁ’)

Figure 7: T, ,/T}, versus 5|, log-log plot of the results
obtained by solving the relaxation equations for binary
collisions combined with the equations from quasi-linear
theory from Fig. 6. Credit: Peter Yoon.

For explaining the boundaries to the left another kinetic
process is needed. Indeed, when there are no instabilities
operative, one has to bring in some other kinetic relax-
ation process, namely binary collisions. The relaxation
equations for binary collisions[16] can be solved/relaxed
as before. The result is seen in Fig. 7, which is again
created by Peter Yoon and which is a combined figure
showing the effect of collisions and instabilities at the
same time. The white dots (representing initial condi-
tions) move along the magenta lines and all settle down,
according to the collision relaxation equations, and they
are coloured black when they do. Hence, combining the
quasi-linear equations with the relaxation equations re-
sults in Fig. 7 which can be directly compared to Fig. 4.
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The points to the upper right are EMIC unstable and
move down close to EMIC marginal stability threshold.
Points to the lower RHS are firehose unstable and move
up, lining up along the firehose marginal stability thresh-
old. All the points to the left, on the other hand, are not
unstable but they respond to collisions. They also move
and line up. The result nicely fits the outer boundaries of
the proton data distribution on the left as seen by compar-
ing this figure to the data (Fig. 4): a nice example of how
you can involve kinetic processes to explain observations.

8 From Kkinetic theory to fluid de-
scription

In this section we come back to the text of Goedbloed,
Keppens, and Poedts [2]. We have seen that kinetic theory
involves the detailed evolution of the distribution func-
tions on very short length and time scales, such as the
Debye length Ap and the plasma frequency wp.. The de-
velopment of the fluid picture of plasmas from the kinetic
theory involves three major steps, illustrated in Fig. 8:

(a) Collisionality The formulation of the lowest mo-
ments (26)—(28) of the Boltzmann equation in Section 4
and the transport closure relations mentioned there, was
the first step, yielding a system of two-fluid equations in
terms of the ten variables n. ;, U i, T ;. To establish the
two fluids, the electrons and ions must undergo frequent
collisions:

TH:s-r,-[:s-rc], (56)

with 7y the time scale on which the hydrodynamic de-
scription is valid, while 7, and r; indicate the collisional
relaxation times of the electrons and ions respectively.

(b) Macroscopic scales Since the two-fluid equations
still involves the small length and time scales of the funda-
mental phenomena we have encountered, viz. the plasma
frequency wpe, the cyclotron frequencies (2. ;, the Debye
length Ap, and the cyclotron radii R, ;, the essential sec-
ond step towards the magnetohydrodynamics (MHD) de-
scription of plasmas is to consider large length and time
scales:

Amup ~a > Ry, ™HD ~ afva > Q7. (5T)

4
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(_Srequent collisions )
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Two-fluid theory
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[\' large scales )
M

Diss. MHD = \ slow dissipation \: Ideal MHD

Figure 8: Different theoretical plasma models and
their connections. Source Goedbloed, Keppens and
Poedts[2].

Hence,the larger the magnetic field strength, the more
easy these conditions are satisfied. On these scales, the
plasma is considered as a single conducting fluid without
distinguishing its individual species.

(c) Ideal fluids The third and final step is to consider
the plasma dynamics on time scales faster than the slow
dissipation connected with the decay of the macroscopic
variables, in particular the resistive decay of the magnetic
field:

Tvup € TR ~ /7). (58)

This condition is well satisfied for the relatively small
sizes of fusion machines, and very easily for the huge
sizes of astrophysical plasmas, and leads to the model of
ideal MHD, which provides a solid macroscopic descrip-
tion of magnetised plasmas.
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ABSTRACT

In this paper, we present a brief introduction
to the Particle in Cell (PIC) method for solving
the Vlasov-Maxwell system of equations for a multi-
species plasma. First, we recall the basic equations
of electromagnetism and the physical difference be-
tween strongly and weakly coupled systems (sec. I-
III). Second, the different numerical treatments for
these two types of system are presented (sec. IV-
V). Third, the mathematical derivation of the PIC
method is presented in the one-dimensional electro-
static regime (sec. VI-X). Finally, a recapitulation of
the PIC method is given (sec. XI).

L. INTRODUCTION

The classical or relativistic description of the nat-
ural world is based on describing the interaction of
elements of matter via force fields. The example that
will guide the discussion is that of a plasma com-
posed of charged particles but the discussion would
be similar and easily replicated for the case of gravi-
tational forces. In the case of a plasma, the system is
composed by charged particles (for example negative
electrons and positive ions) interacting via electric
and magnetic fields.

If we identify each particle with a label p and their
charge with g, position with x,, position with v,, the
force acting on the particles is the combination of the
electric and magnetic (Lorentz) force:

Fp = g E(xp) +vp x By(xp) (1)

The force acting on the particles is computed
from the electric and magnetic fields evaluated at the
particle position.

The electric and magnetic fields are themselves
created by the particles in the system and by addi-
tional sources outside the system (for example mag-
nets around the plasma or external electrodes). The
fields are computed by solving the Maxwell’s equa-
tions:
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ot

II. TYPES OF INTERACTING SYSTEMS

A key point in the derivation of the particle in
cell method is the consideration of how the sources
in the Maxwell’s equations ought to be computed.
In principle since the system is made of a collection
of particles of infinitesimal size, the sources of the
Maxwell’s equations are distributions of contributions
one for each particle.

Figure 1 summarises visually the situation. Let
us consider a system made by a collection of parti-
cles, each carrying a charge situated in a box with
the side of the Debye length, Ap (the box is 3D but
is depicted as 2D for convenience). We choose the
Debye length because a basic property of plasmas is
to shield the effects of localized charges over distances
exceeding the Debye length. Of course the shielding
is exponential and the effect is not totally cancelled
over one Debye length, but such a length provides
a conventional reasonable choice for the interaction
range. The electric field in each point of the box is
computed by the superposition of the contribution of
each particle.

Let us conduct an ideal thought experiment based
on using a experimental device able to detect the local
electric field in one spatial position. Such an exper-
imental device exists, but the determination of the
local electric field remains a difficult but not impos-
sible task. At any rate we try to conduct a thought
experiment where in no step any law of physics is vi-
olated but where the difficulties of experimental work
are eliminated.

If we consider the configuration in Fig. 1, we note
that within the domain there are few particles and
the measurement obtained by our fantastic electric
field meter would be very jumpy. The particles in
the box move constantly, interacting with each other
and agitated by their thermal motion. As a particle



time

Figure 1: A strongly coupled system.

passes by the detector, the measurement detects a
jump up and when a particle moves away it detects
a jump down. On average at any given time very
few particles are near the detector and their specific
positions are key in determining the value measured.
The effect of a given particle on the electric field at
the location of measurement decays very rapidly with
the distance and only when the particle is nearby the
effect is strong.

The same effect is detected by each of the par-
ticles in the system. The electric field each particle
feels is a the sum of the contributions of all others
but only when another particle passes by the elec-
tric field would register a jump: in common term this
event is called a collision. The particle trajectories
would then be affected by a series of close encounters
registered as jumps in the trajectory.

The system described goes in the language of ki-
netic theory as a strongly coupled system, a system
where the evolution is determined by the close en-
counters and by the relative configuration of any two
pairs of particles. The condition just described is
characterised by the presence of few particles in the
box: Np = n}, is small.

The opposite situation is that of a weakly coupled
system. The corresponding configuration is deseribed
in Fig. 2.

Figure 2: A weakly coupled system.

200

Now the system is characterised by being com-
posed by an extremely large number of particles. In
any given point, the number of particles contributing
to the electric field is very large. Regardless of the
particle motion, the field is given by the superposition
of many contributions. As a consequence, by simple
averaging of the effects of all the particles contribut-
ing to the measurement, the measurement is smooth
and does not jump in time. Similarly the trajectory
of a particle is at any time affected by a large number
of other particles. The trajectory is smooth and with-
out jumps. These systems are called weakly coupled.
If in the strongly coupled system, the characteristic
feature was the presence of a succession of collisions,
in the weakly coupled system, the characteristic fea-
ture is the mean field produced by the superposition
of contributions from a large number of particles.

III. DESCRIPTION OF INTERACTING SYSTEMS

The discriminant factor in the previous discus-
sion was the number of particles present in the box
under consideration. If we choose the conventional
box with side equal to the Debye length, the number
of particles present is

Np =n)} (3)

where n is the plasma density.

A system is considered weakly coupled when Np
is large and strongly coupled when Np is small.

This concept can be further elaborated by con-
sidering the energies of the particles in the system.
The particles in the box are distributed in a non-
uniform, random way, but on average, the volume
associated with each particle is simply the volume
of the box, A}, divided by the number of particles
in the box, Np. This volume, V, = n~!, can be
used to determine the average interparticle distance,
a = V}/* = n~1/3, This relation provides an aver-
age statistical distance. The particles are distributed
randomly and their distances are also random, but on
average the interparticle distance is a.

The electrostatic potential energy between two
particles with separation a is

q.2

E I3 =
P Amega

(4)

where we have assumed equal charge g for the two
particles. Conversely, from statistical physics, the ki-
netic energy of the particles can be computed to be
of the order of

Ep = kT ()

where k is the Boltzmann constant.
A useful measure of the plasma coupling is given
by the so-called plasma coupling parameter, A, de-

fined as: B 4 o
_ B _ 2mega (6)

Epot q2
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Recalling the definition of Debye length (Ap =
(eokT/ne?)'/2) and the value of a obtained above, it
follows that:

dmegkT
- q2n°l 5 = 4mNg® (7)

The plasma parameter gives a new physical
meaning to the number of particles per Debye cube.
When many particles are present in the Debye cube
the thermal energy far exceed the potential energy,
making the trajectory of each particle little influenced
by the interactions with the other particles: this is
the condition outlined above for the weakly coupled
systems. Conversely, when the coupling parameter
is small, the potential energy dominates and the tra-
jectories are strongly affected by the near neighbour
interactions: this is the condition typical of strongly
coupled systems.

IV. COMPUTER SIMULATION

A computer simulation of a system of interact-
ing particles can be conducted in principle by simply
following each particle in the system. The so-called
particle-particle (PP) approach describes the motion
of N particles by evolving the equations of Newton
for each of the N particles taking as a force acting
on the particle the combined effect of all the other
particles in the system.

The evolution is discretized in many temporal
steps At, each chosen so that the particles move only
a small distance, and after each move the force is
recomputed and a new move is made for all the par-
ticles. If we identify the particle position and velocity
as, respectively, x, and v, the equations of motion
can be written as:

new _ old old
X =xp% + Atvy

(8)

vy = V.:M + AtF,

The main cost of the effort is the computation of
the force which requires to sum over all the particles

in the system,
F,=) F (9)
v

where F,r is the interaction force between two par-
ticles p and p’. For example in the case of the elec-
trostatic force,

9pdp’ Xp — Xp!
Fop = . 10
PP Ameg|x, — X2 [xp — X (10)

where in practice all forces are computed with the old
values of the particle positions available at a given
time. Once the force is computed the new velocities
can be computed. Then the new positions can be
computed and the cycle can be repeated indefinitely.
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For each particle, the number of terms to sum
to compute the force is N — 1, and considering that
there are N particles, but that each pair needs to
be computed only once, the total number of force
computations is N(N —1)/2.

For strongly coupled systems, where the number
of particles per Debye cube is small, the PP approach
is feasible and forms the basis of the very successful
molecular dynamics method used in condensed mat-
ter and in biomolecular studies. We refer the reader
to a specific text on molecular dynamics to investi-
gate the approach more in depth [4]. The approach
is also used in the study of gravitational interactions,
for example in the cosmological studies of the for-
mation and distribution of galaxies. In that case,
specifically the dark matter is studied with a PP ap-
proach. The PP approach can be made more efficient
by using the Barnes-Hut or tree algorithm [1] that can
reduce the cost (but not without loss of information)
to O(NlogN).

Even with the reduced cost of the tree algorithm,
PP methods cannot be practical for weakly coupled
systems where the number of particles is very large.
As the number of particles increases, the cost scales
quadratically (or as N log N) and makes the compu-
tational effort unmanageable. In that case, one can-
not simply describe every particles in the system and
a method must be devised to reduce the deseription
to just a statistical sample of the particles. This is
the approach described in the next section.

V. FINITE SIZE PARTICLES

The key idea behind the simulation of weakly cou-
pled systems is to use as building block of the model
not single particles but rather collective clouds of
them: each computational particle (referred to some-
times as superparticle) represents a group of particles
and can be visualised as a small piece of phase space.
The concept is visualized in Fig. 3.

Coulomb interaction Weaker interaction

R

Figure 3: Interaction of finite size particles. When
the particles do not overlap they interact as point
particles (left), instead, when they overlap, their in-
teraction becomes weaker because the overlap area in
dark blue is neutralized (right).

The fundamental advantage of the finite-size par-
ticle approach is that the computational particles, be-



ing of finite size, interact more weakly than point par-
ticles. When two point particles interact, for example
via coulombian force, the repulsive or attractive force
grows as the particles approach, reaching a singularity
at zero separation. Finite size particles instead, be-
have as point particles until their respective surfaces
start to overlap. Once overlap occurs the overlap area
is neutralized, not contributing to the force between
the particles. At zero distances when the particles
fully overlap (assuming here that all particles have
the same surface) the force become zero. Figure 4
shows the force between two spherical charged parti-
cles as a function of their distance. At large distances
the force is identical to the Coulomb force, but as
the distance becomes smaller than the particle diam-
eter, the overlap occurs and the force starts to become
weaker than the corresponding Coulomb force, until
it becomes zero at zero separation.

—_—
20y
LA
~

}, =Debye length

= point
particle

Figure 4: Interactions between finite size particles.
Reproduced from [3].

The use of finite-size computational particles al-
lows to reduce the interaction among particles. Re-
calling the definition of plasma parameter, the use
of finite-size particles results in reducing the poten-
tial energy for the same kinetic energy. The benefi-
cial consequence is that the correct plasma parameter
can be achieved by using fewer particles than in the
physical system. The conclusion is that the correct
coupling parameter is achieved by fewer particles in-
teracting more weakly. The realistic condition is re-
covered.

VI. PARTICLE IN CELL METHOD

The idea of the particle in cell (PIC, also referred
to as particle-mesh, PM) method is summarised in
Fig. 5. The system is represented by a small number
of finite-size particles all interacting via the correct
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potential at distances beyond the overlap distance,
but correcting the effect of fewer particles at small
distances by the reduced interaction potential.

I_Jh——

=L

Figure 5: A system of finite size particles.

The end result is that the electric field fluctu-
ations in the system are correctly smooth as they
should be in a weakly coupled system. The reason
now is not that at any time a very large number of
particles average each other but rather that the ef-
fect of the few particles close to the measure point is
weak.

Similarly the trajectory of particles are smooth
as in the real system but not because each particle
is surrounded by a very large number of near neigh-
bours. Rather the few near neighbours produce weak
interactions.

The collective effect is still correct as the long
range interaction is unmodified and reproduces cor-
rectly the physical system.

VII. MATHEMATICAL DERIVATION OF THE
PIC METHOD

We consider there the procedure for deriving the
PIC method. Two classic textbooks [5, 2] and a re-
view paper [3] report a heuristic derivation based on
the physical properties of a plasma. We consider
here a different approach aimed at making a clear
mathematical link between the mathematical model
of the plasma and its numerical solution. To make
the derivation as easy as possible, while retaining all
its fundamental steps we consider the following 1D
electrostatic and classical plasma. The extension to
3D electromagnetic plasmas is no more difficult but
clouded by the more complicated notation.

The phase space distribution function f.(z,v,t)
for a given species s (electrons or ions), defined as the
number density per unit element of the phase space
(or the probability of finding a particle in a dz and dv
around a certain phase space point (z,v)), is governed
by the Vlasov equation:

af, . 8f.  a.Edf.

at x| m, v =0 (11)



where g, and m, are the charge and mass of the
species, respectively.

The electric field in the electrostatic limit is de-
scribed by the Poisson’s equation for the scalar po-
tential:

a2
oy =P (12)

where the net charge density is computed from the
distribution functions as:

pa) =Y o [f@onw @3

A. Numerical Approach

The PIC method can be regarded as a finite ele-
ment approach but with finite elements that are them-
selves moving and overlapping. The mathematical
formulation of the PIC method is obtained by assum-
ing that the distribution function of each species is
given by the superposition of several elements (called
computational particles or superparticles):

f_,(..":,'U, t) = Efp(mfvst) (14)

Each element represents a large number of physical
particles that are near each other in the phase space.
For this reason, the choice of the elements is made
in order to be at the same time physically meaning-
ful (i.e. to represent a bunch of particles near each
other) and mathematically convenient (i.e. it allows
the derivation of a manageable set of equations).

The PIC method is based upon assigning to each
computational particle a specific functional form for
its distribution, a functional form with a number of
free parameters whose time evolution will determine
the numerical solution of the Vlasov equation. The
choice is usually made to have two free parameters in
the functional shape for each spatial dimension. The
free parameters will acquire the physical meaning of
position and velocity of the computational particle.
The functional dependence is further assumed to be
the tensor product of the shape in each direction of
the phase space:

fo(2,0,1) = NpSa(z — 25(t)) So (v —vp(1))  (15)

where S, and S, are the shape functions for the com-
putational particles and N, is the number of physi-
cal particles that are present in the element of phase
space represented by the computational particle.

A number of properties of the shape functions
come from their definition:

1. The support of the shape functions is compact,
to describe a small portion of phase space, (i.e.
it is zero outside a small range).
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2. Their integral is unitary:

| see-gae =1 (16)

where £ stands for any coordinate of phase space.

3. While not strictly necessary, Occam’s razor sug-
gests to choose symmetric shapes:

Se(§ — &) = Se(& — €) (17)

‘While these definitions still leave very broad free-
dom in choosing the shape functions, traditionally the
choices actually used in practice are very few.

B. Selection of the particle shape

The standard PIC method is essentially deter-
mined by the choice of S,, the shape in the velocity
direction as a Dirac’s delta:

Sy(v—wv,) =d(v —vp,) (18)

This choice has the fundamental advantage that if all
particles within the element of phase space described
by one computational particle have the same speed,
they remain closer in phase space during the subse-
quent evolution.

The original PIC methods developed in the 50's
were based on using a Dirac’s delta also as the shape
function in space. But now for the spatial shape func-
tions, all commonly used PIC methods are based on
the use of the so-called b-splines. The b-spline func-
tions are a series of consecutively higher order func-
tions obtained from each other by integration. The
first b-spline is the flat-top function by(¢) defined as:

bo(€) ={ Lo le] <172 (19)

0 otherwise

The subsequent b-splines, by, are obtained by suceces-
sive integration via the following generating formula:

bi(€) = j T debo(e - bia(e)  (20)

Figure 6 shows the first three b-splines.
Based on the b-splines, the spatial shape function
of PIC methods is chosen as:

1 T—T,

Salz —2p) = A—pb; ( A, ) (21)
where A, is the scale-length of the support of the
computational particles (ie. its size). A few PIC
codes use splines of order 1 but the vast majority
uses b-splines of order 0, a choice referred to as cloud
in cell because the particle is a uniform square cloud
in phase space with infinitesimal span in the velocity
direction and a finite size in space.
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Figure 6: First three b-spline functions.

VIIL. DERIVATION OF THE EQUATIONS OF MO-
TION

To derive the evolution equations for the free pa-
rameters T, and v,, we require that the first moments
of the Vlasov equation to be exactly satisfied by the
functional forms chosen for the elements. This pro-
cedure require some explanations:

1. The Vlasov equation is formally linear in f, and
the equation satisfied by each element is still the
same Vlasov equation. The linear superposition
of the elements gives the total distribution func-
tion and if each element satisfies the Vlasov equa-
tion, the superposition does too. A caveat, the
electric field really depends on f, making the
Vlasov equation non-linear. As a consequence
the electric field used in each Vlasov equation for
each element must be the total electric field due
to all elements, the same entering the complete
Vlasov equation for f,:

0fp  Ofp

e

0.5, _
ot oz 0 (22)

m, v

2. The arbitrary functional form chosen for the el-
ements does not satisfy exactly the Vlasov equa-
tion. The usual procedure of the finite element
method is to require that the moments of the
equations be satisfied.

We indicate the integration over the spatial and
velocity domain by the symbol < ... >= [dz [ dv.

A. Moment 0
The zeroth order moment (< Viasov >) gives:

< fp> 9fp 0.E df, _
T+<U§>+<EE> =0 (23)

where we used the interchangeability of the integra-
tion in dzdv and of the derivation over time. The
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second and third term are zero, as:

[ Bt = sy = +00) - fyfa = ~o0) =0
where the last equality follows from the compact sup-
port of f,, assumed in the definition of the elements.
A similar calculation holds for the term with the
derivative over v. Recalling that < f, >= N, it
follows:
dN,

TR 0 (24)

The application of the first zeroth order moment
leads to the establishment of the conservation of the
number of physical particles per computational par-
ticle.

B. Moment 1,

The application of the first order moment in z,
(< z- Viasov >) gives:

8 < for > 9 eGEOf,\
5 +<M:E + mmsﬁ =0 (25)

The last term is still zero by virtue of integration over
v, the other terms, instead, are new. The first term
is:

< fpr>= N, /.S‘,(v — vp)dvfzS(m —z,)dr

where the first integral is 1 by definition of S, as a
function of unitary integral and the second expresses
the first order moment of S;. Recalling the assump-
tion of symmetry of S;, that moment equals x,:

< fpT >= Npzp

The third term requires the integration of:

fvd*ufm%da::
fﬂ[f,,(z = +00) — fp(z = —00)] zdv — ft;fda:dv =

— < fpv >

where integration by part has been used. The integral
can be computed as above, reversing the roles of  and
v

< fpu >= Np/vSv(v—vp)dva(m—mp)dm = N,v,

using the parity of S,,. The end result of applying the

first order moment in x is:
dux.
T; =Tp (26)

C. Moment 1y



The application of the first order moment in v,
(< v-Vlasov >) gives:

O<tyv> , [ 200\ | [ 8B\ _
o +<u 2e) (Ve ) =0 (27)

The second term is still zero by virtue of integration
over x, as in the case of the zeroth order moment.
The first term has already been computed above. The
remaining term must be computed:

%.E A ) _
/.msd:r/tavdt_ msda: fsdv =
B
~(5%)
Ms

using again integration by part and the finite support
of the elements.

The remaining integral defines a new important
quantity, the average electric field acting on a com-
putational particle, Ep:

q.E 'R
=—N, E
< m f") Pmg, ©

a

where the electric field on a computational particle
is:

B, - f Sy(v — vy)dv / Su(z —2,)E(@)dz  (28)
Recalling the property of 5, the formula for E,, sim-
plifies to:

B, = [ Sz - 2,)B@)is (20)

The first order moment in v gives the final equa-
tion:

d'Up_ q.
dt  m, ©

(30)

D. Equations of motion for the computational
particles

The equations above give the following complete
set of evolution equations for the parameters defining
the functional dependence of the distribution within
each element:

dN,
dt

dz

T; =T (31)

vy _ 4s

dt  m, ©
It is a crucial advantage of the PIC method that
its evolution equations resemble the same Newton
equation as followed by the regular physical particles.
The key difference is that the field is computed as the
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average over the particles based on the definition of
E,.

Naturally, the electric field is itself given by
Maxwell’s equations which in turn need the charge
density (and for complete models also the current
density). The particle in cell approach described
above provides immediately the charge density as the
integral over the velocity variable of the distribution
function:

pa(z,t) =g, E ff,,(m,*u, t)dv (32)

Using the functional form for the distribution
function of each computational element, the charge
density becomes:

ps(m’ t) = E QszS:(m - zp) (33)

P

The set of equations above provide a closed de-
scription for the Vlasov equation. Onece accompanied
by an algorithm to solve Maxwell’s equations the full
Vlasov-Maxwell system can be solved.

IX. FIELD EQUATIONS

The solution of the field equations can be done
with a wide variety of methods. The majority of the
existing PIC methods relies on finite difference or fi-
nite volume, a choice we follow here to provide an
example of the interfacing with the numerical solu-
tion of the Poisson and Vlasov equations.

Assuming the finite volume approach, a grid of
equal cells of size Az is introduced with cell centres
z; and cell vertices ;1 /2. The scalar potential is dis-
cretized by introducing the cell-averaged values ;.
The discrete form of the field equation is obtained
by replacing the Laplacian operator (i.e. the simple
second derivative in 1D) with a corresponding dis-
cretized operator.

In the simplest form, the Poisson’s equation can
be discretized in 1D using the classic three point for-
mula:

i1 — 205 + @i
60W =—p; (34)

where the densities p; are similarly defined as average
over the cells:

1 Tit1/2 . 5
= T 5
Tiy1j2 — Ti_1/2 j;-'—m pl) (35)

A most convenient formulation of the density av-
eraged over each cell can be obtained recalling the
definition of the b-spline of order 0

[ [0 5 o0




and recalling the expression of the density:

Tit1/2 oo T —x;
z)dr = b Sz —z,)dx
/J, p(z) Ef_m (F5") sta -

(37)
The standard nomenclature of the PIC method
defines the interpolation function as:

Wi —2,) = [ 5.2, (m;;”) (39)

It is crucial to remember the distinction between the
shape function and the interpolation function. The
interpolation function is the convolution of the shape
function with the top hat function of span equal to
the cell. The usefulness of the interpolation functions
is that they allow a direct computation of the cell
density without the need for integration. Defining
the average cell density as, p; = :_"_J’l‘;': plz)dz/Ax,
it follows that:
g
pi=) A-Wlwi—1p) (39)
P

where g, = g, N,,.

From the definition of the shape functions based
on the b-spline of order [, it follows that if the shape
function S, = fpb; (IT_:E) a very simple expression
can be derived when the particle size equals the cell
size, Ap = Ax:

Wa-z,) b (S522) (a0
P
that follows trivially from the generating definition of
the b-splines.

The solution of the Poisson equation can be con-
ducted with the Thomas algorithm given appropriate
boundary conditions. Once the solution is obtained,
the potential is known in each cell, but in the form of
the discrete values of the cell-averaged potentials ;.
To compute the fields acting on the particles, the field
is needed in the continuum. A procedure is needed
to reconstruct it.

First, the electric field is computed in the cell
centres from the discrete potentials as:

Piyl — @i
E; = oAy (41)
where centred difference are used. Then the contin-
uum electric field is reconstructed using the assump-
tion that the field is constant in each cell and equal
to its cell-averaged value

E(z) = E E;bo (‘”;m‘”") (42)

From the definition of E, it follows that:

By = E E; f bo ('*”;;‘) Se(z—2,)  (43)
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and recalling the definition of interpolation function,

E, = E EW (z; — z,) (44)

X. DISCRETIZATION OF THE EQUATIONS OF
MOTION

The equations of motion derived in paragraph
1.3.4 are simple ordinary differential equations with
the same form as the regular Newton equations. Of
course, in the literature there are many algorithms
to achieve the goal of solving the Newton equations.
For the PIC algorithm a efficient choice is to use sim-
ple schemes: given the very large number of par-
ticles used (billions are now common in published
works), the use of complex schemes may result in
prohibitively long simulations. However, if more ad-
vanced schemes allow one to use large time steps, the
additional cost per time step may be compensated by
taking longer time steps.

The simplest algorithm and by far the most used
in the so-called leap-frog algorithm based on stag-
gering the time levels of the velocity and position
by half time step: z,(t = nAt) = 2z and v,(t =
(n+1/2)At) = vy *+1/2 The advancement of position
from time level n to time level n+ 1 uses the velocity
at mid-point vy +1/ 2, and similarly the advancement
of the velocity from time level n—1/2 to n+1/2 uses
the mid point position zp. This stepping of velocity
over position and position over velocity recalled some
of the early users of the children’s game bearing also
the name leap-frog (see Fig. 7).

/’ <7 N

n n+1/z n+l n+312 n+2

x,F u ®,F u %.F u

Figure 7: Visual representation of the leap-frog algo-
rithm.

The scheme is summarised by:

=27 + Attr:"'” 2
(45)
ﬂ:+3;2 _ ,u;+1;2 i At%Ep(m;“)
where E, is computed solving the Poisson equation
from the particle positions given at time level n.
Note that technically the leap-frog algorithm is
second order accurate, when instead the regular ex-
plicit Euler-scheme is only first order. Nevertheless,
the two differ in practice only for the fact that the
velocity is staggered by half time step. This stagger-
ing is achieved by moving the initial velocity of the



first time cycle by half a time step using an explicit
method:

1;;,’12 =0+ At;f: E,(z9)

XI. RECAPITULATION
Collecting the steps gathered so far, the PIC al-

gorithm is summarised by the series of operations de-
picted in Fig. 8.

Particle mover
Fo— %y,
Particle -> Grid Grid -> Particle
=Py En - Fn
Field Solver
P~ En

Figure 8 Summary of a computational cycle of the
PIC method.

A. Algorithm of the PIC method, electrostatic
case in 1D

i The plasma is described by a number of computa-
tional particles having position z,, velocity v, and
each representing a fixed number N, of physical
particles.

ii The equations of motion for the particles are ad-
vanced by one time step using,

nt+l _ n n+1/2
z, _mp-i-Awp

U;:+3,12 _ ,u:+1;2 + Atq—sE;,“"l
ms

using the particle electric field from the previous
time step.

iii The charge densities are computed in each cell
using;:
4,
pi = ] AW (@i —zp)

iv The Poisson equation is solved:

Pir1 —20; + i
O R = b
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and the electric field E; in each cell is computed:

Piyl — @i
E — Yl il
: 2Ax

v From the field known in the cells, the field acting
on the particles is computed as

Eptt =) EW(zi —23t)

which is used in the next cycle

vi The cycle restarts.
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