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Abstract

Social norms pervade human interaction, but their demands are often in conflict. To
understand behavior, it is thus crucial to know how individuals resolve normative
tradeoffs. This paper proposes that sincere judgments about the relative impor-
tance of conflicting norms are shaped by personal interest. We show that people
tend to follow norms from which they benefit themselves, even in contexts where
their own decisions only affect others. In a (virtual) laboratory experiment, each
subject makes two decisions over allocations of points within a group of two other
participants. The sets of possible allocations entail different normative tradeoffs,
and subjects have no personal stakes in their own decisions. However, they are
affected by others’ decisions: each subject is part of a group, and the members of
different groups simultaneously decide over others’ allocations along a circle. We
find that subjects’ decisions are biased towards the normative principles aligned
with their own interests, thereby favoring other players whenever these share those
interests. Subjects’ beliefs about the choices made by others suggest a largely un-
conscious mechanism. Moreover, survey answers indicate that the effects are driven
by self-centered reasoning: subjects who report pronounced perspective-taking are
less biased.
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1 Introduction

People care about adhering to social norms, but different norms are often in conflict.1 Due
to opposing prescriptions, it is unclear in many situations what constitutes appropriate
and fair behavior. The economic literature has considered this issue from two different
angles. One has been to elicit people’s true attitudes regarding specific tradeoffs (Konow,
2003; Cappelen et al., 2007), often using impartial spectators who decide as third parties
over allocations between others (Konow, 2000, 2009; Cappelen et al., 2013). The other
approach has been to study how people decide about normative tradeoffs when they are
affected by their own choices. It has been found that people exploit “moral wiggle room”
to excuse selfish behavior (Dana, Weber, and Kuang, 2007). Thus, the two existing ap-
proaches either mute self-interest or introduce it directly. However, in many economically
relevant situations, an indirect channel might be important: personal interest shapes nor-
mative views and is thereby even relevant when, in a particular situation, there are no
incentives to behave selfishly.

This paper proposes that people tend to follow norms aligned with personal inter-
est, even when their own actions do not secure them any advantage. Consider a court
case and an unprejudiced judge who neither personally knows any involved party nor has
any personal interest in the matter under review. However, the judge shares a certain
case-relevant feature with one of the parties, e.g., being male in the context of gender
discrimination. Since women’s interests are—presumably—less relevant for the judge’s
personal welfare than those of men, his decision might be biased. Similarly, corporate
leaders perhaps think what their staff policies would have meant for themselves at earlier
stages of their careers and—perhaps unconsciously—are therefore reluctant towards affir-
mative action policies. In both cases, people make decisions affecting others that reflect
what kind of general behavior is beneficial for themselves, apparently because personal
interest has shaped their relative support for different norms. For this phenomenon, we
introduce the term egocentric norm adoption.

In applied settings, people’s interests are correlated with various characteristics, and
the potential repercussions of actions are often complex. To provide clean evidence for
egocentric norm adoption, we designed a laboratory experiment with three central fea-
tures: First, subjects are affected by others’ choices over normative tradeoffs. Second,
subjects’ interests are exogenously varied, i.e., they are randomly allocated to roles that
profit or lose from certain norms. Third, they also decide in the same decision contexts
themselves but over others, such that they are not affected by their own decisions. Specif-
ically, pairs of subjects are randomly assigned to groups. For the two members of each
group, subjects from other groups choose allocations of points. The possible allocations
involve tradeoffs between two different fairness norms, where each of the principles favors

1For the general importance of social norms in economics, see, e.g., Elster (1989) and Ostrom (2000).
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one of the group members. Subjects simultaneously decide over the allocations in other
groups along a circle: Group 1 decides over Group 2, Group 2 over Group 3, . . . , and
Group N over Group 1. Therefore, no subject can influence their own payoff. The ex-
periment consists of two decision contexts: the EF Procedure trades-off equality against
efficiency,2 while the EQ Procedure involves equality and equity, i.e., the principle that di-
visions of a surplus should reflect individual contributions. Subjects have distinct roles for
each procedure that determine from which respective normative principles they profit, and
the roles of subjects in adjoining groups are crossed. Before making any decisions, each
subject knows that she shares exactly one role with each player over whom she decides.
This feature allows us to distinguish the context-specific effect proposed in this paper,
whereby subjects’ own interests matter, from any person-specific effects, like favoritism
towards a specific player.

The experiment’s main result is that subjects’ decisions over others are biased in favor
of their own roles, thereby favoring one of the players in the EF Procedure and the other
player in the EQ Procedure.3 Thus people tend to follow norms from which they would
personally benefit if they were adhered to by others. Alger and Weibull (2013) have ar-
gued that from an evolutionary perspective, such behavior should be expected. They have
also drawn a connection to Kant’s categorical imperative. However, the behavior of sub-
jects in our experiment seems to follow intuition rather than principled reasoning. After
subjects have decided, we elicit their beliefs about the choices of others, not conditioning
on roles. Beliefs show very similar biases to those observed for decisions, suggesting that
the main effect arises mostly unconsciously. As part of the questionnaires at the end of
the experiment, we measure different aspects of empathy. In line with the interpretation
of self-centered reasoning driving the results, we find that decisions are less biased among
subjects who report pronounced perspective-taking.

Throughout their lives, people gain or lose depending on the prevalence of various
normative principles. Hence, egocentric norm adoption suggests that people living under
different circumstances develop different normative views. Therefore, it can potentially
explain some of the heterogeneity in decisions made by impartial spectators, or what
Cappelen et al. (2007) call the “pluralism of fairness ideals.” Consider, e.g., the subjects
that Cappelen et al. classify as libertarian, who believe that even random productivity
differences should be reflected in payoffs. Perhaps, these individuals have adopted this
normative view because they have benefited themselves from random events outside the
experimental context. This reasoning is supported by the finding that, among a sam-

2Throughout the paper, we will denote the tradeoff between equality and efficiency as a fairness
tradeoff, although efficiency in itself might not be considered a fairness criterion. However, efficiency is
nonetheless relevant for fairness judgments (see Konow, 2001).

3The term bias here refers to systematic differences in subjects’ behavior with no normative justifica-
tion. A different approach would be to define bias relative to some normative benchmark. That could be
the average decision of impartial spectators (see Konow, 2000, 2009; Cappelen et al., 2013) or subjects
that are part of the same experiment but uninformed about their own roles.
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ple of adolescents in Norway, high-socioeconomic status (SES) spectators exhibited less
egalitarianism than their low-SES counterparts (Almås et al., 2017).

How the concept of egocentric norm adoption can potentially explain economically
relevant attitudes can be seen in greater detail from three stylized facts about support
for public redistribution. (i) Support for national redistribution is decreasing in family
income, as Alesina and Giuliano (2011) show with data from the World Value Survey
(WVS). This relationship is found even though most people have virtually no individual
power over political decisions, implying that they have no economic motives for self-
deception. (ii) Using US data from the General Social Survey, the same article also finds
a negative association between support for national redistribution and family income when
the respondents were 16 years old, conditional on current family income. The fact that
attitudes persist when interests change indicates that they are genuine. Attitudes towards
redistribution appear to be influenced by personal interest, but induced shifts can even
show in (temporal) contexts where they are unconnected to self-interest. (iii) Support
for foreign aid among people in donor countries is increasing in income, as Chong and
Gradstein (2008) show with data from the WVS. Thus, while the rich and the poor favor
their likes concerning national redistribution, the picture is reversed for global redistri-
bution. The above pattern can neither be satisfyingly explained by plain self-interest
nor by group cohesion due to socioeconomic status. However, egocentric norm adoption
delivers a parsimonious explanation for all three findings: people hold genuine normative
views that are more than excuses for selfishness, but their views are nonetheless guided
by personal interest. People who are poor within their countries support more national
redistribution because they would benefit themselves. They are truly convinced of their
normative views and stick with them even if their own situation changes. However, the
poor in a rich country support less global redistribution, as they suspect an outflow of
resources that would otherwise be spent on them.

The experiment’s results suggest a certain behavioral mechanism that underlies the
phenomenon of egocentric norm adoption: people are ill-equipped to fully abstract from
what decisions like their own would imply for themselves. Hence, their capability to
empathize with interests different from their own is limited. This mechanism explains
why the effects are also present in beliefs and why they decrease in perspective-taking,
i.e., people’s tendency to “put themselves in others’ shoes.” The psychological literature
has noted that people who are in a given emotional state find it difficult to predict
reactions of themselves or others in different emotional states (see Van Boven et al.,
2013). The implications of such egocentric empathy gaps have been explored by Van
Boven, Dunning, and Loewenstein (2000) in the context of the endowment effect. People
who own an object get “attached” to it, and they project their heightened valuations upon
potential buyers. Regarding wider economic questions, however, it appears that the topic
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has received virtually no attention.4 This paper is part of a research agenda to explore the
economic implications of egocentric reasoning. A related paper by Hofmeier and Neuber
(2019) is concerned with how people’s willingness to help depends on how much they
would appreciate the same kind of help themselves. In the experiment, senders can pay
money to avoid that receivers have to eat different food items containing dried insects.
They know what receivers would be willing to pay for themselves, which mutes the role
of beliefs. All subjects act as senders but might be selected to act as receivers at the end
of the experiment. The main result is that people pay more for others if they also pay
more for themselves. This relationship holds between different subjects and also exists
within individual subjects’ decisions across different items. Subjects are thus imperfectly
empathic in acting not only upon receivers’ preferences but also upon their own.

The experiment presented in the current paper stresses the negative side of egocen-
tric norm adoption, i.e., its egocentric aspect. As discussed above, the mechanism likely
adds to explaining disagreement about fairness standards and distributive policies, even
between people who personally are unaffected and could thus claim to be impartial. How-
ever, there is also (or, perhaps, primarily) a positive message: people seem to engage in
normative reasoning and adopt subjectively demanded behavior. In the related experi-
ment by Hofmeier and Neuber, this is indeed quite apparent: many people are willing to
give substantive amounts, just not optimally targeted at the receiver–item-combinations
where the benefit for others would be largest. Similarly, egocentric norm adoption might
have positive consequences in many social situations and, in particular, promote cooper-
ation between individuals with shared interests. For example, it could motivate people to
vote in large elections because they would like others who share their political preferences
to do the same. More generally, egocentric norm adoption could help overcome collective
action problems and supply public goods because people in such situations share the same
interests.5 This insight also has practical implications for effective communication in the
face of collective action problems. During the current COVID-19 pandemic, e.g., an im-
portant policy goal is convincing people to wear face masks, which deliver more protection
to people around the wearer than to the wearer herself. In light of this paper’s findings, it
would be promising to stress people’s self-interest in others wearing face masks. Realizing
their own stakes, people should consider the norm of wearing masks important and more
readily comply with it themselves.

The remainder of the paper is organized as follows. Section 2 reviews the related
literature. Section 3 then introduces in detail the experimental design. The derivation of
the hypotheses follows in Section 4. Section 5 presents the main results. Subsequently,
Section 6 conducts an analysis of heterogeneity in the observed effects. Finally, Section 7

4For a general discussion of why emotions should be given a more prominent role in the economic
literature, see Elster (1998). For the particular relevance of empathy, see also Singer and Fehr (2005).

5This explanation is complementary to other contributing factors such as altruism (Becker, 1974),
warm glow (Andreoni, 1990), and reciprocity (Fehr and Gächter, 2000; Falk and Fischbacher, 2006).
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summarizes the paper discusses the results.

2 Related Literature

The present paper is related to multiple strands of literature that previously have been
mostly unconnected. First, it is related to the literature on motivated reasoning and be-
liefs (Kunda, 1987, 1990; Oster, Shoulson, and Dorsey, 2013; Bénabou and Tirole, 2016).
In particular, an extensive literature has been concerned with motivated beliefs in the
domain of fairness. In an early contribution, Messick and Sentis (1979) find evidence for
self-serving fairness views in a hypothetical setting regarding the remuneration for work
conducted by oneself and another person who has worked for a longer or shorter time, re-
spectively. In the economic literature, Konow (2000) elicits fairness views as real decisions
over allocations between others. Konow shows that subjects who behaved unfairly due to
selfish incentives subsequently adjust their fairness views and interprets this as evidence
for cognitive dissonance reduction (Festinger, 1957; Akerlof and Dickens, 1982).6 Dana,
Weber, and Kuang (2007) add “moral wiggle room” to the dictator game by reducing
transparency and find decreased giving. Several further contributions have studied how
people who are facing monetary incentives to behave unfairly exhibit more selfishness
under circumstances which permit sustaining a positive self-image (Gino, Norton, and
Weber, 2016). Among the identified kinds of “excuses” are competing (fairness) norms
(Rodriguez-Lara and Moreno-Garrido, 2012; Bicchieri and Chavez, 2013; Barron, Stüber,
and Veldhuizen, 2019; Kassas and Palma, 2019), uncertainty about the prevalence of a
given norm (Bicchieri, Dimant, and Sonderegger, 2020), sharing the benefits of unethical
behavior (Gino, Ayal, and Ariely, 2013), possible misdemeanor of those to be treated un-
fairly (Di Tella et al., 2015), ambiguity or risk over the efficacy of prosocial behavior (Hais-
ley and Weber, 2010; Exley, 2016), and supposed mistakes in decision-making (Exley and
Kessler, 2019). In all of these contributions, biases in fairness views are induced by direct
monetary incentives. Self-serving fairness views have also been documented in bargain-
ing contexts, contributing to bargaining impasse between parties who do not sufficiently
appreciate the other side’s arguments (Thompson and Loewenstein, 1992; Loewenstein
et al., 1993; Babcock et al., 1995; Babcock and Loewenstein, 1997; for a successful repli-
cation, see Hippel and Hoeppner, 2019). This bias is in line with research showing that
people who successfully convince themselves of a particular argument in their favor are
better at convincing others (Smith, Trivers, and Hippel, 2017; Schwardmann and Weele,
2019), for which Schwardmann, Tripodi, and Weele (2019) provide additional evidence in

6However, Cerrone and Engel (2019) show that revealing one’s fairness view is not sufficient to elimi-
nate subsequent selfish behavior.
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the field setting of a debating competition.7

Our paper contributes to the above literature by demonstrating bias in a context with-
out any motives that would conflict with objective fairness. In the experiment, subjects
do not need to legitimize any past actions, their decisions do not affect their payoffs, and
they do not need to be convincing. Instead, a given subject could do what she objectively
believes to be fair and—maybe—hope that others disagree with her view, thereby allocat-
ing more points to her than her own decisions would imply. The subject could even think
that receiving more points than she would allocate to someone in her own position would
happen to be a fair outcome, perhaps because she feels especially deserving as a person or
is in particular need of money. The observed bias is evidence that such reasoning is not
the whole story. Epley and Caruso (2004) have suggested that people are convinced of
self-serving ethical judgments as a result of egocentrically biased affective reactions (see
Zajonc, 1980; Haidt, 2001; Slovic et al., 2002) that are automatic and unconscious.8 This
paper agrees and shows that egocentric perceptions of potential outcomes do not just
affect how people feel about narrowly-defined situations that involve themselves. Instead,
egocentrism also translates into people’s actions and how they treat others, apparently
because it alters different norms’ perceived importance. The experiment thereby shows
that egocentrism can have consequences in situations where people could genuinely claim
that they are free from any “conflict of interest” (see the examples in Section 1).

The paper is thus also related to a second strand of literature concerned with in-
group–out-group bias. This research area started from the observation that experimental
subjects tend to favor other subjects from their own group over subjects from other
groups even when the criteria used to form groups are “minimal” (Tajfel, Billig, and
Bundy, 1971; Billig and Tajfel, 1973). This finding is now commonly explained with
social identity theory (SIT; Turner, Brown, and Tajfel, 1979). The latter starts from
the premise that part of individuals’ identity is their social identity, which they derive
from group memberships. People increase their self-esteem by adopting more favorable
beliefs about in-group members than out-group members, as evident in ratings (Mullen,
Brown, and Smith, 1992), and treating the former better than the latter. Owing to
the observations that individuals usually belong to many social groups and that those

7Concerning the mechanism behind self-persuasion, Babcock et al. (1995) show that the egocentric bias
in fairness views is reduced to statistical insignificance when subjects only learn about their roles only
after having read the instructions, i.e., self-persuasion seems to work through differential information
encoding. Similarly, in the context of self-interested financial advice, Gneezy et al. (2020) show that
self-deception about the truly best options is more pronounced when advisors know about the selfish
incentives already before they make their private evaluations. Zimmermann (2020) empirically shows
that another mechanism to arrive at motivated beliefs is selective memory. The findings show that
creating and sustaining motivated beliefs is an active mental process.

8Regarding the aspect of unconsciousness, a psychological literature has been concerned with how
judgments regarding, e.g., the quality of an applicant, can be “contaminated” by affective reactions
(Wilson and Brekke, 1994), finding that people’s awareness of their internal processes is insufficient
to overcome the resulting biases. Relatedly, Bocian and Wojciszke (2014) show that others’ immoral
behavior is judged less harshly by observers if the latter themselves profited from the behavior.
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groups overlap, there is an interest in effects from crossing group categorizations between
individuals (Brown and Turner, 1979), i.e., the relations between in-groups, single out-
groups, and double-outgroups. An additive pattern seems to prevail: in evaluations,
people behave as if they count the number of dimensions in which another person belongs
to their in-group and subtract the number of out-groups to which the given person belongs
(Crisp and Hewstone, 1999). Chen and Li (2009) examine the effects of minimal groups
within the setting of commonly used paradigms of experimental economics. They find
that, relative to out-group members, members of a subject’s in-group experience more
altruism, increased positive reciprocity, and decreased negative reciprocity. In another
economic lab experiment, Cassar and Klein (2019) show that group identity can also be
induced by common experiences of success or failure, leading to corresponding favoritism
in decisions over redistribution.

Our paper relates to this literature in that egocentric norm adoption can give rise to
a phenomenon akin to in-group–out-group bias. People treat others well if they share the
same economic interests. If economic interests in a particular situation coincide among
some groups of people and differ for others, discrimination arises between “interest groups.”
The experiment rules out classical in-group–out-group bias by crossing roles between
adjoining groups. Subjects know that both group members for whom they choose an
allocation are in one of their in-groups and one of their out-groups, such that SIT would
not make any prediction for differential treatment.9 Moreover, the crossing of roles implies
that egocentric norm adoption favors a different participant for each of the two decisions
that a subject makes.

Finally, the present research is related to a mostly theoretical literature on “Kantian”
behavior, which proposes that human behavior is following a version of Kant’s categorical
imperative to “[a]ct only in accordance with that maxim through which you can at the
same time will that it become a universal law” (Kant, 1996, p. 73). Loosely speaking,
the economic literature says that a subject has Kantian moral concerns if she opts for
strategies that would benefit her if everyone else also adopted them. Roemer (2010, 2015)
shows that in the presence of externalities, equilibria arising from Kantian maximization
dominate Nash equilibria. He concludes by arguing that evolution might have made Kan-
tian behavior common in humans due to group selection (Roemer, 2015). Indeed, using
a different formal approach and assuming assortative matching of interacting individuals,
Alger and Weibull (2013) show that evolution should converge to a mixture of selfish and
Kantian preferences.10 Leeuwen, Alger, and Weibull (2019) empirically investigate the
presence of deontological preferences. They do so by letting subjects play both roles in
different two-player dilemmas, eliciting their beliefs about others’ strategies, and struc-

9However, players in the experiment also have names X and Y in each group, which are independent
of roles (see Section 3). SIT predicts bias in favor of players sharing subjects’ own names, which we find
in Section 5.3.

10See also Bergstrom (1995) for an early contribution and Alger and Weibull (2019) for a review.

7



turally estimating subjects’ preferences. Intuitively, Kantian preferences predict strategies
that would work especially well if subjects played with themselves in different roles. In
the sequential prisoner’s dilemma, e.g., those cooperating as the first mover also tend to
cooperate with a high probability as the second mover.11 As has also been shown by
Blanco et al. (2014), this correlation can, to a large extent, be explained by beliefs about
others’ behavior, i.e., by false consensus, but not entirely. Since there is no experimen-
tal treatment involved, several different preference-based explanations for this finding are
possible (see Blanco et al., 2014). A latent class analysis conducted by Leeuwen, Alger,
and Weibull (2019) indicates that deontological preferences do well in explaining the ob-
served patterns. Like the literature on Kantian behavior, this paper proposes that people
mainly care about their own outcomes and exhibit rule-based behavior.

Conceptually, we bridge the above literature to the much larger literature on social
norms, an obvious ingredient of rule-based behavior. Moreover, we suggest that the
process of selecting behavioral rules is not driven by principled philosophical reasoning,
as the reference to Immanuel Kant would suggest, but mainly unconscious, which is
confirmed by our finding of biased beliefs. Empirically, we do not rely on interpreting
individual-level patterns in behavior but are the first to use the aspect of egocentrism.
Identification relies on exogenously induced interests—i.e., on roles—, and egocentric
norm adoption is thereby cleanly identified. The results from our experiment show that
egocentrism plays a vital role in how people select behavioral rules. This property is clearly
opposed to the idea of deontological ethics, but as it turns out, a realistic characterization
of people’s intuitive behavior.

3 Experiment

People constantly lose or benefit from different normative principles, and egocentric norm
adoption predicts that this shapes their normative views. In the experiment, we randomly
vary which principles align with subjects’ personal interests or are opposed to them. These
manipulations are small regarding subjects’ overall lives, but they are salient during the
experiment. Thus, they allow for a causal test of whether personal interest influences
adherence to different norms.

People first learn about their own group and their personal interest in the two alloca-
tion procedures, i.e., their roles. It is made salient from the beginning of the experiment
that they cannot influence their own payoffs. Next, they are informed about the de-
tails of the group for which they decide. After everything has been firmly understood,
subjects make their two decisions. These are followed by the elicitation of beliefs about
other subjects’ choices, and the experiment concludes with several questionnaires. The

11A similar approach is used by Costa-Gomes, Ju, and Li (2019), who find what they call “role-reversal
consistency.”
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full translated instructions are available from the author’s website.12

3.1 Design

A multiple of four participants takes part in each experimental session. Pairs of partic-
ipants are randomly allocated to groups, numbered consecutively from 1 to N . In each
group, one participant is called Player X, and the other participant’s name is Player Y.
All participants receive a fixed participation fee of e4 and, during the experiment, points
each worth e0.01. Importantly, no player makes any decision regarding their own group.
Instead, groups simultaneously decide over players in other groups along a circle, i.e.,
Group 1 decides over Group 2, Group 2 decides over Group 3, . . . , and Group N decides
over Group 1. Every player makes two decisions over allocations of points for the players
in the respective succeeding group, each according to a different procedure. One decision
is about the tradeoff between equality and efficiency (EF Procedure); the other is about
the tradeoff between equality and equity, i.e., attribution of responsibility (EQ Proce-
dure). For the EF Procedure, one player in each group takes the role that profits from
efficiency, while the other player profits from equality. In the paper, we denote the former
role by A and the latter by B. For the EQ Procedure, we denote roles by a and b, where
Role a profits from equity and Role b from equality. The labels of roles do not appear
in the instructions, and they are determined independently of subjects’ names (X and
Y ). The instructions do not use the labels for the procedures, either. Instead, these are
called “Procedure 1” and “Procedure 2,” depending on their randomly determined order
on the subject level. Any two players in any two adjoining groups share exactly one role.
Figure 1 visualizes this structure, where tuples after players’ names denote their roles in
the EF and the EQ Procedure, respectively.

· · · ⇒ X : (A, a)
Y : (B, b)

⇒ X : (A, b)
Y : (B, a)

⇒ X : (B, b)
Y : (A, a)

⇒ X : (B, a)
Y : (A, b)

⇒ · · ·

Figure 1: Example for Roles in Successive Groups

Estimation Task The EQ Procedure requires that subjects can contribute to the suc-
cess of their groups. Therefore, all subjects have to engage in an estimation task. The
task precedes all other instructions of the experiment, and we tell subjects that a precise
estimate will increase their chances of receiving additional money during the experiment.
On their computer screens, subjects see a three-second countdown, after which they see
an image for two seconds. The image shows a certain number of blue dots on a yellow
background. Immediately after the image has disappeared, subjects have 15 seconds to

12https://thomas-neuber.github.io/papers/ENA_instructions.pdf
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enter an estimate for the number of dots that they saw. Their task is to minimize the
absolute difference between their estimate and the actual number of dots.13 Before the
actual task, subjects complete an identical trial task with a different number of dots. The
respective images that subjects see are the same for all participants, showing 40 dots for
the trial task and 53 for the actual task. Neither of these numbers is revealed to subjects.

After the estimation task, subjects learn about the experiment’s basic setup, i.e., the
circular decision structure. The instructions spell out precisely who makes decisions con-
cerning the group to which they belong themselves and for which group they will make
decisions. A highlighted box emphasizes that they will in no way be able to influence the
allocation of points within their own group. Players first learn about names and roles
within their own group and the potential payoff consequences for themselves and their
partners. Afterward, they are informed about the structure of the group for which they
decide. This order mimics typical real-life situations in which people know about their
interests (e.g., being rich or poor) before considering a particular decision problem (voting
over a redistributive policy measure).

Efficiency (EF) Procedure The EF procedure concerns the tradeoff between equality
in points for both individual players and efficiency regarding the total number of points.
The possible allocations of points are shown in Table 1.

Table 1: Payoffs for the EF Procedure

# 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

A 200 300 385 460 525 585 640 690 735 775 811 843 871 896 918 937 953 967 979 990
B 200 190 180 170 160 150 140 130 120 110 100 90 80 70 60 50 40 30 20 10∑

400 490 565 630 685 735 780 820 855 885 911 933 951 966 978 987 993 997 999 1,000

Columns show the 20 options among which subjects can choose for their respective suc-
ceeding groups. The row below the option numbers shows the points that the player in
Role A receives as part of each allocation. This number is strictly increasing in the choice
options, but in decreasing increments, i.e., the number of points mimics a strictly concave
function. Increases start at 100 points and decrease to a minimum of eleven points. The
number of points that the player in Role B receives equals that of the other player only
for the first option. Then, it decreases in constant increments from 200 down to 10. The
bottom row shows the total number of points, which ranges from 400 to 1,000. Thus,
relative to the fully equal outcome, efficiency can be increased by a factor of up to 2.5.
However, efficiency gains decrease from 90 points between Option 1 to Option 2 to just a

13The task of estimating the number of dots follows the one used in Fliessbach et al. (2007). However,
the original task asks subjects to make the binary judgment of whether the number of dots was higher or
lower than a given integer. Asking for a specific estimate instead allows for a more fine-grained assessment
of performance, thereby avoiding ties.
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one-point difference between Options 19 and 20. Thus, going from lower to higher options,
inequality increases at diminishing returns in terms of efficiency.

Equity (EQ) Procedure At the beginning of the experiment, all players engaged in an
estimation task, which they were told would increase their chances of getting additional
money (see above). The estimates that subjects gave are used for the EQ Procedure in
which the estimate of the player in Role a is compared to the estimate of another player
from a non-adjoining group. If the estimate of the player in Role a was better than the
other estimate, the group receives 1,000 points, and otherwise, it receives no points. The
estimate of the player in Role b does not affect how many points the group receives.14

Conditional on the player in Role a having secured the points, one allocation needs to be
chosen from the 20 options provided in Table 2.

Table 2: Payoffs for the EQ Procedure

# 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

a 500 525 550 575 600 625 650 675 700 725 750 775 800 825 850 875 900 925 950 975
b 500 475 450 425 400 375 350 325 300 275 250 225 200 175 150 125 100 75 50 25

As for the EF procedure, Option 1 implements equality of points between roles, i.e.,
players. For every further option, 25 points are added for the player in Role a (who
secured the points), and the same number of points is deducted from the player in Role b
(whose performance is irrelevant for the group). Thus higher-numbered options constitute
allocations that reflect accountability for the total points that the group received, i.e., a
reward for the player who won the points.

The instructions display the potential payoffs like Tables 1 and 2, except that participants
see the names of players (X and Y ) instead of roles. The row for Player X is always on
top, and that for Player Y below, i.e., the two rows might be reversed.15 Subjects have to
correctly answer three sets of control questions while reading through the instructions, for
which they can reread the relevant previous screens. The first set of questions follows the
information about their own group. These questions refer to the experiment’s structure
and roles in the subjects’ own groups. For two example options, subjects have to fill in
the amounts of points that both players in their group would receive. A corresponding
second set of questions is presented after subjects have learned about the situation within
the groups over which they decide. The last set of control questions regards the crossed
roles between groups and the below information about the implementation of payoffs.

14The fact that subjects cannot learn about their performance and that everybody took part in the
same task under the same conditions mutes any self-esteem motives.

15The fixed and transparent order facilitates understanding. Subjects find their own payoff in the same
row for both procedures. By favoring their own roles, players once give advantage to the subject sharing
their own row and once to the subject whose payoff is displayed in the other row.
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Afterward, subjects make their decisions for the respective succeeding group, one after
the other in the subjective-specific order. No option is preselected.

At the end of the experiment, the computer conducts a three-step random procedure
to implement a subset of decisions. First, it randomly chooses one of the two procedures.
Second, it determines whether decisions come from either all even- or all odd-numbered
groups. Third, it determines one subject within each relevant group and implements
their respective decisions. Thus, for 50% of subjects, a decision made by another subject
is implemented. The 25% of subjects whose own decisions become relevant themselves
receive 1,000 points.16 For the remaining 25% of subjects, their payoff depends on another
task independent of their own decisions (see the paragraph on belief elicitation below).

Belief Elicitation After the two decisions, we elicit players’ beliefs about choices by
others. Specifically, we ask them to guess the average of the choices that subjects from
other groups in their session have made for groups that, in terms of the role compositions,
are identical to the one for which they have decided themselves. If the decision of a sub-
ject’s group partner is implemented, i.e., with a probability of 25%, the guess’s accuracy
determines their payoff. Average choices within the same session are calculated for each
procedure, separately for even- and odd-numbered groups, and excluding each subject’s
own group.17 Subjects then receive 500 points if their guess is precisely correct and 250
points as long as the correct answer falls into the range of the five options closest to their
guess. We elicit the beliefs with tables that look exactly like the ones for the decisions.
The tables highlight the range of options for which the currently selected option would
still imply 250 points.18

Questionnaires The experiment proceeds with a survey asking subjects about funda-
mental sociodemographic characteristics like age, gender, and income. Moreover, partici-
pants complete several questionnaires on personality, preferences, and values. The details
with the corresponding results are presented in Section 6. Finally, subjects learn their
payoffs and the details of how they came about.

16For these subjects, the compensation is thus fixed and thereby independent of their roles. Moreover,
the number of points that deciding subjects receive (1,000) is always larger than the payoff for any of the
two subjects over whom they decide. These design properties alleviate concerns that subjects’ decisions
over others might depend on expectations about their own payoffs, e.g., due to aversion towards inequality
(Fehr and Schmidt, 1999; Bolton and Ockenfels, 2000). Also, note that if subjects in Roles B and b should
choose more equal options because they wanted to reduce the gap to subjects in Roles A and a (in the
succeeding group) in expectations, we should observe a negative correlation between choices and beliefs.
As Section 5.2 will show, the opposite is the case.

17This procedure makes sure that the relevant other subjects decided over groups that, abstracting
from players’ names (who was X and who was Y ), are identical to the one for which the respective
participant was deciding herself. It also ensures that the roles of comparison subjects are balanced, i.e.,
that the different roles are present in equal numbers.

18For options towards either end of the scale, the interval for which subjects receive 250 points becomes
asymmetric around the reported belief. This asymmetry ensures that subjects whose true beliefs are at
the extremes have no mechanic incentive to adjust their answers towards the center.
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Let us conclude this description of the experimental design by pointing out two noteworthy
features that allow for a clean identification of egocentric norm adoption. First, the
experiment’s structure ensures that subjects’ choices do not affect those players on whom
their own payoffs depend, avoiding considerations of reciprocity (Fehr and Gächter, 2000;
Falk and Fischbacher, 2006). Second, the experimental design comprises two different
procedures, such that each player has two roles. Own roles and roles of subjects for
whom players decide are crossed, and players thus know that they share exactly one
role with each subject over which they decide. Thereby, we distinguish the effect of
egocentric norm adoption from in-group–out-group bias in the sense of SIT. According to
the latter, preferential treatment is due to elevated attitudes towards in-group members
relative to out-group members. Such reasoning is focused on others, and it would take into
account both of a subject’s two roles (hence the interest in how people aggregate crossed
categorizations; see Section 1). If both procedures were equally relevant for identity,
SIT would predict no effect. If one procedure were more important than the other, SIT
would predict that a given player favors the same subject in both decisions. In contrast,
when people egocentrically adopt norms, they are not focused on others but themselves.
Preferential treatment is not attached to other people but an individual’s roles. Therefore,
in the experiment, egocentric norm adoption predicts that a given player favors a different
subject for each procedure, i.e., always the one who shares the player’s respective own
role.

3.2 Implementation

The experiment was run from May 13 until May 20, 2020, and implemented as a virtual lab
experiment. Seventeen sessions with either 20 or 24 subjects resulted in a total of 372 par-
ticipants who completed the experiment.19 Participants were recruited from the subject
pool of the BonnEconLab using the software hroot (Bock, Baetge, and Nicklisch, 2014).
The experiment’s language was German, and we invited only German-speaking subjects.
Participants were mostly university students, and around 60% of subjects were women.
For details of the sample composition, see Table B.1 in the appendix. Subjects partici-
pated via the Internet. The experiment was programmed using oTree (Chen, Schonger,
and Wickens, 2016), such that subjects could access it through their web browser using
their own devices.20 They received individual links, such that it was impossible for any
subject to participate more than once. Since we ran the experiment during the first phase
of the COVID-19 pandemic, subjects presumably participated from home (the university
library, e.g., was closed at the time). Contrary to typical online experiments, however,

19We had to exclude four of the 376 participants who initially started the experiment because they
either stopped working on the experiment or were unable to answer some of the control questions.

20The invitation stated that subjects were required to use a regular desktop or laptop computer. In
principle, however, the experiment was also fully functional on smaller devices such as smartphones or
tablets.

13



and just as in a usual laboratory experiment, subjects attended specific experimental ses-
sions. They had to participate in the experiment at a pre-specified time and date. Other
participants in the same session were taking part simultaneously, and an experimenter
was available to answer questions. On the introduction screen, we gave subjects contact
details which they could use in case of questions. The experimenter was available via
email, telephone, or text.21 Subjects had already received the contact details before the
experiment as part of the automated email communications (invitation, an email with the
personal link, reminder). Several subjects asked questions during the experiment, and all
contact methods were used.

4 Hypotheses

The paper’s main hypothesis is that participants make decisions favoring their own role
for the respective procedure. To understand the reasoning behind this conjectured effect
in the absence of material incentives or, in fact, any instrumental or otherwise self-serving
motives, we develop a simple formal framework that attributes biased fairness views not
to motivated cognition but the (partial) inability to abstract from one’s own role. The
framework is inspired by Haidt (2001), who argues that people commonly make ethical
judgments based on intuitive reactions and that moral reasoning often takes the form
of mere ex-post rationalization. Building on this insight, Epley and Caruso (2004) have
conjectured that intuitive moral evaluation in conjunction with automatic egocentrism
can explain self-serving ethical judgments. The framework presented here offers a way
of formalizing the existing arguments and makes a conceptual contribution by shifting
the focus from specific judgments to beliefs about generally applicable norms. This novel
perspective is critical for the resulting behavioral implications: only if people attribute
their self-centered affective reactions to the relative importance of norms, the egocentric
bias carries over to decisions that do not personally affect them.

Consider, e.g., a metaphor from soccer. A player from a team that a given person
supports commits a foul. The intuitive reaction of the supporter is that “this was not a
foul.” She will perhaps come up with reasons for her judgment, which could take various
forms. She could question inferences drawn from video evidence or accuse the opposing
player of diving. This kind of reasoning would not affect her judgment of situations
between any other teams. However, she could also come to believe that the rules should
be changed and that more physical play should be generally permitted. This would change
her judgment of other situations. In this paper, we suggest that personal interest changes
how people think about the “rules of the game,” and not just about situational factors.
The formal framework will assume that they rationalize their affective reactions exclusively

21In contrast to using an online conference platform, these contact methods allowed for one-to-one
communication between subjects and the experimenter.
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by changing the perceived importance of generally applicable norms, which is the limiting
case that makes the argument most transparent. Based on our theoretical conjecture, we
derive the testable behavioral implication of egocentric norm adoption.

4.1 Formal Framework

The starting point of the formal framework is that, while considering the possible choice
options, an agent experiences an affective reaction determined by her fairness views but
also by the payoff implied for her own relevant role because her perspective is inherently
subjective: options implying a high payoff for herself “feel good.” Her fairness views and
level of subjectivity are, however, imperfectly known to the agent. Instead, she knows
which option yields the most positive affective reaction. When being confronted with the
choice that she has to make over others, she tries to empathize with those affected. She
thus engages in the underlying normative tradeoff and tries to learn about the importance
of the involved norms.22 For this, she uses her affective reactions and asks how they came
about. If she is perfectly capable of perspective-taking, she fully realizes the extent of
subjectivity underlying her reactions, backs out her true fairness-views, and takes an
unbiased decision. However, if she is affected by some degree of egocentrism, i.e., her
ability of perspective-taking is imperfect, she underestimates the influence of subjectivity.
She arrives at fairness-views that depend on her own roles and at corresponding choices
that are egocentrically biased.

4.1.1 Basic Setup

The agent makes one choice for the EF and one for the EQ Procedure, cEF and cEQ,
respectively. We assume that the choice set for both procedures is the interval [1, 20],
i.e., the agent can choose intermediate options. When considering a given option for
one of the procedures, the agent experiences an affective reaction depending on her own
respective payoff and the violation of the two norms that are relevant in the respective
procedure. We denote by roleEF ∈ {A,B} the agent’s role in the EF Procedure and by
roleEQ ∈ {a, b} her role in the EQ Procedure. The agent’s affective reaction functions for
the two procedures are given by the following equations.

ReactEF(cEF) = αPay(cEF, roleEF)− β1 Ineff(cEF)− InequalEF(cEF) (1)

ReactEQ(cEQ) = αPay(cEQ, roleEQ)− β2 Unfair(cEQ)− InequalEQ(cEQ) (2)

The influence of the payoff for the own role is determined by the level of subjectivity
α ≥ 0, and the relative weights attached to the efficiency and the fairness norms are
β1 > 0 and β2 > 0, respectively. For Roles A and a, the function Pay is strictly increasing

22If the agent did not want to exert any effort at all to make her decisions, she would choose randomly.
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in the choice while, for Options B and b, it is strictly decreasing. Thus, it may simply
correspond to the number of points. Ineff and Unfair are both strictly decreasing and
strictly convex, as higher options are (decreasingly) more efficient or allocate more points
to the responsible player, respectively. On the other hand, InequalEF and InequalEQ are
both strictly increasing and convex, as higher options imply increasingly unequal payoffs
for players. Moreover, we assume that all of the functions are differentiable.

The agent’s intuitive reactions are thus best for some options c̃EF, c̃EQ ∈ (1, 20). The
agent knows how her reactions came about up to the three parameters. In scrutinizing
the reasons for her reactions, she forms beliefs α̃, β̃, γ̃1, and γ̃2 about the parameters
which, assuming an interior solution, must obey the first order conditions for Equations 1
and 2. The set of solutions is not atomic, and different combinations of parameters can
rationalize the intuitive optimum. For example, a high value of c̃EF for an agent in Role A
could be due to strong subjectivity (large α) or due to strong efficiency concerns (large
β1). The agent starts her inference from prior beliefs about the true parameter values that
follow independent Normal distributions with standard deviations of one. For the beliefs
about β1 and β2, the means are the respective true values, while for belief about α, the
mean is multiplied by π ∈ [0, 1]. The latter parameter denotes the level of perspective-
taking. It captures the ability to recognize how affective reactions depend on roles. The
prior belief is given by N (πα, 1).23 Her decision-relevant beliefs are the values that are
most likely given her prior beliefs and the two first-oder conditions.

Lemma 1. Assume positive subjectivity (α > 0) and limited perspective-taking (π < 1).
Then:

1. The agent underestimates her level of subjectivity, i.e., α̃ < α.

2. The agent’s updated fairness views are egocentrically biased.

(a) If she is in Role A, β̃1 > β1. Otherwise, i.e., if she is in Role B, β̃1 < β1.

(b) If she is in Role a, β̃2 > β2. Otherwise, i.e., if she is in Role b, β̃2 < β2.

Proof in Appendix A.1.

Lemma 1 formally captures the intuition of egocentric norm adoption: an agent who
profits from efficiency-oriented decisions by others will tend to consider this normative
principle important. In contrast, an agent who personally loses from efficient allocations
will tend to object to the principle. Similarly, an agent who profits from equity-oriented
decisions will support the corresponding principle more strongly than an agent who loses
from them.

23One could also interpret this assumption in the sense of cognitive dissonance. Subjects would then find
it implausible that a wedge exists between their affective reactions and their true fairness judgments. The
results on perspective-taking in Section 6 support the interpretation in the sense of perspective-taking.
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4.1.2 Combining the Procedures

The above framework considers the decisions for the two procedures independently, which
suffices for the main predictions. Note, however, that both the EF Procedure and the
EQ Procedure involve equality as an overlap in the involved fairness norms, aligned with
the interest of roles B and b, respectively. Thus, a participant with Roles B and b always
profits from equality, while one with roles Roles B and a or Roles A and b profits from
equality according to one procedure and loses in the other. Lastly, the private interest of
a participant with roles Roles A and a is always opposed to equality. Using this feature,
the setup allows for insights into how egocentrically adopted norms can spill over from
their source to other contexts. Formally, let us modify Equations 1 and 2 in the following
way:

ReactEF(cEF) = αPay(cEF, roleEF)− β1 Ineff(cEF)− γ InequalEF(cEF) (3)

ReactEQ(cEQ) = αPay(cEQ, roleEQ)− β2 Unfair(cEQ)− γ InequalEQ(cEQ) (4)

In contrast to the previous assumptions from Equations 1 and 2, the agent now also forms
a belief about the importance of equality, γ. This creates a connection between the two
procedures regarding the relative importance of the involved norms, just as it has been
intuitively discussed above. As before, the agent knows her true reaction functions up to
the now four parameters. All beliefs are the same as before, and the prior belief about γ
also follows a Normal distribution with a standard deviation of one, centered around the
true value. From the modified assumptions, the below results follow.

Lemma 2. Assume positive subjectivity (α > 0) and limited perspective-taking (π < 1).
Then:

1. The agent underestimates her level of subjectivity, i.e., α̃ < α.

2. The agent’s updated fairness views are egocentrically biased.

(a) For roles A and a, it holds that γ̃ < γ. Moreover, β̃1 > β1 and/or β̃2 > β2.

(b) For roles B and b, it holds that γ̃ > γ. Moreover, β̃1 < β1 and/or β̃2 < β2.

(c) For roles A and b, it holds that β̃1 > β1 and β̃2 < β2.

(d) For roles B and a, it holds that β̃1 < β1 and β̃2 > β2.

Proof in Appendix A.1.

Lemma 2 states that an agent who always loses if others are taking equality-oriented
decisions applies a weight to equality that is biased downward. Moreover, there is an
upward bias in at least one of the weights that she assigns to the opposing norms, i.e.,
efficiency and equity. The opposite is true for an agent who always gains from equality.
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We can make no statement about the weight attached to equality for agents who gain from
equality-oriented decisions in one procedure and lose from them in the other. However,
for the respective opposing norm involved, the same applies as in Lemma 1: agents who
benefit from decisions that emphasize efficiency or equity consider the respective norms
important, while they otherwise exhibit a downward bias in the attached weight.

4.2 Predictions

In making her decisions, the agent tries to be impartial and therefore omits considerations
regarding her own role. Using the basic setup of Section 4.1.1, the objective functions
that she wants to maximize are Equations 1 and 2, setting the value of α to zero. In the
objective functions that the she actually maximizes, however, the unknown parameters β1
and β2 are substituted by the agent’s egocentrically biased beliefs β̃1 and β̃2, respectively.
We again assume interior solutions and use that, by the assumptions from Section 4.1.1,
the objective functions are concave. Under these conditions, the agent’s choices c∗EF and
c∗EQ are uniquely identified by the following first-order conditions.

−β̃1 Ineff ′(c∗EF)− Inequal ′EF(c
∗
EF) = 0

−β̃2 Unfair ′
(
c∗EQ

)
− Inequal ′EQ

(
c∗EQ

)
= 0

Both optima’s locations are strictly increasing in the values of β̃1 and β̃2. In conjunction
with the egocentric biases shown in Lemma 1, this leads to the main hypothesis of the
paper.

Hypothesis 1. For both procedures, subjects make choices favoring their own respective
roles.

To test the hypothesis formally, denote by rEF
i ∈ {A,B} the role of subject i for the

EF Procedure and by rEQ
i ∈ {a, b} her role for the EQ Procedure. The subject’s choice for

the EF Procedure is denoted by c∗i,EF and the one for EQ Procedure by c∗i,EQ. Hypothesis 1
was preregistered, and in the pre-analysis plan we committed to running the two following
regressions:

c∗i,EF = δ0 + δ11A
(
rEF
i

)
+ εi,g (5)

c∗i,EQ = ζ0 + ζ11a
(
rEQ
i

)
+ ηi,g (6)

The terms 1A
(
rEF
i

)
and 1a

(
rEQ
i

)
denote indicator functions for roles A and a, respectively.

Since subjects in roles A and a would profit from higher-ordered choices by the respective
sending group, egocentric norm adoption predicts that both δ1 and ζ1 should be positive.
Note that the hypothesis requires both coefficients to be positive. In Appendix A.2, we
show that an upper bound for the joint one-sided p-value is provided by the average of the
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separate two-sided p-values. This result means that if both coefficients are significantly
positive in separate OLS regressions, the null hypothesis of either coefficient being weakly
negative can be rejected.

An agent who loses from equality in both procedures (i.e., whose roles are A and a)
will initially feel attracted to high choice options. As has been shown in Lemma 2, she
will view this as strong evidence that she cares little about equality and a lot about at
least one of the other norms. The converse is, of course, true for an agent with roles B
and b. On the other hand, agents who profit from equality in one procedure and lose
from it in the other one will notice that their initially preferred choices are somewhat
contradictory as one seems to reflect strong concern about equality while the other does
not. These observations lead to the following hypothesis.

Hypothesis 2. Among participants whose private interests are aligned with or opposed
to equality for both procedures, the effect of their own roles is larger than among other
participants.

In other words, we expect spillovers of roles to the respective other decision contexts, i.e.,
a positive effect of Role A on the decision for the EQ Procedure and, similarly, a positive
effect of Role a on the choice for the EF Procedure.

In the formal framework introduced here, the bias in choices arises unconsciously and
is accompanied by distorted beliefs about fairness. Research on the false-consensus effect
has shown that people typically overestimate the extent to which others share their views,
which in the context of this experiment would mean that they project their own bias upon
others. We thus have a further hypothesis.

Hypothesis 3. Similarly to decisions, beliefs about others’ decisions are biased in favor
of subjects’ respective roles.

Since people probably do not fully project their own views upon others but will moderate
their predictions to some degree, we expect the effects for beliefs to be a bit smaller than
those for the respective decisions.

5 Main Results

This section presents the main results of the experiment, starting with the decisions in
Section 5.1 and proceeding with the analysis of beliefs in Section 5.2. Section 5.3 discusses
further observations.

5.1 Decisions

Figure 2 visualizes the decisions that subjects made in the experiment. The two panels
are identically constructed. The left one displays the distribution of decisions for the
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EF Procedure, and the right panel shows the decisions for the EQ Procedure. In displaying
the distributions of decisions, the panels differentiate between the two relevant roles for
the respective procedure. For the EF procedure, these are Role A (shaded), profiting from
efficiency, and Role B (light), profiting from equality. For the EQ procedure, the relevant
roles are a, which is favored by the equity principle, and b, again benefiting from equality.
For both procedures and irrespective of roles, the distributions of decisions reveal multiple
peaks: one at Option 1, i.e., full equality, one at 20, i.e., least equality, and in the case
of the EF procedure, another one at Option 11, which is one of the two options that are
closest to the center.
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Notes: The two panels of the figure show subjects’ decisions from 1 to 20 split by the respective rele-
vant roles. The left panel shows the data for the EF Procedure. Role A (shaded) profits from higher
options while Role B (light) profits from lower options. Similarly, the right panel shows the data for
the EQ Procedure. Role a (shaded) profits from higher options while Role b (light) profits from lower
options.

Figure 2: Decisions by Role

In line with Hypothesis 1, differences that depend on subjects’ roles are apparent
within both procedures. For the EF Procedure, the median of the chosen options by
subjects in Role A is 10, while for subjects in Role B, it is only 6. Similarly, the average
option chosen by those in Role A is 9.81 and only 7.21 for subjects in Role B, a difference
of 0.37 standard deviations. These numbers suggest that, indeed, subjects who would
themselves profit from others choosing high options choose higher options themselves
than subjects who would personally profit from low options.

Table 3 analyses the data in a regression framework, regressing subjects’ choices on
their roles. Its first two columns show the estimates for the central regressions equations,
i.e., Equations 5 and 6. For the EF Procedure, Column 1 shows that the above-mentioned
difference in means of 2.6 is statistically significant at any conventional level (p < 0.001;
two-sided). The same qualitative result of higher choices by subjects in Role A is also
confirmed by a non-parametric Mann–Whitney U test (p < 0.001; two-sided). The re-
sults for the EQ Procedure are qualitatively identical and, in quantitative terms, slightly
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stronger. Here, the median option chosen by subjects in Role a is 5, while it is 1 for
subjects in Role b. The means are 7.25 and 4.11, respectively. The difference between
the latter values corresponds to 0.47 standard deviations and is thus even larger than the
one observed for the EF Procedure. Column 2 of Table 3 shows that this difference is
significant (p < 0.001; two-sided), and the result is again confirmed by a Mann–Whitney
U test (p < 0.001; two-sided). Together, the results from both procedures provide clear
support for Hypothesis 1, namely for egocentric norm adoption: subjects tend to follow
fairness evaluations such that if the same standards were adopted by everybody, they
would personally profit—and their respective group partners would lose.

Table 3: Decisions

Dependent variable Decision for succeeding group

Procedure EF EQ EF EQ

(1) (2) (3) (4)

Role A 2.602∗∗∗ 2.609∗∗∗ 1.304∗
(0.727) (0.725) (0.677)

Role a 3.140∗∗∗ 1.224∗ 3.147∗∗∗
(0.680) (0.725) (0.677)

Constant 7.209∗∗∗ 4.108∗∗∗ 6.593∗∗∗ 3.456∗∗∗
(0.498) (0.428) (0.585) (0.475)

Observations 372 372 372 372
R2 0.033 0.055 0.041 0.064

Notes: Heteroscedasticity-consistent standard errors in parentheses. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

While the analyses in Columns 1 and 2 have considered subjects’ choices for the two
procedures in isolation, it is natural to think that they are related. In particular, the fair-
ness tradeoffs in both procedures involve the criterion of equality, once weighted against
efficiency (EF Procedure), and the other time against the equity principle (EQ Proce-
dure). Suppose a subject puts a strong emphasis on equality. In that case, this should
manifest itself in low choices for both procedures. On the other hand, one would expect
a subject who does not consider equality to be important to make high choices for both
procedures. Thus, choices for the two procedures should be positively correlated among
subjects. Figure 3 displays the empirical relationship between the two decisions that
subjects are making. For every option for the EF Procedure on the horizontal axis, the
vertical axis shows the respective players’ average decisions for the EQ Procedure. The
sizes of circles correspond to the relative number of subjects. We observe a clear positive
trend. The upward-sloping regression line confirms the positive relationship. It is based
on the disaggregated data and corresponds to a correlation of 0.33 (p < 0.001, two-sided).
The correlation cannot be due to roles since those are independent.
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Notes: The figure groups subjects by their decisions for the EF Procedure. For each option on the
horizontal axis, the figure plots the respective subjects’ average decisions for the EQ Procedure on the
vertical axis. The sizes of circles correspond to the respective numbers of subjects. The dashed line
indicates 45 degrees. The gray lines indicate the averages of decisions for the EF Procedure (vertical)
and the EQ Procedure (horizontal). The solid black line represents the linear fit from an OLS regression,
and the shaded area around it corresponds to the 95% confidence interval based on heteroscedasticity-
consistent standard errors.

Figure 3: Relationship Between the Two Decisions

Given that subjects seem to be consistent in how much weight they attribute to the
equality norm in their two decisions, it is useful to consider both procedures jointly.
Columns 3 and 4 of Table 3 again consider the EF Procedure and the EQ Procedure,
respectively, but they include the effects of both roles. Since the roles in the two proce-
dures are independent, the coefficients of Role A for the EF Procedure and Role a for
the EQ Procedure remain virtually unchanged compared to Columns 1 and 2.24 The two
other coefficients capture the spillover effects. As predicted by Hypothesis 2, both point
estimates are positive and consistent with the interpretation that changes in subjects’
fairness judgments induced by roles carry over to the respective other procedure similarly
to preexisting differences between different individuals.25 Individually, both spillover co-
efficients are weakly statistically significant (p < 0.1), and they are jointly significant at

24The point estimates slightly differ because, as mentioned earlier in Footnote 19, four subjects did not
complete the experiment, and roles are therefore not precisely independent anymore. The slight empirical
correlations between roles are random, and the implications for estimates minimal.

25Multiplying the effect from Column 1 in Table 3 with the slope of the regression line in Figure 3
(0.31), one would expect an effect of Role A for the EQ Procedure of 0.80. Similarly, the respective
prediction for the effect of Role a for Procedure EF would be 1.08. The observed values in Columns 3
and 4 of Table 3 are comparable to these predictions and even slightly larger.
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the five percent level (p = 0.02).26

5.2 Beliefs

An important question is whether subjects’ egocentric behavior is conscious or uncon-
scious, i.e., whether and to which extent subjects realize that their decisions deviate from
their true fairness convictions. To address this point, we next analyze subjects’ beliefs
about average choices made by others.
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Notes: The two panels of the figure show subjects’ beliefs about others’ average decisions from 1 to
20 split by the respective relevant roles. The left panel shows the data for the EF Procedure. Role A
(shaded) would profit from higher options while Role B (light) would profit from lower options. Similarly,
the right panel shows the data for the EQ Procedure. Role a (shaded) would profit from higher options
while Role b (light) would profit from lower options.

Figure 4: Beliefs by Roles

Figure 4 shows the beliefs about others’ choices that subjects reported in the experi-
ment. It is constructed in the same way as Figure 2 for decisions, differentiating between
subjects’ roles. For both procedures, the distributions of beliefs feature more weight at
values around the center than observed for choices. However, concerning role differences,
the pattern is the same as for choices: Subjects in roles A and a (shaded) expect higher
choices than those in roles B or b (light), respectively. Regression results confirm the vi-
sual impression. Role A’s effect for the EF Procedure and Role a’s for the EQ Procedure
are both positive and statistically significant (p < 0.01 and p < 0.001; see Table B.2 in
the appendix). The effects amount to 0.32 standard deviations for the EF Procedure 0.42

26In the appendix, we provide a visual decomposition of the spillover effects by distinguishing between
the four possible combinations of roles that subjects might have. In the EF Procedure, the spillover effect
is mainly driven by subjects who gain from equality in both procedures and choose very low options (see
Figure B.2). Subjects who have to hope for equality attach little relative weight to efficiency. In the
EQ Procedure, the spillover effect arises symmetrically: it is driven by subjects who profit from equality
in both procedures choosing low options and subjects who lose from equality in both procedures choosing
high options (see Figure B.3).
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standard deviations for the EQ Procedure, which are relative sizes similar to those found
for decisions, although slightly smaller.

The results for beliefs resemble those for decisions also in other respects. For decisions,
Figure 3 has established a strong positive correlation of 0.33 between the two procedures.
The corresponding relationship between subjects’ beliefs is also clearly positive (p <

0.001, two-sided; see Figure B.1 in the appendix), although the correlation coefficient
only amounts to 0.18. In light of this finding, it is not surprising that the spillover effects
in beliefs are again positive but smaller and not statistically significant (see Table B.2 in
the appendix).
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Notes: The two panels of the figure group subjects by their decisions for the EF Procedure and the
EQ Procedure, respectively. For each option on the horizontal axes, the panels plot the respective
subjects’ average beliefs about others’ decisions for the same procedure on the vertical axes. The sizes
of circles correspond to the respective numbers of subjects. The dashed lines indicate 45 degrees. The
gray lines indicate the averages of decisions for decisions (vertical) and beliefs (horizontal). The solid
black lines represent linear fits from OLS regressions, and the shaded areas around them correspond to
the 95% confidence intervals based on heteroscedasticity-consistent standard errors.

Figure 5: Decisions and Beliefs

The above results might suggest that the effects of roles on decisions arise uncon-
sciously, at least to a large extent. This interpretation presupposes that beliefs and
decisions are positively related—which indeed they are. Figure 5 plots average beliefs
for subjects depending on their decisions and is otherwise constructed just like Figure 3.
The left panel shows the relationship for the EF Procedure, and the right panel does the
same for the EQ Procedure. First, we observe that average beliefs, indicated in both
panels by gray lines, are lower than average decisions for both the EF Procedure and the
EQ Procedure (p < 0.001 and p = 0.01, respectively). That means subjects, on average,
expect others to assign a higher relative weight to equality than they do themselves. More
importantly, we see a clear positive correlation between choices and beliefs (p < 0.001),
with slopes of 0.53 for the EF Procedure and 0.45 for the EQ Procedure. These associ-
ations between decisions and beliefs are instances of the well-established false consensus
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effect (Ross, Greene, and House, 1977): people have a fundamental disposition to believe
that others’ convictions are more similar to their own than they really are. The first two
columns of Table 4 confirm that the effect is strong, regressing decisions on beliefs for
the EF and the EQ Procedure, respectively. The estimates for both slope parameters are
larger than 0.8.

Table 4: Decisions and Beliefs

Dependent variable Decision for succeeding group

Procedure EF EQ EF EQ

(1) (2) (3) (4)

Belief (EF Procedure) 0.820∗∗∗ 0.805∗∗∗
(0.0511) (0.0519)

Belief (EQ Procedure) 0.809∗∗∗ 0.777∗∗∗
(0.0695) (0.0722)

Role A 1.115∗∗
(0.565)

Role a 1.506∗∗
(0.606)

Constant 2.417∗∗∗ 1.654∗∗∗ 1.981∗∗∗ 1.058∗∗∗
(0.469) (0.386) (0.530) (0.404)

Observations 372 372 372 372
R2 0.432 0.364 0.438 0.376

Notes: Heteroscedasticity-consistent standard errors in parentheses. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Thus, we have seen that roles affect beliefs similarly to decisions and that beliefs
and decisions are closely related. It suggests an unconscious channel: people who are
influenced by their own roles might not realize how they are biased. To the extent that
this is the case, the effects of roles on decisions should be reduced once we control for
subjects’ respective beliefs. The results are shown in Columns 3 and 4 of Table 4. We
first note that the coefficients for beliefs are hardly changed. However, the effects of roles
change decisively. Recall that, without controlling for beliefs, the effects were 2.602 for
the EF Procedure and 3.140 for the EQ Procedure (see Table 3). Now, they are reduced
by 57% (p < 0.01, two-sided) and 52% (p < 0.001), respectively. The remaining effects
of roles remain statistically significant (p = 0.049 and p = 0.013, respectively). However,
because our measures of beliefs almost certainly contain some measurement error, the
true conditional effects should tend to be even smaller (see Gillen, Snowberg, and Yariv,
2019). In sum, the point estimates suggest that roles’ effects on decisions arise to more
than one-half unconsciously, and it might even be the case that subjects are entirely
unaware of the bias in their decisions.
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5.3 Further Observations

The experiment allows for some further noteworthy insights. One is that subjects’ choices
do not seem to be significantly driven by concerns about ex-ante equality. Note that the
implications of high choices in terms of procedural fairness are different between affected
groups in which one of the players has Roles A and a (parallel groups) and other (crossed)
groups. Within crossed groups, high choices offset each other from an ex-ante perspective
because both subjects profit from inequality in one procedure and lose from it in the
other. For parallel groups, however, ex-ante inequality from high choices cumulates, since
one subject profits from inequality in both procedures, while the other loses in both.
Thus, one could expect that decisions over players in crossed groups, i.e., those made
by subjects in parallel groups, should generally be higher and more strongly positively
correlated. Empirically, however, there is no indication of any such differences. The
distributions of decisions do not significantly differ between the group types (p = 0.28

for the EF Procedure and p = 1.00 for the EQ procedure; Kolmogorov–Smirnov test,
two-sided). Moreover, the positive correlation between decisions exists for both group
types separately (p < 0.001 and p < 0.01, respectively), and there is no evidence for a
difference in the correlations’ magnitudes (p = 0.32). Despite these similarities in the
overall distributions of decisions between the two group types, the effects of players’ own
roles on decisions are stronger in parallel groups than in crossed groups. In fact, precisely
these differences identify the effects of roles across procedures in Columns 3 and 4 of
Tables 3 and B.2. In light of the above discussion, which excludes concerns about ex-ante
fairness as an alternative explanation, the respective coefficients seem interpreted best as
evidence for spillover effects.

By the experiment’s design, roles do not induce differential proximity between players
in adjoining groups due to crossed roles. However, independently of roles, the design
deliberately induces nominal groups by referring to players in each group as X and Y .
Thus, participants decide over allocations between one player with the same name as
themselves and one with a different name. In this dimension, the experiment mimics
research on discrimination between minimal groups in social psychology (Tajfel, Billig,
and Bundy, 1971; Billig and Tajfel, 1973) and economics (Chen and Li, 2009). If subjects
favored their nominal in-group, they should choose a high option for EF Procedure if
the receiving player sharing their name is in Role A, and a high option for the EQ
procedure if the player is in Role a. In line with the literature, subjects exhibit significant
nominal in-group bias in both procedures (p < 0.01 for the EF and p < 0.001 for the
EQ Procedure, see Columns 1 and 2 of Table B.3 in the appendix). The effect sizes are
smaller than the ones estimated for roles, although the differences are not significant. For
beliefs, the corresponding effects are similar but weaker. Both estimated coefficients are
positive, and the EQ procedure’s effect is significant (p < 0.001, see Columns 3 and 4 of
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Table B.3). Since names were determined independently of roles, the estimated effects of
roles and names are virtually unaffected by including the respective regressors jointly (see
Table B.4).27

A potential concern in many experiments involving human subjects is experimenter
demand. It denotes the possibility that subjects try to conform to the experimenters’
expectations. This experiment’s design mitigates such concerns to the largest possible
extent. An important design property is that treatment effects are identified between
subjects, as opposed to within-subjects. The between-subject design avoids making sub-
jects aware of the treatment differences or their own counterfactual behavior. In fact,
in studying group bias, Chen and Li (2009) rely mainly on a within-subject design and
use a between-subject treatment specifically to mitigate experimenter demand effects. As
discussed above, this experiment studies (nominal) group bias as well, and this decision
was, in part, also made to conceal the purpose of the design. Should subjects have tried
to guess the research hypotheses, they might have ended up with the wrong one—or
they would have had to balance multiple conflicting motives. Under these conditions, it
seems implausible that the observed effects could be as large as observed in our data.
For specific “demand treatments,” De Quidt, Haushofer, and Roth (2018) find average
effects of 0.13 standard deviations. In contrast, the effects observed in this experiment
are multiple times as large. The effects are also present for beliefs, which we elicited with
an incentivized procedure. Here, subjects would have had to give up their own money to
conform to expectations. The data also generally seem well-behaved. For example, Ta-
ble B.5 in the appendix shows that the randomly determined order of procedures matters
for effect sizes in a conceivable way: effects on decisions are stronger for the respective
procedure that comes first, although not significantly. Lastly, the next section will show
that the treatment effects are not mainly due to a few subjects making extreme decisions
but caused by the bulk of subjects exhibiting moderate bias.

6 Heterogeneity

This section aims to relate the observed bias induced by roles to relevant personal at-
tributes of subjects. In terms of understanding the mechanism behind our main results,
we are particularly interested in the role of perspective-taking. We also consider the role
of different aspects of empathy as well as prosociality. Regarding outcomes, we study the
relationship between progressivism and political orientation on the left–right spectrum.

27In the appendix, we visually inspect the interaction between players’ own roles and nominal groups.
In the EF Procedure, prominently high options are chosen by subjects whose own role is A and who are
in a nominal group with another subject in Role A (see Figure B.4). In the EQ Procedure, the effects of
roles and nominal groups appear to be independent (see Figure B.5). Perhaps it matters for these results
that payoffs are linear in choice options for the EQ Procedure but not the EF Procedure.
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6.1 Attributing the Effects to Subjects

A challenge for studying individual heterogeneity in the display of egocentric norm adop-
tion is that the treatment effects of roles are identified not within but only between sub-
jects. Therefore, we first convert each subject’s two decisions into a single individual-
specific ENA proxy of egocentric norm adoption and construct a corresponding measure
for biased beliefs in the same way. This proxy intuitively measures how a given subject
contributes to the observed treatment effects for decisions. We start from the self-evident
fact that, if there were no treatment effects, it would make no difference for a given sub-
ject’s decisions to which roles she has been assigned. The average choices conditional on
roles would thus coincide with the unconditional average answers. A measure for how
much a particular choice contributes to the treatment effect is thus given by how much it
deviates from the unconditional average choice in the direction that favors the subject’s
relevant role.

Therefore, we calculate for every decision its deviation from the average of choices for
the respective procedure. For better comparability across procedures, we further divide
the differences by the respective standard deviation, i.e., we transform subjects’ choices
into z-scores denoted by zEF

i and zEQ
i for the EF Procedure and the EQ Procedure.

The ENA proxy is then constructed by adding the respective z-score if a subject has the
relevant roles A or a and by subtracting it if the role is B or b. Using the indicator function
1A
(
rEF
i

)
for whether subject i’s role for the EF Procedure is A and the analogously defined

indicator functions for the three remaining procedure–role combinations, we thus calculate
the ENA proxy as follows:

ENAi ≡
[
1A

(
rEF
i

)
− 1B

(
rEF
i

)]
zEF
i +

[
1a

(
rEQ
i

)
− 1b

(
rEQ
i

)]
zEQ
i (7)

Deviations that are aligned with a subject’s relevant role contribute to higher values of
the ENA proxy, while deviations that are opposed to the relevant role lead to a decrease.
A subject who makes average decisions for both procedures receives a value of zero,
irrespective of her roles. On the other hand, a subject making a high decision for the
EF Procedure and a low decision for the EQ Procedure receives a large positive value if
her roles are A and b, values closer to zero if her roles are A and a or B and b, and a large
negative value of the ENA proxy if her roles are B and a.

Of course, the decisions of subjects in part also reflect their true fairness convictions.
As can be seen from the above examples, however, the expected effect of any given true
fairness preferences on the value of the ENA proxy is exactly zero. That is because sub-
jects’ roles determine the signs that Equation 7 attaches to the z-scores, and roles are
drawn randomly with equal probabilities. The ENA proxy thus consists of two compo-
nents: one is any systematic bias in decisions due to roles, and the other is random noise
due to subjects’ true fairness convictions. The latter is orthogonal to any subject-specific
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attributes by construction, while the former might correlate with subjects’ personal char-
acteristics.
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Notes: The figure shows the distribution of the ENA proxies, one the left for decisions and on the right
for beliefs. The respective values have been calculated according to Equation 7 for the full sample.

Figure 6: Distribution of the ENA proxies

Figure 6 shows the distributions of the ENA proxies for decisions and beliefs, respec-
tively. For decisions, the mean value is 0.42, which is by construction equal to the mean
of the two treatment effects in terms of standard deviations (0.37 for the EF Procedure
and 0.47 for the EQ Procedure; see Section 5.1). This positive average is significantly
different from zero (p < 0.001, two-sided t-test), in line with the previous findings. The
figure shows that the positive average value, i.e., the effects of roles, is not mainly driven
by a few subjects at the extremes. Instead, it is also caused by many subjects exhibiting
moderate levels of bias towards their roles’ interests. When restricting the sample to, e.g.,
only those 262 out of 372 subjects for whom the value of the ENA proxy lies in the interval
[−1.5, 1.5], the average value is still significantly positive (p < 0.001, two-sided t-test).28

The picture looks similar for beliefs. Here, the mean value is 0.37 (the average of 0.32 and
0.42; see Section 5.2), which is again significantly different from zero (p < 0.001, two-sided
t-test). As for decisions, it also holds for beliefs that the average value is still significantly
positive among moderate values on the interval [−1.5, 1.5] (p = 0.018, two-sided t-test).

6.2 Survey Measures

After the main experiment, subjects completed several questionnaires that were selected
to measure potentially relevant personal characteristics. Below, we introduce the elicited
classes of characteristics.

28In particular, the restriction excludes all subjects who favor their own roles to the largest possible
extent, i.e., those with Roles A and a choosing Option 20 for both procedures, with Roles A and b
choosing Option 20 for the EF Procedure and Option 1 for the EQ Procedure, with Roles B and a
choosing Options 1 and 20, respectively, and with Roles B and b choosing Option 1 for both procedures.
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Empathy To measure empathy, we use the well-established Interpersonal Reactivity
Index (IRI) developed by Davis (1980), which consists of four subscales. The first,
perspective-taking, should be of particular importance for non-egocentric behavior (Davis,
1983). The IRI measures perspective-taking with questions such as “I believe that there
are two sides to every question and try to look at them both” (p. 11). Higher scores thus
indicate that people typically make an effort to “put themselves in others’ shoes,” i.e.,
that they should tend to abstract from their roles in the experiment. Second, fantasy
measures people’s tendency to identify with fictitious characters, e.g., in books or movies.
Third, empathic concern captures the extent to which people feel for others in need. The
above dimensions of empathy are truly directed at others’ feelings, and we would expect
that they tend to decrease egocentric bias. In contrast, the fourth dimension of personal
distress is “self-oriented” (Davis, 1983, p. 114) and addresses whether people feel anxious
themselves when they witness others’ suffering. Batson, Fultz, and Schoenrade (1987)
argue that “empathic distress” is a vicarious feeling that is, in fact, distinct from empa-
thy. In terms of behavior, empathy in its altruistic form facilitates helping (Batson et al.,
1981), whereas distress induces an egoistic desire for relief. Therefore, personal distress
might be expected to increase egocentric bias.

Prosociality The experiment in this paper aims to show a bias that speaks of ego-
centrism. In contrast, the design mutes the role of egoism with the absence of selfish
incentives. However, to study prosociality’s role empirically, we included the qualitative
item for altruism, positive reciprocity, and trust from the Preference Survey Module (Falk
et al., 2016; Falk et al., 2018).

Values A leading approach in modern moral philosophy to understand how moral val-
ues vary across the political spectrum is Moral Foundations Theory (MFT; Haidt and
Joseph, 2004; Haidt and Graham, 2007; Graham, Haidt, and Nosek, 2009), which traces
(cultural) differences in ethical judgments to the respective weights attached to five dis-
tinct dimensions of moral intuitions: harm/care, i.e., being compassionate with those in
need; fairness/reciprocity ; ingroup/loyalty ; authority/respect ; and purity/sanctity. We
included the 30-item Moral Foundations Questionnaire (MFQ) that was created by a
group of researchers around the developers of MFT.29 As suggested by the developers, we

29The questionnaire is publicly available on the web (https://moralfoundations.org/
questionnaires/; retrieved in May 2020).
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aggregate the five subscales into a single measure of progressivism.30

progressivism = (harm/care+ fairness/reciprocity)÷ 2

− (ingroup/loyalty+ authority/respect+ purity/sanctity)÷ 3

We also include a simple question about people’s political attitude on scale from left to
right (European Social Survey, 2014). The variables progressivism and political attitude
turn out to be highly correlated in the expected direction (r = −0.51, p < 0.001). Concep-
tually, we consider the above measures of values as potential outcomes of egocentric norm
adoption. In contrast, the personality traits of empathy and prosociality are plausible
determinants.

Personality Controls As control variables, we include the qualitative preference items
by Falk et al. (2016) for risk preferences, time preferences, and negative reciprocity. More-
over, the questionnaires included the Big Five personality inventory, which is probably
the most widely used framework to study people’s personalities. Specifically, we use a
translation of the 15-item BFI-S scale developed by Gerlitz and Schupp (2005). The Big
Five traits are: openness, capturing interest in new experiences; conscientiousness, encom-
passing whether a person is determined and organized; extraversion, i.e, how much people
like to engage with others; agreeableness, measuring altruistic motivation and cooperative
behaviors; and neuroticism, referring to emotional instability and anxiety.

Demographic Controls The elicited sociodemographic controls are subjects’ gender
(female, male, or diverse) and age, enrollment at a university, and gross monthly income
in euros. The latter is converted into log income as ln(income+ 1).

Studying heterogeneity in subjects’ behavior is more demanding than the previous anal-
yses in Section 5 for two reasons. First, individual subjects’ behavior has stronger effects
on results since the sample is, intuitively, split, and the resulting subsamples are smaller
than the full one. Second, we use answers to unincentivized survey questions, which some
subjects might not have taken very seriously or had difficulty answering. Therefore, we
restrict the sample to individuals who had no major difficulties understanding the ex-
periment and took answering the survey questions seriously. The experiment included
several control questions, and subjects could only progress once they answered them cor-
rectly. We automatically recorded the number of incorrectly submitted questions. We
exclude those subjects above the 90th percentile of the distribution of mistakes. After
the questionnaires, we asked subjects about the reliability of their answers. We exclude

30A very similar measure is used by Enke (2020), who excludes the purity/sanctity dimension and
focuses on communal vs. universal values in the context of political competition. In our data, the
correlation between these two measures based on the same questionnaire is 0.96.
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subjects who gave answers below the tenth percentile. These restrictions leave us with
312 subjects, for whom all previous results from Section 5 replicate. Results for the full
sample are provided in Appendix B.31

6.3 Heterogeneity in Bias

Figure 7 considers the correlations between the ENA proxies and the different measures
of empathy, prosociality, and values. The left panel shows the correlations between the
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regarding the survey answers lies below the 10th percentile, leaving 312 subjects.

Figure 7: Correlations with the ENA Proxies

survey measures and egocentric bias in decisions. For the four dimensions of empathy,
a pattern arises that is consistent with the theoretical predictions: the three “altruistic”
facets of empathy—perspective-taking, fantasy, and empathic concern—are negatively
correlated with egocentric norm adoption, i.e., higher empathy in these regards leads
to lower egocentric bias. On the other hand, the “egoistic” side of empathy—personal
distress—leads to a stronger egocentric bias. The correlation with perspective-taking,

31For the construction of the ENA proxy, we still use the z-scores based on the full sample. Alternatively,
they can be calculated separately for the restricted sample. The corresponding values of the ENA proxy
are almost identical (ρ > 0.99), and all results that follow remain virtually unchanged.

32



which is the opposite of egocentrism, is significantly negative (p = 0.01, two-sided), and
the correlation with personal distress is (weakly) significantly positive (p = 0.07). The
correlations with fantasy and empathic concern are not statistically significant (p > 0.1).
We do not observe a significant correlation with either of the prosociality measures (p >
0.1). In particular, the correlation between the ENA proxy and altruism is close to
zero, consistent with the irrelevance of selfishness. For moral values, we find a negative
correlation with the ENA proxy for progressivism (p = 0.01), constructed using the
MFQ. People holding liberal values thus seem to exhibit weaker egocentric bias than
conservatives. Consistent with this finding, people leaning to the political right show a
stronger bias than those leaning to the left (p = 0.05).32

The panel on the right displays the correlations with the ENA proxy for beliefs. Over-
all, they are remarkably similar to decisions. Again, the correlations with the three
other-oriented dimensions of empathy are negative. In this case, they are statistically
significant for perspective-taking (p < 0.01, two-sided) and also for fantasy (p = 0.02).
The correlation with empathic concern is insignificant (p > 0.1). Thus, people who report
little perspective-taking are not only more biased than others, but they also project their
bias upon others. This finding suggests that perspective-taking, or the lack thereof, occurs
unconsciously. It is in line with the assumptions in the formal framework (see Section 4.1)
and with the insights provided by Singer and Fehr (2005). Other than observed for deci-
sions, there is no indication of a relationship between bias in beliefs and personal distress.
The correlations between the ENA proxy for beliefs and the prosociality measures tend to
be negative. For one of them—altruism—it is now also statistically significant (p = 0.04).
The correlations with progressivism and political orientation are very similar to those
found for decisions, and they are both statistically significant (p = 0.01 and p = 0.03,
respectively).

In the full sample, correlations of survey measures with the ENA proxies for deci-
sions and beliefs are quite similar to those in the restricted sample (see Figure B.6 in
the appendix). Importantly, the correlations with perspective-taking remain statistically
significant. Other results lose their statistical significance, most likely due to more noise
in data. Only the positive correlation between the ENA proxy for beliefs and subjects’
political attitude remains (weakly) statistically significant.

The analysis of heterogeneity is admittedly descriptive and does not aim at making
causal claims. However, because many of the variables considered above are correlated, it
would be interesting to see if the observed correlations with the potential determinants,
i.e., with the different facts of empathy and prosociality, merely reflect different symptoms
of maybe just a single underlying relationship or whether they also hold conditionally on
each other. Therefore, we employ a regression framework. All of the reported regressions

32Progressivism and political attitude are strongly correlated in my data (r − 0.51 in the full and
r = −0.49 in the restricted sample; both p < 0.001, two-sided).
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Table 5: Heterogeneity

Dependent variable ENA proxy

Domain Decisions Beliefs

(1) (2) (3) (4)

Perspective-taking -0.176∗∗ -0.185∗∗ -0.187∗∗ -0.180∗
(0.0754) (0.0754) (0.0923) (0.0936)

Fantasy -0.0999 -0.0886 -0.132 -0.136
(0.0760) (0.0786) (0.0934) (0.0978)

Empathic concern -0.00779 -0.0109 0.103 0.119
(0.0783) (0.0792) (0.107) (0.107)

Personal distress 0.248∗∗∗ 0.261∗∗∗ 0.131 0.123
(0.0712) (0.0719) (0.0986) (0.0991)

Altruism -0.00313 -0.00408 -0.161∗ -0.166∗
(0.0713) (0.0718) (0.0876) (0.0868)

Positive reciprocity 0.0400 0.0473 -0.0349 -0.0196
(0.0601) (0.0611) (0.0800) (0.0802)

Trust -0.111∗ -0.104∗ -0.0961 -0.0877
(0.0606) (0.0618) (0.0761) (0.0768)

Personality controls Yes Yes Yes Yes
Demographic controls No Yes No Yes

Observations 312 312 312 312
R2 0.120 0.130 0.093 0.106

Notes: The table reports standardized coefficients. Heteroscedasticity-consistent standard errors in paren-
theses. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. The analysis excludes subjects above the 90th percentile in
the distribution of mistakes in the control questions and those whose self-reported reliability regarding
the survey answers lies below the 10th percentile, leaving 312 subjects. The personality controls are risk
and time preferences along with the Big Five traits. The demographic controls are gender (categories:
female, male, and diverse), age and squared age, a dummy for being enrolled at university, and the log
of monthly gross income in euros, calculated as ln(income + 1).
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include the full set of survey measures previously considered in Figure 7. Moreover, all
columns control for other personality characteristics (see Section 6.2 above), and we report
standardized coefficients. The independent variable in the first column is the ENA proxy
for decisions. The results confirm the results from the correlations. Perspective-taking
is associated with less biased decisions (p = 0.02) and personal distress with an increase
in bias (p < 0.01). Otherwise, only the coefficient for trust is (weakly) statistically
significant, entering with a negative sign (p = 0.07). The results hardly change when
also controlling demographic characteristics in Column 2. The coefficients for all control
variables can be found in Table B.6 in the appendix. Columns 3 and 4 replicate the
previous two for beliefs. The results for perspective-taking are remarkably similar to those
for decisions, emphasizing the interpretation of unconsciousness. As already indicated by
the respective correlations, personal distress does not appear to be associated with bias
in beliefs. The only other coefficients that are (weakly) statistically significant are the
negative ones for altruism.

Overall, this section’s main result is that perspective-taking seems to play a central role
in the emergence of egocentric norm adoption. Among subjects who report high levels
of perspective-taking, the bias in decisions is significantly reduced. Subjects reporting
little perspective-taking do not only take more biased decisions themselves, but they also
project their own bias upon others. Egocentric norm adoption arises unconsciously, and
whether individuals overcome it seems to depend on whether they can abstract from their
own perspective.

7 Conclusion

This paper has provided experimental evidence for the phenomenon of egocentric norm
adoption. If people would benefit from others following certain norms, they adopt these
principles themselves. The experiment’s central property was that people’s own decisions
were in no way relevant for their own payoffs but that subjects depended on others’
choices in the same decision contexts. Subjects within groups of two players received
points according to two procedures. One of these implied a tradeoff between equality
and efficiency, and the other involved the norms of equality and equity. Depending on
their respective roles, subjects personally gained from one of the norms involved in a
procedure and lost from the other. The players of each group decided over the subjects in
the respective succeeding groups along a circle. Players’ roles (in norms favoring them)
were crossed, and players knew that they shared exactly one role with each subject over
which they decided. We found an egocentric bias for both procedures and corresponding
biases of similar size also in subjects’ beliefs about others’ behavior. The heterogeneity
analysis provides additional support for egocentrism as the critical driving force behind the
treatment effects of roles: the bias is largest among subjects who report weak perspective-
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taking.
Future research on egocentric norm adoption could explore additional potential mech-

anisms that might underly the phenomenon. This paper has made the case that an
unconscious egocentric bias leads subjects to empathize more with positions that they
are in themselves. Our view is supported by the effect arising largely unconsciously and
the role of perspective-taking. However, the presence of one mechanism does not rule out
the existence of others. The biases in decisions could, in part, also result from subjects
confusing diagnostic with causal contingencies (Quattrone and Tversky, 1984; Shafir and
Tversky, 1992; Acevedo and Krueger, 2005; Krueger and Acevedo, 2007), whereby subjects
would try to “induce” a desired behavior by others with their own actions. Similarly, the
results for decisions and beliefs could, to some extent, reflect “wishful thinking” (see, e.g.,
Mijovic-Prelec and Prelec, 2010; Engelmann et al., 2019)—although the evidence seems
to suggests that this phenomenon is not present for purely financial stakes (Barron, 2020).
Future work could adapt this paper’s experimental design but put some subjects into a
position where a non-human random device like a computer determines their own payoffs.
If subjects’ decisions partly also reflect a direct concern with others’ choice behavior, the
egocentric biases should become smaller.

For methodology, the paper’s findings and those by Hofmeier and Neuber (2019) cau-
tion against the equivalent use of elicitation procedures for social preferences with or
without role uncertainty. Iriberri and Rey-Biel (2011) and Zhan, Eckel, and Grossman
(2020) find increased prosociality in (modified) dictator games when it is ex-ante uncer-
tain whether a given subject will be paid as dictator according to one of her own decisions
or as a receiver according to a decision by another subject. Egocentric norm adoption
can accommodate these findings,33 and it implies more. Whenever subjects play multiple
games within an experiment, researchers who want to avoid bias should be aware that
interests can induce norms, potentially creating spillovers between different contexts.

The idea of “acting like one would want others to act” is related to the concept of
rule-utilitarianism advocated as a normative principle by Harsanyi (1977). Thereby “an
individual act should be considered to be morally right if it conforms to the correct moral
rule applying to this type of situation – regardless of whether it is the act that will or
will not yield the highest possible social utility on this particular occasion” (p. 32). In
particular, Harsanyi applies the logic of rule-utilitarianism to voting contexts. He shows
that if people were following rule-utilitarianism, this would, to some extent, resolve the
paradox of voting. The latter describes the seemingly irrational behavior of people who

33Grech and Nax (2020) theoretically and empirically analyze the related but more complex difference
between standard, non-interactive dictator games with certain roles and interactive dictators games.
In the latter, roles are not uncertain, but subjects have two roles, simultaneously serving as recipients
and dictators along a “loop.” In line with this paper’s predictions and those of Hofmeier and Neuber
(2019), Grech and Nax find less zero-giving in the interactive version of the dictator game than in the
non-interactive one.
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incur the costs of voting in large elections (e.g., in terms of time) while almost certainly
not being pivotal for the outcome (Downs, 1957). Rule-utilitarianism is an abstract
normative concept that is probably unfamiliar to most potential voters. In contrast,
egocentric norm adoption is grounded in people’s intuition. It could explain why people
sometimes resemble rule-utilitarians: like the subjects in the experiment by Hofmeier and
Neuber (2019), they incur costs because they would like others to do the same. In the
examples discussed by Harsanyi (1977), votes must exceed a certain threshold for the
socially optimal option to be implemented, e.g., because a fixed number of votes is cast in
favor of the respective alternative option that is socially suboptimal. Harsanyi does not
discuss how these votes come about. Under the label of ethical voting, some contributions
have made suggestions for positive theories that resolve the paradox of voting. Feddersen
and Sandroni (2006a, 2006b) and Coate and Conlin (2004) develop closely related models
of voting over two alternative options. Both approaches assume ethical voters who follow
rules that they would want to be followed by everybody who favors the same option as
they do themselves, taking as given the behavior of non-ethical voters and ethical voters
who favor the opposite option.34 However, one might still be puzzled why people who
behave ethically in terms of incurring (individually useless) voting costs should disagree
on the optimal policy. Egocentric norm adoption offers an explanation: people consider
options as fair from which they would personally profit, i.e., the selfish option subjectively
is perceived as ethically demanded. Thus, a parsimonious behavioral principle explains
prosocial behavior in turning out to vote and selfish behavior in terms of supported
policies.

The models by Feddersen and Sandroni (2006a, 2006b) and Coate and Conlin (2004)
both feature heterogeneous costs of voting. The rules that ethical voters adopt prescribe
voting if and only if voting costs do not exceed a certain threshold value. That is because
ethical voters aim at maximizing the utility of a group, and winning by an excessive
margin would be wasteful. Thus, in the above models, heterogeneity enables coordination
between voters who favor the same option. However, this model implication is at odds with
experiments on public goods games that feature heterogeneity and find that heterogeneity
reduces efficiency (see Fischbacher, Schudy, and Teyssier, 2014 and references therein).35

Contrary to rule-utilitarianism, egocentric norm adoption is in line with these results since
it implies that people will opt for sets of rules in their own favor. Incorporating egocentric
rule-following into voting models and testing the resulting predictions would be a further
exciting subject of future research.36

34The two models differ in the objectives that individuals pursue: in the model by Feddersen and
Sandroni (2006a), ethical voters maximize the utility of all people, while Coate and Conlin (2004) assume
that they maximize only the utility of those people who share their own preferences, i.e., of those who
are in their group.

35Similarly, Kube et al. (2015) find that heterogeneity also makes it more difficult for subjects to agree
on efficiency-enhancing institutions, i.e., sets of mandatory rules.

36For recent theoretical contributions, see Alger and Laslier (2020, 2021) and Grillo (2021).
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Beyond voting and the examples in the introduction, many more real-world phenomena
can be understood more clearly when considering the egocentric nature of norm adoption.
Arguably the most important collective action problem of our time is the fight against
global warming, i.e., in particular, the need to reduce global carbon dioxide emissions.
It is true for all countries that unilateral action is pointless from a self-interested and
strictly (act-) utilitarian perspective since costs are high and private returns (for a given
country) are low. This insight applies to China and the United States, which account for
29.7% and 13.9% of global emissions in 2019, respectively (Crippa et al., 2019), but even
more so, e.g., to the Marshall Islands, which are a small country in the Pacific Ocean
that is part of Micronesia. However, the country is itself endangered by rising sea levels
and has announced a plan for reducing carbon dioxide emissions to zero by 2050 (Malo,
2018). That a country with immense stakes takes bold steps against climate change, even
when it has virtually no impact, is what egocentric norm adoption would predict. In
this context, the behavioral phenomenon is also closely linked to setting an example (cf.
Gächter et al., 2012; Gächter, Nosenzo, and Sefton, 2013). Indeed, Bicchieri et al. (2020)
show that observing others breaching a norm erodes people’s own propensity to comply
with the norm, and others who obey a norm heighten compliance. This finding suggests
that acting upon norms that one would want others to follow can be useful in the long
term. It thereby provides a potential explanation for why the bias has been evolutionarily
successful.
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Appendix A Theoretical Details

A.1 Proofs

Proof of Lemma 1. The first order conditions for Equations 1 and 2 are as follows.

α̃Pay ′(c̃EF, roleEF)− β̃1 Ineff ′(c̃EF)− Inequal ′EF(c̃EF) = 0

α̃Pay ′(c̃EQ, roleEQ)− β̃2 Unfair ′(c̃EQ)− Inequal ′EQ(c̃EQ) = 0

Choose any c̃EF, c̃EQ ∈ (1, 20) and fix α at a positive value such that the two remaining true
fairness parameters that follow from the first-order conditions are also strictly positive.

β1 =
αPay ′(c̃EF, roleEF)− Inequal ′EF(c̃EF)

Ineff ′(c̃EF)
,

β2 =
αPay ′(c̃EQ, roleEQ)− Inequal ′EQ(c̃EQ)

Unfair ′(c̃EQ)
.

Recall that the agent’s prior beliefs about the values of the unknown parameters are
independently normally distributed with standard deviations of one. The expected values
are the true values for β1 and β2, while it is πα for α, with π ∈ [0, 1]. Thus, the likelihood
of any set of values under the prior beliefs is

L = φ(α̃− πα)× φ
(
β̃1 − β1

)
× φ
(
β̃2 − β2

)
,
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where φ denotes the probability density function of the standard normal distribution. The
agent maximizes the corresponding log likelihood subject to the first order conditions.

max
α̃,β̃1,β̃2

Constant−
(α̃− πα)2 +

(
β̃1 − β1

)2
+
(
β̃2 − β2

)2
2

s.t. α̃Pay ′(c̃EF, roleEF)− β̃1 Ineff ′(c̃EF)− Inequal ′EF(c̃EF) = 0

α̃Pay ′(c̃EQ, roleEQ)− β̃2 Unfair ′(c̃EQ)− Inequal ′EQ(c̃EQ) = 0

In the below notation, derivatives of functions are indicated by small letters and the
affective choice as an argument of the functions is omitted. Moreover, define

D = ineff 2
(
unfair 2 + pay(roleEQ)

2)+ unfair 2 pay(roleEF)
2 .

Observe that D is always strictly positive. The unique solution of the maximization
problem has the following properties.

α̃− α = −(1− π)α ineff 2 unfair 2

D
(A.1)

β̃1 − β1 = −
(1− π)α ineff unfair 2 pay(roleEF)

D
(A.2)

β̃2 − β2 = −
(1− π)α ineff 2 unfair pay(roleEQ)

D
(A.3)

Part 1 of the lemma follows from Equation A.1. Parts 2a and 2b follow from Equations
A.2 and A.3.

Proof of Lemma 2. The first order conditions for Equations 3 and 4 are as follows.

α̃Pay ′(c̃EF, roleEF)− β̃1 Ineff ′(c̃EF)− γ̃ Inequal ′EF(c̃EF) = 0

α̃Pay ′(c̃EQ, roleEQ)− β̃2 Unfair ′(c̃EQ)− γ̃ Inequal ′EQ(c̃EQ) = 0

Choose any c̃EF, c̃EQ ∈ (1, 20) and fix α at a positive and γ at a strictly positive value such
that the two remaining true fairness parameters that follow from the first-order conditions
are also strictly positive.

β1 =
αPay ′(c̃EF, roleEF)− γ Inequal ′EF(c̃EF)

Ineff ′(c̃EF)
,

β2 =
αPay ′(c̃EQ, roleEQ)− γ Inequal ′EQ(c̃EQ)

Unfair ′(c̃EQ)
.

Recall that the agent’s prior beliefs about the values of the unknown parameters are
independently normally distributed with standard deviations of one. The expected values
are the true values for β1, β2, and γ, while it is πα for α, with π ∈ [0, 1]. Thus, the
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likelihood of any set of values under the prior beliefs is

L = φ(α̃− πα)× φ
(
β̃1 − β1

)
× φ
(
β̃2 − β2

)
× φ(γ̃ − γ) ,

where φ denotes the probability density function of the standard normal distribution. The
agent maximizes the corresponding log likelihood subject to the first order conditions.

max
α̃,β̃1,β̃2,γ̃

Constant−
(α̃− πα)2 +

(
β̃1 − β1

)2
+
(
β̃2 − β2

)2
+ (γ̃ − γ)2

2

s.t. α̃Pay ′(c̃EF, roleEF)− β̃1 Ineff ′(c̃EF)− γ̃ Inequal ′EF(c̃EF) = 0

α̃Pay ′(c̃EQ, roleEQ)− β̃2 Unfair ′(c̃EQ)− γ̃ Inequal ′EQ(c̃EQ) = 0

In the below notation, derivatives of functions are indicated by small letters and the
affective choice as an argument of the functions is omitted. Moreover, define

D = ineff 2
(
unfair 2 + inequal 2EQ + pay(roleEQ)

2)
+ unfair 2

(
inequal 2EF + pay(roleEF)

2)
+
(
inequalEF pay(roleEQ)− inequalEQ pay(roleEF)

)2
.

Observe that D is always strictly positive. The unique solution of the maximization
problem has the following properties.

α̃− α = −
(1− π)α

[
ineff 2

(
unfair 2 + inequal 2EQ

)
+ unfair 2 inequal 2EF

]
D

(A.4)

β̃1 − β1 = −

(1− π)α ineff
[ (

unfair 2 + inequal 2EQ

)
pay(roleEF)

− inequalEF inequalEQ pay(roleEQ)
]

D
(A.5)

β̃2 − β2 = −

(1− π)α unfair
[ (

ineff 2 + inequal 2EF

)
pay(roleEQ)

− inequalEF inequalEQ pay(roleEF)
]

D
(A.6)

γ̃ − γ = −

(1− π)α
(
ineff 2 inequalEQ pay(roleEQ)

+ unfair 2 inequalEF pay(roleEF)
)

D
(A.7)

Part 1 of the Lemma directly follows from Equation A.4. The results for γ̃ of Parts
2a and 2b directly follow from Equation A.7. To see both statements’ results for β1
and β2, observe that inequal 2EQ pay(roleEF) < inequalEF inequalEQ pay(roleEQ) implies that
inequal 2EF pay(roleEQ) > inequalEF inequalEQ pay(roleEF). Thus, for roles (A, a), it cannot
hold that β̃1 < β1 and at the same time β̃2 < β2. Conversely, for roles (B, b), it cannot
hold that β̃1 > β1 and at the same time β̃2 > β2. Parts 2c and 2d directly follow from
Equations A.5 and A.6.
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A.2 Hypothesis Testing

We conduct the following statistical hypothesis test:

H0 : δ1 ≤ 0 ∨ ζ1 ≤ 0

H1 : δ1 > 0 ∧ ζ1 > 0

Thus, we want to reject the Null hypothesis of either coefficient being weakly negative, i.e.,
we want to establish that both coefficients are strictly positive. Note that in Equations 5
and 6, 1A

(
rEF
i

)
and 1a

(
rEQ
i

)
are statistically independent, since all combinations or roles

appear with exactly the same frequencies in the experiment. Moreover, εi and ηi are each
pairwise statistically independent of both 1A

(
rEF
i

)
and 1a

(
rEQ
i

)
, since assignment to roles

is randomized.
To understand the implications of the above discussion for the hypothesis test, consider

the following scenario: we have estimated the two regression equations 5 and 6 and
retrieved the p-values pδ and pζ referring to the two-sided significance tests of δ1 and ζ1,
respectively. The p-value referring to the above hypothesis test is the probability of either
of the two t-values under H0 (t0δ and t0ζ) being as large as they are (tδ and tζ), with at
least one of δ1 and ζ1 being smaller than zero.

p = P
(
t0δ ≥ tδ ∧ t0ζ ≥ tζ

∣∣ δ1 ≤ 0 ∨ ζ1 ≤ 0
)

= P
(
t0δ ≥ tδ ∧ t0ζ ≥ tζ

∣∣ δ1 ≤ 0
)
× P (δ1 ≤ 0 | δ1 ≤ 0 ∨ ζ1 ≤ 0)

+ P
(
t0δ ≥ tδ ∧ t0ζ ≥ tζ

∣∣ ζ1 ≤ 0
)
× P (ζ1 ≤ 0 | δ1 ≤ 0 ∨ ζ1 ≤ 0)

− P
(
t0δ ≥ tδ ∧ t0ζ ≥ tζ

∣∣ δ1 ≤ 0 ∧ ζ1 ≤ 0
)
× P (δ1 ∧ ζ1 ≤ 0 | δ1 ≤ 0 ∨ ζ1 ≤ 0)

≤ P
(
t0δ ≥ tδ ∧ t0ζ ≥ tζ

∣∣ δ1 ≤ 0
)
+ P

(
t0δ ≥ tδ ∧ t0ζ ≥ tζ

∣∣ ζ1 ≤ 0
)

≤ P
(
t0δ ≥ tδ ∧ t0ζ ≥ tζ

∣∣ δ1 = 0 ∧ ζ1 →∞
)
+ P

(
t0δ ≥ tδ ∧ t0ζ ≥ tζ

∣∣ δ1 →∞∧ ζ1 = 0
)

= P
(
t0δ ≥ tδ

∣∣ δ1 = 0
)
+ P

(
t0ζ ≥ tζ

∣∣ ζ1 = 0
)

=
pδ + pζ

2

The average of the separate two-sided p-values from the OLS regressions is thus an upper
bound for p-value of the joint hypothesis test.
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Appendix B Empirical Details

Table B.1: Sample Composition

Obs. Mean Median Min. Max.

Age 372 25.583 24 18 72
Female 369 0.599 1 0 1
University student 372 0.836 1 0 1
Income 372 741.185 600 0 3500
Log income 372 6.220 6.398595 0 8.160804

Notes: Log income is calculated as ln(income + 1)

Table B.2: Beliefs

Dependent variable Belief about others’ average decisions

Procedure EF EQ EF EQ

(1) (2) (3) (4)

Role A 1.849∗∗∗ 1.852∗∗∗ 0.231
(0.585) (0.584) (0.510)

Role a 2.102∗∗∗ 0.639 2.103∗∗∗
(0.510) (0.584) (0.510)

Constant 6.497∗∗∗ 3.925∗∗∗ 6.176∗∗∗ 3.809∗∗∗
(0.390) (0.299) (0.457) (0.396)

Observations 372 372 372 372
R2 0.026 0.044 0.029 0.045

Notes: Heteroscedasticity-consistent standard errors in parentheses. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Notes: The figure groups subjects by their beliefs about others’ average decisions for the EF Procedure.
For each option on the horizontal axis, the figure plots the respective subjects’ average belief about others’
decisions for the EQ Procedure on the vertical axis. The sizes of circles correspond to the respective
numbers of subjects. The dashed line indicates 45 degrees. The gray lines indicate the averages of beliefs
about the EF Procedure (vertical) and the EQ Procedure (horizontal). The solid black line represents
the linear fit from an OLS regression, and the shaded area around it corresponds to the 95% confidence
interval based on heteroscedasticity-consistent standard errors.

Figure B.1: Relationship Between the Two Predictions
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Notes: The gray lines indicate the respective average decisions.

Figure B.2: Decisions for the EF Procedure by Combinations of Roles
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Notes: The gray lines indicate the respective average decisions.

Figure B.3: Decisions for the EQ Procedure by Combinations of Roles

Table B.3: Nominal Group Bias in Decisions

Dependent variable Decision Belief

Procedure EF EQ EF EQ

(1) (2) (3) (4)

Same name is A 2.086∗∗∗ 0.958
(0.731) (0.590)

Same name is a 2.441∗∗∗ 1.715∗∗∗
(0.687) (0.513)

Constant 7.454∗∗∗ 4.457∗∗∗ 6.935∗∗∗ 4.118∗∗∗
(0.503) (0.437) (0.417) (0.300)

Observations 372 372 372 372
R2 0.022 0.033 0.007 0.029

Notes: Heteroscedasticity-consistent standard errors in parentheses. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table B.4: Nominal Group Bias in Decisions (with Roles)

Dependent variable Decision Belief

Procedure EF EQ EF EQ

(1) (2) (3) (4)

Same name is A 2.086∗∗∗ 0.958
(0.720) (0.583)

Same name is a 2.441∗∗∗ 1.715∗∗∗
(0.669) (0.502)

Role A 2.602∗∗∗ 1.849∗∗∗
(0.720) (0.583)

Role a 3.140∗∗∗ 2.102∗∗∗
(0.669) (0.502)

Constant 6.160∗∗∗ 2.887∗∗∗ 6.016∗∗∗ 3.067∗∗∗
(0.617) (0.439) (0.500) (0.367)

Observations 372 372 372 372
R2 0.055 0.087 0.033 0.073

Notes: Heteroscedasticity-consistent standard errors in parentheses. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

0
10

20
30

40
Pe
rc
en
t

5 10 15 20
Decision

(a) Role A and player with same name is A

0
10

20
30

40
Pe
rc
en
t

5 10 15 20
Decision

(b) Role A and player with same name is B

0
10

20
30

40
Pe
rc
en
t

5 10 15 20
Decision

(c) Role B and player with same name is A

0
10

20
30

40
Pe
rc
en
t

5 10 15 20
Decision

(d) Role B and player with same name is B

Notes: The gray lines indicate the respective average decisions.

Figure B.4: Nominal Group Bias in the EF Procedure

53



0
20

40
60

80
Pe
rc
en
t

5 10 15 20
Decision

(a) Role a and player with same name is a

0
20

40
60

80
Pe
rc
en
t

5 10 15 20
Decision

(b) Role a and player with same name is b

0
20

40
60

80
Pe
rc
en
t

5 10 15 20
Decision

(c) Role b and player with same name is a

0
20

40
60

80
Pe
rc
en
t

5 10 15 20
Decision

(d) Role b and player with same name is b

Notes: The gray lines indicate the respective average decisions.

Figure B.5: Nominal Group Bias in the EQ Procedure
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Table B.5: Order Effects

Dependent variable Decision Belief

Procedure EF EQ EF EQ

(1) (2) (3) (4)

Role A 3.576∗∗∗ 2.502∗∗∗
(1.006) (0.825)

Role A × EQ first -1.946 -1.292
(1.453) (1.166)

Role a 2.603∗∗∗ 2.808∗∗∗
(1.001) (0.712)

Role a × EQ first 1.107 -1.427
(1.357) (1.020)

EQ first 1.170 -1.048 0.885 0.727
(0.992) (0.848) (0.778) (0.598)

Constant 6.596∗∗∗ 4.615∗∗∗ 6.034∗∗∗ 3.573∗∗∗
(0.688) (0.662) (0.544) (0.410)

Observations 372 372 372 372
R2 0.038 0.058 0.030 0.049

Notes: Heteroscedasticity-consistent standard errors in parentheses. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Figure B.6: Correlations with the ENA Proxies (Full Sample)
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Table B.6: Heterogeneity (showing controls)

Dependent variable ENA proxy

Domain Decisions Beliefs

(1) (2) (3) (4)

Perspective-taking -0.176∗∗ -0.185∗∗ -0.187∗∗ -0.180∗
(0.0754) (0.0754) (0.0923) (0.0936)

Fantasy -0.0999 -0.0886 -0.132 -0.136
(0.0760) (0.0786) (0.0934) (0.0978)

Empathic concern -0.00779 -0.0109 0.103 0.119
(0.0783) (0.0792) (0.107) (0.107)

Personal distress 0.248∗∗∗ 0.261∗∗∗ 0.131 0.123
(0.0712) (0.0719) (0.0986) (0.0991)

Altruism -0.00313 -0.00408 -0.161∗ -0.166∗
(0.0713) (0.0718) (0.0876) (0.0868)

Positive reciprocity 0.0400 0.0473 -0.0349 -0.0196
(0.0601) (0.0611) (0.0800) (0.0802)

Trust -0.111∗ -0.104∗ -0.0961 -0.0877
(0.0606) (0.0618) (0.0761) (0.0768)

Risk taking 0.155∗∗ 0.159∗∗ 0.244∗∗∗ 0.253∗∗∗
(0.0605) (0.0623) (0.0868) (0.0880)

Patience 0.0224 0.0292 0.0300 0.0334
(0.0627) (0.0661) (0.0869) (0.0914)

Negative reciprocity -0.126∗∗ -0.138∗∗ -0.0700 -0.0920
(0.0600) (0.0612) (0.0722) (0.0753)

Openness 0.0302 0.0362 -0.0310 -0.0320
(0.0593) (0.0623) (0.0834) (0.0855)

Conscientiousness 0.142∗∗ 0.145∗∗ 0.0994 0.0794
(0.0619) (0.0644) (0.0804) (0.0842)

Extraversion -0.0272 -0.0265 0.0721 0.0751
(0.0609) (0.0614) (0.0777) (0.0795)

Agreeableness 0.0772 0.0839 0.115 0.112
(0.0733) (0.0761) (0.0856) (0.0849)

Neuroticism -0.0919 -0.0808 0.00478 0.0157
(0.0721) (0.0730) (0.103) (0.102)

Female -0.127 -0.0135
(0.128) (0.175)

Other gender -0.378 0.703
(0.343) (0.704)

Age 0.113 -0.0489
(0.232) (0.404)

Age2 -0.000352 -0.000117
(0.000394) (0.000811)

University student -0.0448 -0.130
(0.0762) (0.0923)

Log income 0.0340 0.000219
(0.0601) (0.0688)

Personality controls Yes Yes Yes Yes
Demographic controls No Yes No Yes

Observations 312 312 312 312
R2 0.120 0.130 0.093 0.106

Notes: The table reports standardized coefficients. Heteroscedasticity-consistent standard errors in parentheses. ∗ p < 0.1,
∗∗ p < 0.05, ∗∗∗ p < 0.01. The analysis excludes subjects above the 90th percentile in the distribution of mistakes in
the control questions and those whose self-reported reliability regarding the survey answers lies below the 10th percentile,
leaving 312 subjects. The personality controls are risk and time preferences along with the Big Five traits. The demographic
controls are gender (categories: female, male, and diverse), age and squared age, a dummy for being enrolled at university,
and the log of monthly gross income in euros, calculated as ln(income + 1).
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Table B.7: Heterogeneity (Full Sample)

Dependent variable ENA proxy

Domain Decisions Beliefs

(1) (2) (3) (4)

Perspective-taking -0.151∗∗ -0.158∗∗ -0.200∗∗ -0.197∗∗
(0.0706) (0.0709) (0.0822) (0.0827)

Fantasy -0.0378 -0.0337 -0.0535 -0.0615
(0.0665) (0.0681) (0.0842) (0.0868)

Empathic concern 0.0276 0.0278 0.140 0.159
(0.0769) (0.0776) (0.0998) (0.100)

Personal distress 0.166∗∗ 0.170∗∗ 0.102 0.0926
(0.0685) (0.0694) (0.0871) (0.0877)

Altruism 0.00246 0.00503 -0.145∗ -0.146∗
(0.0642) (0.0646) (0.0789) (0.0779)

Positive reciprocity -0.0183 -0.0141 -0.104 -0.0935
(0.0527) (0.0538) (0.0786) (0.0789)

Trust -0.0570 -0.0541 -0.0570 -0.0517
(0.0556) (0.0561) (0.0727) (0.0731)

Personality controls Yes Yes Yes Yes
Demographic controls No Yes No Yes

Observations 372 372 372 372
R2 0.078 0.083 0.071 0.079

Notes: The table reports standardized coefficients. Heteroscedasticity-consistent standard errors in paren-
theses. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01. The personality controls are risk and time preferences along
with the Big Five traits. The demographic controls are gender (categories: female, male, and diverse),
age and squared age, a dummy for being enrolled at university, and the log of monthly gross income in
euros, calculated as ln(income + 1).
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