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Abstract

Landslides are one of the most important natural hazards that endanger human life and

infrastructure all around the world. Landslides occur as a result of failure in the mechanical

balance within slopes. Failure may be initiated by various causes including earthquakes

or man-made activities such as excavation that influence the stress distribution. However,

in many cases, landslides are induced by rainfall due to the direct influence of subsurface

hydrological processes on the mechanical balance of soils. In particular, changes in wa-

ter content of the soil because of infiltration alter the matric suction and weight of the

slope material and therefore the effective stress distribution and slope stability. In the past

decades, different hydromechanical models have been developed to consider the interaction

between soil hydrology and soil mechanics for slope stability predictions. Available models

have typically considered a range of simplifying assumptions to lower the computational

costs and increase the numerical robustness of the simulations. For example, many models

only consider a one-way influence of hydrological processes on the mechanical status of a soil

and feedbacks from soil mechanics to hydrology are ignored. In addition, the actual two-

phase flow system of water and air is commonly replaced with a one-phase flow system by

ignoring the variation in pore air pressure. Moreover, most of the available models that cou-

ple hydromechanical processes use 1D or 2D representations of subsurface flow, which may

lead to an overly simplified representation of hydromechanical processes in the case of more

complex subsurface layering. Finally, many models use simplified limit-equilibrium methods

to analyze slope stability despite known limitations, such as the need to assume a failure

surface a priori. Recently, fully coupled hydromechanical models have been developed that

overcome the above-mentioned simplifications in the modeling of coupled hydromechanical

processes. A state-of-the-art coupled hydromechanical modelling approach for slope stabil-

ity analysis is based on the Mohr-Coulomb concept, which allows to evaluate the stability

at each point within a hillslope using the so-called Local Factor of Safety (LFS) approach.

However, the LFS approach has so far mainly been used to analyze in silico experiments
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with relatively simple slope geometry. Accordingly, the overall objective of this thesis was to

evaluate the applicability of conventional physically-based coupled hydromechanical models

together with the LFS method for stability assessment of variably saturated hillslopes in

the context of early warning systems for slope failure. In order to address this overall ob-

jective, the work was structured using three sub-objectives. The first sub-objective of this

thesis was to compare different coupling and modelling strategies to assess the stability of

a variably saturated hillslope as a result of rainfall infiltration. In particular, the follow-

ing model implementations were considered: i) a comprehensive fully coupled model of a

two-phase flow system which captures the effect of poroelasticity and solves the hydrolog-

ical and mechanical models simultaneously, ii) a fully coupled model of a two-phase flow

system with constant porosity, iii) a poroelastic sequentially coupled model, in which the

sub-problems are solved in a sequential manner with no impact of transient mechanical con-

ditions on the hydrological processes of the same coupling step, and iv) a poroelastic fully

coupled model of a one-phase flow system using Richards’ equation. The comprehensive

fully coupled model of a two-phase flow system was considered to be the reference case to

evaluate the impact of different model simplification and coupling strategies. The model

implementations were realized in DuMux and the Local Factor of Safety (LFS) concept was

used to assess slope stability assuming linear elastic behavior until the point of slope failure

(i.e. plastic deformation was not considered). The results showed that for all investigated

simplified models, the strongest difference relative to the comprehensive fully coupled model

of a two-phase flow system occurred in areas with the strongest transient conditions due

to rainfall infiltration. The largest difference in the simulated LFS was observed in the

transient area for the one-phase flow system using Richards’ equation. Nevertheless, the

findings of this study suggest that all coupling and simplified modelling approaches pro-

vided an acceptable assessment of slope stability. The second sub-objective of the thesis was

to investigate the effect of bedrock topography and soil layering on the spatial and temporal

initiation of rainfall-induced landslides. For this, 2D and 3D hydromechanical simulations

were performed by COMSOL Multiphysics using a rigid sequentially coupled one-phase flow

system (Richards’ equation) and the LFS method. A set of synthetic modelling experiments

was performed where water flow and slope stability were simulated for 2D and 3D slopes

with layers of variable thickness and hydraulic parameters. In particular, the spatial and

temporal development of water content, pore water pressure, and the resulting LFS were

analysed. Overall, the results showed that the consideration of variable bedrock topography

can have a significant effect on slope stability and that this effect is highly dependent on
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the intensity of the event rainfall. In addition, it was found that the consideration of 3D

water flow may either increase or decrease the predicted stability depending on how bedrock

topography affected the redistribution of infiltrated water. The third and final sub-objective

was to examine the applicability of coupled hydromechanical models for stability assessment

of actual failure-prone hillslopes with complex morphology and spatially variable material

properties. For this, a rigid sequentially coupled one-phase flow system (Richards’ equation)

and the LFS method implemented in COMSOL Multiphysics were used again. The study

site was located in the Dollendorfer Hardt, Germany, and has been investigated in a range of

previous studies. The slope geometry was obtained from a high-resolution digital elevation

model and subsurface layering was derived from available geophysical site characterizations

and borehole data. The results showed that coupled hydromechanical model simulations

using the mean monthly net precipitation were able to reasonably capture the depth and

seasonal variation of the groundwater level, although the simulated groundwater dynamics

were less pronounced than the measured values. In contrast, the simulated soil water content

did not capture relevant features of the measured near-surface water content distribution.

This was attributed to the use of the low-intensity mean monthly net precipitation that

prevented the formation of infiltration fronts and water perching that was shown to be an

important factor in landslide initiation. In order to more realistically investigate slope sta-

bility at the Dollendorfer Hardt site, the measured water content distribution of the top soil

obtained from the wireless sensor network at the site was therefore used to initialize model

simulations for two hypothetical rainfall scenarios. The results showed that both bedrock

topography and the initial conditions played an important role in the redistribution of the

pore water pressure and thus determined the position of the potentially unstable locations.

Overall, it was concluded that physically-based coupled hydromechanical models can be

used as a rudimentary “early warning” tool for rainfall-induced landslides at sites where the

key hydromechanical properties of the slope are available.





Zusammenfassung

Erdrutsche sind eine der wichtigsten Naturgefahren, die weltweit Menschenleben und Infra-

struktur gefährden. Sie entstehen als Folge eines Versagens des mechanischen Gleichgewichts

innerhalb von Hängen. Das Versagen kann durch verschiedene Ursachen ausgelöst werden,

darunter Erdbeben oder von Menschen verursachte Aktivitäten wie Ausgrabungen, die die

Spannungsverteilung beeinflussen. In vielen Fällen werden Erdrutsche jedoch durch Regen-

fälle ausgelöst, die auf den direkten Einfluss der unterirdischen hydrologischen Prozesse

auf das mechanische Gleichgewicht der Böden zurückzuführen sind. Insbesondere Än-

derungen des Wassergehalts des Bodens aufgrund von Infiltration verändern die Saugspan-

nung des Bodens und das Gewicht des Böschungsmaterials und damit die effektive Span-

nungsverteilung sowie Böschungsstabilität. In den letzten Jahrzehnten wurden verschiedene

hydromechanische Modelle entwickelt, um die Wechselwirkung zwischen Bodenhydrologie

und Bodenmechanik für Vorhersagen der Hangstabilität zu berücksichtigen. Die verfüg-

baren Modelle berücksichtigen in der Regel eine Reihe von vereinfachenden Annahmen,

um die Berechnungskosten zu senken und die numerische Robustheit der Simulationen zu

erhöhen. Beispielsweise bilden viele Modelle nur einen einseitigen Einfluss der hydrologis-

chen Prozesse auf den mechanischen Zustand eines Bodens ab, und Rückkopplungen von

der Bodenmechanik auf die Hydrologie werden ignoriert. Darüber hinaus wird das tat-

sächliche Zweiphasen-Strömungssystem von Wasser und Luft häufig durch ein Einphasen-

Strömungssystem ersetzt, indem die Variation des Porenluftdrucks ignoriert wird. Darüber

hinaus verwenden die meisten der verfügbaren Modelle, welche hydromechanische Prozesse

koppeln, 1D- oder 2D-Darstellungen der unterirdischen Strömung, was bei komplexeren

unterirdischen Schichtungen zu einer übermäßig vereinfachten Darstellung der hydromech-

anischen Prozesse führen kann. Schließlich verwenden viele Modelle vereinfachte Grenz-

gleichgewichtsmethoden zur Analyse der Hangstabilität trotz bekannter Einschränkungen,

wie z.B. der Notwendigkeit, a priori eine Versagensfläche anzunehmen. In letzter Zeit

wurden vollständig gekoppelte hydromechanische Modelle entwickelt, die die oben erwäh-
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nten Vereinfachungen bei der Modellierung gekoppelter hydromechanischer Prozesse über-

winden. Ein hochmoderner, gekoppelter hydromechanischer Modellierungsansatz für die

Hangstabilitätsanalyse basiert auf dem Mohr-Coulomb-Konzept, welcher erlaubt, die Sta-

bilität an jedem Punkt innerhalb eines Hanges mit Hilfe des sogenannten Local Factor

of Safety (LFS)-Ansatzes zu bewerten. Dieser Ansatz wurde bisher jedoch hauptsächlich

zur Analyse von in Silico-Experimenten mit relativ einfacher Hanggeometrie verwendet.

Dementsprechend war das übergeordnete Ziel dieser Arbeit, die Anwendbarkeit konven-

tioneller, physikalisch-basierter gekoppelter hydromechanischer Modelle zusammen mit der

LFS-Methode für die Stabilitätsbewertung variabel gesättigter Hänge im Rahmen von Früh-

warnsystemen für Hangversagen zu evaluieren. Um dieses Gesamtziel zu erreichen, wurde

die Arbeit in folgende drei Teilziele gegliedert.

Das erste Teilziel dieser Arbeit war der Vergleich verschiedener Kopplungs- und Model-

lierungsstrategien, um die Stabilität eines variabel gesättigten Hügelhangs als Folge von

Niederschlagsinfiltration zu bewerten. Dabei wurden insbesondere die folgenden Modell-

implementierungen betrachtet: i) ein umfassendes, vollständig gekoppeltes Modell eines

Zwei-Phasen-Strömungssystems, das den Effekt der Poroelastizität erfasst und die hydro-

logischen und mechanischen Modelle gleichzeitig löst, ii) ein vollständig gekoppeltes Mod-

ell eines Zwei-Phasen-Strömungssystems mit konstanter Porosität, iii) ein poroelastisches,

sequentiell gekoppeltes Modell, in dem die Teilprobleme sequentiell gelöst werden, ohne

dass transiente mechanische Bedingungen die hydrologischen Prozesse desselben Kopplungs-

schritts beeinflussen und iv) ein poroelastisches, vollständig gekoppeltes Modell eines Ein-

Phasen-Strömungssystems unter Verwendung der Richards-Gleichung. Das umfassende voll-

ständig gekoppelte Modell eines Zweiphasen-Strömungssystems wurde als Referenzfall be-

trachtet, um die Auswirkungen verschiedener Modellvereinfachungs- und Kopplungsstrategien

zu bewerten. Die Modellimplementierungen wurden in DuMux realisiert, während das

Local Factor of Safety (LFS)-Konzept verwendet wurde, um die Hangstabilität unter An-

nahme eines linearen elastischen Verhaltens bis zum Versagen des Hanges zu bewerten

(d.h. plastische Verformung wurde nicht berücksichtigt). Die Ergebnisse zeigten, dass für

alle untersuchten vereinfachten Modelle der stärkste Unterschied zum umfassenden voll-

ständig gekoppelten Modell eines Zweiphasen-Strömungssystems in Gebieten mit den stärk-

sten instationären Bedingungen aufgrund von Niederschlagsinfiltration auftrat. Der größte

Unterschied in der simulierten LFS wurde im instationären Bereich für das einphasige

Strömungssystem unter Verwendung der Richards-Gleichung beobachtet. Dennoch deuten

die Ergebnisse dieser Studie darauf hin, dass alle Kopplungs- und vereinfachten Model-
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lierungsansätze eine akzeptable Bewertung der Hangstabilität lieferten.

Das zweite Teilziel der Arbeit war die Untersuchung des Einflusses der Gesteinstopographie

und der Bodenschichtung auf die räumliche und zeitliche Initiierung von niederschlagsbe-

dingten Hangrutschungen. Dazu wurden mit COMSOL Multiphysics unter Verwendung

eines starren sequentiell gekoppelten Einphasenströmungssystems (Richards-Gleichung) und

der LFS-Methode 2D- und 3D-hydromechanische Simulationen durchgeführt. Es wurde eine

Reihe von synthetischen Modellierungsexperimenten durchgeführt, bei denen Wasserfluss

und Hangstabilität für 2D- und 3D-Hänge mit Schichten variabler Dicke und hydraulischen

Parametern simuliert wurden. Insbesondere wurde die räumliche und zeitliche Entwicklung

des Wassergehalts, des Porenwasserdrucks und der daraus resultierenden LFS analysiert.

Insgesamt zeigten die Ergebnisse, dass die Berücksichtigung der variablen Gesteinstopo-

graphie einen signifikanten Einfluss auf die Hangstabilität haben kann, und dass dieser

Effekt stark von der Intensität des Niederschlagsereignisses abhängt. Darüber hinaus wurde

festgestellt, dass die Berücksichtigung der 3D-Wasserströmung die vorhergesagte Stabilität

entweder erhöhen oder verringern kann, je nachdem, wie die Topographie des Untergrundes

die Umverteilung des infiltrierten Wassers beeinflusst.

Das dritte und letzte Teilziel war die Untersuchung der Anwendbarkeit gekoppelter hydro-

mechanischer Modelle zur Stabilitätsbeurteilung von tatsächlich störanfälligen Hängen mit

komplexer Morphologie und räumlich variablen Materialeigenschaften. Dazu wurden wieder-

um ein starres sequentiell gekoppeltes Einphasen-Strömungssystem (Richards-Gleichung)

und die in COMSOL Multiphysics implementierte LFS-Methode verwendet. Das Unter-

suchungsgebiet befand sich im Dollendorfer Hardt, Deutschland, und wurde in einer Reihe

von früheren Studien untersucht. Die Hanggeometrie wurde aus einem hochauflösenden

digitalen Höhenmodell gewonnen und die unterirdische Schichtung aus verfügbaren geo-

physikalischen Standortcharakterisierungen und Bohrlochdaten abgeleitet. Die Ergebnisse

zeigten, dass gekoppelte hydromechanische Modellsimulationen unter Verwendung des mit-

tleren monatlichen Nettoniederschlags in der Lage waren, die Tiefe und den jahreszeitlichen

Verlauf des Grundwasserspiegels angemessen abzubilden, obwohl die simulierte Grundwasser-

dynamik weniger ausgeprägt war als die gemessenen Werte. Im Gegensatz dazu konnte der

simulierte Bodenwassergehalt keine relevanten Merkmale der gemessenen oberflächennahen

Wassergehaltsverteilung erfassen. Dies wurde auf die Verwendung des wenig intensiven

mittleren monatlichen Nettoniederschlags zurückgeführt, der die Bildung von Infiltrations-

fronten und Wasseransammlungen verhinderte, die sich als wichtiger Faktor bei der Ein-

leitung von Erdrutschen erwiesen. Um die Hangstabilität am Standort Dollendorfer Hardt
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realistischer zu untersuchen, wurde daher die gemessene Wassergehaltsverteilung des Ober-

bodens, die vom drahtlosen Sensornetzwerk am Standort erfasst wurde, zur Initialisierung

von Modellsimulationen für zwei hypothetische Niederschlagsszenarien verwendet. Die Ergeb-

nisse zeigten, dass sowohl die Topographie des Untergrundes als auch die Anfangsbedingung-

en eine wichtige Rolle bei der Umverteilung des Porenwasserdrucks spielten und somit die

Lage der potenziell instabilen Standorte bestimmten. Insgesamt kam man zu dem Schluss,

dass physikalisch basierte, gekoppelte hydromechanische Modelle als rudimentäres “Früh-

warnsystem” für niederschlagsbedingte Hangrutschungen an Standorten verwendet werden

können, an denen die wichtigsten hydromechanischen Eigenschaften des Hanges verfügbar

sind.



1 Introduction

1.1 Motivation

A landslide is a type of mass wasting in which the slope-forming materials (e.g., soil, rock)

collapse and move downslope in the form of rockfalls, rotational/translational/block slides,

debris/earth/mudflows (Highland and Bobrowsky, 2008). Landslides are triggered by nat-

ural or human-caused external drivers (Figure 1.1a), such as earthquakes, extreme rainfall

events, excavation, loading, and artificial vibration (e.g. Benz and Blum, 2019; Haque et al.,

2016), that change the geometry, pore pressure, bulk weight and thus the stability of the

system. Landslides are also widely considered to be one of the most important erosion pro-

cesses (Borja and White, 2010; Crosta and Frattini, 2008; Cuomo and Della Sala, 2013, 2015;

Highland and Bobrowsky, 2008; Lu and Godt, 2013; Matsushi and Matsukura, 2007). Typi-

cally, translational landslides that involve the upper few meters of unconsolidated superficial

materials (i.e., soil or regolith) dominate sediment transport in hillslope environments (e.g.

Godt et al., 2009). Such mass movements can pose a significant threat to life, property and

infrastructure all over the world (Froude and Petley, 2018; Sepulveda and Petley, 2015),

in particular in mountainous regions (e.g. Haque et al., 2016; Luino, 2005) and can signifi-

cantly hinder human activities (Godt et al., 2009; Keefer and Larsen, 2007; Petley, 2010).

The direct costs related to landslide damage are estimated to be about 270 million Euros

per year just in Germany (Klose et al., 2016), 4.7 billion Euros per year in Europe (Haque

et al., 2016), and several billion Euros per year worldwide (Sidle and Ochiai, 2013). Tens

of fatalities are recorded as a result of landsliding in many European countries, specially in

those located in the mountainous and Alpine regions (Figure 1.1b).



2 1.1. Motivation

(a) (b)

Figure 1.1: (a) Landslide triggers in the world (Benz and Blum, 2019) and (b) fatalities
and losses of economy caused by landslides in Europe (from Haque et al. (2016)).

As shown in Figure 1.1a, in many cases, the initiation of landslides is related to rainfall

(Froude and Petley, 2018; Sepulveda and Petley, 2015). Even in the case of human-caused

landslides, excessive rainfall has been recorded before the majority (>90%) of slope failures

(Haque et al., 2016). Shallow rainfall-induced landslides with depths up to few meters and

horizontal extents up to few hundreds of square meters (Hinkelmann et al., 2011) are usually

related to short high-intensity rainfall events, whereas long-lasting low-intensity rainfall can

bring about deep-seated landslides (Alfieri et al., 2012) that are tens of meters deep and

have a horizontal extent of hundreds to thousands of square meters (Hinkelmann et al.,

2011). Since climate change will likely lead to more intensive rainfall events, the frequency

of destructive rainfall-induced landslides is also expected to increase (Jakob and Lambert,

2009; Petley, 2010; Saez et al., 2013).

In case of suspected slope instability, the risks can be minimized by several direct methods

such as modifying slope geometry, draining groundwater, diverting surface water and debris

pathways, and constructing stabilizing structures (e.g., piles and retaining walls). However,

such structural interventions are typically expensive and have high environmental impacts

(e.g. Peila et al., 2016; Turner and Jensen, 2005). In addition, they may not be applicable to

sites susceptible to landslide in remote and inaccessible areas. Alternatively, a landslide early

warning system (Alfieri et al., 2012; Baum and Godt, 2010; Intrieri et al., 2012; Yin et al.,

2010) can be implemented in the vulnerable area to reduce the risk by alerting decision-

makers when a critical state of slope instability has been reached (Guzzetti et al., 2020).

However, early warning systems for slope instability are not as developed and as commonly
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used as those for other natural hazards, such as storms (Vousdoukas et al., 2012), floods

(Alfieri et al., 2013; Thielen et al., 2009), and droughts (Hao et al., 2014). Nowadays, the

regional distribution of areas susceptible to landslides is routinely obtained from landslide

inventories (Guzzetti et al., 2012) and probabilistic landslide hazard maps (Pardeshi et al.,

2013; Park et al., 2013). A review of operational water-related early warning systems in

Europe by Alfieri et al. (2012) defines that many of these systems rely equally on monitoring

data and model predictions. In the past decade, regional modeling of time-varying aspects

of slope instability has also been improved considerably (Gorsevski et al., 2006; Montrasio

et al., 2011). Nevertheless, the focus has been strongly biased to observation-based warning

systems in the case of early warning systems for slope instability (Ahmed et al., 2018; Hong

and Adler, 2007; Ortigao et al., 2003). This is interpreted as a lack of confidence in model

predictions of slope stability due to the disparity between the model complexity required

for adequate local-scale prediction of slope instability and the limited availability of data

for model parameterization when relying on classical monitoring concepts with a limited

number of sampling points.

1.1.1 Model complexity

Landslides occur when the mechanical balance within slopes fails. Any factor that increases

the stress or reduces the soil strength can hence trigger landslides (Lu and Godt, 2013). The

complexity of landslide models is related to the wide range of factors that simultaneously

determine the stability of a hillslope and thus should be taken into account when predicting

slope stability. In particular, factors that define slope stability for a given high-intensity rain-

fall event include surface topography (Kim et al., 2015; Montgomery and Dietrich, 1994),

soil thickness (Ho et al., 2012; Kim et al., 2015), and bedrock topography (Freer et al.,

2002; Lanni et al., 2013). In addition, surface cover (Huat et al., 2006), internal friction

angle (Kim et al., 2015), cohesion of soil including roots (Gabet and Dunne, 2002; Lehmann

and Or, 2012; Montgomery and Dietrich, 1994), and soil hydraulic conductivity (Hopp and

McDonnell, 2009; Huat et al., 2006; Shao et al., 2014) can affect the slope stability. Sta-

bility of a slope with specified soil materials can vary depending on the rainfall intensity

(Huat et al., 2006; Schiliro et al., 2015), rainfall duration (Cuomo and Della Sala, 2013),

initial conditions at the start of the rainfall event (i.e. initial suction, initial water con-

tent) (Lehmann and Or, 2012; Montrasio et al., 2016; Peres and Cancelliere, 2016; Rubey

and Hubbert, 1959; Stegmann et al., 2007; Wienhofer et al., 2011), and spatial patterns of
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soil wetness (e.g., macro-porosity and local hydrology) (Lehmann et al., 2013; Stahli et al.,

2015). The relationships between soil hydrological and mechanical processes and slope sta-

bility have been known for a long time (Terzaghi, 1943). For example, infiltration locally

increases pore water pressure (Cuomo and Della Sala, 2013, 2015; Srinivasan et al., 2012)

and reduces matric suction (e.g. Eichenberger et al., 2013). Accordingly, the suction stress

and the effective stress, which is sum of the total stress and the suction stress (Lu and Likos,

2006), are reduced. Such a reduction in the effective stress can cause failure in hillslopes

(e.g. Dugan and Stigall, 2010; Germer and Braun, 2011; Godt et al., 2012; Lu and Godt,

2013). Clearly, the rainfall-induced landslides in focus in this thesis are a prime example of

a coupled hydromechanical process and a dynamic assessment of coupled hydromechanical

processes in variably saturated hillslope is valuable to assess slope stability.

In the past decades, a wide range of studies has focussed on developing models to predict the

timing and distribution of rainfall-induced landslides (Arnone et al., 2011; Baum and Godt,

2010; Raia et al., 2014) based on subsurface hydromechanical processes (e.g. Griffiths and Lu,

2005; Lu and Godt, 2008; Lehmann and Or, 2012; Lu et al., 2012; von Ruette et al., 2014).

However, available hydromechanical models typically use a range of simplifying assumptions.

First of all, most models for slope stability analysis have considered the soil as a rigid medium

and dynamic interactions between hydraulic and mechanical parameters are typically not

taken into account (Lanni et al., 2013; Montgomery and Dietrich, 1994; von Ruette et al.,

2013). For example, the effect of variable effective stress on porosity has been characterized

and empirically formulated (e.g. Detournay and Cheng, 1993; Rubey and Hubbert, 1959),

but only a few studies have considered this potential hydromechanical feedback for stability

assessment (e.g. Dugan and Stigall, 2010). Most studies only indirectly considered the effect

of mechanical compaction and consolidation of soil due to increased self-weight with depth

or external load through the model parameterization. For example, many studies have

used decreasing porosity and hydraulic conductivity with depth (e.g. Lu and Godt, 2008;

Rowe, 1969; Urgeles et al., 2010), but dynamic changes in these properties are obviously

not considered in such approaches. Second, hydromechanical models for slope stability

assessment typically use a so-called sequential coupling approach that only considers a one-

way impact of transient hydrological conditions (e.g. pore water pressure) on the mechanical

parameters of a variably saturated hillslope. In particular, the mass and momentum balance

equations for subsurface flow are solved first, and then the resulting pressure head and

bulk density distribution are used as an input to solve the momentum balance equations

for the mechanical part with the corresponding suction and effective stresses within the
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variably saturated porous medium (e.g. Cho, 2016; Kim, 2010; Lu et al., 2012). Third, it

is also common to consider the pore air pressure as constant and to simplify the actual

two-phase (air and water) flow conditions (Szymkiewicz, 2013) to a single-phase (water)

flow problem where the Richards’ equation (Richards, 1931) can be used for simulating

subsurface flow (e.g. Borja and White, 2010; Oh and Lu, 2015) while using simplified one

or two-dimensional representations of water flow. Fourth, many studies have used simple

limit-equilibrium method (Duncan, 1996; Montgomery and Dietrich, 1994; Reid and Iverson,

1992; Sharma and Lewis, 1994; Talebi et al., 2007) to determine slope stability, despite well-

known limitations (Lu and Godt, 2008; Wienhofer et al., 2011) such as the required a priori

knowledge on the shape of the failure plane and the underestimation of slope stability (Lu

et al., 2012). Within the concept of a limit-equilibrium method, many studies have assumed

an infinite slope approximation with a parallel failure surface along the assumed infinitely

long slope surface, which is clearly a strong simplification for slopes with a finite length

and spatially variable soil layering and bedrock topography. In addition, most studies have

focussed on 2D slope stability modelling, although it is long-known that 2D and 3D slope

stability assessments can differ considerably (Hovland, 1977) especially in case of complex

geometries and high heterogeneity (Ehlers et al., 2011).

All the above-mentioned simplifications aim to lower the computational cost and improve

numerical robustness to increase the efficiency of slope stability assessment with hydrome-

chanical models (e.g. Kim, 2010; Settari and Walters, 2001). Obviously, such assumptions

may also reduce the accuracy of the slope stability assessment. First, in reality, there is a

complex interaction between hydraulic and mechanical processes within a variably saturated

hillslope. For example, variable depth and overburden (e.g. Rowe, 1969) as well as variable

pore pressure affect effective stress (Rubey and Hubbert, 1959) and can change the soil

porosity (e.g. Yang et al., 2015). Moreover, soil compaction and variable pore water pres-

sure can affect the cohesion (Fredlund et al., 1978), friction angle (Lu and Godt, 2008; Rowe,

1969) and hydraulic properties (e.g., hydraulic conductivity) of the porous media (Urgeles

et al., 2010; Yang et al., 2015). Clearly, the low level of interaction between sub-problems in

coupled hydromechanical models can be a source of inaccuracy in slope stability assessment

(Settari and Walters, 2001). For example, Lewis et al. (1991) showed that a sequential

coupling strategy with no feedback from the mechanical processes to the hydraulic proper-

ties can result in a relatively large error in modelling aquifer subsidence when compared to

more advanced coupling approaches that consider this interaction to some extent (Settari

and Walters, 2001).
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Another potential source of inaccuracy in slope stability assessments with coupled hydrome-

chanical models is to ignore the impact of varying pore air pressure in simulating a variably

saturated hillslope. Cho (2016) showed that the results of stability analysis for partially

saturated slopes could differ by more than 10% for a one-phase and two-phase flow system.

A next simplification that potentially affects the accuracy of slope stability assessment is

to ignore spatially variable soil layering and bedrock topography as in the conventional

infinite-slope stability analysis method. Bedrock topography is known to be a major control

on shallow rainfall-induced landslides. It affects both flow concentration and orientation

(Lanni et al., 2013; Montgomery and Dietrich, 1994), and is considered to be one of the most

important influencing factors on subsurface flow (e.g. Freer et al., 2002; Tromp-van Meerveld

and McDonnell, 2006a; Vereecken et al., 2015). Peres and Cancelliere (2016) showed that

landslides likely happen in slopes with thinner soil depth. However, in convergent hillslopes

or areas with locally deeper bedrock that are not visible from surface topography (Lanni

et al., 2013; Montgomery and Dietrich, 1994; Talebi et al., 2008), subsurface flow may be

concentrated in small areas. This will lead to quick increases in pore water pressure during

rainstorms and associated rapid landslide initiation and propagation. It has been postulated

that water flow in the presence of bedrock topography is determined by the filling and spilling

of bedrock depressions and the resulting connectivity (Tromp-van Meerveld and McDonnell,

2006b). Lanni et al. (2013) showed that such micro-topographical depressions in the bedrock

may potentially be a first-order hydrologic control on the location of landslide initiation

compared to other sources of heterogeneity, such as soil cohesion, soil permeability, and

root cohesion. Therefore, the consideration of how bedrock topography affects the spatial

distribution of the pore water pressure can remarkably improve slope stability modelling

efforts (Kim et al., 2015).

The inaccuracy due to the ignored feedback of the variable mechanical parameters on the

hydraulic parameters can be resolved or minimized by implementing a fully coupled hydro-

mechanical model. The term fully coupled implies that the mass and momentum balance

equations for subsurface flow and soil mechanics are solved simultaneously within each sim-

ulation time step. An alternative solution would be to implement a sequentially coupled

hydromechanical model with a variable number of iterations for each time-step so that the

influence of the altered mechanical parameters on the hydraulic properties of the soil is

considered in the next iteration of the same time step. In principle, simulations with a

sequentially coupled model that is iterated until the mass and momentum balance solutions

are converged should be identical to the results of the equivalent fully coupled model (e.g.
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Beck et al., 2020; Kim et al., 2011). Recently, Darcis (2013) developed a comprehensive fully

coupled hydromechanical model to simulate the injection of high-pressure CO2 into a fully

saturated aquifer. Beck et al. (2020) extended the model of Darcis (2013) and implemented

a sequential coupling method with iterations. In addition to two-phase flow, this model

also considers the variation in hydraulic parameters induced by the elastic deformation of

the porous media due to transient pore pressure changes. Beck et al. (2020) showed that

there can be significant differences between the results of a non-iterative sequential and a

fully coupled model, especially in the case of highly transient conditions with strong gra-

dients in pore water pressure and stress and limited computational resources that restrict

the number of feasible iterations in the sequentially coupled model. In recent years, the use

of fully coupled hydromechanical models has increased for a range of applications, such as

land deformation (Kim, 2000), hydraulic fracturing (Abdollahipour et al., 2016; Bao et al.,

2016), microfabric evolution of compacted clayey soils (Della Vecchia et al., 2013), and reser-

voir characterization (Freeman et al., 2008). Fully coupled models considering multiphase

flow system have also been developed to assess the stability of elastoplastic hillslopes (Ehlers

et al., 2011) but require a wide range of potentially spatially variable mechanical parameters.

However, a comprehensive modelling strategy (e.g. Darcis, 2013) that consider linear-elastic

soils and thus requires a limited amount of mechanical parameters has not been used for

slope stability assessment yet. In addition, the errors resulting from the abovementioned

widely used model simplifications for stability assessment of variably saturated hillslopes

have not been analysed.

Besides these considerations for coupled hydromechanical modelling, the method to translate

the simulated effective stress into a stability assessment also is important. In this context,

the local factor of safety (LFS) concept proposed by Lu et al. (2012) is appealing because

it overcomes some of the limitations of the conventional methods (e.g., limit equilibrium

method) for stability assessment of hillslopes (Hammah et al., 2005; Rabie, 2014; Wong,

1984). This Coulomb stress-field based method describes the stability status of cohesive

variably saturated soils at each point within the hillslope, and does not require a priori

assumptions with respect to the location and shape of the failure plane. By taking full

advantage of modern numerical solutions for variably saturated flow and stress distribution

in hillslopes, the LFS method can be applied on unstructured meshes with high accuracy.

Lu et al. (2012) showed that the results of stability assessment using the LFS method are

in agreement with results of conventional methods while at the same time providing further

insights into the initiation and evolution of the potential failure surface. Therefore, the
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LFS method allows analysing the spatial and temporal variation of hillslope stability (Lu

et al., 2012). However, the LFS method is only applicable to linear elastic material and

it can only be used to describe the stability status of near-surface materials before any

deformation occurs. Post-failure processes cannot be taken into account. Accordingly, the

LFS method can best be used when early warning thresholds or the timing and location

of failure initiation are of most interest. So far, the LFS approach has only been used for

2D assessment of slope stability for relatively simple slope geometries (Lu et al., 2012; Shao

et al., 2015). Spatial variability in layer thickness to better represent soil variability and

bedrock topography and 3D simulations have not been considered yet in the LFS approach.

1.1.2 Limited availability of data

A large toolbox of possible monitoring technologies is available for implementation in land-

slide early warning systems. However, both operational early warning systems and guidelines

for establishing new systems only consider rather conventional methods, such as a bar or

wire extensometers and piezometers, that typically only provide information for a few se-

lected points in space and thus might not adequately capture the heterogeneous nature of

hydrological and mechanical processes determining slope instability and landslide hazard.

Alternatively, non-invasive geophysical methods can be implemented to obtain a spatially

continuous characterization of hillslope layering (e.g. Chambers et al., 2011; Goektuerkler

et al., 2008; Jongmans et al., 2009; Lapenna et al., 2003; Ling et al., 2016; Walter et al.,

2011) or to enable spatio-temporal monitoring of key state variables such as water content

(e.g. Gance et al., 2016; Huebner et al., 2015; Lehmann et al., 2013; Piegari et al., 2009;

Uhlemann et al., 2017; Walter et al., 2011). For example, refraction seismic has been used

to identify lithological layers and slip surfaces of landslide-prone hillslopes (e.g. Glade et al.,

2005; Mauritsch et al., 2000; Walter et al., 2011), while electrical resistivity tomography

(ERT) has been used to obtain the subsurface water content distribution (e.g. Baron and

Supper, 2013) based on the correlation between electrical bulk resistivity and saturation

(e.g. Archie, 1942; Waxman and Smits, 1968). Wireless sensor networks (e.g. Bogena et al.,

2010; Evett et al., 2006; Majone et al., 2013) are another promising non-invasive technology

for in-situ near-real-time monitoring of soil water content. Both geo-electrical measurements

and wireless sensor network technology have been proposed to overcome the sparse sampling

in space in order to achieve a better characterization of hydrological processes that are highly

variable in space and time (e.g. Bardossy and Lehmann, 1998). However, such approaches
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have not yet been used in combination with sophisticated hydro-mechanical model for slope

stability analysis.

1.2 Objectives and outline

The overall aim of this study is to evaluate the suitability of physically-based coupled hy-

dromechanical models in combination with the LFS concept to assess slope stability of

variably saturated hillslopes with complex geometry and spatially variable soil layering in

the context of early warning of rainfall-induced landslides. In order to achieve this overall

aim, the following three sub-objectives have been defined.

The first sub-objective is to compare different coupling and modelling strategies for slope

stability assessment of variably saturated hillslopes using hydromechanical models and to

evaluate the resulting errors due to different coupling strategies and commonly used model

simplifications. For this, the fully coupled hydromechanical model of Darcis (2013) as well

as the non-iterated sequential model of Beck et al. (2020) will be modified to simulate the

water content and stress distribution within variably saturated hillslopes. Moreover, the

two-phase fully coupled model will be simplified to a two-phase fully coupled model of a

rigid soil with constant porosity and no poroelasticity, and to a fully coupled model with

a one-phase flow (water) system (Richards’ model). The impact of different coupling and

modelling strategies on simulated slope stability as a result of rainfall infiltration up to the

point of failure will be evaluated using the Local Factor of Safety method (Lu et al., 2012).

The second sub-objective is to investigate the effect of bedrock topography and soil lay-

ering on the spatial and temporal initiation and development of failure-prone areas using

2D and 3D simulations within a coupled hydromechanical framework. In particular, the

temporal dynamics of soil water content, pore water pressure, and LFS as a function of

variable bedrock topography will be analyzed. In addition, it will be shown how 2D and

3D simulations of hydromechanical processes may result in different stability assessments

depending on the slope morphology and layering within the soil domain.

The third and final sub-objective is to set-up and validate a coupled hydromechanical model

for an actual landslide-prone hillslope using available borehole information, geophysical char-

acterization, and soil water content measurements from a wireless sensor network, and to use

this model to analyze slope stability in response to high-intensity rainfall for different initial

conditions. In particular, a structural model for the site will be used which is made based on
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the available refraction seismic data. The hydromechanical model is parameterized based on

laboratory tests of earlier studies of the test site (Schmidt, 2001) as well as literature values.

Long-term mean groundwater levels will be used to calibrate the hydraulic parameters of the

soil layers identified with refraction seismics. After model parametrization and calibration,

the model will be validated using mean monthly groundwater level and soil moisture content

from the wireless sensor network. At the end, the potential timing and location of failure

initiation for a hypothetical rainfall events will be evaluated based on measured near surface

water content for a relatively dry and wet day.

To address these objectives, the thesis is organized as follows. After this introductory Chap-

ter 1, the basic concepts and fundamentals of flow and mechanical stability of variably

saturated slopes in response to rainfall infiltration are described in Chapter 2. In particular,

the formulations that govern subsurface hydrological processes as well as the mechanical be-

haviour of linear-elastic materials are given. Moreover, the equations in which the hydraulic

and mechanical processes are coupled will be discussed and different coupling strategies will

be introduced. At the end of Chapter 2, the local factor of safety concept that is used

throughout this thesis to evaluate the stability of hillslopes is explained.

In Chapter 3, the impact of conventional simplifications in coupling and modelling strategies

on the stability assessment of a two-dimensional, homogenous hillslope in response to two

different rainfall intensities will be analysed. First, the effect of ignoring soil poroelasticity

will be assessed. Thereafter, the results of a sequentially coupled model will be compared

to a comprehensive fully coupled model. Moreover, the impact of simplifying a two-phase

flow system to a one-phase flow system (Richards’ model) on stability assessment will be

evaluated.

In Chapter 4, the importance of considering bedrock topography and the impact of variable

soil depths on potential timing and location of slope failure will be evaluated. In addition,

the inaccuracies that may occur in stability assessment when a three-dimensional flow system

is simplified to a two-dimensional flow system will be presented and discussed.

In Chapter 5, the most appropriate formulation of the coupled hydromechanical model is

used for stability assessment of an actual slope with complex geometry and variable soil

properties. The model will be calibrated and evaluated using borehole data from previous

studies at the location as well as the data from geophysical surveys and wireless sensor

networks. Finally, potential rainfall thresholds that induce instability in the slope will be

evaluated for different initial conditions.
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The thesis concludes with Chapter 6, in which the overall conclusions of the thesis will be

presented and an outlook for further research will be provided.





2 Theory

This thesis deals with the interactions between rainfall infiltration, variably saturated sub-

surface flow and mechanical stability of hillslopes. This chapter comprises the fundamental

quantities, relations and processes relevant for stability assessment of variably saturated

hillslopes that are applied in this work. Accordingly, in the following, the properties of the

porous media and parameters governing unsaturated flow in porous media are introduced

first. Thereafter, soil mechanics and appropriate equations that describe the linear elastic

behaviour of soils as a function of transient water content dynamics are described. In the

next step, the framework of the hydromechanical modelling is explained. After that, differ-

ent coupling strategies between hydrological and mechanical processes are discussed. At the

end of the chapter, the slope stability evaluation method that is used throughout the thesis

is introduced.

2.1 Soil hydrological properies

2.1.1 Porous media

Porous media are materials that consist of a (usually) solid skeleton and pore structures. The

volume, structure, and connections of the pores, which are typically filled with fluid (liquid

or gas), can vary with loading condition of the porous medium (e.g. Ganji and Kachapi, 2015;

Rubenstein et al., 2015). Many natural and man-made substances such as soil, rocks, wood,

bones, and cement can be classified as porous media and thus can be described in a similar

manner. Consequently, the concept of porous media is used in many research fields, including

engineering (e.g, construction engineering, geotechnical engineering and soil mechanics) and

geosciences (e.g., hydrogeology, soil physics, and geophysics). Clearly, rainfall infiltration

and fluid flow (specifically water and air flow) through soil are prime examples that can be

explained within the concept of porous medium and its governing laws.
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2.1.2 Scales

The properties of a porous medium can be defined at different scales. The relevant scales for

studying a multiphase flow system throughout a porous media are given by (Helmig, 1997).

At the micro-scale, many of the relevant porous medium characteristics tend to oscillate.

These porous medium characteristics become more stable by increasing the volumetric scale

to a so called continuum scale so that the values are averaged over multiple molecules or

microscales (Bear, 1975). The smallest volume within a continuum scale, in which the pa-

rameter description does not depend on the bulk volume, Vb [L3], is called the representative

elementary volume (REV). Accordingly, the Vb = REV is considered as the transition from

the micro to the macro (or continuum) scale within a porous medium (Figure 2.1).

Figure 2.1: Definition of micro and macro scales and a representative elementary volume
(REV), (from (Class, 2001)).

2.1.3 Fluid phases

The pore space of porous media can be filled with different fluid phases. In a thermodynamic

system, a phase is distinguished by its specified and uniform physical properties, such as

viscosity, density, enthalpy, and chemical composition, which provide a distinctive interface

with the surrounding phases. The components of each phase can be made up of one (e.g.,

water) or different types of molecules (e.g., air), and under certain conditions there can be

a transfer between the components of one phase to another. Besides the solid phase that

consists of the soil particles, two flow phases can be distinguished in the case of water flow

in unsaturated porous media. The first phase is the water phase, which is considered to

be the wetting phase, and the second phase is the air phase, which is considered to be the

non-wetting phase. Many hydrological models that describe water flow in porous media only
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consider the water phase within the porous medium. In the following chapters of this thesis,

models with one- and two-phase flow are discussed in more detail. It should be mentioned

that in this thesis, only isothermal systems are considered with no exchange between the

water and air phase. Moreover, geochemical reactions between the soil components and the

fluids are also not taken into account.

2.1.4 Definitions of porous media properties

An important property of a porous medium is its porosity, which is the volume of the pore

space between the solid particles, Vp [L3], divided by the bulk volume, Vb [L3]:

ϕ = Vp

Vb
(2.1)

Porosity is a parameter that can vary depending on the considered scale within a porous

media. As discussed in Section 2.1.2, at the micro (pore) scale the porosity tends to oscillate.

By increasing the scale, the porosity becomes more stable. In this study, soil porosity is

considered for the representative elementary volume (REV) so that Vb = REV.

Many other properties of the medium, such as saturation, water content and hydraulic

conductivity are directly or indirectly affected by the porosity. Saturation is the volume

fraction of the pore space that is occupied by a certain fluid or phase. Accordingly, the

saturation of phase i, Si [-], is:

Si = Vi

Vp
(2.2)

where Vi [L3] is the fraction of the pore space filled with phase i. For each phase, saturation

can vary between 0 and 1. In case of a two-phase flow system within a variably saturated

porous medium, the sum of both phase saturations (air, Sai and water, Swi) is equal to one

by definition:

Swi + Sai = 1 (2.3)

Many studies also consider the effective saturation of the wetting phase (here, water), Sw

[-], by subtracting the residual saturation of the porous medium under high tension, Srw [-]:

Sw = Swi − Srw

1 − Srw
(2.4)

Volumetric soil water content, θ [-], is the volume of water, Vw [L3], contained in a bulk
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volume and is defined as:

θ = Vw

Vb
(2.5)

The relation between volumetric water content and effective saturation is

Sw = θ − θr

θs − θr
(2.6)

where θs [-] is the saturated water content, which is equal to porosity, and θr [-] is the

residual water content, which is the amount of water remaining in the pore space at high

tension.

2.1.5 Capillary pressure

Capillary pressure is a complex function of the porous medium and fluids properties. At

the pore scale, capillary pressure, Pc [ML−1T−2], is the pressure difference between two

immiscible fluids resulting from the interaction of cohesive and adhesive forces between the

fluids, and between the fluids and the solid phase. If the interface adhesive forces are greater

than the inner-fluid cohesion, the fluid would stick to the solid surface and is called a wetting

fluid. For a so-called non-wetting fluid, the cohesive forces overcome the interface adhesion

and the fluid tends to form drops. Accordingly, in the field of soil hydrology, the capillary

pressure in the two-phase flow system is the difference between the pressure of the wetting

phase (water), Pw [ML−1T−2], and the non-wetting phase (air), Pa [ML−1T−2]:

Pc = Pa − Pw (2.7)

In the field of soil hydrology and for the REV-scale used in this study, capillary pressure

can be defined trough semi-empirical equations. These formulations describe the capillary

pressure based on the saturation and are widely referred to as the water retention curve.

In this study, two common parametric approaches are used to describe the water retention

curve. The first approach was proposed by van Genuchten (1980):

Pc = ρwg

α
[Sw

−1/m − 1]1/n (2.8)

where ρw [ML−3] is the density of water, g [LT−2] is the gravitational acceleration, n [-] and

m (= 1 – 1
n

) are parameters that depend on soil pore size distribution in which n is larger

for more uniform pore size distribution, and α [L−1] represents the inverse of the air entry
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pressure head that the non-wetting air phase needs to overcome in order to enter a fully

water-saturated porous media. The second parametric approach was proposed by Brooks

and Corey (1964):

Pc = ρwg

αBC
[Sw

−1/nBC ] (2.9)

where αBC [L−1] is the inverse of air entry pressure head, and nBC [-] is the soil pore size

distribution index. Capillary pressure is zero when the medium is fully saturated (Sw =

1). In the field of hydrogeology and soil hydrology, pressure is often expressed in terms

of pressure head (i.e. potential based on weight basis). Accordingly, the pressure head of

water, hw [L], is given by

hw = Pw

ρwg
(2.10)

2.1.6 Hydraulic conductivity

Hydraulic conductivity, Ki [LT−1], is a property of soils or porous media that describes the

ease with which a fluid of phase i can move through the pore space. The porosity as well

as the spatially variable shape, size, and connectivity of the pores determine the hydraulic

conductivity. Hydraulic conductivity is defined as a tensor, which will be indicated with

bold font from here onwards. The hydraulic conductivity is commonly separated in the

saturated hydraulic conductivity, Ksi [LT−1], and the relative hydraulic conductivity, Kri

[-]. The saturated hydraulic conductivity describes the movement of phase i through a

medium saturated with this phase (i.e. a single-phase flow system). In case of a multi-phase

flow system, each fluid occupies a certain part of the pore space. The non-wetting phase

fluid tends to occupy the larger pores, and the wetting fluid is more associated with the pore

walls and occupies the smaller pores. This results in a saturation-dependent ease of fluid

flow, which is described by the relative hydraulic conductivity. The hydraulic conductivity

of each phase is then defined by multiplying the relative hydraulic conductivity and the

saturated hydraulic conductivity of that specific phase.

The relationship between the relative hydraulic conductivity and saturation has been ap-

proximated by various models. In this thesis, two common parametric approaches are used

to define the relative hydraulic conductivity for the water, Krw [-], and air phase, Kra [-].

The first approach is based on van Genuchten (1980) and Mualem (1976):

Kw(Sw) = KswKrw = KswSl
w[1 − (1 − S

1/m

w )m]2 (2.11)
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Ka(Sa) = KsaKra = Ksa(1 − Sw)l[1 − S
1/m

w ]2m (2.12)

where l [-] is a tortuosity parameter that is commonly set to 0.5 (Mualem, 1976). The second

parametric approach is based on Brooks and Corey (1964) and Mualem (1976):

Kw(Sw) = KswKrw = KswSlBC+2+2/nBC
w (2.13)

Ka(Sa) = KsaKra = Ksa(1 − Sw)l[1 − S1+1/nBC
w ]2 (2.14)

where lBC [-] is a parameter that depends on the tortuosity and the other parameters are

the same as for the water retention curve described before.

2.2 Soil mechanical properties

In this section, the relevant parameters that describe the linear-elastic mechanical processes

within a hillslope in response to rainfall infiltration are introduced. This includes a descrip-

tion of stress, strain, linear elasticity, and poroelasticity.

2.2.1 Stress

Stress, σ [ML−1T−2], is defined as the absolute value of the applied forces, F [MLT−2],

per unit area of a surface, A [L2]. If the force tensor is not orthogonal to the surface

(Figure 2.2), the normal and tangential components of the force should be considered that

result in normal, σ [ML−1T−2], and shear stress, τ [ML−1T−2], respectively. In order to

define the stress that acts on a specific point in a surface, the surface should shrink to an

infinitesimal surface, ∂A → 0 (e.g. Jaeger et al., 2007). Accordingly, the stress tensor can

be defined in terms of normal and shear stresses as follows:

σ = lim
∂A→0

∂F

∂A
(2.15)
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Accordingly, the stress tensor at point A of a three-dimensional cube (Figure 2.3a) can be

defined as:

σA =

⎛
⎜⎜⎜⎜⎝

σx τxy τxz

τyx σy τyz

τzx τzy σz

⎞
⎟⎟⎟⎟⎠

(2.16)

For an element to be at rest, no translational and rotational force should be experienced.

Accordingly, the applied normal and shear stress on the element for each coordinate should

be equal, and the following equations apply:

τxy = τyx

τxz = τzx

τyz = τzy

(2.17)

Using these equalities, the matrix of Equation (2.16) reduces to six independent normal and

shear stresses. However, there exists a coordinate system for each stress tensor in which

the shear stresses vanish (Figure 2.3b). In this new coordinate system, the stress tensor is

uniquely defined by a set of normal stresses:

σA =

⎛
⎜⎜⎜⎜⎝

σ1 0 0

0 σ2 0

0 0 σ3

⎞
⎟⎟⎟⎟⎠

(2.18)

where σ1, σ2, and σ3 are the so-called principal stresses. These principal stresses are usually

ordered based on their magnitude, such that σ1 � σ2 � σ3. The sign convention in soil

mechanics, which is the same as used in this thesis, considers compressive stresses in the

negative coordinate direction as positive, whereas tensile stresses have a negative sign.

Figure 2.2: Stress definition and its components.
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(a) (b)

Figure 2.3: (a) Stress components and (b) the correspond principal stresses for an element
at rest.

2.2.2 Strain

Stress can result in a spatial displacement of the soil particles relative to a particular coor-

dinate system. The displacement vector u = (ux,uy,uz) connects the original location P =

(x,y,z) and the new location P′ = (x′,y′,z′) of a soil particle (Figure 2.4a):

ux = x − x′

uy = y − y′

uz = z − z′

(2.19)

Within a continuous solid, displacement can appear in the form of resizing or rotation. A

change in the size and angle of a solid medium are expressed by normal and shear strain.

In particular, normal strain defines the elongation or contraction of a solid along the axes

of the coordinate system (Figure 2.4b), whereas shear strain defines the rotational angle of

the solid in the new position compared to the initial position (Figure 2.4c).

Based on the definition of the displacement vector, the coordinates of the equivalent points

B and B′ in the initial and resized solid (Figure 2.4b) are given by

A = (xA, yA)

B = (xA + x′, yA + y′)

A′ = (xA − uAx, yA − uAy)

B′ = (xA + x′ − uAx − u1x, yA + y′ − uAy − u1y)

(2.20)

where (uAx + u1x, uAy + u1y) is the displacement vector for point B′. If the strain is in-



Chapter 2. Theory 21

finitesimal, the simplified Taylor theorem (i.e., the first-order Taylors expansion) (e.g. Kelly,

2015; Rapp, 2017) can be used to express u1x and u1y as

u1x ≈ x′ ∂ux

∂x
+ y′ ∂ux

∂y

u1y ≈ x′ ∂uy

∂x
+ y′ ∂uy

∂y

(2.21)

where the angular changes of the displacement vector, ∂ux

∂y
and ∂uy

∂x
, approach zero for an

infinitesimal displacement gradient. The spatial change in size of the solid can be formulated

as:

ε = L − L′

L
(2.22)

where L [L] is the initial, and L′ [L] is the resulting distance of two specific points within

the continuous solid after deformation (Figure 2.4b). The components of this size change

along the axes of the coordinate system define the components of the normal strain and can

be formulated as:

εx = ABx − A′B′
x

ABx
= x′ − (x′ − u1x)

x′ = u1x

x′ = ∂ux

∂x

εy =
ABy − A′B′

y

ABy
= y′ − (y′ − u1y)

y′ = u1y

y′ = ∂uy

∂y

εz = ∂uz

∂z

(2.23)

Besides changes in size of a continuous solid, angular changes in the position (Figure 2.4c)

can also occur. These can be formulated as:

tan βx = DD′

CD
=

x′(u1y

x′ )

x′ + x′(u1x

x′ )
=

∂ux

∂x

1 + ∂uy

∂x

≈ ∂uy

∂x

tan βy = EE′

CE
=

y′(u1x

y′ )

y′ + y′(u1y

y′ )
=

∂ux

∂y

1 + ∂uy

∂y

≈ ∂ux

∂y

(2.24)

Here, the normal displacement gradients, ∂ux

∂x
and ∂uy

∂y
, are assumed to be zero in an

infinitesimal solid element. Following the assumption of infinitesimal displacement gradients,

the tangents are equal to the angle so that

tan βx = βx

tan βy = βy

(2.25)
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The total strain tensor, ε [-], consists of both normal and shear strains, as:

ε =

⎛
⎜⎜⎜⎜⎝

εx Γxy Γxz

Γyx εy Γyz

Γzx Γzy εz

⎞
⎟⎟⎟⎟⎠

= 1
2(∇u + (∇u)T ) (2.26)

Following the sign convention for the stress term, positive strain represents compression,

while negative strain represents elongation in the positive direction of the coordinate system.

(a) (b) (c)

Figure 2.4: Visualization and definition of (a) displacement, (b) normal strain, and (c)
shear strain in a 2D coordinate system.

2.2.3 Linear elasticity

Linear elasticity is the simplest constitutive law to describe the deformation behavior of a

solid object due to prescribed stress conditions. The theory of linear elasticity is covered

in many textbooks (e.g. Gould and Feng, 2018; Truesdell, 1973). It states that there is

a linear relationship between stress and strain (Figure 2.5). This is often a reasonable

approximation when stresses are small. In the linear elastic region, it is assumed that the

material returns to its original shape after unloading following the same trajectory as for the

loading and that the stress-strain relationship is independent of the rate of loading. In the

case of higher stresses beyond the yield point, irreversible or plastic deformation starts to

occur by first becoming ductile, with irreversible plastic deformation without rupturing (i.e.,

metals), or brittle, without a significant plastic deformation before rupturing (i.e., glass),

and finally the solid fails. Many pre-failure assessments of slope stability have considered the

slope material to be linear elastic (Lu et al., 2012). However, it is important to realize that

subsurface materials can often not be considered fully linear elastic. Elastic deformation can

also be non-linear with perfectly elastic, visco-elastic or hysteretic stress-strain behavior.
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Figure 2.5: Visualization of stress-strain relationship in a linear elastic material.

2.2.4 Elastic moduli

The relationship between stress and strain in an isotropic linear-elastic material can be

described by only two elastic moduli: Young’s modulus and Poisson’s ratio. The Young’s

modulus, E [ML−1T−2], describes the stiffness of the material as the ratio between normal

stress and strain, whereas the Poisson’s ratio, ν [-], defines the contraction relative to the

normal extension (or vice-versa). Consider a cube of linear-elastic material subjected to

uniaxial normal stress (Figure 2.6). For this case, the Young’s modulus and Poisson’s ratio

can be determined by measuring the axial and lateral size change (Figures 2.6a and 2.6b):

E = σz

εz
= σz

∂uz

∂z

(2.27)

ν = −εx

εz
= −

∂ux

∂x
∂uz

∂z

(2.28)

Here, the negative sign in Equation (2.28) represents the lateral contraction of the material

due to extensive axial strain. The same argument can be used for the applied stress along the

other axes. Once the components of normal stress and strain are measured, the volumetric

stress, σv [ML−1T−2], and strain, εv [-], are given by:

σv = 1
3(σx + σy + σz)

εv = (εx + εy + εz)
(2.29)
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Furthermore, the so-called bulk modulus, B [ML−1T−2], which determines the resistance of

the linear-elastic material against uniform compression due to normal stresses (Figure 2.6c),

is given by:

B = σv

εv
(2.30)

In linear-elastic materials, the relationship between the shear stress and the corresponding

shear strain is also linear and is expressed by the so-called shear modulus, G [ML−1T−2]:

G = 1
2

τzx

Γzx
(2.31)

which is identical for the shear stress and corresponding shear strain in other axial planes

in the case of isotropic linear-elastic materials (Figure 2.6d). It can be shown that only

two of the above-mentioned elastic moduli are required to describe the behavior of a solid

subjected to stress in the case of an isotropic homogeneous linear-elastic material (Mavko

et al., 2009). The remaining elastic moduli can then be determined as defined in Table 2.1.

Table 2.1: Formulation of each elastic modulus based on two other given elastic moduli

Parameter E ν B G

E , ν E ν
E

3(1 + ν)
E

2(1 + ν)
E , B E

3B − E

6B
B

3BE

9B − E

E , G E
E

2G
− 1 EG

3(3G − E) G

ν , B 3B(1 − 2ν) ν B
3B(1 − 2ν)

2(1 + ν)
ν , G 2G(1 + ν) ν

2G(1 + ν)
3(1 − 2ν) G

B , G
9BG

3B + G

3B − 2G

2(3B + G) B G

Accordingly, the three-dimensional stress-strain relationship of a linear-elastic material can

be expressed using the Young’s modulus and Poisson’s ratio as:

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

εx

εy

εz

	yz

	xz

	xy

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= 1
E

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 −ν −ν 0 0 0

−ν 1 −ν 0 0 0

−ν −ν 1 0 0 0

0 0 0 2(1 + ν) 0 0

0 0 0 0 2(1 + ν) 0

0 0 0 0 0 2(1 + ν)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

σx

σy

σz

τyz

τxz

τxy

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(2.32)

in which 	ij = (2Γij) represents the engineering shear strain in j-direction on a surface
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normal to i-direction.

(a) (b) (c) (d)

E = σz

εz
= σz

Lz − L′
z

Lz

ν = −εx

εz
= −

Lx − L′
x

Lx

Lz − L′
z

Lz

B = σv

εv
= σ

Vb − V ′
b

Vb

G = τxy

�xy
= τ

ΔL

L

Figure 2.6: Illustration of elastic moduli: (a) Young’s modulus, (b) Poisson’s ratio, (c) bulk
modulus, and (d) shear modulus.

2.2.5 Poroelasticity

In order to describe hydromechanical processes within porous media, the influence of the

fluid-filled pores should also be taken into account. This role is formulated in poroelasticity

theory. The resistance of a bulk porous material to compression is denoted by the bulk

modulus, B [ML−1T−2]. This parameter can be expressed in the form of either drained-

, Bdr [ML−1T−2], or undrained-bulk modulus, Bu [ML−1T−2]. The former denotes the

resistance to compression when the fluid can escape, whereas the latter denotes the resistance

to compression when the fluid cannot escape because of a sealed surface. Accordingly, Bdr

represents a porous bulk without fluid, while Bu takes the effect of fluid compressibility into

account. The two types of bulk moduli can be expressed as follows (Detournay and Cheng,

1993):

Bdr = Bp

ϕ
(1 − Bp

Bp + ϕBs
) (2.33)

Bu = Bdr(1 +
1 − Bdr

Bs

Bdr

Bs
(1 − Bdr

Bs
) + ϕ(Bdr

Bf
− Bdr

Bs
)
) (2.34)

where Bp [ML−1T−2], Bs [ML−1T−2], and Bf [ML−1T−2] are the bulk moduli of pore space,

solid, and fluid, respectively. For incompressible solid grains, Bs → ∞ , these equations can

be simplified to:

Bdr = Bp

ϕ
(2.35)

Bu = Bdr + Bf

ϕ
(2.36)



26 2.2. Soil mechanical properties

As expected, it can be seen that the resistance to compression is higher for a sealed porous

media where water cannot drain. This is due to the increased pore pressure that opposes

the applied stress and thus increases the resistance against compression. This action was

first formulated by Terzaghi (1943) as:

σ′ = σ − PI (2.37)

where σ′ [ML−1T−2] is the effective stress tensor with three and six independent stress

variables in 2D and 3D, P [ML−1T−2] is the pore pressure that counteracts the total stress

tensor, σ [ML−1T−2], and I [-] is the unit vector. Later, Biot (1941) reformulated the

effective stress as:

σ′ = σ − ξPI (2.38)

where the Biot coefficient or the effective stress coefficient, ξ [-], is defined as:

ξ = 1 − Bdr

Bs
(2.39)

For rigid solid grains (Bs → ∞), the definitions of effective stress by Biot (1941) and

Terzaghi (1943) are identical. The generalized effective stress in variably saturated soils

with two-phase flow (water and air) is given by Bishop (1959) as:

σ′ = (σ − PI) + χ(Pa − Pw)I (2.40)

where χ [-] is the Bishops parameter or the effective stress parameter, which is equal to 1

in saturated soils and less than 1 in unsaturated soils. The second term on the right-hand

side of Equation (2.40) represents the suction stress, σs [ML−1T−2], which is described by

Lu and Likos (2006) as:

σs = −χ(Pa − Pw) (2.41)

Suction stress keeps the soil particles together and is always compressive for soils (Greco

and Gargano, 2015). The effective stress parameter in the definition of suction stress has

been formulated in different ways (Greco and Gargano, 2015). In this thesis, the expression

of Lu et al. (2010) is used, where the effective stress parameter, χ, is defined as the effective

degree of water saturation:

σs = −Sw(Pa − Pw) (2.42)
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Accordingly, the effective stress can be described in terms of effective pressure, Peff [ML−1

T−2], as:

σ′ = σ − Peff I (2.43)

with

Peff = SwPw + SaPa (2.44)

2.2.6 Effective porosity

Elastic changes in the bulk volume, Vb [L3], due to stress can be caused by changes in the

solid matrix volume, Vs [L3], as well as the pore volume, Vp [L3]. If the solid matrix is

rigid, the changes in the bulk volume can be attributed to changes in the pore volume only.

Using the definition of porosity given in Equation (2.1), the change in porosity, ϕ [-], can be

defined as:

dϕ = d
Vp

Vb
= dVp

Vb
− ϕ

dVb

Vb
(2.45)

Using Equation (2.22), Equation (2.38), and Equation (2.30), the relative changes in the

bulk and pore volume can be expressed as (Detournay and Cheng, 1993):

dVb

Vb
= − 1

Bdr
(dσv − ξdP ) (2.46)

dVp

Vp
= − 1

Bp
(dσv − ξ′dP ) (2.47)

where

ξ′ = 1 − Bp

Bs
(2.48)

Therefore, Equation (2.45) can be written as:

dϕ = − 1
Bp

ϕdσv + ξ′

Bp
ϕdP + 1

Bdr
ϕdσv − ξ

Bdr
ϕdP (2.49)

Using Equation (2.39) and Equation (2.48), this can also be expressed as:

dϕ = − 1
Bp

ϕdσv +
1 − Bp

Bs

Bp
ϕdP + 1

Bdr
ϕdσv −

1 − Bdr

Bs

Bdr
ϕdP (2.50)
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which can be simplified to

dϕ = (− ϕ

Bdr
+ ϕ

Bp
)(−dσv + dP ) (2.51)

By taking Bp = (ϕ

ξ
Bdr) (Detournay and Cheng, 1993), an approximate expression for dϕ is

obtained, as:

dϕ = (− ϕ

Bdr
+ ξ

Bdr
)(−dσv + dP ) (2.52)

Considering that 1 − ξ

Bdr
= 1

Bs
, this can be written as:

dϕ = ( 1
Bdr

(1 − ϕ) − 1
Bs

)(−dσv + dP ) (2.53)

Alternatively, the equivalent volumetric strain can be used instead of the volumetric stress

(Han and Dusseault, 2003):

dϕ = (1 − Bdr

Bs
− ϕ)(−dεv + 1

Bs
dP ) (2.54)

which can be simplified for a rigid solid matrix to

dϕ = (1 − ϕ)(−dεv) (2.55)

In Equation (2.55), ϕ [-] is the current state of porosity or the effective porosity, ϕeff [-],

which can be defined in terms of initial porosity, ϕ0 [-], and volumetric strain, as:

ϕeff = ϕ0 − εv

1 − εv
(2.56)

Here, it is assumed that the initial volumetric strain is zero. Moreover, the volumetric strain

can be replaced by its equivalent, ∇.u [-] (see Equation (2.23)):

ϕeff = ϕ0 − ∇.u

1 − ∇.u
(2.57)

2.2.7 Effective hydraulic conductivity

Changes in porosity also affect the hydraulic conductivity of a porous medium. Different

empirical equations have been used to describe the relationship between the effective hy-

draulic conductivity, Keff [LT−1], and the effective porosity (e.g. Davies and Davies, 2001;
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Mavko and Nur, 1997). Following the work of Beck et al. (2020) and Darcis (2013)), the

empirical equation given by Rutqvist and Tsang (2002) is used in this thesis, as:

Keff = K0exp(22.2ϕeff

ϕ0
− 1) (2.58)

2.3 Balance equations

After defining basic hydrological and mechanical properties and processes, the following

section presents the required mass and momentum balance equations that govern variably

saturated flow in hillslopes which then defines the framework to couple hydraulic and me-

chanical processes. The formulation of the multi-phase flow model starts with a mass balance

equation that describes the conservation of mass within a given domain. Changes in the total

mass can only occur through sources and sinks of mass within the domain, W [ML−3T−1], or

by mass flux through the domain boundaries. In a comprehensive multi-phase flow system

(e.g. Stewart and Wendroff, 1984; Szymkiewicz, 2013), the mass balance equation for each

phase is described by
∂(ϕSiρi)

∂t
+ ∇.(ρivi) + Wi = 0 (2.59)

where ρi [ML−3] is the density of phase i, vi [LT−1] is the velocity of phase i, Si [-] is the

effective saturation of phase i, t [T] is time, and ϕ [-] is porosity. In the case of variably

saturated hillslopes, a two-phase flow system consisting of water (wetting phase) and air

(non-wetting phase) is considered. In the case of laminar flow behavior for infiltration and

subsurface flow, vi can be defined by Darcy’s law, which is a momentum balance equation.

The extended Darcy’s law for multiphase flow (e.g. Helmig, 1997) is

vi = KiSi∇Hi (2.60)

where Hi [L] is the total hydraulic head, Ki [LT−1] is the hydraulic conductivity tensor,

which depends on the saturation of phase i, Si [-].

In the hydromechanical model formulation used here, the soil is considered to be a linear-

elastic medium (see Sections 2.2.3 to 2.2.4). The stress distribution within a linear-elastic

material is described by a momentum balance equation. After ignoring the inertia term due

to the quasi-static conditions, the conservation of momentum can be written as (e.g. Borja
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et al., 2012; Iverson and Reid, 1992):

∇.σ + γFv = 0 (2.61)

where σ [ML−1T−2] is the total stress tensor, which consists of four or nine normal and shear

stress components (Equation (2.15)) for a 2D or 3D model set-up, respectively, γ [ML−2T−2]

is the wet unit weight of the soil, and Fv [-] is the body force vector. Once the total stress

and pore pressure are defined, effective stress can be calculated using Equation (2.40).

2.4 Coupling strategies

There are different strategies to solve for the unknowns in the previously defined set of cou-

pled equations (Figure 2.7). In a so-called fully coupled approach, the unknowns of the flow

equation (here, Pw and Sa) are solved simultaneously with those of the mechanical problem

(here, u) in each time step (Darcis, 2013) (Figure 2.7a). This coupling strategy allows to

consider a full interaction of variable hydraulic and mechanical parameters, and was found

to be a relatively stable and accurate solution strategy (e.g. Abdollahipour et al., 2016).

However, this coupling strategy is often associated with higher computational costs, which

can become problematic in the case of complex model domains that require high spatial and

temporal resolution. A more commonly used solution strategy is the so-called sequentially

coupled approach, in which the coupled problem is divided into sub-problems with different

levels of interfaces. Such flexible coupling interfaces may result in a different degree of ac-

curacy and computational efficiency (Settari and Walters, 2001). In this coupling approach,

the sub-problems are solved in a sequential manner. In particular, the hydrological problem

is solved first for each time step (Figures 2.7b and 2.7c). Thereafter, the simulated water

pressure distribution is used to solve the momentum balance equation of the mechanical

problem (Beck et al., 2020; Lu and Godt, 2013), which then composes one coupling step.

Thus, the impact of transient mechanical processes on the hydrological properties is not

taken into account within the same time step. To overcome this limitation, it is possible to

iterate between the hydrological and the mechanical model within a single time step. The

solution for such a sequentially coupled model with iterations is expected to converge to

the results of a fully coupled model given a large enough number of iterations (e.g. Beck

et al., 2020; Settari and Walters, 2001). The main advantage of using a sequentially coupled

model is the ability to use different simulators with possibly different spatial and temporal



Chapter 2. Theory 31

resolutions to solve the sub-problems (Jha and Juanes, 2014).

(a)
Fully coupled model

(b)
Sequentially coupled

model
(without iteration)

(c)
Sequentially coupled model

(with iteration)

Figure 2.7: Illustration of different coupling strategies and the considered interactions
between sub-problems: (a) a fully coupled model, (b) a sequentially coupled without iterations,

and (c) a sequentially coupled model with iterations within each time step.

2.5 Evaluation of slope stability

Once the mass and momentum balance equations have been solved (either simultaneously

or sequentially), the stability of the variably saturated hillslope can be evaluated. In this

thesis, the Local Factor of Safety (LFS) approach proposed by Lu et al. (2012) is used for

stability evaluation. The LFS [-] is defined using the Mohr-Coulomb criterion and is given

by the ratio of the Coulomb stress at the potential failure state, τ∗ [ML−1T−2], and the

current state of Coulomb stress, τ [ML−1T−2], at each point within a hillslope. Accordingly,

LFS = 1 defines the stability threshold, where failure potentially occurs for values lower than

1. In order to calculate the LFS, the shear strength or the Coulomb stress at the potential

failure state, τ∗, is defined by

τ∗ = c′ + σ′ tan φ′ (2.62)

where c′ [ML−1T−2] is the effective cohesion, and φ′ [◦] is the effective internal friction angle

of the soil. Thereafter, the LFS value of each element within the hillslope is calculated by

LFS = τ∗

τ
= cos φ′(c′ + σ′

I tan φ′)
σ′

II

(2.63)

where σ′
I [ML−1T−2] and σ′

II [ML−1T−2] are obtained based on the maximum, σ′
1 [ML−1T−2],

and minimum, σ′
3 [ML−1T−2], effective principal stresses (see Equation (2.18) and Equa-

tion (2.43)) according to:

σ′
I = σ′

1 + σ′
3

2 = σ1 + σ3
2 − σs (2.64)
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σ′
II = σ′

1 − σ′
3

2 = σ1 − σ3
2 (2.65)

Equation (2.63) can be derived by considering the triangles ABC and ADE shown in Fig-

ure 2.8 and the associated Mohr circle. σ′
I and σ′

II define the centre and the radius of

the Mohr circle, respectively. It is reasonable to assume that changes in the size of the

Mohr circle defined by the principal total stresses and thus by the bulk weight and position

of the element within a hillslope, are relatively small within a variably saturated hillslope

with infiltration. However, increasing pore water pressure in an unsaturated hillslope will

reduce the absolute value of the effective stress, and thus shift the Mohr circle leftwards

(see Figure 2.8) to a position closer to the failure envelope defined by the shear strength.

Therefore, the main factor that affects the position of the Mohr circle with respect to the

Mohr-Coulomb failure envelope is the pore pressure (Lu et al., 2012; Lu and Godt, 2013).

Lu et al. (2012) showed that the results of the LFS approach are consistent with results of

conventional stability analysis methods (e.g., limit equilibrium approaches (Huang, 2014)),

while providing more details about the potential time and location of failure initiation,

especially in case of complex geometries, and without the need to define a failure surface a

priori. However, the LFS approach is only applicable to linear-elastic materials and can only

consider stress fields that satisfy equilibrium with the applied loads (here, the body forces).

Thus, failure processes cannot be considered (Malvern, 1969). Therefore, the stability status

of a slope after the appearance of the first unstable location should be interpreted with great

care. In this thesis, the distribution of the LFS as a response to spatio-temporal variation in

soil water content and suction will be analysed and the temporal development of connected

areas with LFS < 1 will be interpreted as the development of potentially unstable and

failure-prone areas. This interpretation strategy has been applied in several earlier studies

(Lu et al., 2012; Shao et al., 2015). Nevertheless, it is important to note some limitations

of the LFS method in this case. Clearly, the LFS method only relies on the shear stress

magnitude at each point within a hillslope independent from the neighbouring elements and

the shear stress tensors. In fact, the value of LFS that is calculated with Equation (2.63)

for each point of the slope refers to a differently inclined plane along which the shear stress

is calculated (Figure 2.9). This plane is orthogonal to the plane of the principal stresses ,

σ1 and σ3, and its trace forms an angle , β [◦], with σ3 where

β = 45◦ + φ′

2 (2.66)
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The orientation of this plane depends on the direction of the total stress principal com-

ponents, which may change from point to point (and from time to time) for a variably

saturated slope. It is important to realize that enhancing or diminishing effects of the shear

stress tensors of the neighbouring elements are ignored. Therefore, areas with LFS < 1

do not necessarily lead to failure. This becomes even more complicated when studying 3D

slopes with more stress tensors in different directions. Moreover, the LFS method is only

valid for linear elastic materials and, thus, does not consider the readjustment of the stress

distribution within a slope after failure. Therefore, it is strictly taken not appropriate to

approximate areas with LFS < 1 with the development of a potential failure surface.

Figure 2.8: Illustration of the local factor of safety (LFS) concept using the Mohr circle
(adapted from Lu et al. (2012)).

(a) (b)

Figure 2.9: (a) State of shear stress tensor and (b) the corresponding Mohr circle.





3 Comparison of different coupling and
modelling strategies

3.1 Introduction

The aim of this chapter is to compare different coupling and modelling strategies to evalu-

ate the stability of variably saturated hillslopes in response to precipitation using the LFS

concept. First, the geometry of the simulated slope and the associated boundary conditions

and hydromechanical properties as well as the properties of the implemented rainfall events

will be introduced. Thereafter, the errors associated with various model simplifications and

simplified coupling strategies will be determined relative to simulation results with a fully-

coupled poroelastic hydromechanical model considering two-phase flow. More specifically,

the effects of ignoring poroelasticity, changing the full coupling between the hydrological

and mechanical model to a sequential coupling, and reducing the two-phase flow system to

a one-phase flow system (Richards’ equation) will be discussed in this chapter.

3.2 Materials and methods

The LFS method has so far only been implemented in combination with a sequentially cou-

pled hydromechanical model without iterations and a one-phase (water) flow system using

Richards’ equation (Lu et al., 2012; Shao et al., 2015). In this chapter, four different imple-

mentations of coupled hydromechanical models with the LFS concept are compared. The

most advanced implementation is based on the fully coupled hydromechanical model with

two-phase flow of Darcis (2013). In this model implementation, the influence of pore pres-

sure and elastic volumetric strain on the porosity and hydraulic conductivity are taken into

account. The second implementation is a simplified version of Darcis (2013) where these
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poroelastic effects are not considered. A third model implementation is based on the sequen-

tially coupled model of Beck et al. (2020) without iterations between the hydrological and

mechanical parts of the model, but considering cumulative volumetric strain as described

in Equation (2.21). Therefore, the feedback from the mechanical model to the hydrological

model is considered in the next time step instead of the same time step. In the fourth and

final implementation, the fully coupled model of the two-phase flow system was simplified

to a fully coupled model with one-phase flow (i.e. Richards’ equation).

All four model implementations were realized in DuMux (Koch et al., 2021; Ahusborde

et al., 2019; Cunningham et al., 2018; Vidotto et al., 2019; Weishaupt et al., 2019; Glaeser

et al., 2017; Ackermann et al., 2017; Fetzer et al., 2017; Flemisch et al., 2011), which is a

free, open-access multi-phase/ component/ scale/ physics simulator of fluid flow in porous

media (dumux.org). DuMux is based on the Distributed and Unified Numerics Environ-

ment (DUNE) (Bastian et al., 2021, 2008b,a; Blatt and Bastian, 2007; Blatt et al., 2016)

and solves the partial differential equations (PDE) for fluid flow and soil mechanics using

a finite volume method. The model domain is discretized using the Box method (Helmig,

1997) in which a box control volume around each mesh node is defined. Vertices of each box

are defined by connecting the center of gravity of neighboring elements and the mid-points

of the common vertices (2D-model) or faces (3D-model) of those elements.

In order to compare the four model implementations, simulations were made for a two-

dimensional modelling domain with a 30◦ inclined slope consisting of an idealized isotropic

and homogeneous silty soil (Figure 3.1). The stability of this failure-prone slope has been

assessed using the LFS concept in previous studies (Lu et al., 2012; Shao et al., 2015). The

hydromechanical properties of the slope are given in Table 3.1. The considered boundary

conditions for the hydrological and the mechanical model are also shown in Figure 3.1.

For the hydrological model, a no-flow boundary condition was defined for the bottom and

the left boundary of the modelling domain. Initially, the slope was assumed to be in hy-

drostatic equilibrium with a horizontal 5 m deep (from the slope toe) groundwater table.

Accordingly, the right boundary below the groundwater table is a Dirichlet boundary with

a prescribed pressure. Above the water table, a no-flow boundary is assumed. The top

surface is a Neumann boundary condition with an infiltration rate equal to the rainfall rate.

Two steady-state rainfall intensities have been implemented on the slope surface. In the

first set of simulations, a low-intensity rainfall of 1 mm h−1 (20% of Ks) for 20 hours was
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used. In the second set of simulations, a high-intensity rainfall of 4 mm −11 (80% of Ks)

for 5 hours was used. For the mechanical model part, the top surface of the slope is a free

boundary without external load, while the left and right boundaries are specified to have

no displacement in the direction normal to the boundary (a so-called roller boundary). The

bottom is defined as a fixed boundary.

A cube mesh with an increasing grid size with depth was used to discretize the modelling

domain (Figure 3.1). Such an unevenly distributed grid size is able to describe the dynamics

of the hydromechanical processes that are expected to be most pronounced near the slope

surface while reducing the computational costs significantly without a negative impact on

the accuracy of the simulation results (Lu et al., 2012; Lu and Godt, 2013; Shao et al., 2014).

In the following, the analysis is focussed on a relatively small part of the modelling domain

indicated as the control area in Figure 3.1 and the associated cross-section A. This control

area was used to reduce the effects of the boundary conditions on the interpretation of the

simulation results (e.g. Zhang et al., 2011).

Figure 3.1: The geometry, boundary conditions, and discretization of the 2D, homogeneous
silty slope used to compare the four hydromechnical model implementations.

Table 3.1: Hydraulic and mechanical parameters of the simulated slope.

Symbol Parameter name Unit value
θs Saturated water content - 0.46
θr Residual water content - 0.034
Ks Saturated hydraulic conductivity m s−1 1.39E-6
α van Genuchten fitting parameter m−1 1.6
n van Genuchten fitting parameter - 1.37
γdry Dry unit weight kN m-1 20
E Young’s modulus MPa 10
ν Poisson’s ratio - 0.33
φ′ Effective friction angle ◦ 30
c′ Effective cohesion kPa 15
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3.3 Results and discussion

3.3.1 Fully coupled two-phase flow model with variable and constant

porosity

Figure 3.2 shows the development of the simulated LFS distribution for the 2D slope obtained

with the comprehensive fully coupled two-phase flow model for the low- and high-intensity

rainfall event. In this model, the poroelastic effects associated with variable pore pressure

and self-weight of the material have been considered. In order to study the importance of

considering poroelasticity for slope stability evaluation, the dynamics of the effective stress

for the two rainfall intensities are shown in Figure 3.3 for cross-section A of the hillslope.

Although the intensity of the two implemented rainfall events was different, the presented

times in Figure 3.3 were selected such that the total amount of infiltration is the same and

the simulation results for the two rainfall intensities can be compared directly. The resulting

changes in simulated porosity are presented in Figure 3.4.

Low-intensity rainfall High-intensity rainfall

[1 mm h−1] [4 mm h−1]

(a) (b)

(c) (d)

(e) (f)

Figure 3.2: The spatial and temporal variability of LFS for the 2D slope simulated with the
fully coupled two-phase flow model for low-intensity rainfall of 1 mm h−1 at (a) t= 0 h, (c)
t= 8 h, and (e) t= 20 h, and high-intensity rainfall of 4 mm h−1 at (b) t= 0 h, (d) t= 2 h,

and (f) t= 5 h.
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Since the LFS method does not consider any post-failure stress redistribution, all the sim-

ulation results are presented only until the LFS reaches the failure threshold of LFS = 1.0

at some position in the hillslope.

Low-intensity rainfall High-intensity rainfall
[1 mm h−1] [4 mm h−1]

(a) (b)

(c) (d)

(e) (f)

Figure 3.3: The simulated change in effective stress at cross-section A of the 2D silty slope
using the two-phase fully coupled model for low-intensity rainfall of 1 mm h−1 at (a) t= 0 h,
(c) t= 8 h, and (e) t= 20 h and high-intensity rainfall of 4 mm h−1 at (b) t= 0 h, (d) t= 2 h,

and (f) t= 5 h.

Figure 3.2 shows that the LFS gradually decreased near the slope surface with progressing

infiltration. The potentially unstable area with LFS near 1.0 first appeared near the slope

toe and expanded upwards with time. Figure 3.3 shows the simulated effective stress with

depth due to the bulk weight and the pore pressure distribution relative to the specified

effective stress in which the bulk density and the hydrostatic pore pressure distribution are

calculated based on the specified porosity of 0.46. It can be seen that the simulated effective

stress was lower than the specified value above a depth of about 5 meters, and became

higher below this depth. A positive change in effective stress indicates that the compressive

pressure due to self-weight was higher than the specified value. The initially specified value

considered a hydrostatic pore pressure that varies linearly with depth based on the constant

porosity. In a poroelastic medium, the porosity changes with depth and pore water pressure.
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In areas where the pore pressure overcomes the bulk weight, the porosity increased while the

porosity decreased in areas where the self-weight was higher than the pore pressure. Only

at the intersection of these two graphs, the pore pressure is equal to the initially specified

value. Accordingly, it is expected that the porosity decreases for areas with positive changes

in effective stress, which is consistent with the simulated results of Figure 3.4.

Low-intensity rainfall High-intensity rainfall
[1 mm h−1] [4 mm h−1]

(a) (b)

(c) (d)

(e) (f)

Figure 3.4: The dynamics of simulated porosity at cross-section A for the 2D silty slope
using the two-phase fully coupled model with low-intensity rainfall of 1 mm h−1 at (a) t= 0 h,
(c) t= 8 h, and (e) t= 20 h and high-intensity rainfall of 4 mm h−1 at (b) t= 0 h, (d) t= 2 h,

and (f) t= 5 h.

Similarly, the porosity is expected to increase in areas with a negative change in effective

stress. Infiltration of rainfall also caused a reduction of effective stress and an increase of

porosity near the surface. However, the overall changes in simulated porosity were rather

low. A maximum shift of +0.59% in porosity compared to the specified value of 0.46 was

observed near the slope surface at the end of the high-intensity rainfall. The maximum shift

in porosity during the low-intensity rainfall was +0.58%. However, the average difference

at cross-section A was only 0.08% for the top 7 meters and 0.37% for the top 1 meter

for both rainfall intensities. In the following, the focus is on the near-surface dynamics of

the pore water pressure and LFS due to rainfall infiltration, and the simulation results are
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presented for the upper 1 meter only. Here, all differences are relative to the results of the

comprehensive fully coupled model (i.e., (Xx – XF C)/XF C ∗100). Accordingly, positive

value shows an increase in the parameter compare to the equivalent value in the reference

fully coupled (FC) model and negative values represent a reduction.

The influence of considering poroelasticity on the pore water pressure and stability was

investigated by comparing the simulated pore water pressure, pw, and LFS for the compre-

hensive fully coupled two-phase flow model and the same model with a specified constant

porosity (Figures 3.5 and 3.6).

Low-intensity rainfall High-intensity rainfall Difference between two

coupling scenarios for

[1 mm h−1] [4 mm h−1] low- and high-intensity

rainfall

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.5: The simulated pw distribution at cross-section A of the 2D slope using the
two-phase fully coupled (2P-FC) model with variable and constant porosity for low-intensity

rainfall of 1 mm h−1 at (a) t= 0 h, (d) t= 8 h, and (g) t= 20 h and high-intensity rainfall of
4 mm h−1 at (b) t= 0 h, (e) t= 2 h, and (h) t= 5 h. The differences between the two model

implementations for low- and high-intensity rainfall are shown in panels (c),(f) and (i).
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The maximum difference between the simulated pw and LFS of the two model implementa-

tions occurred at the end of the high-intensity rainfall and near the soil surface. In this case,

the maximum differences in pw and LFS were about -10.1% and +2.0%, respectively. In case

of the low-intensity rainfall, the results showed a maximum difference of -2.1% in Pw and

+1.1% in LFS at the end of the event. The average difference along the cross-section at the

end of the high-intensity rainfall was only -0.8% and +0.2% for Pw and LFS, respectively.

Low-intensity rainfall High-intensity rainfall Difference between two

coupling scenarios for

[1 mm h−1] [4 mm h−1] low- and high-intensity

rainfall

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.6: The simulated LFS distribution at cross-section A of the 2D slope using the
two-phase fully coupled (2P-FC) model with variable and constant porosity for low-intensity

rainfall of 1 mm h−1 at (a) t= 0 h, (d) t= 8 h, and (g) t= 20 h and high-intensity rainfall of
4 mm h−1 at (b) t= 0 h, (e) t= 2 h, and (h) t= 5 h. The differences between the two model

implementations for low- and high-intensity rainfall are shown in panels (c),(f) and (i).

These values were -0.3% and +0.1% for Pw and LFS at the end of the low-intensity rain-

fall. These results suggest that the effect of an increasing effective hydraulic conductivity,

Keff , associated with the increase in porosity in the poroelastic model has overcome the
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effect of displacement, u, (see Equations (2.57) and (2.58)), which has resulted in a higher

pore pressure near the surface. The simulated results for a poroelastic fully coupled model

with constant hydraulic conductivity showed that the pore pressure at the above-mentioned

locations (results not shown) was less than the equivalent value in the model with constant

porosity. Consequently, this resulted in higher LFS values.

The simulation results show that the maximum differences between the two models occurred

in the region with transient processes, which is consistent with the results of Beck et al.

(2020). In this study, the transient zone is a small near-surface area where the maximum

variations in pore water pressure occur at the wetting front. Because of the different infil-

tration rates, there were differences in pore water pressure across the infiltration front. In

particular, the pore water pressure was higher for the high-intensity rainfall, which resulted

in a stronger increase in porosity. For this reason, the effect of not considering poroelastic

effects is more pronounced in the case of high-intensity rainfall. The higher pore water

pressure resulted in lower LFS in the simulated results of the model that considers poro-

elasticity. Overall, these results illustrate that the effect of considering poroelasticity and

the consequent influence on the variable pore water pressure as well as stability is relatively

small for the case of infiltration into a variably saturated hillslope.

3.3.2 Fully coupled vs. sequentially coupled models

In order to compare the simulation results for the fully coupled and sequentially coupled

(without iterations) two-phase flow model implementations, the simulated pore water pres-

sure, pw, for the low- and high-intensity rainfall events is shown in Figure 3.7 for the top

1 meter of cross-section A. The results show a maximum shift of –16% in Pw using the

sequentially coupled model in the middle of the high-intensity rainfall event. The resulting

differences in LFS are presented in Figure 3.8, where it can be seen that the associated dif-

ference in simulated LFS with the sequentially coupled model was +7.5% compared to the

fully coupled model. As expected from the results for pw, the maximum difference in LFS

also occurred in the middle of the high-intensity rainfall event. For the low-intensity rainfall

event, the sequentially coupled model showed a maximum difference of –6.3% for Pw and a

difference of +4.3% for the LFS. The average differences for the top 1 meter of cross-section

A during the high-intensity rainfall event were –1.5% and +0.3% for the simulated Pw and

LFS, respectively. The corresponding average differences for the low-intensity rainfall event



44 3.3. Results and discussion

were –0.4% and +0.2%, respectively. Again, the main differences between the model imple-

mentations occurred in a small region near the surface where the dynamic changes in pore

water pressure occurred. For depths below 1 m, the effect of the increased weight of the

overlying soil due to infiltration was below 0.01% for both pore water pressure and LFS.

Difference between two

Low-intensity rainfall High-intensity rainfall coupling scenarios for

[1 mm h−1] [4 mm h−1] low- and high-intensity

rainfall

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.7: The simulated pw distribution at cross-section A for the 2D slope using fully
coupled and sequentially coupled two-phase flow models (2P-FC and 2P-SC, respectively) with

low-intensity rainfall of 1 mm h−1 at (a) t= 0 h, (d) t= 8 h, and (g) t= 20 h and
high-intensity rainfall of 4 mm h−1 at (b) t= 0 h, (e) t= 2 h, and (h) t= 5 h. The differences

between the two model implementations for low- and high-intensity rainfall are shown in
panels (c),(f) and (i).

For both rainfall intensities, the slightly higher values of Pw simulated by the fully coupled

model are attributed to the consideration of the full interaction between the effective pore

pressure and volumetric strain within each time step. In case of the sequentially coupled

model with no iteration, the effect of variable pore pressure on the stress and strain distri-
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bution is considered in the same time step, but the feedback of the volumetric strain to the

pore pressure is only considered in the next time step.

Difference between two

Low-intensity rainfall High-intensity rainfall coupling scenarios for

[1 mm h−1] [4 mm h−1] low- and high-intensity

rainfall

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.8: The simulated LFS distribution at cross-section A for the 2D slope using fully
and sequentially coupled two-phase flow models (2P-FC and 2P-SC, respectively) with

low-intensity rainfall of 1 mm h−1 at (a) t= 0 h, (d) t= 8 h, and (g) t= 20 h and
high-intensity rainfall of 4 mm h−1 at (b) t= 0 h, (e) t= 2 h, and (h) t= 5 h. The differences

between the two model implementations for low- and high-intensity rainfall are shown in
panels (c),(f) and (i).

As discussed before, the observed differences are larger for the high-intensity rainfall event

because the gradients in pore water pressure are higher. These results are again consistent

with the findings of Beck et al. (2020), who showed that the maximum difference between

fully coupled and sequentially coupled models occurred in regions with transient processes

where large changes in pore water pressure occurred within a single time step. Even though

more reliable results are expected for the fully coupled model due to the more comprehen-
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sive interaction between the hydrological and mechanical model components, the results

presented here indicate that differences in pore water pressure and consequently instability

assessment obtained with these two coupling strategies are relatively minor.

It is interesting to note that the differences in simulated Pw and LFS between the fully-

and sequentially coupled model are higher than between the fully coupled model with and

without poroelastic changes. The smaller difference in the latter simulations is attributed to

the inverse effect of displacement, u, and effective hydraulic conductivity, Keff , on the pore

pressure in the fully coupled poroelastic model. More specifically, the increase in effective

porosity due to infiltration reduces the pore pressure and increases the effective hydraulic

conductivity, Keff . The latter results in a higher pore pressure, which might overcome the

overall effect of increased pore size and result in a reduced decrease or even an increase in

pore pressure.

3.3.3 Fully coupled two-phase vs. one-phase flow model (Richards’

equation)

Finally, the simulated results for the fully coupled two-phase flow model and the fully coupled

one-phase flow model (Richards’ equation) are compared. A difference between these two

models is in the number of required primary variables for solving the mass and momentum

balance equations of the hydraulic problem. Richards’ equation assumes that the gas phase

has no viscosity and is infinitely mobile and has a constant pressure equal to a reference value

(e.g., atmospheric pressure). Figure 3.9 and Figure 3.10 present the simulated pore water

pressure, Pw, and LFS for the two model implementations for the top 1 meter of cross-section

A for the low- and high-intensity rainfall events, as well as the relative differences between

the two models. Again, the results show a maximum difference between the two model

implementations at the end of the high-intensity rainfall event with a +97.2% and –21.5%

shift for Pw and LFS, respectively, compared to the fully coupled model. The maximum

difference reduced to about +53.7% and –11.9% for simulated Pw and LFS for the low-

intensity rainfall. It can also be seen that differences between the two model implementations

occurred in a smaller region near the slope surface in case of the high intensity-rainfall event.

For this reason, the average difference for the top 1 meter of cross-section A are relatively

similar (–9.5% and 1.9% for Pw and LFS at the end of the high-intensity rainfall and –8.2%

and 1.9% for Pw and LFS at the end of the low-intensity rainfall event).

These results indicate a larger difference between the results of these two model implemen-
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tations compared to the effect of simplifying poroelasticity and the use of different coupling

strategies. The observed differences in Figure 3.9 and Figure 3.10 are attributed to the

influence of pore air pressure, which is constant in the one-phase flow mode based on the

Richards’ equation. In a two-phase flow system of water and air, the air needs to move or

exit from the domain when rainfall infiltrates. Accordingly, downward movement of water

is delayed by increased pore air pressure, which leads to a reduction in flow and a lower rate

of increase in pore water pressure.

Difference between two

Low-intensity rainfall High-intensity rainfall coupling scenarios for

[1 mm h−1] [4 mm h−1] low- and high-intensity

rainfall

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.9: The simulated pw distribution at cross-section A for the 2D slope using fully
coupled two-phase and one-phase flow model using Richards’ equation (2P-FC and 1P-FC,

respectively) with low-intensity rainfall of 1 mm h−1 at (a) t= 0 h, (d) t= 8 h, and (g) t= 20
h and high-intensity rainfall of 4 mm h−1 at (b) t= 0 h, (e) t= 2 h, and (h) t= 5 h. The
differences between the two model implementations for low- and high-intensity rainfall are

shown in panels (c),(f) and (i).



48 3.3. Results and discussion

Difference between two

Low-intensity rainfall High-intensity rainfall coupling scenarios for

[1 mm h−1] [4 mm h−1] low- and high-intensity

rainfall

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.10: The simulated LFS distribution at cross-section A for the 2D slope using fully
coupled two-phase and the one-phase flow model using Richards’ equation (2P-FC and

1P-FC, respectively) with low-intensity rainfall of 1 mm h−1 at (a) t= 0 h, (d) t= 8 h, and
(g) t= 20 h and high-intensity rainfall of 4 mm h−1 at (b) t= 0 h, (e) t= 2 h, and (h) t= 5 h.

The differences between the two model implementations for low- and high-intensity rainfall
are shown in panels (c),(f) and (i).

This also explains the accumulation of water near the surface with time and therefore a

higher pore water pressure near the surface for the two-phase flow model. The lower pore

water pressure resulted in higher stability for each time and location for the two-phase flow

system. This higher stability when considering two-phase flow is consistent with the results

of Cho (2016). In case of high-intensity rainfall, the influenced area is closer to the surface

and smaller for the same amount of precipitation. This explains why more significant differ-

ences in the results of two models were obtained during the high-intensity rainfall event, and

why these differences are located in a smaller region closer to the slope surface. These results

suggest that the consideration of multiphase flow processes potentially is prudent for slope
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stability evaluation given that sufficient computational resources are available. However,

it is important to emphasize here that soil heterogeneity and the presence of macropores,

which are both ubiquitous in natural soils, are not implemented in this study. Especially, the

presence of macropores is expected to significantly improve soil aeration, and thus reduce

the effect of air entrapment on the infiltration process.

3.4 Conclusions

The findings of this chapter suggest that the largest difference relative to the comprehensive

poroelastic fully coupled model with two-phase flow occurred in areas with the highest

transient changes due to rainfall infiltration for all three simplified models. The simulation

results also showed that among the three simplifications, the reduction of the two-phase flow

system to a one-phase flow system using Richards’ equation resulted in the strongest impact

on the simulated LFS. The use of a rigid soil with no poroelasticity or a sequential coupling

approach with no iteration between the hydromechanical parameters had a relatively minor

impact on the simulated LFS. Overall, the simulated LFS in all three simplified models was in

acceptable agreement with the results of the comprehensive fully coupled model considering

two-phase flow. The largest difference between the considered model implementations and

the comprehensive fully coupled model occurred at areas with highest transient conditions

in the saturation and pore pressure which showed to be near the infiltration front. Whereas,

the instability occurred in fully saturated areas wherein the variation in saturation pore

pressure is relatively small. In such areas, the results of the different model implementations

showed the least variation compared to the reference model. Accordingly, it is expected that

the difference between the different model implementations in terms of defining the failure

initiation is smaller than the maximum demonstrated differences. However, it is important

to note that the model simulations become more computationally efficient when a rigid

porous media and one-phase flow based on Richards’ equation are used.





4
The effect of bedrock topography on

timing and location of landslide
initiation†

4.1 Introduction

Bedrock topography is known to affect subsurface water flow and thus the spatial distri-

bution of pore water pressure, which is a key factor determining slope stability. In this

chapter, the effect of bedrock topography on the timing and location of landslide initiation

is investigated using 2D and 3D hydromechanical simulations and the Local Factor of Safety

(LFS) method. In particular, the sequentially coupled model following Lu et al. (2012) with

a one-phase flow system (Richards’ model) and no poroelasticity is used. A set of synthetic

modelling experiments will be presented where water flow and slope stability are simulated

for 2D and 3D slopes with layers of variable thickness and hydraulic parameters. The analy-

sis will focus on the spatial and temporal development of water content, pore water pressure,

and the resulting LFS. The only differences in model implementations that will be consid-

ered in this chapter are the bedrock topography and the model dimension (2D versus 3D).

Other differences in model implementation discussed in Chapter 3 will not be considered.

4.2 Methodology

4.2.1 Set-up of the benchmark model

In this chapter, a sequentially coupled hydromechanical model without iterations and a one-

phase (water) flow system (Richards’ model) and no poroelasticity following Lu et al. (2012)
†This chapter is adopted from a journal article: Moradi S, Huisman JA, Class H, Vereecken H (2018)

The effect of bedrock topography on timing and location of landslide initiation using the Local Factor of
Safety concept. Water 10: 1290, DOI 10.3390/w10101290.
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(Figure 4.1) has been implemented in COMSOL Multiphysics [COMSOL Inc, Stockholm,

Sweden], which facilitates coupling of flow and transport and mechanical processes in porous

media. In a first step, a set of 2D and 3D benchmark simulations was performed. For this,

the 30◦ slope and silty soil of Lu et al. (2012) were used with the model parameters provided

in Table 4.1 (Figure 4.2). The 3D model extended 10 m in the z-direction (Figure 4.2b).

Following Lu et al. (2012), the Mualem-van Genuchten functions (Equation (2.11)) were

used to describe the water retention and hydraulic conductivity of the slope. The entire

domain of this benchmark simulation was homogeneous and considered to be in hydrostatic

equilibrium with a groundwater table at a depth of 15 m initially. At the surface, an

infiltration boundary condition was used and the remaining lateral and bottom boundaries

were no-flow boundaries.

The selection of appropriate boundary conditions for the mechanical model plays an im-

portant role in the distribution and development of internal stresses of a slope (Shen and

Karakus, 2014; Zhang et al., 2011). In field applications, they should be carefully selected

based on the condition that best matches reality. In this synthetic modelling study, it is

assumed that there is no displacement in the normal direction for the bottom and lateral

boundaries of the model domain (i.e. so-called roller boundary conditions). For the 3D

simulations, roller boundary conditions were also used for the side end faces of the model.

This implies that there is no in-plane shear restraint and the effect of shear resistance is

removed for the two faces (Shen and Karakus, 2014; Zhang et al., 2011).

Figure 4.1: Workflow of the rigid, non-iterative sequentially coupled hydromechanical model
following Lu et al. (2012).
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With this choice of boundary conditions, the 2D and 3D stress distribution are expected to

match for homogenous 2D and 3D slopes with identical water content and pressure head

distribution. Moreover, there is no load or constraint implemented on the slope surface

and therefore it is considered to be a free boundary. This model set-up provides the best

opportunity to compare the effect of transient water content distribution on stability in 2D

and 3D simulations with the coupled hydromechanical framework of Lu et al. (2012). To

reduce the effect of the boundary conditions on all stability assessments, the computation

domain was nevertheless extended considerably beyond the area of interest (Figure 4.2) and

all results are reported for only a part of the simulation domain (i.e. the control area), which

is indicated by the dark grey area in Figure 4.2. As discussed in Chapter 3, both 2D and

the 3D simulation domains were discretized using an increasing mesh size with increasing

distance from the soil surface (Figure 4.2a) to increase the computational efficiency without

a negative effect on the accuracy of the modelling results (Lu et al., 2012; Lu and Godt,

2013; Shao et al., 2014).

(a) (b)

Figure 4.2: (a) The geometry, FEM mesh, and boundary conditions of the 2D benchmark
model, and (b) the geometry of the 3D benchmark model. The set-up and parameterization of

the benchmark model is based on the slope geometry and silty soil used in Lu et al. (2012).

Table 4.1: Soil model parameters for the benchmark models.

Symbol Parameter name Unit value
θs Saturated water content - 0.46
θr Residual water content - 0.034
Ks Saturated hydraulic conductivity m s−1 1.39E-6
α van Genuchten fitting parameter m−1 1.6
n van Genuchten fitting parameter - 1.37
γdry Dry unit weight kN m−1 20
E Young’s modulus MPa 10
ν Poisson’s ratio - 0.33
φ′ Effective friction angle ◦ 30
c′ Effective cohesion kPa 15
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4.2.2 Numerical experiments

In order to study the effect of variable bedrock topography, a two-layer slope was created

that represents less permeable bedrock covered by a 2 m thin more permeable sandy loam

layer. The general properties of the slope and soil layers are based on the study of Shao

et al. (2015) and are summarized in Table 4.2. In this set of simulations, the Brooks-Corey

functions for water retention and hydraulic conductivity were used as in Shao et al. (2015).

Three different bedrock topographies were considered for 2D simulations (Figure 4.3). Slope

A has an equal soil layer depth along the slope, whereas slope B1 and B2 have variable

bedrock topography. In order to magnify the effect of bedrock topography, a rather simple

and extreme bedrock surface with only two features was used. One feature represented

areas with shallow bedrock and a thin soil layer, and the second feature represented bedrock

depressions with a thicker soil. The difference between slope B1 and B2 is the position of

these two features, where shallow bedrock is positioned downslope in slope B1 and upslope

in slope B2. In all three slopes, the overall area and thus the storage volume of each layer

was the same.

In a next step, one of the 2D slopes with variable bedrock topography (slope B1) was

extended to a 3D slope. For this, again two different scenarios were considered (slope C and

D, Figure 4.4). For slopes C and D, the mid-cross sections along the length of the slope

(see mid-slope cross-section I in Figure 4.4) were the same as for slope B1. However, the

extension of the features in z-direction was larger for slope C than for slope D. As in the

case of slope B1, the upper feature represented a bedrock depression while the lower feature

represented a bedrock outcrop.

Table 4.2: Soil model parameters for the 2D and 3D numerical experiment (Slope A-D).

value for value for
Symbol Parameter name Unit top layer base layer

sandy loam clay
θs Saturated water content - 0.412 0.385
θr Residual water content - 0.041 0.090
Ks Saturated hydraulic conductivity m s−1 7.20E-6 1.67E-7
αBC Brooks-Corey fitting parameter m−1 0.068 0.027
nBC Brooks-Corey fitting parameter - 0.322 0.131
γdry Dry unit weight kN m−1 15.5 15.5
E Young’s modulus MPa 10 10
ν Poisson’s ratio - 0.35 0.35
φ′ Effective friction angle ◦ 35 35
c′ Effective cohesion kPa 5 5
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To obtain more realistic initial conditions compared to the benchmark model, a spin-up

period of 20 years with a constant low-intensity rainfall of 600 mm per year was used.

The resulting water content and pressure head distributions were then used as the initial

condition for the simulation of rainfall events (Shao et al., 2015). In this chapter, two

different event rainfalls with the same precipitation amount but different intensity were

implemented to study the effect of soil layering and bedrock topography on slope stability.

The first simulated rainfall event was a high-intensity event (relative to Ks) with 20 mm per

hour for 15 hours, and the second rainfall event was a low-intensity event with 2 mm per hour

for 150 hours. The high intensity is about 77% of the Ks of the top layer, whereas the low

intensity is 7.7% of this Ks. However, both rainfall intensities are higher than the Ks of the

bottom (bedrock) layer. In the following, these two rainfall events are implemented on slope

A, B1, and B2 and the results are compared. For comparing the 2D and 3D simulations,

the high-intensity rainfall event was used. The boundary conditions in these numerical

experiments were slightly modified relative to the benchmark model. In particular, water

can flow out of the slope domain through the upper-right side boundary (seepage boundary

in Figures 4.4d and 4.4e). Moreover, the top boundary is defined to be a mixed boundary

where rainfall is infiltrated until the pore water pressure exceeds the pore air pressure after

which water can flow out of the surface as in a seepage face. The water leaving the domain

in this way will be referred to as surface run-off, although it is important to realize that

surface water routing and re-infiltration were not considered here.

Slope A Slope B1 Slope B2

(a) (b) (c)

Figure 4.3: The geometry, boundary conditions, and FEM mesh of 2D slopes with two
layers of (a) constant layer thickness (Slope A) following Shao et al. (2015), and (b, c)

variable layer thickness (Slopes B1 and B2).
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Slope C and D Slope C Slope D

(a) (b) (c)

Slope C and D Slope C

Cross-section I Cross-section II

(d) (e)

Figure 4.4: (a) The surface geometry of the 3D slopes, (b) and (c) the bedrock topography of
the 3D slopes C and D, (d) cross-section I through the 3D slope with boundary conditions,

and (e) cross-section II through the 3D slope. Arrows are used to indicate dimensions.

4.3 Results and discussion

4.3.1 Results for the benchmark model

The simulated LFS for the 2D and 3D implementations of the coupled hydromechanical

model in COMSOL for the benchmark model are shown in Figure 4.5. It can be seen that

the 2D implementation (Figure 4.5c) matches well with the previously published results of

Lu et al. (2012) (Figure 4.5a), especially near the surface where it is most relevant for slope

stability assessment. The results of the 3D implementation of the LFS concept are presented

in Figure 4.5b, and a mid-slope cross-section is provided in Figure 4.5d. The results for the

cross-section of the 3D model and the 2D model agree very well, which verifies this first 3D

implementation of the LFS concept. As expected, no variation in z-direction was observed
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for the selected mechanical boundary conditions. It is important to note that LFS tends to

decrease with depth in both 2D and 3D simulations. This is a consequence of the Mohr-

Coulomb description of linear elastic materials and is due to reduction in the contribution

of effective cohesion in soil shear strength, while the total stress grows with depth and the

frictional term becomes greater (Equations (2.62) and (2.63)). The limit value of LFS at

infinite depth for slopes with no external load and no tectonic stresses can be obtained from

Equation (2.63) as:

LFSmin = 1 + ν

1 − ν
sin φ′ (4.1)

For the values of ν and φ′ used in this study (see Table 4.1 and Table 4.2), the limit value

of LFS does not go below the stability threshold of LFS � 1. Nevertheless, the focus in this

study will be on the temporal development of the near-surface LFS distribution since this is

where hydrology is expected to affect slope stability. In the following sections, both the 2D

and 3D implementation of the LFS concept will be used to explore the effect of layer depth

on the stability assessment of variably saturated hillslopes in response to different types of

rainfall events.

2D model 3D model

(a) (b)

(c) (d)

Figure 4.5: The simulated LFS distribution of (a) Lu et al. (2012), and the COMSOL
implementation in (c) 2D, (b) 3D, and (d) a cross-section through the 3D model.
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4.3.2 Results of the 2D numerical experiments

Figure 4.6 and Figure 4.7 present the dynamical development of the soil water content

distribution in slope A, B1, and B2 during the high-intensity and the low-intensity rainfall

event, respectively. In these two figures, the distributions at t = 0 h show the initial water

content distribution for the event rainfall after a spin-up period with 20 years of long-term

rainfall of 600 mm per year. It can be seen that the saturated area extended into the top

layer at the toes of all slopes. In the slopes with variable soil thickness, saturated conditions

also occurred in the bedrock depressions. In the case of the high-intensity rainfall event, the

fully saturated area at the slope toe of slope A gradually developed and extended upward

along the slope (Figures 4.6a to 4.6c). The soil water content of slope A developed in a

similar manner for the low-intensity rainfall event. However, a more clearly defined perched

water table developed after the infiltrated water reached the bedrock, which suggests that

lateral flow plays a more important role in this case. Due to the more complex bedrock

topography, the soil water content distribution developed differently in slopes B1 and B2.

In the case of the high-intensity event, fully saturated areas in the upper layer of these slopes

were established faster and appeared both on the slope toe as well as above the bedrock

with a thin soil layer. This fully saturated area then grew upwards and downwards until the

entire slope was saturated (Figures 4.6d to 4.6i).
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Figure 4.6: The temporal development of the soil water content distribution for a 15 hour
rainfall event with an intensity of 20 mm per hour for the 2D slope with constant soil depth

(slope A) at (a) t= 0 h, (b) t= 7 h, and (c) t= 15 h, and the 2D slopes with variable soil
thickness (Slopes B1 and B2) at (d,g) t= 0 h, (e,h) t= 7 h, and (f,i) t= 15 h.
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In the case of the low-intensity event, infiltrated water was redistributed more strongly along

the bedrock interface. Therefore, the areas with thin soil did not saturate earlier than other

parts of the slope, as was observed for the high-intensity rainfall (Figure 4.7i). The difference

between slope B1 and B2 was more pronounced for the high-intensity rainfall. In particular,

the perched groundwater table associated with the shallow bedrock near the slope toe in

case of slope B1 reached the surface and created a larger saturated area than in the case of

slope B2.
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Figure 4.7: The temporal development of the soil water content distribution for a 150 hour
rainfall event with an intensity of 2 mm per hour for the 2D slope with constant soil depth
(slope A) at (a) t= 0 h, (b) t= 70 h, and (c) t= 150 h, and the 2D slopes with variable soil

thickness (Slopes B1 and B2) at (d,g) t= 0 h, (e,h) t= 70 h, and (f,i) t= 150 h.

Figure 4.8 and Figure 4.9 present the net fluxes into and out of the control area through

different boundaries of the model domain for the different slopes and the two rainfall in-

tensities. In the case of the high-intensity rainfall, the net infiltration (inflow – outflow,

Figure 4.8b) along the surface boundary matched the rainfall rate at the start of the sim-

ulation. It can also be seen that the infiltration rate for slope A reduced later than for

the slopes with variable soil thickness, so that the total amount of infiltration was higher

for slope A. The difference between the net infiltration and rainfall is converted to surface

run-off (Figure 4.8f). Figure 4.8 also shows that the maximum seepage rate from the right

side boundary was larger for slope A but started to increase later compared to the other two

slopes. The outflow from the bottom and left side boundaries of the control area behaved

in a similar manner. The difference in the timing of reduced infiltration and the start of the
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increased outflow is consistent with the water content distribution presented in Figure 4.6,

where saturation occurred earlier and in a larger area of the slopes with variable soil thick-

ness. The earlier saturation prevented more infiltration, and this explains the lower seepage

and outflow rates and cumulative amounts for slopes B1 and B2. For the case of the low

intensity rainfall (Figure 4.9), the differences in boundary fluxes are much less pronounced.

However, the larger extent of the saturated area due to the shallow bedrock near the slope

toe in slope B1 resulted in an earlier reduction of net infiltration (Figure 4.9b) and earlier

surface seepage (Figure 4.9d).

(a) (b)

(c) (d)

(e) (f)

Figure 4.8: (a) Definition of boundaries of the control domain, (b) net infiltration rate into
slope A, B1, and B2, (c) outflow at different boundaries of the control area of slope A, (d)

outflow at different boundaries of the control area of slope B1, (e) outflow at different
boundaries of the control area of slope B2, (f) surface run off of slope A, B1, and B2 as a

function of time for the 15 h rainfall event with an intensity of 20 mm h−1.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.9: (a) Definition of boundaries of the control domain, (b) net infiltration rate into
slope A, B1, and B2, (c) outflow at different boundaries of the control area of slope A, (d)

outflow at different boundaries of the control area of slope B1, (e) outflow at different
boundaries of the control area of slope B2, (f) surface run off of slope A, B1, and B2 as a

function of time for the 150 h rainfall event with an intensity of 2 mm h−1.

In summary, these simulations show that bedrock topography and soil layering define the

groundwater level and the water content distribution of the soil, and thus the saturation-

prone areas along the slopes. However, the position and extent of the saturated areas was

found to depend strongly on the rainfall intensity. The part of the slope with thinner soil

tended to get saturated earlier than other parts of the slopes in the case of high-intensity

rainfall due to the dominance of vertical flow. For low-intensity rainfalls, lateral redistribu-

tion of water played a more important role and areas with shallow bedrock did not saturate

earlier than other parts of the slope. The increased importance of lateral flow also resulted

in a higher sensitivity of the water content distribution and therefore the spatial pattern of
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stability to the position of bedrock features along the slope.

The difference in the water content development of the 2D slopes also resulted in different

LFS predictions. The temporal evolution of the LFS for these slopes is shown in Figure 4.10

and Figure 4.11 for the high-intensity and low-intensity rainfall event, respectively. The

black contour lines indicate the near-surface zone with an LFS below 1. It can be seen in

Figure 4.10 that the shape and location of the potentially unstable zone were different in

slope A, B1, and B2 for the high-intensity rainfall. The potential time of failure initiation was

also earlier for slopes B1 and B2. In slope A with constant soil thickness, the failure-prone

zone developed from the slope toe and expanded upward with increasing water content of the

top layer. In contrast, the failure-prone zones of slopes with variable bedrock topography

initiated directly within regions with shallower soil as well as the slope toe, where high

saturation and pore water pressure appeared first. The potential failure area with LFS <

1.0 was higher for slopes B1 and B2 than for slope A at all times of the intensive rainfall

event, although the overall area of the topsoil layer and thus soil water storage was the same

in all slopes.

Rainfall event = 20 [mm h−1]

t= 7 h t= 15 h

Sl
op

e
A

(a) Aunstable = 0.03 m2 (b) Aunstable = 0.38 m2

Sl
op

e
B

1

(c) Aunstable = 0.05 m2 (d) Aunstable = 0.87 m2

Sl
op

e
B

2

(e) Aunstable = 0.20 m2 (f) Aunstable = 1.20 m2

Figure 4.10: The temporal development of the LFS distribution for a 15 hour rainfall event
with an intensity of 20 mm h−1 for the 2D slope with constant soil depth (slope A) at (a) t=
7 h and (b) t= 15 h and the 2D slope with variable soil thickness (Slopes B1 and B2) at (c,e)

t= 7 h and (d,f) t= 15 h. Black contour lines indicate areas with LFS < 1.0.
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Figure 4.11: The temporal development of the LFS distribution for a 150 hour rainfall
event with an intensity of 2 mm h−1 for the 2D slope with constant soil depth (slope A) at (a)
t= 70 h and (b) t= 150 h and the 2D slope with variable soil thickness (Slopes B1 and B2) at

(c,e) t= 70 h and (d,f) t= 150 h. Black contour lines indicate areas with LFS < 1.0.

These simulation results clearly illustrate that bedrock topography influenced water content

development and stress distribution. In particular, the vulnerable zone appeared faster in

the slope with variable bedrock topography, and occurred at locations associated with a thin

soil cover. For the low intensity rainfall, the lateral redistribution of subsurface flow played

a more important role and provided a rather similar water content distribution along the

slope surfaces that consequently resulted in more similar size and position of failure-prone

areas in all three slopes. Here, the potential failure zone initiated and developed at the slope

toe and the depth to bedrock did not strongly influence this area. A comparison of the area

of the potential failure zone for each slope (Aunstable in Figure 4.10 and Figure 4.11) shows

that for the same amount of rainfall, the more intensive rainfall resulted in a larger unstable

zone, which is consistent with the results of Schiliro et al. (2015). In contrast to previous

studies (Lanni et al., 2013), these simulation results suggest that instability is not initiated

in bedrock macro-topographic depressions. The more intensive rainfall first influenced the

pore pressure of the near surface areas and areas with shallow soil, and the vulnerable

zones expanded into the area with bedrock depressions from here. Less intensive rainfall

resulted in more dominant lateral flow along the bedrock interface, which disconnected the
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occurrence of failure-prone zones from the bedrock topography. Of course, preferential flow

was not considered here. It can be anticipated that the main findings presented here would

be similar if preferential flow is assumed to be prevalent along the entire hillslope (as in Shao

et al. (2015)). However, if preferential flow mainly occurs in areas with bedrock depressions

and it would be able to directly bypass the soil and reach the bedrock quickly, this could

have a significant impact on the results presented here.

4.3.3 Results of the 3D numerical experiments

Figure 4.12 compares the simulated water content distribution for the 2D slope with variable

layer thickness (slope B1) with the mid-slope cross-sections of the two 3D slopes (slopes C

and D). It can be seen that the initial extent of the saturated area obtained after a spin-up

period is highest in the 2D slope B1 (Figure 4.12a, t= 0), whereas the extent of the saturated

area at t= 0 h is lowest in Slope D with the smaller-sized bedrock depression (Figure 4.12g).

After the start of the high-intensity rainfall event, the top layer was saturated first in the

region with shallow bedrock for all three slopes. However, the fully saturated area appeared

first in the 2D model (slope B1) followed by slope C and D, respectively. Figure 4.13 com-

pares the simulated water content distribution for slope A and cross-section II of slope C

(see Figure 4.3a). Although the initial water content distribution at t= 0 h is nearly the

same, the saturated area appeared faster and showed a larger extent in cross-section II of

slope C. The magnitude of the fluxes through the boundaries of the control area of Slopes

B1 and D, which showed the biggest differences in water content development, are presented

in Figure 4.14. Infiltration into the control area of slope B1 started to decrease earlier than

for slope D, and the total amount of infiltration also is smaller for slope B1. In addition,

seepage from the surface and outflow from the other boundaries of the control area started

earlier in slope B1. Since less water infiltrated into the saturated slope B1 (Figure 4.14b),

the overall amount of outflow is lower than for slope D. These differences are related to the

fact that water can flow around the convex bedrock outcrop in the 3D simulations, which is

obviously not possible in the 2D model. The lack of flow divergence in the 2D slope caused

the control area of slope B1 to saturate faster, which caused more flow out of the control

area. For the 3D simulations, the flow divergence around the bedrock outcrop caused an

increase in the extent of the saturated area in cross-section II.
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Figure 4.12: The temporal development of soil water content of the 2D slope with variable
bedrock topography (Slope B1) for (a) t= 0 h , (b) t= 7 h, and (c) t= 15 h , the mid-slope

cross-section I of the 3D slope C for (d) t= 0 h , (e) t= 7 h, and (f) t= 15 h and the
mid-slope cross-section I of the 3D slope D for (g) t= 0 h, (h) t= 7 h, and (i) t= 15 h after

the start of the intensive rainfall event with 20 mm year−1.
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Figure 4.13: The temporal development of soil water content for a 15 hour rainfall event
with an intensity of 20 mm h−1 for the 2D slope with constant soil depth (slope A) at (a) t=
0 h, (b) t= 7 h, and (c) t= 15 h and cross-section II of slope C, at (d) t= 0 h, (e) t= 7 h,

and (f) t= 15 h.
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(a) (b)

(c) (d)

Figure 4.14: (a) Definition of boundaries of the control domain, (b) infiltration into 2D
slope B1 and 3D slope D, (c) outflow at different boundaries of the control area of slope B1,

and (d) outflow at different boundaries of the control area of slope D as a function of time for
the 15 hour rainfall event with an intensity of 20 mm h−1.

In Figure 4.15, the predicted LFS of the 2D slope B1 and the mid-slope cross-section I of the

3D slopes C and D are compared. It can be seen that the most vulnerable zones appeared

first above the shallow bedrock for all three slopes as well as at the slope toe. In terms of

timing, the vulnerable zones initiated first in the 2D slope B1, and afterwards in slope C and

then in slope D. The extent of the unstable area at the end of the intensive rainfall (t = 15 h)

was also the largest for the 2D slope B1. It is also of interest to compare the development of

the LFS distribution for the 2D slope A and cross-section II of the 3D slope C (Figure 4.16).

Here, it can be seen that flow divergence in the 3D model led to a larger unstable area

as compared to the 2D model. These results clearly show how 2D and 3D simulations of

hydromechanical processes may result in different stability assessments depending on the

slope morphology and layering within the soil domain. However, the stability of actual

3D slopes may be higher than shown here because of the importance of the mechanical

boundary conditions for the end faces in z-direction. In addition, the direction of the shear

stress tensor has not been considered here, and could lead to additional differences in failure

surfaces for 2D and 3D models.
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Figure 4.15: The temporal development of the LFS distribution after start of the intensive
rainfall event with 20 mm h−1 at t= 7 h and 15 h for (a,b) slope B1 with variable bedrock

topography, (c,d) cross section I of the 3D slope C, and (e,f) cross section I of the 3D slope D.
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Figure 4.16: The temporal development of the LFS distribution after the start of the
intensive rainfall event with 20 mm h−1 at t= 7 h and 15 h for (a,b) slope A with constant

soil depth, and (c,d) cross-section II of 3D slope C.
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4.4 Conclusions

The findings of this chapter suggest that depending on the slope morphology and inhomo-

geneity within the soil domain, 2D simulations could result in under- or overestimation of

water pressure and stress distribution within a specific cross-section of the domain which

consequently influences the calculation of the slope stability. The three-dimensional physics-

based numerical model of this study is able to consider the effect of the spatial distribution

of slope morphology, material properties and soil depth on transient water flow and material

stress distribution, and thus can provide a more realistic assessment of slope stability.



5 Model implementation on an actual
failure-prone hillslope‡

5.1 Introduction

The aim of this chapter is to implement the previously verified one-way coupled hydro-

mechanical model of Lu et al. (2012) (see Chapter 4) on an actual failure-prone hillslope with

complex morphology and spatially variable material properties. The study site is located in

the Dollendorfer Hardt, near Bonn, Germany. This site has been investigated in a range of

previous studies. The slope geometry was obtained from a high-resolution Digital Elevation

Model (DEM), and subsurface layering was derived from geophysical site characterization.

The results of the hydromechanical simulations will be compared to available groundwater

level measurements and near-surface soil water content measurements obtained from an in-

situ wireless sensor network. In a final step, the implemented model will be used to predict

slope stability for hypothetical rainfall events.

5.2 Materials and methods

5.2.1 Study site

In order to evaluate the ability of the coupled hydromechanical model to provide meaning-

ful simulations for an actual failure-prone hillslope, a hillslope in the Dollendorfer Hardt

(Figure 5.1) located 16 km south-east of Bonn in the Siebengebirge, Germany was selected.

The lithology of the area is characterized by Devonian shales on which Tertiary sediments
‡This chapter is adopted from a journal article: Moradi S, Heinze T, Budler J, Gunatilake T, Kemna A,

Huisman JA (2021) Combining site characterization, monitoring andhydromechanical modelling for assessing
slope stability. Land 10(4), 423, DOI 10.3390/land10040423.
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are deposited. These lithological layers are partly overlain by basaltic and trachytic tuffs.

It is known that at least two major landslides occurred at the Dollendorfer Hardt test site

in the past 100 years (1958 and 1972), and less strong movement has also been observed

(Hardenbicker, 1994). The scars of these two landslides have an area of about 3 ha located

at a steep (up to 35-40◦) south-facing hillslope with a river at the valley bottom. The most

defined scar is seen in the uppermost part of the landslide zone (Figure 5.2), and is a result

of a rotational movement. Relatively undisturbed rotational blocks can be identified in the

landslide mass in the upper part of the slope (Schmidt, 2001), which then convert to a mass

flow area in the middle part of the slope (transport zone). The translational mass has been

deposited in the debris zone in the lower part of the slope up to the river with little to no

inclination (Hardenbicker, 1994; Weber, 1991). This mass consists mostly of trachytic tuff

and clayey sediments from the Tertiary. The first landslide additionally contains loess from

the Quaternary loess cover. The slope is naturally covered in forest consisting mainly of

beech trees (Fagus sylvatica).

Figure 5.1: Location of the study area near Bonn, Germany (Google, 2019).

There is anecdotal evidence that attributes the initiation of the first major landslide to the

construction of a path at the upper part of the current scar area. However, the triggering

factor still is believed to be related to intense rainfall (Schmidt, 2001). Previous studies

have provided evidence of regular slope movement in the middle part of the scar area using

inclinometers and tiltmeters (Figure 5.3). In particular, movement of about 3 cm m−1

per year was recorded for the transport zone in “extraordinary wet conditions” in spring
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when heavy rainfall coincided with high groundwater levels (Schmidt, 2001). In addition,

continuous soil creep of small magnitude on the order of a few mm m−1 per year was

observed in the transport zone. Schmidt (2001) attributed the vulnerability of the site for

slope instability to the specific geological setting of the area with an abundance of clay-rich

soil layers. This also explains the reported elastic swelling/shrinking of the lower rotational

block of the scar zone and the elastic movement associated with groundwater level changes

in the debris zone (Schmidt, 2001).

(a) (b)

(c) (d)

(e) (f)

Figure 5.2: (a) DEM of the landslide scar area with locations where the photos shown in
panels (b)-(f) were taken (Photos by: Jochen Schmidt).

The landslide area of the Dollendorfer Hardt has been monitored and characterized in a

range of previous studies. Holler (1998) and Bichler (2001) carried out a series of shallow

drillings that provided information about the lithology and soil layering as well as soil prop-
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erties. Schmidt (2001) presented a comprehensive study about the history of landslides and

the geology of the study site, and also provided useful information about hydromechanical

properties of the different lithological materials. The database containing the data from

these studies (Ingenpass, 2000; Nienhaus, 1990; Rogozia, 2000; Schegiewal, 1972) has been

recovered for the work in this chapter. Figure 5.3 summarizes the measurement equipment

used by Schmidt (2001) to determine soil layering and to monitor groundwater fluctua-

tions and slope movement. A geomorphological map and a high-resolution Digital Elevation

Model (DEM) of the site (Kataster- und Vermesungsamt, Stadt Bonn) were also available

for the current study.

Figure 5.3: Combined lithological and geomorphological map of the Dollendorfer Hardt site
with locations of groundwater gauges and slope measurement equipment (from Schmidt

(2001)).
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Within the context of the CMM-SLIDE project (Characterization, Monitoring, and Modell-

ing of landslide-prone hillslopes) in cooperation between the Forschungszentrum Jülich

GmbH and the University of Bonn (Huisman et al., 2019), more monitoring equipment

was installed in the Dollendorfer Hardt landslide area and geophysical site characterization

was performed by the Geophysics section of the University of Bonn (Figure 5.4). More

specifically, geophysical surveys were performed to detect layer boundaries and to determine

the depth to the bedrock (see Section 5.2.2 for more details). This geophysical site charac-

terization was focused on the scar and transport zone (Figure 5.5), as this part of the site

was expected to be more failure-prone than the relatively flat debris zone.

Figure 5.4: Location of twenty SoilNet nodes on a DEM of the Dollendorfer Hardt site.
Locations of groundwater gauges are also shown. Copyright by Geobasis NRW 2017 -

Geobasisdaten der Kommunen und des Landes NRW.
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To characterize spatial variability of near-surface soil water content, the wireless soil moisture

sensor network SoilNet (Bogena et al., 2010) was installed at the Dollendorfer Hardt test

site in August 2016. The installed network consisted of 20 SoilNet nodes (Figure 5.4). The

locations of the nodes were chosen in such a way that sufficient spatial coverage was achieved.

At each location, six SMT100 sensors (Truebner GmbH, Neustadt, Germany) were installed

horizontally at depths of –0.05, –0.20 and –0.50 m. Two sensors at each depth were used

to increase the measurement volume and to allow the measurement quality to be checked.

The operating principle of the SMT100 sensor and the calibration approach for determining

the relative dielectric permittivity from the sensor response are described in Bogena et al.

(2017). The measured soil permittivity was then converted to soil water content using the

petrophysical relationships of Robinson et al. (2005) and Roth et al. (1990) that showed the

best agreement for the fine-grained and coarse-grained soil samples, respectively (Huisman

et al., 2019). Soil moisture measurements were made from 08.2016 to 07.2018.

5.2.2 Model set-up

Geometry from geophysical characterization

To investigate the extent of the lithological layers in the study area, ten seismic refraction

profiles (Figure 5.5a) were acquired between September 2015 and January 2017 (Huisman

et al., 2019). The measurement profiles had lengths between 50–150 m with a geophone

spacing varying between 1 m and 2.5 m for the different profiles. The refracted seismic

waves were generated by strikes with a 5 kg hammer close to each geophone. For a good

signal to noise ratio, ten strikes per geophone were stacked. Signals were recorded with a

SUMMIT II Compact (DMT-Group, Essen, Germany). The maximum recording time was

350 ms. The data was processed and analyzed using the software ReflexW (J. Sandmeier,

Karlsruhe, Germany). A bandpass filter was applied to cut frequencies below 10 Hz and

above 150 Hz. First arrivals were picked and an inversion was performed using regular grids

with a grid spacing of one quarter or less of the geophone distance.

The results for the first arrival of the refracted seismic waves indicated a three layer case.

The inversion results (Figure 5.5b) suggest that the seismic wave velocity range associated

with the three layers are < 300 m s−1, 400-600 m s−1 and > 800 m s−1. These layer velocities

were consistently found in all measured profiles. Based on the seismic data and additional

core drilling data from Schmidt (2001) and literature values for the rock and mineral types
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(Reynolds, 1997; Schön, 2011), the three different layers were interpreted (Figure 5.5c) as

follows (Huisman et al., 2019):

• a top layer consisting of clayey sediments, trachyte tuff and loess, transported and

mixed by the landslides;

• an intermediate layer of Tertiary sediments consisting of sand, silt and clay;

• a base layer of Devonian bedrock, strongly weathered at the top.

The seismic measurements also indicated isolated sand structures within the Tertiary sedi-

ments. Furthermore, the thickness of the Tertiary sediments was found to decrease downhill

and disappeared completely within the transport zone. This can be explained by the abrasive

character of the former landslides, so that the originally deposited sediments were eroded

and replaced by deposited landslide mass. In the transport zone, the shear surface thus

corresponds to a lithological boundary and could be identified as such in the refraction seis-

mic. In the upper part of the rotational landslide, the shear plane lies within the Tertiary

sediments and therefore cannot be determined by refraction seismics (Hardenbicker, 1994;

Schmidt, 2001). Based on previous studies, the upper layer is assumed to be temporally

instable and thus prone to landslides (Schmidt and Dikau, 2005). A similar layering was

found on the adjacent slopes. This supports the assumption that only the upper layer of

tuff and parts of the Tertiary sediments were transported and mixed by the landslides.

Since the results of refraction seismics were particularly useful for identifying lithological

boundaries, they were combined with the borehole data from previous studies (Schmidt,

2001) to generate a three-dimensional underground model of the test site. For this purpose,

the wave velocities of 300 m s−1, 600 m s−1 and 800 m s−1 were selected as limit values

for the lithological layers and the position of the interfaces were digitized in the tomograms.

The interfaces were then georeferenced and converted to absolute depths using the digital

terrain model with a spatial resolution of 1 m2. The point clouds were entered into the open

source software GrassGis (GrassGis Development Team, 2017) and interpolated to surfaces

using the built-in algorithm for inverse distance weighting. From this, a volume model

of the investigated area was created, which contains all collected lithological information

(Figure 5.5d).
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(a)

(b)

(c)

(d)

Figure 5.5: (a) The measurement profiles of seismic refraction at Dollendorfer Hardt test
site. Accordingly, (b) is an exemplary tomogram of seismic wave velocities in the seismic
profile section, (c) defines the type of soil layers verified by information of the previous

studies and (d) is the 3D terrain model based on recorded seismic profiles and the recovered
borehole data of Schmidt (2001), (from Huisman et al. (2019)).

Model domain and boundary conditions

In this study, the geophysically-derived volume model was used to generate a 3D geomet-

rical model of the study site in Comsol Multiphysics (Figure 5.6a). Despite the complex

geometry of the study site that can influence subsurface flow and the resulting stability (see

Chapter 4), the coupled hydromechanical model was applied to the mid-cross-section of the

landslide area (Figures 5.6b and 5.6c) only for computational reasons. The computational

costs, which is the execution time per simulation time step, is dramatically higher for a 3D

model compare to the equivalent 2D model, especially in models with complex geometry

and bedrock topography. In all simulations, the 2D domain was discretized using an un-

structured triangular mesh with an increasing mesh size away from the soil surface so that



Chapter 5. Model implementation on an actual failure-prone hillslope 77

the highly dynamic hydrological conditions in the top soil are captured with a reasonable

computational efficiency and accuracy. The mesh size near the slope surface was ≈0.05 m.

The maximum mesh size in the top layer was ≈0.2 m. The maximum mesh size increased

to 0.3 m in the mid layer and was even coarser in the deeper part of the bottom layer.

All simulations throughout this chapter have been done using the model implementation of

Lu et al. (2012), which is a sequentially coupled hydromechanical model without iterations

and a one-phase (water) flow system (Richards’ model) and no poroelasticity (see Chapter 4).

The selected boundary conditions for the 2D modelling domain are shown in Figure 5.7.

It has been observed that the groundwater level can occasionally reach the surface in the

lower part of the slope. Accordingly, the slope surface is defined as a mixed boundary where

water can both flow in and out. The inflow and outflow rate are pressure dependent and

depend on both net infiltration, storage capacity of the soil, and also its hydraulic conduc-

tivity. The next section describes how net infiltration was obtained. The bottom boundary

is defined as a no-flow boundary. A fixed pressure head boundary at the lower right lateral

boundary of the domain was defined using the river level at the slope toe. Here, it was

assumed that the river level was constant and at a height of 100 m above the bottom of

the modelling domain. The top 25 meters of this boundary is a seepage boundary in which

water is free to exit from the saturated subsurface. On the left side of the domain, a pressure

head boundary was defined using the minimum level of the measured groundwater level at

the closest borehole to this boundary (i.e. borehole 110998.1 in Figure 5.4). In defining this

boundary condition, it has been considered that the fluctuations of the groundwater level

in the study area and at the location of the uppermost borehole within the cross-section

matches to the measured values and is not influenced by the boundary condition. The upper

38 meters of the left lateral boundary is a no-flow boundary. From the mechanical point of

view, the ground surface is a free boundary with no external loads and constraints, whereas

the lateral boundaries are defined as so-called Roller boundaries and the bottom boundary

is fixed. In order to reduce the impact of the boundary conditions, the simulation results

are only presented for the control area shown in Figure 5.7.
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(a)

(b) (c)

Figure 5.6: (a) The surface and subsurface geometry and topography of the study site
derived from the DEM and seismic refraction measurements and (b) the cross-section to

generate (c) the 2D model of the landslide scar area. The locations of the groundwater gauges
along the 2D cross-section are also showed.
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Figure 5.7: The boundary conditions of the 2D model for the mid-cross-section of the
Dollendorfer Hardt test site.

Precipitation and net infiltration

In addition to the slope geometry, soil properties, and boundary conditions, the amount of

precipitation as well as its rate, pattern and frequency have a strong influence on subsurface

flow and water content distribution in slopes (Greco and Pagano, 2017). Root water up-

take by vegetation (e.g. Vereecken et al., 2015) is also a key factor for the subsurface water

content distribution and the overall mass balance of the geohydrological system. In fact,

the dynamics and distribution of matric suction in a soil with roots is highly defined by

the root water uptake that varies diurnally and results in different hydrological conditions

compared to bulk soil (Levia et al., 2011). In addition, ignoring root water uptake and plant

transpiration will result in a significant overestimation of the net flux into the system, which

should clearly be avoided. In this study, root water uptake was not modelled directly. In

order to minimize the impact of this simplification, the net infiltration was used instead

as in previous studies on this and other sites (e.g. Schmidt, 2001). The net precipitation

is the difference between the inflow and outflow of the system. More precisely, net precip-

itation, Rnet [LT−1], or net infiltration is the difference between precipitation and actual

evapotranspiration:

Rnet = R − ET (5.1)

where R [LT−1] is precipitation and ET [LT−1] is actual evapotranspiration. In this study,

precipitation was obtained from the meteorological station at Königswinter-Heiderhof as

well as the station of the Department of Meteorology of the University of Bonn (MIUB).

The Königswinter-Heiderhof station is located 3 km southwest of the test site, whereas

the MIUB station is approximately 10 km northwest of the study site (Figure 5.1). At
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the Königswinter-Heiderhof station, precipitation and temperature data are recorded at

a daily resolution since 1990 and 2000 onwards, respectively. For the MIUB station, daily

precipitation data are available between 1999 and 2001, 10-min resolution precipitation data

are available since 2010, and temperature is recorded with a 10-min resolution since 1995.

Here, the precipitation and temperature data of the Königswinter-Heiderhof station were

mainly used, which is the closest meteorological station to the study site. At this station,

the mean annual precipitation for the time-period of 1995-2017 varied between 650 and 950

mm with an average of 769 mm. For the same period, the mean annual temperature varied

between 8 ◦C and 13 ◦C with an average of 9 ◦C. Since temperature data were missing for the

period 1995-1999, temperature from the MIUB station were used in this period. Figures 5.8a

and 5.8b show the mean monthly precipitation and temperature at the study site for the

time period of 1995-2017. As common in the temperate climate zone, the strongest rainfall

events were associated with thunderstorms in summer. The maximum monthly precipitation

was 235 mm, which was recorded in July 2014.

To obtain net infiltration from precipitation, an estimate of the actual evapotranspiration is

required. Many methods to calculate evapotranspiration, such as the Penman-Monteith ap-

proach (Monteith, 1965), require many parameters, and are thus difficult to apply. Therefore,

the relatively simple temperature-based approach of Thornthwaite (1948) was used here. In

this approach, the monthly potential evapotranspiration was calculated using

PET = 16(Ld

12 )( N

30)(10Ta

l
)a (5.2)

a = (6.75 ∗ 10−7)I3 − (7.71 ∗ 10−5)I2 + (1.792 ∗ 10−2)I + 0.49239 (5.3)

I =
12∑

i=1
(Tai

5 )1.514 (5.4)

where PET [mm month−1] is the estimated potential evapotranspiration, Ld [hour] is the

average daylength of the month, N [-] is the number of days of the month, Ta [◦C] is the

mean daily temperature of the month, and a [-] is an exponent that is a function of the

annual Thornthwaite heat index, I [-]. Based on this approach, the mean annual PET

was estimated to be 644 mm for the Dollendorfer Hardt test site. Previous studies have

argued that this approach underestimates potential evapotranspiration in arid areas and

overestimates potential evapotranspiration in humid areas (Hashemi and Habibian, 1979;



Chapter 5. Model implementation on an actual failure-prone hillslope 81

Pereira and Paes De Camargo, 1989). However, Tukimat et al. (2012) showed that the results

of the Thornthwaite approach are in relatively good agreement with more advanced methods

based on the Penman-Monteith approach compared to other simplified methods. The mean

annual PET also is in good agreement with PET values provided for the Roleber station

(8 km north of the study site) by the Deutscher Wetterdienst (DWD, German Weather

Service), which were calculated based on the Haude method (Schrödter, 1985).

The resulting monthly PET for the study area is shown in Figure 5.8c. It can be seen that

monthly PET occasionally exceeded precipitation in the summer months when temperature

is relatively high. In these cases, net infiltration was considered to be negative (Figure 5.8d),

which was modelled as outflow. The mean annual precipitation, PET, and net infiltration

for the simulation period of 1995-2017 were 769, 644, and 125 mm, respectively. It should

be noted that it was assumed here that PET was equal to actual evapotranspiration. This

assumption is certainly not valid in all conditions (Xiang et al., 2020). However, the Dollen-

dorfer Hardt is a relatively wet area with precipitation all over the year (Figure 5.8a) and

a relatively high groundwater level. Therefore, it was assumed that the beech trees did not

experience water stress and were able to transpire with rates dictated by the atmospheric

conditions.

As mentioned before, slope instability at the Dollendorfer Hardt site is suspected to be

triggered by intensive rainfalls. In order to identify the potential magnitude of high-intensity

rainfall events both the daily rainfall data from the Königswinter station and the high-

resolution data from the MIUB station were analysed. The maximum daily rainfall amount

at the Königswinter and MIUB stations are 88 mm and 45 mm, respectively. The maximum

hourly precipitation per year was derived from the MIUB station (Table 5.1). Based on this

analysis, a rainfall intensity of 20 mm per hour was selected to represent an intensive rainfall

event at the study site.
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(a)

(b)

(c)

(d)

Figure 5.8: Monthly (a) precipitation, (b) temperature, (c) potential evapotranspiration, and
(d) net infiltration for the Dollendorfer Hardt test site based on the data of

Königswinter-Heiderhof station from 1995-2017.

Table 5.1: Maximum hourly rainfall at MIUB station.

Year 2010 2011 2012 2013 2014 2015 2016 2017 Mean

Rainfall

[mm hour−1]
8.5 16.9 3.2 35.7 22.9 18.7 8.5 11.5 15.7
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5.2.3 Model calibration

In order to parameterize the three layers of the subsurface model, each layer was considered

as a homogenous and isotropic medium. Estimates for bulk, dry, and saturated soil density,

porosity, soil cohesion, friction angle, and saturated hydraulic conductivity were given by

Schmidt (2001), and were either measured or obtained from literature values (Barnes, 1995;

Chow et al., 1988; DIN, 1995; Jaeger, 1991; Mueller, 1987; Nienhaus, 1990; Selby, 1987)

(Table 5.2). The hydraulic conductivity for the Tertiary clay and the Devonian clay/silt

layers were provided as a range of possible values. Information about the particle size dis-

tribution was also provided by Schmidt (2001) (see Table 5.3 and Table A1 in Appendix

A). Using the available information on bulk density and particle size distribution, estimates

of the soil hydraulic parameters of each layer were obtained using the pedotransfer function

“Rosetta Lite v 1.1” (Schaap et al., 2001). The soil elastic moduli (E, ν) were estimated

from literature values (Kezdi, 1980; Obrzud and Truty, 2018).

Table 5.2: Soil properties for the Dollendorfer Hardt test site based on measurements or
derived from literature values (Schmidt, 2001).

value for value for value for
Symbol Parameter name Unit top layer mid-layer base layer

(Trachyte tuff) (Tertiary clay)∗ (clay/silt)
ϕ Porosity - 0.40 0.35 0.40∗∗

Saturated
Ks hydraulic conductivity m s−1 1.0E-6 1.0E-7–1.0E-9 1.0E-6–1.0E-10∗∗

ρb Bulk density kg m−3 1900 2000 1900∗∗

ρd Dry density kg m−3 1600 1700 1600∗∗

ρs Saturated density kg m−3 2200 2150 2100∗∗

φ′ Effective friction angle ◦ 32 26.5 20
c′ Effective cohesion kPa 20 10 30

∗ Average of both white and grey clay.
∗∗ Estimated from literature values.

In a next step, the hydraulic parameters of the coupled hydromechanical model were cal-

Table 5.3: Particle size distribution of the three soil layers of the Dollendorfer Hardt test
site (Schmidt, 2001).

value for value for value for
Soil type Unit top layer mid-layer base layer

(Trachyte tuff) (Tertiary clay) (clay/silt)
Sand % 26 11 3
Silt % 40 41 64
Clay % 34 48 33

ibrated manually. For this, the model was initialized by simulating the long-term average
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state of the slope using a spin-up period of 300 years with a constant mean annual net

infiltration of 125 mm. This long spin-up period was used to ensure that the model reaches

steady-state flow conditions. Using the range of values given by Schmidt (2001) and the

estimates obtained with Rosetta as the possible range of values, the hydraulic conductiv-

ity of the three soil layers was calibrated with regard to the measured mean groundwater

level for the period of 1999-2001 (Figure 5.9) using data from three boreholes along the mid

cross-section of the test site (Figure 5.4). The mean groundwater depth from the surface at

the boreholes 110998.1, 201098.2, and 190398.1 in the measurement period of 1999-2001 are

–7.4 m, –2.5 m, and –2.8 m, respectively. For every set of hydraulic conductivity values, the

300-year model initialization was repeated.

(a) 110998.1

(b) 201098.2

(c) 190398.1

Figure 5.9: The measured daily and mean groundwater level for different boreholes at the
Dollendorfer Hardt test site for years 1999-2001.
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5.2.4 Model validation

The steady-state pressure distribution at the end of the 300-year model spin-up with the

mean annual net precipitation of 125 mm and the calibrated hydraulic parameters was

considered as the initial condition for the next simulation step. For this, the mean monthly

conditions for the test site were simulated using the mean monthly net infiltration for the

period of 1995-2017 (Figure 5.8d). These simulation results with the calibrated model were

verified using two series of measured data. First, the simulated groundwater level was

compared to the mean monthly groundwater level for (Figure 5.6c). For this, daily measured

groundwater levels were averaged for each month. Second, simulated soil water content for

the top soil was compared to mean monthly measured soil water content obtained from the

SoilNet data at the site. Here, the measured soil water content from the twelve sensors nodes

that are located along the mid-cross-section of the test site were used (sensor nodes 1, 2, 3,

4, 5, 8, 9, 10, 12, 14, 18 and 20; Figure 5.10). It should be noted that parts of the measured

data that did not seem reliable (e.g., Sensor 14, after Nov.16) were not considered.

(a) Sensor node 1

(b) Sensor node 2

(c) Sensor node 3

(d) Sensor node 4

(e) Sensor node 5

(f) Sensor node 8

(g) Sensor node 9

(h) Sensor node 10

(i) Sensor node 12

(j) Sensor node 14

(k) Sensor node 18

(l) Sensor node 20

Figure 5.10: Time series of soil water content for different wireless sensor nodes along the
mid-cross-section of the landslide scar for the period from September 2016 until May 2017.
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5.3 Results and discussion

5.3.1 Model calibration

Table 5.4 provides the calibrated values of the hydraulic conductivity along with the other

soil model parameters obtained from measurements, pedotransfer functions, or literature

values. The resulting relationship between the measured and simulated mean groundwater

level below the surface at the three borehole locations is provided in Figure 5.11. The

measured and simulated values were highly correlated (R2 = 1) and the root mean square

error (RMSE) was 0.66 m. This means the simulated mean groundwater level was 0.66

m lower than the measured level and this difference was almost the same for all the three

measurement locations. Figure 5.12 shows the simulated steady-state groundwater level

and saturation as well as the LFS distribution after calibration and model spin-up with 125

mm net infiltration for 300 years. In agreement with the measured values at the site, the

groundwater level is lower in the upper part of the slope and comes closer to the surface

in the middle part of the slope. The LFS of the rotational block in the upper part of the

landslide zone (zone A in Figure 5.12) as well as the LFS of the middle part of the slope

is relatively low (i.e., LFS < 1.5). The relatively low stability in the rotational block is

attributed to the slope geometry of this zone with a relatively high slope angle, whereas the

low LFS in the middle part of the slope (zone B and C in Figure 5.12) is mainly due to the

high groundwater level in this zone.

Figure 5.11: Relationship between measured and simulated mean annual groundwater level
for three different boreholes along the mid-cross-section of the Dollendorfer Hardt test site.
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(a)

(b)

Figure 5.12: (a) Effective saturation and groundwater level (white line) and (b) local factor
of safety (LFS) of the control area after model spin-up with a mean annual net infiltration of

125 mm year−1.

Table 5.4: Soil model parameters for the Dollendorfer Hardt test site.

value for value for value for
Symbol Parameter name Unit top layer mid-layer base layer

(Trachyte tuff) (Tertiary clay) (clay/silt)
θs Saturated water content - 0.40 0.35 0.40
θ∗

r Residual water content - 0.06 0.07 0.065
K∗

s Saturated
(Rosetta Lite) hydraulic conductivity m s−1 1.0E-7 6.0E-8 8.4E-8

Ks Saturated
(measured) hydraulic conductivity m s−1 1.0E-6 1.0E-7–1.0E-9 1.0E-6–1.0E-10∗∗

K∗∗∗
s Saturated

(calibrated) hydraulic conductivity m s−1 1.0E-6 1.0E-7 8.0E-9

α∗ van Genuchten fitting parameter m−1 1.9 2.0 1.1
n∗ van Genuchten fitting parameter - 1.22 1.18 1.31
ρb Bulk density kg m−3 1900 2000 1900
E∗∗ Young’s modulus MPa 15 15 30
ν∗∗ Poisson’s ratio - 0.35 0.35 0.35
φ′ Effective friction angle ◦ 34 32 30
c′ Effective cohesion kPa 20 10 30

∗ Calculated value by Rosetta Lite.
∗∗ Values derived from literature.
∗∗∗ Obtained by model calibration using mean groundwater level in the period of 1999-2001 using a net
infiltration of 125 mm year−1.
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5.3.2 Towards model validation

Figure 5.13 shows time series of measured and simulated mean monthly groundwater levels

for the time period of 1999-2001 for the same three borehole locations used for calibration.

For a more quantitative comparison between measured and simulated groundwater levels,

Figure 5.14 provides a direct comparison in the form of scatter plots between measured

and simulated data. It can be seen that the simulated seasonal pattern of the simulated

groundwater level reasonably matched the measured values as indicated by the R2-values

in Figure 5.14 that ranged from 0.49 to 0.59. However, Figure 5.14 also shows that the

simulations showed less pronounced groundwater variations, and this resulted in a relatively

high RMSE and considerable deviations from the 1:1 line. There are several reasons for

the observed differences between simulated and measured groundwater level. First of all,

the lithological layering of the model is simplified and heterogeneity within each layer and

macropore flow are both not considered. A second and perhaps more important factor is

the use of low-intensity mean monthly net precipitation that ignores high-intensity rainfall,

root water uptake and actual evapotranspiration at the site. Accordingly, there are few

fluctuations in the precipitation and little variation between wet and dry conditions, which

is directly reflected in the lower dynamics of the simulated groundwater level. Moreover,

the use of low-intensity mean monthly net precipitation results in the absence of infiltration

fronts as well as a lack of water perching due to soil layering, which also contributes to the

reduced fluctuation of the simulated groundwater level.

Although the quality of the simplified model is perhaps only moderate, it does capture some

of the key features that are deemed important for slope stability assessment. In addition to

the overall decreasing groundwater level depth from the top to the mid-part of the slope,

the simulations for example captured the remarkably different dynamics of the groundwater

level for nearby cross-sections of the slope as a result of variations in depth and topography

of the soil layers (not shown). This is consistent with the measured values at the site.

The simulation resukts presented here can be compared to those of Schmidt (2001), who

analysed the same time period and locations. In this previous study, a qualitative comparison

between the simulated and measured groundwater level did not show a good consistency

both in terms of mean level and dynamics. The hydraulic conductivity of the base layer was

calibrated in this study. Moreover, the boundary conditions as well as the model physics in

terms of layering and dimensions are different from the model provided by Schmidt (2001).

These factors explain the improved simulation results of the current study compared to the
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simulation results of Schmidt (2001).

The simulated mean, maximum, and minimum monthly groundwater level for the period

1995-2017 are provided in Table 5.5. The maximum mean groundwater level was observed

in January, February and March. This is in agreement with the findings of Schmidt (2001),

who found that most slope movements occurred in wet spring months. The minimum mean

groundwater levels were simulated in July and August. The overall maximum and minimum

groundwater level in the period 1995-2017 were simulated for February 2002 and October

2007, respectively.

(a) 110998.1

(b) 201098.2

(c) 190398.1

Figure 5.13: Time series of measured and simulated mean monthly groundwater level for
the three boreholes used for model calibration and verification.
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(a) 110998.1 (b) 201098.2 (c) 190398.1

Figure 5.14: Scatter plots between measured and simulated mean monthly groundwater level
for the three locations used for model calibration and verification.

Table 5.5: The simulated mean, maximum and minimum level of groundwater for the period
of 1999-2017 for the three boreholes used for model calibration and verification.

Borehole Month Jan. Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oct. Nov. Dec.

Avg. –7.8 –7.6 –7.5 –7.5 –7.6 –7.7 –7.9 –8.1 –8.2 –8.2 –8.1 –7.9

110998.1 Max. –6.8 –6.6 –6.2 –6.2 –6.3 –6.6 –7.0 –7.3 –7.5 –7.5 –7.3 –6.9

Min. –8.4 –8.3 –8.2 –8.1 –8.2 –8.4 –8.7 –8.9 –9.0 –9.1 –8.9 –8.6

Avg. –3.1 –2.9 –2.8 –2.8 –3.0 –3.2 –3.4 –3.6 –3.7 –3.7 –3.6 –3.3

201098.2 Max. –2.0 –1.6 –1.3 –1.3 –1.5 –2.0 –2.4 –2.8 –2.9 –2.9 –2.6 –2.2

Min. –3.9 –3.7 –3.5 –3.5 –3.8 –4.1 –4.3 –4.5 –4.6 –4.7 –4.4 –4.1

Avg. –2.8 –2.5 –2.3 –2.3 –2.5 –2.8 –3.1 –3.4 –3.5 –3.6 –3.4 –3.1

190398.1 Max. –1.5 –0.8 –0.3 –0.3 –0.8 –1.4 –1.6 –2.2 –2.2 –2.3 –2.3 –1.7

Min. –3.8 –3.7 –3.3 –3.3 –3.8 –4.2 –4.3 –4.5 –4.6 –4.6 –4.4 –4.2

In a next step, the simulated soil water content of the top 0.50 m for the period from Septem-

ber 2016 until May 2017 was compared to the measured values from SoilNet. Figure 5.15

shows the mean monthly measured and simulated soil water content for three SoilNet sensor

locations (sensor nodes 3, 5, and 10) and the three measurement depths of –0.05, –0.20,

and –0.50 m. The variation in measured and simulated soil water content is summarized in

Table 5.6 for each depth and sensor location. The results show that the seasonal variation

as well as the variation with depth is much smaller for the simulated soil water content.

The low variation in the simulated water content with depth is mainly attributed to the

implementation of the low-intensity mean monthly net precipitation in which the fluctua-

tion in precipitation and the extremely wet and dry periods are moderated. The use of a

mean monthly low-intensity net precipitation results in the absence of infiltration fronts. In

combination with the homogeneous soil hydraulic properties within each layer and the lack

of depth-dependent root water uptake, this results in highly simplified and incorrect water

content distributions with depth (see Figure 5.16 as an example). Whereas the simulation

results for the groundwater level represented some of the key features observed in the data
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reasonably well, the simulation results for soil water content do not seem to capture relevant

features of the measured near-surface water content distribution, which is the area of interest

for slope stability evaluation.

(a) Sensor node 3

(b) Sensor node 5

(c) Sensor node 10

Figure 5.15: Time series of measured and simulated soil water content of the top soil at
three different depths for SoilNet sensor nodes 3, 5 and 10.

Table 5.6: Minimum and maximum values for measured and simulated soil water content at
different depths for SoilNet sensor nodes 3, 5 and 10.

Sensor Water content Measured Simulated
node (vol. %) -0.05 m -0.02 m -0.50 m -0.05 m -0.02m -0.50 m

Max. 44.9 41.1 42.5 31.0 31.3 32.1
3 Min. 19.7 24.5 38.6 29.3 29.5 30.0

Diff.% 56.0 40.3 9.3 5.5 5.8 6.5
Max. 45.1 41.7 42.9 31.2 31.5 31.0

5 Min. 25.8 31.1 35.6 29.6 29.9 29.6
Diff.% 42.8 25.5 16.9 4.9 5.2 4.8
Max. 43.3 39.1 39.1 29.2 29.5 30.0

10 Min. 25.3 21.4 25.1 28.1 28.3 28.7
Diff.% 41.7 45.2 35.6 3.8 3.9 4.3
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Figure 5.16: The simulated mean monthly saturation condition of March 1999-2017 at the
location of borehole 190398.1 along the depth.

5.3.3 Slope stability assessment for intensive rainfall events

Based on the results of the model verification, it is evident that the evaluation of slope sta-

bility in response to intensive rainfall events cannot be based on model simulations based on

monthly net infiltration due to the inadequate representation of soil water content. There-

fore, the measured soil water content data will need to be considered directly for slope

stability evaluation. For this, two days were selected from the available SoilNet data. The

first day (30.09.2016) was relatively dry and the second day (31.03.2017) was relatively wet.

The mean soil water contents for these two days for different SoilNet nodes and depths are

provided in Table 5.7.

Table 5.7: Soil water content (vol. %) obtained from SoilNet data at three different depths
and sensors.

Depth Sensor node
Date

[m] 1 2 3 4 5 8 9 10 12 14 18 20

–0.05 25.8 18.0 21.9 17.8 36.9 28.0 28.1 26.8 16.4 36.3 30.2 17.7

30.09.2016 –0.2 24.0 24.3 26.7 29.9 35.3 29.5 31.0 21.7 19.3 30.6 38.8 21.6

–0.50 28.3 32.8 38.0 31.5 36.3 36.7 36.0 25.4 21.0 38.0 33.0 18.2

–0.05 41.5 41.5 44.0 43.9 43.5 39.4 38.8 42.7 - - - -

31.03.2017 –0.20 40.0 38.7 40.8 40.7 40.9 41.7 37.9 38.1 - - - -

–0.50 38.5 41.8 42.5 38.5 41.9 43.9 40.8 38.0 - - - -
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Table 5.7 shows that the measured soil water content is quite variable along the hillslope

at the same depth, which is due to the heterogeneity of the soil hydraulic properties within

each soil layer. As described above, the soil layers were assumed to be homogeneous in the

model simulations. A comparison of the measurements in Table 5.7 with the hydraulic pa-

rameters in Table 5.4 indicates that the measured soil water content on 31.03.2017 exceeded

the saturated water content of the top soil layer at some specific points. Therefore, the

measured values of soil water content were normalized before they were used to initialize

event-scale simulations for this day. For sensor locations where the measured water content

was larger than the saturated water content, the maximum measured value was set to 0.395.

This value was chosen to represent a soil very close to saturation. It was not possible to

initialize the model at full saturation, as this resulted in numerical issues with the selected

boundary conditions at the slope surface. Thereafter, measured soil water content at other

depths was normalized with respect to the newly assigned surface water content. If the soil

water content after normalization was higher than at 0.05 m depth, the average soil water

content for the three depths was considered as the maximum value and used to normalize

the measured water content at 0.05 m depth. In order to ensure numerical stability, it was

also required that the water content distribution with depth varied by at least 2 vol. %

between depth. Therefore, some normalized soil water content measurements were manu-

ally adjusted. The final values for normalized soil water content that were used to initialize

the event-scale simulations for 31.03.2017 are given in Table 5.8. The measurements on

30.09.2016 were not normalized and used as provided in Table 5.7.

Table 5.8: Normalized soil water content (vol. %) obtained from SoilNet data with regard to
the saturated water content of the model for 31.03.2017

Depth Sensor node
Date

[m] 1 2 3 4 5 8 9 10 12 14 18 20

–0.05 39.5 39.5 39.5 39.5 39.5 39.5 39.5 39.5 - - - -

31.03.2017 –0.20 35.3 36.6 35.4 36.6 35.5 36.7 36.7 35.3 - - - -

–0.50 32.9 33.7 32.7 34.6 32.8 33.8 33.8 33.3 - - - -

Next, the soil water content measurements presented in Tables 5.3 and 5.4 were combined

with the simulation based on the mean monthly net infiltration to obtain two sets of initial

conditions for event-scale simulations. For this, the measured values were linearly interpo-

lated between the sensor locations by Comsol Multiphysics. Three soil water content profiles
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up to a depth of –4.0 m are presented in Figure 5.17 for three selected locations and the 2D

soil water content distributions and groundwater level are shown in Figures 5.18a and 5.18b.

In Figure 5.17, the sharp changes in water content around the depth of –2 m is associated

with a boundary between soil layers. The constant water content below this depth indicates

the fully saturated area below the groundwater table. In agreement with the mean annual

state of the slope (Figure 5.12a), the groundwater table is close to the surface in the middle

part of the slope and is deeper in the upper part of slope for both days.

(a) 30.09.2012 (b) 31.03.2017

Figure 5.17: Water content distribution with depth after combining soil water content
measurements with model simulations at three different SoilNet sensor locations on (a)

30.09.2016 and (b) 31.03.2017.

30.09.2016 31.03.2017

(a) (b)

(c) (d)

Figure 5.18: (a,b) The initial water content and (c,d) LFS distribution for the event
rainfall simulations on 30.09.2016 and 31.03.2017, respectively.

The simulated LFS distributions before the start of the event rainfall on 30.09.2016 and

31.03.2017 are shown in Figures 5.18c and 5.18d. As expected, the most failure-prone areas

along the slope surface appeared in the middle part of the slope (i.e., locations B and C),
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where the groundwater is close to the surface and the water content is higher. In agreement

with the LFS analysis for the mean annual state of the slope (Figure 5.12b), the LFS at

position A is low and close to 1. As discussed before, this is mainly due to the geometry of the

slope with a high inclination in this area. Since stability at this position is not determined by

hydrological processes, it will not be discussed anymore. From here forward, the simulation

results for the two most failure-prone locations B and C where slope instability is mainly

attributed to hydrology will be considered only.

In a final step, simulated slope stability at the Dollendorfer Hardt test site in response to

an event rainfall of 20 mm h−1 is presented for the two selected days. Figure 5.19 shows

the initial conditions for water content, pressure and LFS for the event-scale simulations

for 30.09.2016 and 31.03.2017 for locations B and C. For the simulations of 30.09.2016 (dry

conditions), both the groundwater level and the soil water content are higher at location

B than at location C. For the simulation of 31.03.2017 (wet conditions), the near-surface

soil water content is again higher at location B than at location C, although the simulated

groundwater level is relatively equal at both locations. Again, the sharp changes in water

content below –2 m are related to soil layering. It can be seen that the difference between

the water content of the top 0.5 m of the soil for each cross-section decreased with depth

so that the soil water content at a depth of –0.5 m was more similar on both days. This is

reflected in the associated LFS distributions with a maximum difference at the soil surface

and a similar LFS at a depth of –0.5 m. Below the depth of –0.5 m, the differences between

the water content, pressure distribution and LFS are associated with the differences in the

mean monthly conditions of the soil. Accordingly, the water content and pressure reduced

uniformly from the groundwater table upwards within each soil layer below the depth of

–0.5 m. As discussed before, this is attributed to the homogeneous soil layers with no root

water uptake and the implemented low-intensity mean monthly net precipitation to obtain

the initial conditions below a depth of –0.5 m. The groundwater level and the soil water

content below the depth of –0.5 m in March 2017 is higher than in September 2016, which

resulted in a relatively lower LFS in March 2017 for the equivalent locations.
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30.09.2016 31.03.2017

(a) (b)

(c) (d)

(e) (f)

Figure 5.19: Initial conditions for water content, pressure, and LFS for the event rainfall
on 30.09.2016 and 31.03.2017 at the two most vulnerable locations B and C indicated in

Figure 5.18.

Figure 5.20 shows the temporal development of the LFS for the two locations during the

event rainfall up to the point that a value of LFS of 1.0 is reached. The critical amount of

event rainfall with an intensity of 20 mm h−1 that brings the slope to the verge of instability

(LFS = 1) are 60 mm and 230 mm for the wet and dry initial conditions, respectively. It can

be seen that much less rainfall is required on 31.03.2017 with the overall wetter initial condi-

tion compared to 16.09.2016. These results are consistent with previous studies (Greco and

Pagano, 2017; Montrasio et al., 2015) that have shown that initial hydrological conditions

play an important role in the timing of failure initiation. It is interesting to note that the

instability threshold was reached first in location C for both wet and dry initial conditions,

although the top 0.5 m of the soil at the beginning of the event rainfall was drier at location
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C for the both dry and wet initial conditions. However, within a short time (< 2 h) after

the start of the event rainfall, the near surface water content at location C becomes higher

than that at location B. Consequently, the near surface LFS at location C reaches the failure

threshold (LFS = 1) earlier. This is attributed to the difference in bedrock topography and

soil depth at these two locations. In particular, the depth to the less permeable mid- and

base layer is only 0.4 m at location C compared to 2.2 m at location B. Accordingly, the local

pore pressure and saturation increase faster at this location, which means that a potential

failure state is reached with less rainfall and thus earlier. This is in agreement with the

findings in Chapter 4 that specifically highlighted the importance of bedrock topography

and soil layering for slope stability evaluation.

30.09.2016 31.03.2017

(a) T = 0[h] (b) T = 0[h]

(c) T = 2[h] (d) T = 2[h]

(e) T = 11.5[h] (f) T = 3[h]

Figure 5.20: Variation in LFS during the event rainfall for two days (30.09.2016 and
31.03.2017) with different initial conditions for the two most vulnerable locations B and C

indicated in Figure 5.18.
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The results of this study showed that the initial hydrological conditions play a key role

in timing and location of slope failure. However, it is possible that the effect of bedrock

topography and soil depth on the simulated slope stability are so strong that failure is

expected at locations that were initially drier.

5.4 Conclusions

In this chapter, the coupled hydromechanical model of Lu et al. (2012) was applied for

slope stability assessment of a real slope in the Dollendorfer Hardt (Bonn, Germany) with

a relatively complex geometry and heterogeneity in material properties. The results of a

2D simulation of the mid cross-section of the landslide area showed that using the mean

monthly net precipitation data, only the mean depth and the seasonal pattern of groundwa-

ter level could be simulated with reasonable accuracy, albeit with less pronounced dynamics.

However, the use of the mean monthly net precipitation data resulted in a lack of infiltra-

tion fronts, the absence of water perching on the less permeable lower layers, and thus a

realistic distribution of the near surface water content could not be simulated. Therefore,

the soil water content data obtained from the wireless sensor network data were successfully

combined with the model to provide more realistic initial conditions for the near-surface

water content distribution in event-scale simulations for two hypothetical rainfall scenarios.

The results for these event-scale simulations showed that both bedrock topography and the

initial conditions played an important role in the redistribution of the pore water pressure

and thus determined the position of the potentially unstable locations. In agreement with

the results of Chapter 4, the groundwater level is influenced by the bedrock topography

and is higher in areas with thinner soil layer. Moreover, in case of high-intensity rainfall,

the potentially instable area appeared first in areas with thinner soil layer (i.e., location C).

Likewise, the instability for both studied locations B and C, occurred earlier in models with

initially higher pore pressure of March 2017.
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In this thesis, I investigated the potential suitability of physically-based coupled hydrome-

chanical models for stability analysis of hillslopes, as a rudimentary “early warning” tool

for rainfall-induced landslides. In this respect, first, the effect of different common simplifi-

cations in simulating coupled hydromechanical processes and their impact on the stability

assessment was studied in Chapter 3. In Chapter 4, the effect of bedrock topography and soil

layering on slope stability assessments with coupled hydromechanical models were analyzed.

It was also discussed how simplifying 3D models with bedrock topography to 2D models

can influence the stability assessment of a slope. In a final step, a coupled hydromechanical

model was used for stability assessment of an actual failure-prone hillslope in Chapter 5.

In the following, the overall conclusions of the thesis are presented in detail first. Then,

the thesis concludes with a discussion of remaining research gaps and the identification of

possible future research directions.

6.1 Final conclusions

In Chapter 3, the stability status of a 2D slope was simulated using a fully coupled hydrome-

chanical model with two-phase (water and air) flow. This model was implemented in the

open-source simulator DuMux, and simulations were made for a low- and a high-intensity

rainfall event. In such a fully coupled two-phase flow model, the unknowns of the mass and

momentum balance equations of the hydrological and mechanical models are uniquely solved

simultaneously. This comprehensive model was used to examine the impact of three widely

used model simplifications in slope stability assessments using the local factor of safety (LFS)

approach: i) absence of feedbacks from the mechanical to the hydrological model compo-

nent, ii) use of a sequential instead of a more advanced fully coupled modelling approach,

and iii) use of a one-phase (i.e., water with Richards’ model) instead of a two-phase (i.e.,

water and air) flow model. The simulation results showed that for all three simplifications
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the highest differences in slope stability occurred near the slope surface, where the steepest

gradients in pore water pressure occurred. This finding was consistent with previous model

applications of hydromechanical models (Beck et al., 2020). From the three model simplifi-

cations, the effect of using a one-phase instead of a two-phase flow model showed the largest

impact on the simulated pore water pressure and LFS. The use of a sequentially coupled

model or a fully coupled model with constant porosity only resulted in minor changes in

pore water pressure and LFS. It was concluded that in the case of stability analysis for vari-

ably saturated hillslopes using hydromechanical models, all model simplifications generally

provided acceptable slope stability analysis results that were similar to stability assessments

obtained with the comprehensive fully coupled two-phase flow model. In this context, it is

also important to consider the inaccuracy introduced by the simplified models relative to

the comprehensive model in the light of the considerable uncertainty present in some of the

required hydromechanical parameters, such as the elastic moduli.

In addition to the above-mentioned simplifications in coupling interfaces and modelling

strategies, most widely used coupled hydromechanical models either rely on 1D or 2D rep-

resentations of hydrological and mechanical properties and processes, which obviously is a

strong simplification for many applications. Moreover, the impact of variable soil thickness

and bedrock topography on the LFS of variably saturated hillslopes is often not considered.

Therefore, both 2D and 3D coupled hydromechanical models using the LFS concept were

implemented in COMSOL Multiphysics in Chapter 4. The coupled hydromechanical model

in this chapter was based on the approach of Lu et al. (2012) using Richards’ equation

(single-phase flow) without feedback from the mechanical variables to the hydrological pa-

rameters. This simplified coupling approach was selected based on the results of Chapter 3

as well as for reasons of computational efficiency. Both 2D and 3D coupled models were

used to examine the effect of bedrock topography on subsurface flow and the resulting sta-

bility of hillslopes for different rainfall intensities. The simulation results for 2D slopes with

constant and variable bedrock topography showed that bedrock topography is an important

control on the spatial and temporal distribution of the potentially unstable zones, and that

the importance of bedrock topography increases with rainfall intensity. In particular, sim-

ulations with a high rainfall intensity showed that potential failure zones developed faster

in slopes with variable bedrock topography and that these potential instabilities were initi-

ated in areas that saturated earlier (i.e. at the slope toe and regions with thinner soil). In

the case of low-intensity rainfall events, lateral flow played a more important role and the

position of potentially unstable areas was disconnected from the bedrock topography and
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occurred mainly at the slope toe. These results clearly highlight the importance of consid-

ering the interactions between bedrock topography and hillslope hydrological processes in

slope stability evaluations.

In a next step, 2D and 3D simulations were compared for the case of high-intensity rainfall.

Here, it was found that the position of bedrock features along the slope as well as slope width

(in 3D models) and the topography of the surrounding bedrock have a considerable impact

on the development of soil water content and therefore the slope stability. For example,

water flow around a zone of shallow bedrock or the amount of water collected in a bedrock

will depend on the size of the inhomogeneity in three dimensions for a given amount of

rainfall. Overall, it was concluded that the importance of 3D simulations of slope stability

increases for more complex geometries and larger bedrock features.

In addition to the synthetic model experiments presented in Chapters 3 and 4, it is important

to explore the applicability of coupled hydromechanical models for actual slope stability

evaluation. Therefore, the coupled hydromechanical model of Lu et al. (2012) was applied

for slope stability assessment of a real failure-prone hillslope in the Dollendorfer Hardt (Bonn,

Germany) with a relatively complex geometry and heterogeneity in material properties in

Chapter 5. In particular, simulations were made for a 2D cross-section extracted from a 3D

geometrical model of the study site. The geometry of the 3D model was based on geophysical

measurements at the test site and available borehole data. Based on this information, three

different lithological layers were identified in this area. In order to obtain appropriate initial

conditions for event-scale simulations, first a low-intensity mean monthly net precipitation

was implemented. After minimal calibration, simulated and measured groundwater levels

were in reasonable agreement in terms of both depth and seasonal pattern. However, the

dynamics of the simulated groundwater level were less pronounced than the measured values.

Previous model studies on the Dollendorfer Hardt test site (Schmidt, 2001) could not provide

a reliable quantitative comparison between the simulated and measured groundwater levels.

A qualitative comparison between the simulated and measured groundwater level also did

not show a good consistency both in terms of mean level and dynamics. In contrast, the

model used here captured some of the key features in groundwater dynamics that are deemed

important for slope stability assessment.

In a next step, the simulated soil water content of the top soil was compared to the mean

monthly measured soil water content obtained from a wireless soil moisture sensor network

at the site. In contrast to the simulation results for the groundwater level, the simulated soil
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water content did not capture relevant features of the measured near-surface water content

distribution. In particular, the simulated soil water content was highly simplified with incor-

rect water content distribution and a lack of infiltration fronts. As in the previous chapters,

the soil was considered to be homogeneous within each soil layer and no heterogeneity nor

macropore flow was considered. In addition, root water uptake was not directly considered

and only represented by a mean monthly net infiltration. This likely explains the less pro-

nounced variation in the simulated groundwater level, the lack of an infiltration front and

the overly simplified water content distribution. Another effect of using low-intensity mean

monthly net precipitation was the absence of water perching on less permeable layers, which

was shown to be a major factor in landslide initiation. Therefore, slope stability analysis

in response to intensive rainfall could not be based on model simulations that used initial

conditions obtained from monthly net precipitation. Instead, the soil water content mea-

surements obtained with the wireless sensor network (daily, weekly) were considered directly

for stability assessment using event-scale simulations.

The event-scale simulations showed that the hydrological initial conditions played an impor-

tant role in the timing of slope failure, which is in agreement with previous studies (Greco

and Pagano, 2017; Montrasio et al., 2015). Furthermore, bedrock topography and soil depth

were also found to play an important role for the redistribution of the pore pressure and

the position of the least stable location along the hillslope, as was already shown in detail

in the synthetic modelling experiments presented in Chapter 4. Although these synthetic

modelling experiments also showed the necessity of 3D modelling in case of complex soil

layering, the coupled hydromechanical model used in Chapter 5 was nevertheless restricted

to a mid-slope cross-section of the landslide area. The main reason for the use of 2D simu-

lations was the excessive computational costs associated with 3D simulations. In fact, the

computational costs associated with a 2D simulation for such a large area with a resolution

that is sufficient to capture the near surface dynamics of subsurface flow were already high.

This study showed that model parametrization and consequently defining water content dis-

tribution of the models with complex soil layering and properties are of the main challenges

and uncertainties in predicting safety of a hillslope.

6.2 Outlook and future research

The results presented in this thesis can be improved by implementing more advanced con-

ceptual models of hillslope hydrology in which heterogeneity in soil hydraulic properties and
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macropores are considered to improve simulations of subsurface flow and the resulting pore

pressure and water content distributions. However, detailed data for the parametrization

of such complex models, as well as the required data for model verification, are often not

available. Such models could then also consider more complex boundary conditions, such as

variable infiltration rate or atmospheric boundary conditions with root water uptake. Future

simulations and comparisons can also be further improved by considering more advanced

model implementations considering plastic deformation and post-failure redistribution of

stress. However, this would require information about the plastic properties of slope ma-

terials, which is often not available. Moreover, the complex variable mechanical boundary

conditions that are likely to occur during plastic deformation and mass movement should

then carefully be considered.

Although it was attempted to implement meaningful boundary conditions throughout the

thesis, some of the model simplifications used in this thesis considerably reduced the model

accuracy, especially in the case of the modelling of the actual hillslope. An improved repre-

sentation of vegetation, surface run-off and the interactions between surface and subsurface

flow would clearly be desirable in future studies. In particular, the consideration of root

water uptake would improve simulations of the near-surface water content distribution and

actual evapotranspiration. In addition, soil vegetation is known to improve slope stability

by changing soil-root cohesion, and this aspect has not been considered in this thesis. Even

in case of the simplified boundary conditions considered in this thesis, it is clear that dif-

ferent types of boundary conditions could result in significantly different outcomes. The

effect of other types of boundary conditions, such as a variable infiltration rate, should be

investigated in the context of a follow-up study.

The moderate quality of the modelling results for the actual slope in this study can possibly

be improved by considering the 3D volume model of the test site. More specifically, a 3D

model could provide more realistic simulations of subsurface flow as discussed in Chapter 4,

especially during intensive rainfall. Furthermore, the consideration of the heterogeneity in

hydraulic properties of the soils could significantly improve the results for the simulated wa-

ter content distribution. This could be achieved with additional characterization in terms

of soil structure, water content, and water fluxes by using non-invasive geophysical mea-

surement techniques such as ground penetrating radar, electrical resistivity tomography,

and self-potential measurements. In this context, future studies should also rely on mea-

sured mechanical properties because of their importance in actual slope stability evaluations.

The consideration of a three-dimensional slope with more complex geometry and bedrock
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topography, as well as additional verification of simulation results using data from actual

failure-prone slopes may provide additional insights in the true merit of different simplifi-

cations and coupling strategies in the context of slope stability assessment. Of course, 3D

simulations with coupled hydromechanical models remain challenging. In particular, the

need for a spatial discretization with high resolution near the soil surface leads to much

longer simulation times compared to 2D simulations. Furthermore, the proper selection of

the mechanical boundary conditions at the side faces in the third dimension remains a hot

topic of debate, and this may substantially affect predicted slope stability.

In the field application presented in Chapter 5 of this thesis, the interactions between the

hydraulic and mechanical properties were simplified to a sequentially coupled hydromechan-

ical model without any iterations and a one-phase (water) flow system (Richards’ model)

without poroelasticity. Although Chapter 3 of this thesis showed that such simplifications

are often justified, it would nevertheless be interesting to evaluate the performance of a com-

prehensive fully coupled model where both air and water phase as well as poroelasticity are

considered. This would provide insights in the suitability of the simplified physically-based

coupled hydromechanical models for a rudimentary “early warning” of rainfall-induced land-

slides. In this context, it is also important to evaluate the general value of the local factor of

safety method used throughout the thesis with respect to the concerns about neglecting the

inherent tensorial nature of the stress field. In addition, slope stability evaluations based on

the LFS method are expected to underestimate the time to instability. It would be impor-

tant to reduce the difference between the predicted and actual time to slope instability in

future studies.

Due to the aforementioned simplifications in model heterogeneity and ignoring the root wa-

ter uptake, the model used in this thesis was not able to simulate pre-event scale dynamics,

which would be a key critical prerequisite in any real-time early warning system. If a proper

representation of vegetation is implemented in the hydromechanical model and the required

near real-time data are available, data assimilation methods could help to achieve improved

calibration considering spatially distributed information for some of the key parameters

driving the model. At the same time, such a data assimilation framework could enable the

integration of measurements and models towards a real-time assessment of slope stability.
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Appendix

Table A1: Soil particle distribution derived from different drilling points (see Figure 5.3)
(Schmidt, 2001) and the relevant hydrologic parameters derived from Rosetta Lite.

Borehole 201098.2 190398.1 180400.1 2210981 190400.1 050400.1 Mean

Trachyte tuff

Depth [m] >-2 >-2 >-1.8 >-2.5 >-2.5 >-2.8

Thickness [m] 2 2 1.8 2.5 2.5 2.8 2.32

Gravel [vol. %] - 0 0 0 0 0 0

Sand [vol. %] 29 22 33 25 19 26

Silt [vol. %] - 37 38 33 50 44 41

Clay [vol. %] - 34 40 35 25 36 34

ρb [[g cm−3] 1.9 1.9 1.9 1.9 1.9 1.90

θr [-] - 0.06 0.0672 0.0599 0.0507 0.0647 0.061

θs [-] 0.312 0.3214 0.3111 0.3002 0.3203 0.313

α [1 cm−1] - 0.0206 0.0191 0.0227 0.016 0.0168 0.019

n [-] - 1.1988 1.1999 1.187 1.2636 1.2248 1.215

Ks [cm d−1] - 0.86 0.79 0.9 1.24 0.76 0.91

Ks [m s−1] - 9.95E-08 9.14E-08 1.04E-07 1.44E-07 8.80E-08 1.05E-07

Tertiary clay

Depth [m] - -2.6<clay<-2 -3.5<...<-1.8 -4<...<-2.5 -4.2<...<-2.5 -4<clay<-2.8

Thickness [m] 0.60 1.70 1.50 1.70 1.20 1.53

Gravel[vol. %] - 0 0 0 0 0 0

Sand [vol. %] - 21 0 15 15 8 12

Silt [vol. %] - 38 45 40 38 43 41

Clay [vol. %] - 41 55 45 48 50 48

ρb [g cm−3] - 2 2 2 2 2 2.00

θr [-] - 0.0641 0.0753 0.0681 0.0705 0.0721 0.070

θs [-] - 0.3004 0.323 0.3067 0.3084 0.3144 0.311

α [1 cm−1] - 0.022 0.017 0.0203 0.021 0.0187 0.020

n [-] - 1.1736 1.1899 1.1795 1.1711 1.1839 1.180

Ks [cm d−1] - 0.54 0.42 0.52 0.57 0.5 0.51

Ks [m s−1] - 6.25E-08 4.86E-08 6.02E-08 6.60E-08 5.79E-08 5.90E-08



Tertiary silt/sand

Depth [m] -4<silt<-2 - - - - -

Thickness [m] 2 - - - - -

Gravel [vol. %]l 0 - - - - - 0

Sand [vol. %] 30 - - - - - 0.30

Silt [vol. %] 50 - - - - - 0.50

Clay[vol. %] 20 - - - - - 0.20

ρb [g cm−3] 1.8 - - - - - 1.80

θr [-] 0.0478 - - - - - 0.048

θs [-] 0.3117 - - - - - 0.312

α [1 cm−1] 0.014 - - - - - 0.014

n [-] 1.3294 - - - - - 1.329

Ks [cm d−1] 2.72 - - - - - 2.72

Ks [m s−1] - - - - - - 3.15E-07

Devonian clay/silt

Depth [m] - <-2.6 <-3.5 <-4 <-4.2 -

Gravel [vol. %] - 0 0 0 0 - 0

Sand [vol. %] - 0.08 0.00 0.025 0 - 0.03

Silt [vol. %] - 0.53 0.70 0.65 0.675 - 0.64

Clay [vol. %] - 0.38 0.30 0.325 0.325 - 0.33

ρb [g cm−3] - 1.9 1.9 1.9 1.9 - 1.90

θr [-] - 0.0691 0.0653 0.0662 0.0672 - 0.067

θs [-] - 0.3323 0.3405 0.3359 0.3408 - 0.337

α [1 cm−1] - 0.0137 0.0101 0.0108 0.0105 - 0.011

n [-] - 1.2578 1.3346 1.3141 1.3199 - 1.307

Ks [cm d−1] - 0.67 0.79 0.75 0.7 - 0.7275

Ks [m s−1] - 7.75E-08 9.14E-08 8.68E-08 8.10E-08 - 8.42E-08

Figure A1: Depth of each layers based on drilling results in the landslide scar of
Dollendorfer Hardt at different locations (Schmidt, 2001).
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