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ABSTRACT

IZA DP No. 14798 OCTOBER 2021

The Persistence of Wages
This paper provides comprehensive and detailed empirical regression analyses of the 

sources of wage persistence. Exploring a rich matched employer-employee data set and 

the estimation of a dynamic panel wage equation with high-dimensional fixed effects, 

our empirical results show that permanent unobserved heterogeneity plays a key role in 

driving wage dynamics. The decomposition of the omitted variable bias indicates that the 

most important source of bias is the persistence of worker characteristics, followed by the 

heterogeneity of firms’ wage policy and last by the job-match quality. We highlight the 

importance of the incidental parameter problem, which induces a severe downward bias 

in the autoregressive parameter estimate, through both an in-depth Monte Carlo study 

and an empirical analysis. Using three alternative bias correction methods (the split-panel 

Jackknife (Dhaene and Jochmans, 2015), an analytical expression (Hahn and Kuersteiner, 

2002), and a residual based bootstrap approach (Everaert and Pozzi, 2007, Gonçalves 

and Kaffo, 2015)), we observe that up to one-third of the reduction of the autoregressive 

parameter estimates induced by the control of permanent heterogeneity (high dimensional 

fixed effects) may not be justified.
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1 Introduction

Relying on the idea that in an environment of search frictions and large heterogeneity in

match quality there is a potential for wage growth over the working life via on-the-job

search (Burdett and Mortensen, 1998), a growing body of research has emerged mod-

elling earnings dynamics over the individual’s life cycle (e.g., Postel-Vinay and Robin,

2002; Buchinsky et al., 2010; Low et al., 2010; Postel-Vinay and Turon, 2010; Altonji

et al., 2013). To identify the mechanisms that drive earnings dynamics throughout an

individual’s career, this literature relies on the estimation of a structural model that takes

individuals’ mobility decisions over their working life and unemployment shocks into ac-

count. A key idea in these models is that a worker’s future earnings and employment

prospects will depend on his/her personal characteristics that are transferable across jobs,

the job-match specific component of the current job, the job-to-job transitions, and the

unemployment shocks. In this framework, wage persistence plays an important role in the

sense that an individual’s job search aspirations are largely determined by the job-specific

component of the current job, which depends on previous wage o↵ers, with job changes in-

duced by o↵ers of higher wages (Macleod and Malcomson, 1993; Postel-Vinay and Robin,

2002; Postel-Vinay and Turon, 2010; Altonji et al., 2013; and Bonhomme et al., 2019).

Thus, earnings persistence is the combined e↵ect of permanent observed and unobserved

individual heterogeneity, permanent observed and unobserved job-match heterogeneity,

and state dependence driven by cyclical innovations in the income process that may have

persistent e↵ects over time (Altonji et al., 2013; and Ejrnaes and Browning, 2014).1

The empirical analyses in this recent line of research provide some convincing conclu-

sions. First, wages are highly persistent but do not exhibit random walk (unit root) type

behavior (Alvarez and Arellano, 2004; Altonji et al., 2013; and Hospido, 2015). Second,

time series dependence tends to decrease once permanent heterogeneity of the individual

and the job is taken into account, suggesting that wage persistence stems largely from

the time-invariant components of unobserved heterogeneity (Altonji et al., 2013; and Hos-

pido, 2015). The relevance of the latter is also corroborated by an extensive empirical

literature drawn from linked employer-employee data that has stressed the importance

that observed and unobserved characteristics of workers, firms, and job specific match

quality can have in explaining individual wages (see, among others, Abowd et al., 1999,

Goux and Maurin, 1999, Woodcock, 2008, 2015, Torres et al., 2018, and Raposo et al.,

2021). Third, job mobility choices play an important role in explaining wage fluctuations

over the life cycle and they are driven by the value of the current match (Topel and Ward,

1992; Abowd et al., 2006; Low et al., 2010; Hospido, 2012b; Altonji et al., 2013; and Liu,

2019). Fourth, the degree of dependence of current wages on past wages seems to be lower

across jobs than within jobs (Hospido, 2015; and Bonhomme et al., 2019).

1 For an insightful discussion of the distinction between heterogeneity and structural state dependence
see Heckman (1981), who illustrated these concepts developing a dynamic model of labor supply.
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Framed in this influential literature, the aim of this paper is to show how much of

the apparent persistence of wages is driven by worker, firm, and job-match quality het-

erogeneity, highlighting the role of omitted deterministics in driving wage persistence;

and to illustrate the importance, both through Monte Carlo simulations and an empirical

analysis, of the incidental parameter problem in the framework of dynamic wage models

with high-dimensional fixed e↵ects.

Exploring a rich matched employer-employee data set and an econometric model of

wage growth over the career, we estimate a wage equation model that incorporates both

state dependence (through a first-order autoregressive wage model) and job-match fixed

e↵ects. Then, building on Gelbach (2016), who uses the omitted variable bias formula to

decompose the contribution of added covariates to changes in the estimates of the regres-

sion coe�cients of interest, we compute the independent contribution of each unobserved

fixed e↵ect – worker, firm, and job-match quality - to the change in the autoregressive wage

parameter estimates in order to provide a comprehensive decomposition of the sources of

wage persistence.

The studies most closely related to ours in motivation and objectives are the recent

contributions by Hospido (2012b, 2015). The originality of her analysis resides in the

proposal of a model that takes into account individual and job unobserved heterogeneity

and dynamics in the conditional variance of individual wages. Specifically, in Hospido

(2012b), using data from the PSID 1968-1993, a nonlinear dynamic panel data model

with worker (random) e↵ects is estimated, concluding for the importance of permanent

individual unobserved heterogeneity and state dependence e↵ects in explaining the vari-

ance of wages. Along the same line of reasoning, Hospido extended her previous research

by incorporating in the analysis the role of job-specific e↵ects in the conditional variance

of wages (Hospido, 2015). Estimation of a dynamic error components model showed that

the autoregressive parameter estimate decreased considerably after netting out worker and

job specific e↵ects. Our approach overcomes two shortcomings in Hospido’s studies: one

is the lack of matched employer-employee data that allow us to uniquely identify workers

and firms, and to track them over the years; and the other is the failure to decompose

the job-match fixed e↵ect into its components - worker, firm, and job-match quality. In

our analysis, we favor an autoregressive fixed e↵ects model to Hospido’s autoregressive

random e↵ects approach for those two main reasons.

Our empirical analysis consists of the estimation of a dynamic panel wage equation

with high-dimensional fixed e↵ects using a balanced panel of full-time prime-age male (fe-

male) workers of 655,120 (383,456) observations and an unbalanced panel of full-time male

(female) workers of 12,802,613 (9,800,784) observations over the 2002-2018 period. Specifi-

cally, the balanced panel comprises 40,945 (23,966) male (female) workers, 10,035 (4,680)

firms, and 69,276 (38,795) job matches, and the unbalanced panel includes 2,014,995

(1,600,305) male (female) workers, 256,674 (225,318) firms, and 3,111,886 (2,372,438) job
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matches.

In estimating the model, special attention is given to the incidental parameter problem

resulting from the estimation of a large number of fixed e↵ects in short panels (Neyman

and Scott, 1948; Chamberlain, 1980; Lancaster, 2000). Finally, an in-depth Monte Carlo

exercise is performed to illustrate how the high-dimensional fixed e↵ects may impact (bias)

the autoregressive wage parameter estimate, conditional on worker, firm, and job-match

quality fixed e↵ects. Additionally, three alternative bias correction methods are used to

address the incidental parameter bias: (i) the split-panel Jackknife estimator proposed

in Dhaene and Jochmans (2015); (ii) the analytical solution of Hahn and Kuersteiner

(2002), and (iii) a recursive-design residual-based wild bootstrap approach as suggested

by Gonçalves and Ka↵o (2015). Note that since all these methods have been introduced

in the context of a conventional fixed e↵ects model, the Monte Carlo results presented

here will provide useful information on the performance of these approaches in the more

complex framework of multiple high-dimensional fixed e↵ects.

Results show that permanent observed and unobserved heterogeneity components

(such as worker, firm, and job-match quality) play an important role in driving wage

dynamics. Moreover, after accounting for these components and for the incidental pa-

rameter problem induced by the presence of high-dimensional fixed e↵ects in the dynamic

setting, there is still a positive (although smaller) relationship between current and past

wages that is captured by the autoregressive parameter estimate. For instance, the em-

pirical analysis of the unbalanced panel of male (female) workers shows that controlling

for job-match fixed e↵ects reduces the autoregressive wage parameter estimate from 0.949

(0.999) to 0.292 (0.255). The conditional decomposition of the autoregressive coe�cient

estimate shows that of the total wage persistence e↵ects driven by worker, firm, and job-

match quality permanent heterogeneity, 53.2% (58.1%) is due to worker, 31.8% (27.4%)

to firm, and around 15% (14.5%) to the job-match quality fixed e↵ects.

The contribution of this study to the wage dynamics literature is fourfold. First, we

provide a detailed decomposition of the sources of wage persistence in light of the distinc-

tion between heterogeneity and state dependence (Heckman, 1981; and Bonhomme et al.,

2019); second, we apply Gelbach’s decomposition in the framework of a dynamic panel

wage model with job-match fixed e↵ects using bias corrections to overcome the incidental

parameter problem, contributing in this way to illustrate the impact of these issues in

the context of the estimation of high-dimensional fixed e↵ects in short panels; third, we

apply our empirical approach to a rich administrative matched employer-employee data

set, using balanced and unbalanced panels of both male and female workers. Although

the use of balanced panels is common in theoretical and applied work, the usefulness

of the unbalanced samples is that they can be less restrictive in terms of requirements

and more representative of all workers and job careers, and therefore, in our empirical

analysis, for completeness we consider both frameworks; and fourth, we provide an in-
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depth Monte Carlo exercise that contributes to the scant literature on bias corrections in

a high-dimensional fixed e↵ects context (see, for instance, Hospido, 2012a and Charbon-

neau, 2017).

The rest of the paper is organized as follows. Section 2 discusses the decomposition

approach in the context of models with worker and firm fixed e↵ects, and job-match fixed

e↵ects; Section 3 provides an in-depth Monte Carlo analysis of the impact of omitted

variables and the incidental parameter problem, as well as evidence on the performance

of the three bias correction approaches; Section 4 provides an empirical analysis of wage

persistence and the results of Gelbach’s decomposition of the omitted variable bias due

to the omission of the worker and firm, and job-match fixed e↵ects, and, finally, Section

5 concludes the paper.

2 The Methodology

To better understand wage persistence we consider the dynamic wage equation,

wit = ⇢wi,t�1 + ↵i + ✓F (i,t) + �iF (i,t) + �t +Xit� + uit (1)

where wit and wi,t�1 are the wages of individual i in years t and t � 1, respectively,

i = 1, ..., n, t = 1, ..., T , |⇢| < 1 is the autoregressive parameter that characterizes wage

persistence; ↵i and ✓F (i,t) correspond to observed and unobserved worker and firm fixed

heterogeneity, respectively; �iF (i,t) is a match quality fixed component that captures the

wage earned by individual i while working in firm F relative to ↵i+✓F (i,t); �t are time fixed

e↵ects, Xit is a vector of time-varying control variables, which includes tenure, the squares

of age and tenure, schooling years, and firm size, and uit is a zero mean idiosyncratic error

term.

To measure the contribution of each fixed e↵ect to wage persistence we use the decom-

position proposed by Gelbach (2016). This decomposition is a computationally simple and

econometrically meaningful procedure that takes advantage, in a surprisingly ingenious

way, of the conventional OLS omitted variable bias formula. If the base specification is

a parsimonious useful benchmark, which in our case corresponds to a conditional gross

measure of wage persistence, the decomposition is also economically meaningful, provid-

ing an unambiguous measure of the contribution of each omitted variable to the change

in the original coe�cients of wage persistence.

It is important to highlight that for Gelbach’s decomposition exercise, the full model

needs to be well specified, i.e., the parameters of the full model have to be consistently

estimated. Specifically, considering (1) as the full model, we assume that E(uit, ujs) = 0,

i 6= j or t 6= s; E(↵i, ujt) = 0, 8i, j, t; E(✓F (i,t), ujs) = 0, 8i, j, s, t, E(�iF (i,t), ujs) = 0,

8i, j, s, t, E(�t, ujs) = 0, 8t, j, s and that Xit is strictly exogenous.
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2.1 Wage equation with no job-match quality e↵ect

Consider first the case in which the job-match quality fixed component, �iF (i,t), is not

relevant, i.e., �iF (i,t) = 0. In this situation the full model in (1) reduces to a dynamic

wage equation with worker and firm fixed e↵ects, such as,

wit = ⇢wi,t�1 + ↵i + ✓F (i,t) + �t +Xit� + uit. (2)

As previously indicated, to determine the independent contribution of each fixed e↵ect

to the persistence of wages in model (2), we start by considering a simpler version of the

full model, which we define as the base model, in which the worker and firm fixed e↵ects

are omitted, i.e.,

wit = ⇢wit�1 + �t +Xit� + u
0
it
. (3)

For convenience of presentation we write (3) in matrix notation,

W = ⇢W�1 +Q#+U0 (4)

where W and W�1 are n(T � 1) ⇥ 1 vectors of wages and one-period lagged wages,

respectively, Q := (X,T ), X is the n(T � 1)⇥ k matrix of control variables, and T is the

n(T � 1)⇥ (T � 1) matrix of time dummies.

To estimate ⇢ in (4), we use the Frisch-Waugh-Lovell theorem and express the least-

squares estimate of ⇢ as the result of running a regression of W on W�1, after partialling

out the e↵ect of Q, i.e.,

⇢̂0 = (W0
�1PQW�1)

�1(W0
�1PQW) (5)

where PQ := I�Q(Q0Q)�1Q0 projects onto the left null space of Q, and is used to purge

the e↵ects of Q from W and W�1. The estimator in (5) can be written more compactly

as,

⇢̂0 = AQW (6)

where

AQ := (W0
�1PQW�1)

�1W0
�1PQ. (7)

The representation in (6) will be instrumental for the analysis that follows, since pre-

multiplying any variable by AQ provides the corresponding coe�cient estimate after con-

trolling for the variables in Q.

To identify the impact of worker and firm heterogeneity on wage persistence we also

need to consider the full model in (2), which in matrix formulation is,

W = ⇢W�1 + E↵+ F✓ +Q#+U1 (8)
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where E and F are the matrices of worker and firm dummies, and ↵ and ✓ the corre-

sponding unknown vectors of worker and firm fixed e↵ects parameters. Given the high-

dimensional fixed e↵ects in (8), this linear regression model can be estimated using, for

instance, the iterative procedure of Guimarães and Portugal (2010).2

Following Gelbach (2016) we resort to the OLS omitted variable bias expression, which

essentially corresponds to the di↵erence between the estimates of ⇢ computed from (8),

which we define as ⇢̂wf , and ⇢̂0 computed from (4), where the latter is biased due to

the omission of the worker and firm fixed e↵ects (E↵ and F✓, respectively). Thus, to

determine the contribution of these fixed e↵ects to wage persistence, we estimate (8),

W = ⇢̂
wfW�1 + E↵̂+ F✓̂ +Q#̂+ Û1, and multiply both sides by AQ, defined in (7).

Since AQQ#̂ = 0 and AQÛ1 = 0, it follows that the omitted variable bias is,

⇢̂0 � ⇢̂
wf = ⌧̂↵ + ⌧̂✓ (9)

where ⌧̂↵ = AQE↵̂ and ⌧̂✓ = AQF✓̂ are the resulting biases of the omission in (4) of

the worker and firm fixed e↵ects, respectively. The di↵erence between the estimates of

⇢ in (9) equals the sample analog of the omitted variable bias formula and Gelbach’s

algorithm allows us to decompose this di↵erence into the separate e↵ects deriving from

each excluded fixed e↵ect. In practice, all we need are the estimates of ⌧̂↵ and ⌧̂✓, which

are straightforwardly obtained from regressions of the estimated worker and firm fixed

e↵ects (E↵̂ and F✓̂, respectively), on all the covariates included in the base model (4).

2.2 Wage equation with job-match quality e↵ect

For estimation of (1) with �iF (i,t) 6= 0, a feasible procedure that allows us to estimate the

combination of the three sets of e↵ects (worker, firm, and job-match quality fixed e↵ects)

is to replace them by a single set for each worker-firm pair, i.e., the job-match fixed e↵ect,

 iF (i,t), viz.,

wit = ⇢wi,t�1 +  iF (i,t) + �t +Xit� + uit. (10)

Comparing (2) and (10) we observe that, on the one hand, the latter includes many

more fixed e↵ects (compare, for instance, the number of worker and firm fixed e↵ects

with that of the job-match fixed e↵ects in the summary statistics of Table A.1 for the

balanced and unbalanced panels considered in our empirical analysis). On the other hand,

if job-match quality e↵ects exist and are not accounted for, an omitted variable bias will

emerge in (2), potentially making it unfeasible (this will be illustrated in detail in Section

3).

Thus, given our interest in understanding the impact of job-match heterogeneity on

2In Appendix B we briefly describe the iterative procedure of Guimarães and Portugal (2010) that is
used in the estimation of a wage equation that incorporates two high-dimensional fixed e↵ects.
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wage persistence, we write (10) as,

W = ⇢W�1 +M +Q#+U1 (11)

where M corresponds to the matrix of job-match dummies and  is the corresponding

unknown vector of parameters.

To determine the contribution of the job-match fixed e↵ects to wage persistence we

multiply both sides of W = ⇢̂
matchW�1 +M ̂ +Q#̂+ Û1 by AQ, defined in (7). Noting

that AQQ#̂ = 0 and AQÛ1 = 0, the omitted variable bias resulting from the omission of

the job-match fixed e↵ects in (4) is,

⇢̂0 � ⇢̂
match = AQM ̂ =: ⌧̂ . (12)

To separately identify the worker, firm, and job-match quality components, a work-

able assumption in this framework is to consider that the job-match quality e↵ect is

orthogonal to the worker and firm fixed e↵ects (Woodcock, 2015 and Raposo et al., 2021).

Hence, considering conditional orthogonality of these fixed e↵ects essentially corresponds

to specifying the regression model,

M ̂ = ⌧�W�1 + E↵m + F✓m +Q#m + " (13)

where M ̂ is obtained from (11), W�1 and Q are as defined in (4), E and F are the

matrices collecting the worker and firm dummies, respectively, ↵m and ✓m are the corre-

sponding vectors of unknown worker and firm parameters, and " is an error term. ⌧� is

the contribution of the job-match quality fixed e↵ects to wage persistence. In line with

the previous section, regression (13) will be estimated using the iterative procedure of

Guimarães and Portugal (2010).

The decomposition of the job-match fixed e↵ect, M ̂, into three components, the

worker (⌧↵), firm (⌧✓), and job-match quality (⌧�), allows us to identify their contribution

to wage persistence. Hence, multiplying, as before, both sides of the estimated model in

(13) by AQ, and noting that AQW�1 = 1, AQQ#̂m = 0 and AQ"̂ = 0, it follows that,

⌧̂ = ⌧̂� + ⌧̂↵ + ⌧̂✓, (14)

where ⌧̂↵ = AQE↵̂m and ⌧̂✓ = AQF✓̂m.

Thus, (14) shows that in practice ⌧̂↵̂ and ⌧̂
✓̂
can be computed from regressions of the

worker fixed e↵ects estimates, E↵̂m, and the firm fixed e↵ects estimates, F✓̂m, respec-

tively, on W�1 and Q.
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3 Monte Carlo Analysis

As indicated above, both specifications considered in (2) and (10) make use of a large

number of fixed e↵ects resulting in a significant incidental parameter problem. From the

literature on panel data, we know that a critical situation arises when the dimension of

one fixed e↵ect (say n) increases without bound while T remains fixed. In this case, the

number of individual parameters increases as n increases, raising the incidental parame-

ter problem originally discussed by Neyman and Scott (1948) and recently reviewed by

Lancaster (2000). In general, the estimators of the regression coe�cients (the slopes) will

be plagued by the incidental parameter problem and, for T fixed, will be inconsistent.

In particular, when T is small, each individual fixed e↵ect is very noisy, and this noise

generally contaminates the estimates of ⇢ and the other parameters.3

In this Section, we perform an in-depth Monte Carlo analysis to illustrate the impact

of this problem on the least-squares estimates of a panel autoregressive parameter ⇢ and

to evaluate the possible suitability of three di↵erent bias correction approaches, that

originally have been proposed for a conventional fixed e↵ects model context. The main

objective is to better understand the magnitude of the estimation bias (as a consequence

of omitted variables and/or the incidental parameter problem) when di↵erent sets of

fixed e↵ects are considered in the estimation of the autoregressive slope parameter and to

evaluate how well the di↵erent bias correction approaches perform.

3.1 The Data Generation Process

Our data generation process (DGP) is in line with (1), i.e.,

wit = ⇢wi,t�1 + ↵i + ✓F (i,t) + �iF (i,t) + uit (15)

where the error term uit ⇠ n.i.i.d.(0, 1), i = 1, ..., n, t = 1, ..., T , n = (1600, 3200),

T = (10, 20, 30) and (↵i, ✓F (i,t),�iF (i,t))0 ⇠ N(0,⌦), with 0 a 3 ⇥ 1 vector of zeros and

⌦ := diag
�
�
2
↵
, �

2
✓
, �

2
�

 
= diag

�
0.25, 0.25, 0.25

 
.4

For simplicity of presentation, but without loss of generality, we do not consider control

variables in our DGP. For the number of firms we consider J = (200, 400), which are

indexed by j = 1, ..., J , with a random number of employees, Nj, drawn from a log-

3Similarly, if n is small each time fixed e↵ect is very noisy.
4Note that, weak dependence, i.e. higher order AR dynamics or MA dependence (assuming that the

latter is invertible), could be considered as long as this additional dynamics is accommodated in the
model. In other words, as long as the residuals of the full model display close to white noise behavior.
We conjecture that the use of the split-panel Jackknife and the Bootstrap should still be feasible with
higher order models. For instance, in the context of higher order AR dynamics, keeping in mind that our
focus is on the persistence of wages, one possibility would be to consider an autoregressive approximation
as, wit = µ

⇤
i + ⇢wi,t�1 +

Pp
k=1 ↵k�wi,t�k + eit where ⇢ corresponds to the measure of persistence used

in our paper and p is a su�ciently large lag order which ensures that eit displays close to white noise
behavior.
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normal distribution with mean µN = 8. Each worker is given a realization of ↵i and each

firm is given a realization of ✓j. The first draws of ↵i and ✓j, when t = 1, ensure that

workers and firms with certain characteristics are matched.

We also allow for worker mobility between firms. For each worker we draw a potential

new firm j from the list of currently existing firms. This new firm has its own set of

characteristics ✓j. To ensure that a new match is drawn with a probability that is pro-

portional to the firm size, the list of new firms is weighted by the size of the firm, and the

movement from firm j to j
0 is determined by a random draw from a uniform distribution.

We set the probability, p, of workers moving between firms to 10% and 25%. Changing

p allows us to alter the number of workers that move each period. This will also change

the number of job-match fixed e↵ects that need to be used. The matching of workers

and firms occurs once per period t. The number of periods, T , is varied to mimic real

data. Typically, T is small because linked data are recorded annually and have become

available only recently (for instance, in our empirical analysis below T = 17).

Once the identity of each firm has been established for every worker in all T periods,

the dependent variable wit is generated according to (15). The generated panel is bal-

anced such that each worker is observed over T consecutive periods. However, it is not

necessarily balanced in terms of firms, because small firms that experience worker exits

may disappear.

In what follows, using these artificial panel data sets we investigate the bias of the

autoregressive parameter estimates obtained from two dynamic panel data regression

models, one that includes worker and firm fixed e↵ects as in (2) and another that includes

job-match fixed e↵ects as in (10) (for clarity we will refer to the resulting autoregressive

estimates obtained from the former model as ⇢̂wf and from the latter as ⇢̂match). All results

presented are based on 1000 Monte Carlo replications.

3.2 The Bias Correction Approaches

Bias-correction has been an important topic of research in the panel data models literature

and has motivated the development of many bias reduction methods for (dynamic) panel

data models with fixed e↵ects, see e.g. Kiviet (1995), Hahn and Kuersteiner (2002), Hahn

and Newey (2004), Bun and Carree (2005), Phillips and Sul (2007), Everaert and Pozzi

(2007), Gourieroux et al. (2010) and Fernández-Val and Weidner (2016), among others.

For the purpose of our analysis we will focus on the analytical bias-correction approach

proposed by Hahn and Kuersteiner (2002) (hereinafter HK), the split-panel Jackknife

approach of Dhaene and Jochmans (2015), and a residual wild bootstrap approach as

in Gonçalves and Ka↵o (2015). The latter two approaches are interesting in the sense

that no specific bias expression is needed to perform the correction, which in the present

context of high-dimensional fixed e↵ects, can prove advantageous. Note that all these

procedures were originally designed for a conventional fixed e↵ects context and it will
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therefore be useful to evaluate their performance in this high-dimensional fixed e↵ects

context. Typically, these bias correction approaches are designed to remove the first-order

term of a large-T approximation of the bias of ⇢. Below we provide a brief description of

the approaches used in this work.

Hahn and Kuersteiner (2002) develop analytical expressions of the first-order bias

of ⇢ that are very appealing from an empirical point of view due to their simplicity of

application. This expression, evaluated at a maximum likelihood estimate of ⇢ with fixed

e↵ects, is subtracted from ⇢ to give a first-order bias-corrected estimate,5 i.e.,

⇢̂
k
HK

= ⇢̂
k +

1

T
(1 + ⇢̂

k), where k = wf or match. (16)

From an empirical point of view other bias correction approaches exist that do not

require explicit bias formulas, such as the Jackknife approach, for example. In the context

of the incidental parameter problem, Dhaene and Jochmans (2015) propose the split-panel

Jackknife (see also Chudik et al., 2018).

To briefly describe the implementation of the split-panel Jackknife consider a balanced

panel dataset of observations wit, with i = 1, . . . , n, t = 1, . . . , T , and T even (see Dhaene

and Jochmans, 2015, p. 999, for details for T odd). Hence, let ⇢̂k denote the least-squares

estimate of ⇢ computed from the full panel with either worker and firm fixed e↵ects

(k = wf ) or with job-match fixed e↵ects (k = match) and let ⇢k1 and ⇢
k
2 correspond to

the estimates computed from the first half-panel, where t = 1, . . . , T/2, and the second

half-panel, where t = T/2+ 1, . . . , T , respectively. The split-panel Jackknife estimator is,

⇢̂
k
jk1/2

= 2⇢̂k � 1/2(⇢̂k1 + ⇢̂
k
2). (17)

For the unbalanced panel case, following Chudik et al. (2018), a simple way to imple-

ment the split-panel Jackknife bias correction is to assume that the Ti observations for

individual i are even, and divide the unbalanced sample into two unbalanced sub-samples;

the first sub-sample consisting of the first Ti/2 and the second sub-sample of the last Ti/2

observations (see Chudik et al., 2016 for further details).

Finally, the third approach that we use is a recursive-design residual-based wild boot-

strap approach following Gonçalves and Ka↵o (2015, Section 3.1). This approach re-

samples the residuals and recursively generates bootstrap observations for the dependent

variable using the estimated autoregressive panel data model (see also Everaert and Pozzi,

2007). Specifically, the bootstrap bias correction is performed according to the algorithm

described below.

Algorithm (Recursive-design residual-based wild bootstrap)

5Fernández-Val and Weidner (2018) provide the first-order bias formula for the case in which both
individual e↵ects and time fixed e↵ects are present.
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Step 1: Estimate the first-order autoregressive panel data model with fixed e↵ects

(with worker and firm or job-match fixed e↵ects) to obtain the estimated

residuals ûit = wit � �̂
k
iF (i,t) � ⇢̂

k
wi,t�1, k = wf or match, where �̂wf

iF (i,t) =

↵̂i + ✓̂F (i,t) and �̂match
iF (i,t) =  ̂iF (i,t).

Step 2: Generate bootstrap innovations u
⇤
it
= ûit⌘it, where ⌘it ⇠ i.i.d.(0, 1) over

(i, t) with E(⌘4
it
) < 1, which is independent of the sample data.

Step 3: Recursively generate a panel of pseudo observations {w⇤
it
, i = 1, ..., n; t =

1, ..., T} from the panel AR(1) model,

w
⇤
it
= �̂

k
iF (i,t) + ⇢̂

k
w

⇤
i,t�1 + u

⇤
it
, i = 1, ..., n; t = 1, ..., T, (18)

where k = wf or match, �̂k
iF (i,t) are the fixed e↵ects estimates and ⇢̂k is the

autoregressive least squares estimate computed from the original sample

data in step 1. The initial condition is, w⇤
i0 = �̂

k
iF (i,1)/(1�⇢̂k), i = 1, ..., n.

Step 4: Using the bootstrap sample data,
�
w

⇤
t
, w

⇤
t�1,

�0
, in place of the original

sample data, (wt, wt�1)
0, compute the bootstrap estimate of ⇢, ⇢̂⇤,k

b,rwb
, k =

wf or match.

Step 5: Repeat steps 2 to 4 B times and compute,

⇢̃
k
rwb

=
1

B

BX

b=1

⇢̂
⇤,k
b,rwb

.

B is the number of bootstrap replications used. In the simulations and

empirical analysis below we set B = 399.

Step 6: Taking the result of Step 5 we obtain the bias corrected estimate as,

⇢̂
k
rwb

= ⇢̂
k + (⇢̂k � ⇢̃

k
rwb

). (19)

As indicated by Gonçalves and Ka↵o (2015) the residual wild bootstrap approach

assumes cross-sectional independence as is common in the panel literature. However, time

series dependence in the error term is allowed by assuming that uit satisfies a martingale

di↵erence sequence assumption for each individual. Although this assumption rules out

serial correlation, it is compatible with time series and cross sectional heteroskedasticity

in uit.

For interesting and detailed overviews of bias correction methods for dynamic panels

see, inter alia, Dhaene and Jochmans (2015), Fernández-Val and Weidner (2018) and

Arellano et al. (2017).
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3.3 Simulation Results

Tables 1 and 2 report the Monte Carlo results obtained for n = 1600 and T = {10, 20, 30}.6

The artificial data generated allow for 10% and 25% worker mobility between firms.7

INSERT TABLES 1 and 2 ABOUT HERE

The results in Table 1 are based on data generated from (15) without a job-match

quality e↵ect, i.e., with �iF (i,t) = 0 . For the analysis of Table 1 both models (with worker

and firm fixed e↵ects, and with job-match fixed e↵ects) can be considered as suitable

approaches since �iF (i,t) = 0. The first observation we can make from the uncorrected

least-squares results in this table (see columns labeled wf and match) is that the bias

reported is as we expect, i.e., the results are negative and decrease in absolute terms

as T increases. Given that in our DGPs, ⇢ � 0, it is expected that the incidental pa-

rameter problem gives rise to an under estimation of the autoregressive parameter, and

consequently that E(⇢̂k � ⇢) < 0, for k = wf or k = match. Specifically, we observe

that the least-squares bias in the worker and firm fixed e↵ects model falls from between

[�0.199,�0.132] for T = 10, to [�0.063,�0.042] for T = 30, when 10% worker mobility

is considered and that these magnitudes of the bias are essentially the same when 25%

worker mobility is considered. When the model with job-match fixed e↵ects is considered,

the least-squares bias falls from between [�0.253,�0.176] for T = 10 to [�0.154,�0.108]

for T = 30 when 10% worker mobility is considered, and from between [�0.337,�0.244]

for T = 10 to [�0.249,�0.169] for T = 30 in the case of 25% worker mobility. The ag-

gravation of the bias observed when worker mobility is increased to 25% is a consequence

of the resulting increase in the number of job-match fixed e↵ects (note that the number

of worker and firm fixed e↵ects remains constant). The incidental parameter problem is

clearly illustrated in this table. Note, for instance, the increase in the absolute value of

the least-squares bias from a worker and firm fixed e↵ects model to that of job-match

fixed e↵ects models.

When the bias correction approaches are applied we observe that for the worker and

firm fixed e↵ects model, the split-panel jackknife (jk1/2) provides the best bias correction.

Specifically, we observe that for 10% worker mobility and T = 10 the bias of the split-

panel Jackknife estimate is smallest for ⇢  0.7 (its bias is between [�0.002, 0.013]), and

for ⇢ = 0.9 it is HK that preforms best (0.031). For T = 30 the split-panel Jackknife

is still the best performing bias correction approach when ⇢  0.7 ([�0.001, 0.006]), and

for ⇢ = 0.9 the best performing approach is now rwb (�0.010). For 25% worker mobility

results are essentially the same.

From the bias correction results in the job-match fixed e↵ects model we observe that

for T = 10 and 10% worker mobility, the best performing approaches are rwb for ⇢  0.5

6Results for n = 3200 are qualitatively similar to those discussed in this section; see the Supplementary
On-line Appendix for details.

7Note that in the empirical sample the fraction of movers is around 26%.
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with bias between [�0.077,�0.034], the split-panel Jackknife (jk1/2) for ⇢ = 0.7 (�0.071),

and HK for ⇢ = 0.9 (�0.012). For T = 30, rwb displays the best performance for all ⇢

([�0.031,�0.013]). Considering 25% worker mobility and T = 10, rwb is best for ⇢  0.7

([�0.150,�0.076]) and the split-panel Jackknife (jk1/2) for ⇢ = 0.9 (�0.075). Note that as

indicated above, the number of incidental parameters increases in this case which clearly

aggravates the bias. For T = 30, the rwb is the best performing approach for all ⇢ with

bias falling between [�0.074,�0.039]. Although the bias correction approaches used are

not as e↵ective in bias reduction as in the worker and firm fixed e↵ects case, they still

provide considerable reductions of the least-squares bias. In contrast to the conventional

Nickel bias, which converges relatively quickly to zero as T increases (see, for instance,

the results obtained from the model with worker and firm fixed e↵ects - column wf), the

bias resulting from the job-match fixed e↵ects is more resilient the more worker mobility

exists, as this will give rise to increased noise in the estimates of the fixed e↵ects as a

consequence of the growing number of smaller periods over which to estimate the job-

match fixed e↵ects.

Table 2 presents the Monte Carlo results obtained based on data generated from (15),

but now allowing for job-match quality e↵ects, i.e., �iF (i,t) 6= 0. The incidental parameter

problem is again quite visible in the column match of Table 2, corresponding to the case

in which job-match fixed e↵ects are used, and also from the column wf for the case of

worker and firm fixed e↵ects, but in the latter case some caution is required. Note that

for T > 10 the results obtained from the latter model suggest a positive bias. This

behavior is associated to the fact that worker and firm fixed e↵ects will not capture the

job-match quality e↵ects present in the data, and therefore, the results provided do not

only reflect the impact of the incidental parameter problem but also the resulting omitted

variable bias. The latter seems to be positive and clearly emerges as T increases, since

the incidental parameters problem is expected to diminish. The bias resulting from the

omission of the job-match e↵ects also seems to have a detrimental impact on the bias

correction approaches used, as in the case of the parameter estimates computed from the

model with worker and firm fixed e↵ects the bias correction approaches seem to reduce

the bias only when T = 10.

When the job-match fixed e↵ects model is considered we observe that when 10%

worker mobility is allowed the least-squares bias of the autoregressive parameter estimate

for T = 10 is between [�0.220,�0.143] (see column labeled match), which is quite large,

and is aggravated as worker mobility is increased to 25% ([�0.277,�0.195]). Although the

bias decreases in absolute value as the sample size increases, it is still sizable for T = 30

([�0.124,�0.073] and [�0.182,�0.113], for the cases of 10% and 25% worker mobility,

respectively).

The bias correction results for the match fixed e↵ects model show that all three bias

correction approaches (rwb, the split-panel Jackknife, and HK) provide significant bias
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reductions. The rwb is the approach that in general reveals the overall best perfor-

mance in this case. Specifically, in the case of 10% worker mobility and T = 10, rwb

achieves the best performance when ⇢  0.5 ([�0.065,�0.028]) and jk1/2 when ⇢ > 0.5

([�0.045,�0.031]). For T = 30, rwb achieves the best performance for all values of ⇢

considered ([�0.006,�0.001]). When 25% worker mobility is considered rwb performs

best as ⇢  0.7 ([�0.100,�0.055]) and HK for ⇢ = 0.9, (�0.025). For T = 30 rwb is

overall the best performing approach ([�0.015,�0.040]).

The results in Tables 1 and 2 emphasize the importance of the incidental parameter

problem as the autoregressive parameter estimates are in general (sometimes substan-

tially) smaller than the true ⇢. Moreover, we also highlight that bias correction is clearly

an important aspect to be considered in this framework and that the bias correction

methods analyzed prove useful in this context. However, further work on bias reduc-

tion approaches suitable for short-time panels with high-dimensional fixed e↵ects, such as

bootstrap methods, is still needed.

4 Empirical Analysis

4.1 Data description

Our data come from a unique and rich longitudinal matched employer-employee dataset

- Quadros de Pessoal (QP). QP is a mandatory annual employment survey collected by

the Portuguese Ministry of Labor, Solidarity, and Social Security, which each firm with

at least a single wage earner in the private sector is legally obliged to complete. QP has

existed since 1985 and extends until 2018, which is the most recent available period.8 Our

study covers the 2002-2018 period. A shorter sample of the QP dataset (2002-2009) was

recently used by Card et al. (2016).

QP contains information on the firm (location, industry, employment, sales, owner-

ship, and legal setting, among other features), and on each of its workers (gender, age,

education, skill, occupational category, tenure, wages, hours worked, and more). The

information on earnings is very complete. It includes the monthly base wage (gross pay

for normal hours of work), regular and non-regular benefits, and overtime pay, as well as

the mechanism of wage bargaining. Information on normal and overtime hours of work

is also available. From 1994 and thereafter data reported in QP refer to the month of

October of each year.

Firms and workers entering the QP dataset are assigned a unique identification number

that makes it possible to track firms and workers over time. Also, the worker files include

the number of the firm to which each worker is a�liated in a given year, making it possible

to match firms and their workers, and to identify each worker-firm pair. Currently, the

8 Worker level data are not available for the years of 1990 and 2001.
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dataset comprises information on around 300,000 firms and 3 million employees.

The possibility to match workers with their employers, the longitudinal nature of

the data, and the long time span covered, makes QP an appropriate source to empirically

evaluate wage persistence e↵ects. Moreover, employer-reported wage information is known

to be subject to less measurement error than worker-reported data.

Our data set includes the population of full-time male wage earners in the private

nonfarm sector who worked at least 120 hours in the reference month, aged between 18

and 64, with a maximum of 50 years of tenure, and who earned at least 80 percent of

the minimum wage.9 We restrict our sample to the largest connected set, which rep-

resents more than 96% of the data.10 The data include 655,120 (years ⇥ individuals)

observations for a balanced panel of prime-age male workers, which corresponds to 40,945

workers, 10,035 firms, and 69,276 job matches. This sample includes continuously em-

ployed workers over the 2002-2018 period who may or may not have experienced a firm

change. For comparison purposes, we also consider a balanced sample of 383,456 (years

⇥ individuals) observations of prime-age female workers, which corresponds to 23,966

workers, 4,680 firms, and 38,795 job matches.

Finally, in order to estimate the dynamic wage model in a more realistic setting,

two alternative panels are considered: an unbalanced sample of male and an unbalanced

sample of female workers. To be included in these samples workers must have been

registered in the QP files for at least two years in the 2002-2018 period. In this case,

the minimum number of spells per worker in QP data ranges from 2 to 17 years. Note

that, workers who experienced an unemployment episode or who were employed in Public

Administration or in self-employment are not covered by QP.11

The unbalanced panel of male workers includes 12,802,613 observations (2 million

individuals, 250,000 firms, and 3.1 million job matches), while the unbalanced panel of

female workers includes 9,800,784 observations (1.6 million individuals, 225,000 firms, and

2.4 million job matches).

Table A.1 reports the summary statistics for these four alternative panels. Real hourly

wages are defined as the ratio between total regular (base wage and regular benefits) and

irregular payroll (irregular benefits and overtime payments) in the reference month and

the total number of normal and extra hours worked in the reference month (deflated

using the Consumer Price Index: base-year 1986). The summary statistics indicate that

female workers earn, on average, less than male workers are on average more educated,

and employed in larger firms than their male counterparts. Regarding age and tenure,

the balanced panels show that female workers are on average older (42.2 years old against

9Observations with missing data in the variables of interest were dropped. Multiple job-holder workers
in a given year were also removed.

10A connected set is defined when at least one element of a worker-firm pair links the rest of the group
(Abowd et al., 2002). This is done to warrant that the fixed e↵ects are identified.

11Temporary exits from the data set may also occur if the survey form was not received by the Ministry
of Labor before the date when the recording operations were closed.
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40.3 years old for male workers) and have longer tenure (14.6 years of tenure against 13.1

years for male workers). In contrast, the unbalanced panels show that female workers are

slightly younger (39.4 years old against 40.3 years old for male workers) and have lower

tenure (9.3 years against 9.7 years for male workers).

4.2 Analysis of the Regression Results

In this section we seek to disentangle two sources of wage persistence: the persistence gen-

erated by the presence of unobserved heterogeneity and the persistence of earnings histo-

ries (Arellano et al., 2017). In the current exercise we explicitly incorporate worker, firm,

and job-match quality heterogeneity in the wage model, enabling us to interpret the au-

toregressive coe�cient as a measure of persistence of wage shocks over the worker’s career

history. Wage dependence may arise because firms base their wage o↵ers to prospective

workers on wages in their prior job (Altonji et al., 2013). In this set-up, the autoregressive

coe�cient may also reflect (or be interpreted as) the fraction of firms that counter-bid the

o↵ers of firms that engage in poaching their employees. Wage dependence is also engen-

dered if better jobs improve the quality of the worker job search network. More broadly,

job ladder models (Burdett and Mortensen, 1998; Huckfeldt, 2021) and risk insurance

wage models (Guiso et al., 2005) generate wage persistence, by construction.

In Table 3 we present the regression results of the wage equation for both the base

and the full model (with worker and firm fixed e↵ects) specifications (discussed in Section

2), using a matched employer-employee balanced panel. In the absence of controls for

heterogeneity, the estimates of the autoregressive parameter convey an indication of strong

wage persistence for both male (0.89) and female (0.93) workers (see first column of

Table 3). However, as hinted at earlier, the coe�cient on lagged wages may capture the

permanent e↵ects of individual heterogeneity (who the worker is) and firm heterogeneity

(where she works). The results provided in the second column of Table 3, in which the

autoregressive coe�cient estimate, ⇢̂wf , is reduced to 0.36 in the case of male and to 0.35

in the case of female workers, clearly show that permanent unobserved heterogeneity plays

a key role in driving wage dynamics.

INSERT TABLE 3 ABOUT HERE

A key contribution of this study relies on the ability to unambiguously decompose the

di↵erence of the base and full models’ estimates of ⇢, in terms of the contribution of each

component of unobserved heterogeneity. This is done taking advantage of the omitted

variable bias formula (Gelbach, 2016), as discussed in Section 2. The (exact) decomposi-

tion exercise is also o↵ered in the first line of Table 3. In the case of male workers it can

be seen that the change in the estimates of ⇢ between the base and the full specification

(0.53 = 0.89� 0.36) can be attributed to the persistence of the individual characteristics

(0.42) and to the persistence of firms’ wage policies (0.11). The decomposition for female

16



workers (0.58 = 0.93 � 0.35) places even more weight on the worker component (0.50),

which translates into a smaller firm component (0.08). We tentatively conclude in favor

of the dominance of worker heterogeneity over firm heterogeneity, a typical result in static

wage models (Abowd et al., 1999; Torres et al., 2018). In summary, the notion that wages

are persistent seems to arise primarily from perennial features of who the worker is and

where she works and not as much from the permanence of economic shocks.

In the bottom panel of Table 3 we address the incidental parameter problem using the

three alternative bias correction approaches of the least-squares estimate of ⇢ described

in Section 3.2. First, we consider the results based on the split-panel Jackknife correction

(jk1/2). Then we give the analytical correction of Hahn and Kuersteiner (2002) (HK).

The third correction alternative is the residual wild bootstrap (rwb). We provide bias cor-

rected estimates for the base model’s autoregressive parameter, ⇢0, because even in the

absence of high-dimensional fixed e↵ects finite sample bias is always present. We need

the bias corrected estimate in order to be able to proceed with Gelbach’s decomposition.

Given our Monte Carlo simulations, we have the same preference for the split-panel Jack-

knife correction in the case of the worker and firm fixed e↵ects model. The split-panel

Jackknife correction attenuates visibly the reduction of the autoregressive parameter sug-

gesting that the incidental parameter problem is driving the ⇢̂wf too low. The correction

implies a revised ⇢ estimate of 0.55 for male and 0.54 for female workers, which means

that around one third of the initial reduction of ⇢̂ is not justified. Furthermore, the split-

panel Jackknife correction implies a substantial decrease in the worker component of wage

persistence (toward 0.22 for male and 0.31 for female workers).

In Table 4 we account for worker-firm idiosyncratic match quality in the wage equation

according to the definition of (10). By considering the job-match fixed e↵ect (sometimes

also called the job e↵ect or job/period e↵ect), ⇢̂match further falls to 0.33 in the case of

male and 0.32 in the case of female workers, suggesting that match quality heterogeneity

has a non-negligible impact on wage persistence. These results are broadly aligned with

empirical studies that consider the inclusion of worker and job-match e↵ects (Hospido,

2015). The match fixed e↵ect subsumes, of course, the worker and firm fixed e↵ects

and a worker-firm idiosyncratic component that we called job-match quality. In general,

without further hypotheses, it is not possible to disentangle the components of the job-

match fixed e↵ect. A convenient hypothesis is to assume that the match quality fixed

e↵ect is conditionally orthogonal to the worker and firm fixed e↵ects (Raposo et al., 2021).

Proceeding in this way, the contribution of the job-match fixed e↵ect, ⇢̂0 � ⇢̂
match, (0.56

for male and 0.61 for female workers) is decomposed into the corresponding contributions

of the worker fixed e↵ect (0.42 for male and 0.50 for female workers), the firm fixed e↵ect

(0.11 for males and 0.08 for females), and the job-match quality fixed e↵ect (0.03 for both

male and female workers).

INSERT TABLE 4 ABOUT HERE
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In the case of the model with job-match fixed e↵ects, our Monte Carlo simulations

suggest that we should give preference to the residual wild bootstrap (rwb) bias correction.

As before, the bias correction implies that part of the reduction in the estimate of ⇢ is

undone and may not be justified, but the correction is smaller when compared to the

one implied by the split-panel Jackknife. Furthermore, in this balanced panel, the rwb

correction wipes out the contribution of the match quality.

Thus far we have been considering a balanced matched employer-employee panel. The

requirements of a balanced panel make the sample unreasonably non-representative and

severely biased toward workers with long and stable job careers. Moreover, applied re-

searchers are typically confronted with unbalanced panels. In Tables 5 and 6 we no longer

impose the restrictions of a balanced panel and consider a much larger and representative

sample.

Table 5 reports the estimation results for the worker and firm fixed e↵ects model, using

the unbalanced matched employer-employee data panel. Not surprisingly, the ⇢ estimate is

now smaller for both male and female workers in the uncorrected and bias corrected cases,

but not by much. The main di↵erence is the increased importance of the firm component

of wage persistence, which more than doubled in the case of female workers (from 0.08 to

0.18 for the split-panel Jackknife bias correction) and increased by nearly 50% in the case

of male workers (from 0.12 to 0.18). The bias correction implies, as before, that around

one third of the change in the autoregressive coe�cient estimates implied by the inclusion

of worker and firm fixed e↵ects is rooted in the incidental parameter problem.

INSERT TABLE 5 ABOUT HERE

Finally, in Table 6 we report the regression results and the corresponding decomposi-

tion exercise for the job-match specification, employing the unbalanced panel. Arguably,

this is the specification that better accounts for unobserved heterogeneity. Interestingly,

there is now a clear indication that job-match quality plays a relevant role in driving wage

persistence. Taking the rwb as our preferred bias correction procedure, the job-match

quality component equals a non-trivial 0.10 (0.11) for male (female) workers. Job-match

quality heterogeneity also plays a key role in the empirical studies of Altonji et al. (2013),

Raposo et al. (2021), and Woodcock (2020).

INSERT TABLE 6 ABOUT HERE

In summary, our empirical results highlight the importance of both the omitted vari-

able bias and the incidental parameter bias. We show that neglecting the presence of

worker, firm, and job-match quality heterogeneity severely biased the estimates of the

autoregressive coe�cient in an upward direction. Their inclusion, however, raises the

incidental parameter problem. The split-panel Jackknife method implies the largest bias

corrections - up to one third of the naive omitted variable bias correction - whereas the

residual wild bootstrap generates the smallest. The analytical correction of Hahn and
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Kuersteiner (2002) (HK) induces corrections contained between these two. The advan-

tage of this procedure is its simplicity and the fact that it makes the trade-o↵s involved

in the use of a large number of fixed e↵ects transparent to the practitioner.

5 Conclusion

In this paper we provide a detailed analysis of wage persistence using high-dimensional

fixed e↵ects dynamic panel data regression models. We show through Monte Carlo simu-

lations and a detailed empirical analysis that the estimation bias resulting from omitted

variables and incidental parameters can be quite substantial.

Specifically, we draw five main findings from our results. First, we uncover what we

believe is convincing evidence that time-series dependence of current wages on past wages

is largely driven by the unobserved components of worker, firm, and job-match hetero-

geneity, contributing to the theoretical literature that seeks to model earnings dynamics

over the life cycle. Neglecting heterogeneity severely biases upwards the autoregressive

parameter estimate. Second, the decomposition of the omitted variable bias shows, in

our favorite specification, that the most important source of bias is the persistence of

worker characteristics (contributing to a reduction in the autoregressive coe�cient of 0.35

for male and 0.43 for female workers) followed by heterogeneity of the wage policy of the

firms (0.21 for male and 0.20 for female workers), and by job-match quality heterogeneity

(0.10 for male and 0.11 for female workers). Third, we illustrate the importance, both

through Monte Carlo simulations and in the empirical application, of the incidental pa-

rameter bias, which induced a downward bias in the autoregressive parameter estimate.

Fourth, we also illustrate how the incidental parameter bias can be corrected using three

alternative bias correction methods. We learned that up to one-third of the reductions

of the autoregressive parameter estimates induced by the control of heterogeneity (high-

dimensional fixed e↵ects) may not be justified. Lastly, our simulation exercises showed

that distinct bias corrections methods performed di↵erently when we applied them to

the model with worker and firm fixed e↵ects or the model with job-match fixed e↵ects,

providing some guidance for future research on wage dynamics involving linked employer-

employee data.
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Table 1: Bias comparison of alternative estimators in a panel AR(1) generated with worker
and firm fixed e↵ects only (N = 1600, J = 200)

worker and firm fixed e↵ects job-match fixed e↵ects
Bias Bias

T ⇢ wf jk1/2 HK rwb match jk1/2 HK rwb

10% Worker Mobility
10 0.1 -0.132 -0.002 -0.035 -0.017 -0.176 -0.070 -0.084 -0.034

0.3 -0.161 -0.000 -0.047 -0.031 -0.211 -0.078 -0.102 -0.053
0.5 -0.187 0.001 -0.056 -0.052 -0.241 -0.084 -0.116 -0.077
0.7 -0.199 0.013 -0.049 -0.077 -0.253 -0.071 -0.108 -0.101
0.9 -0.145 0.072 0.031 -0.064 -0.183 0.015 -0.012 -0.079

20 0.1 -0.063 0.001 -0.012 -0.003 -0.125 -0.079 -0.077 -0.017
0.3 -0.076 0.001 -0.015 -0.006 -0.147 -0.091 -0.090 -0.024
0.5 -0.088 0.004 -0.017 -0.010 -0.167 -0.098 -0.100 -0.033
0.7 -0.095 0.010 -0.015 -0.019 -0.177 -0.095 -0.101 -0.045
0.9 -0.064 0.051 0.028 -0.018 -0.120 -0.015 -0.031 -0.033

30 0.1 -0.042 -0.001 -0.007 -0.001 -0.110 -0.080 -0.077 - 0.013
0.3 -0.050 -0.000 -0.008 -0.003 -0.128 -0.092 -0.089 -0.018
0.5 -0.057 0.002 -0.009 -0.004 -0.145 -0.101 -0.099 -0.024
0.7 -0.063 0.006 -0.008 -0.008 -0.154 -0.103 -0.102 -0.031
0.9 -0.042 0.034 0.020 -0.010 -0.108 -0.037 -0.048 -0.024

25% Worker Mobility
10 0.1 -0.130 -0.000 -0.033 -0.016 -0.244 -0.163 -0.159 -0.076

0.3 -0.158 0.002 -0.043 -0.030 -0.288 -0.186 -0.187 -0.102
0.5 -0.183 0.004 -0.052 -0.050 -0.325 -0.202 -0.208 -0.130
0.7 -0.194 0.017 -0.044 -0.075 -0.337 -0.191 -0.201 -0.150
0.9 -0.140 0.074 0.036 -0.062 -0.250 -0.075 -0.085 -0.109

20 0.1 -0.062 -0.000 -0.010 -0.003 -0.202 -0.164 -0.157 -0.053
0.3 -0.074 -0.001 -0.013 -0.006 -0.235 -0.188 -0.182 -0.067
0.5 -0.085 -0.005 -0.015 -0.010 -0.264 -0.207 -0.202 -0.082
0.7 -0.092 -0.011 -0.012 -0.018 -0.275 -0.205 -0.204 -0.093
0.9 -0.061 0.051 0.031 -0.018 -0.191 -0.082 -0.105 -0.054

30 0.1 -0.041 -0.000 -0.006 -0.001 -0.186 -0.157 -0.155 -0.046
0.3 -0.049 0.000 -0.007 -0.003 -0.215 -0.180 -0.179 -0.056
0.5 -0.055 0.003 -0.007 -0.004 -0.240 -0.196 -0.198 -0.067
0.7 -0.060 0.006 -0.005 -0.008 -0.249 -0.195 -0.200 -0.074
0.9 -0.041 0.034 0.021 -0.009 -0.169 -0.075 -0.111 -0.039

Notes: The column labeled ⇢ indicates the autoregressive parameter considered in the DGP in
(15), and the columns labeled wf, match, jk1/2, HK and rwb, present the results of the estimation

bias E(⇢̂k � ⇢) and E(⇢̂k
j
� ⇢), with k = wf or k = match, and j = jk1/2, HK and rwb, computed

as 1/R
P

R

s=1(⇢̂
k � ⇢) and 1/R

P
R

s=1(⇢̂
k

j
� ⇢), respectively, where R is the number of Monte Carlo

replications. ⇢̂k corresponds to the uncorrected least-squares estimate of ⇢ computed from a model
with worker and firm fixed e↵ects (when k = wf) and from a model with job-match fixed e↵ects
(when k = match). ⇢̂k

j
corresponds to the bias corrected least-squares estimate of ⇢ computed with

the split-panel Jackknife estimator (j = jk1/2), the analytical correction proposed by Hahn and
Kuersteiner (2002) (j = HK), and the residual wild bootstrap approach (j = rwb) described in
Section 3.2.
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Table 2: Bias comparison of alternative estimators for a panel AR(1) generated with
worker, firms and job-match quality e↵ects(N = 1600, J = 200)

worker and firm fixed e↵ects job-match fixed e↵ects
Bias Bias

T ⇢ wf jk1/2 HK rwb match jk1/2 HK rwb

10% Worker Mobility
10 0.1 -0.089 0.064 0.012 0.029 -0.169 -0.064 -0.076 -0.028

0.3 -0.112 0.071 0.007 0.019 -0.198 -0.070 -0.088 -0.046
0.5 -0.135 0.069 0.001 -0.001 -0.220 -0.069 -0.092 -0.065
0.7 -0.150 0.061 0.005 -0.035 -0.216 -0.045 -0.068 -0.080
0.9 -0.114 0.076 0.065 -0.042 -0.143 -0.031 0.033 -0.055

20 0.1 0.018 0.116 0.074 0.083 -0.118 -0.071 -0.069 -0.007
0.3 0.014 0.128 0.080 0.089 -0.136 -0.079 -0.077 -0.011
0.5 0.005 0.130 0.080 0.087 -0.148 -0.081 -0.080 -0.016
0.7 -0.015 0.108 0.070 0.064 -0.144 -0.069 -0.067 -0.022
0.9 -0.034 0.059 0.059 0.009 -0.087 0.004 0.003 -0.015

30 0.1 0.063 0.143 0.102 0.108 -0.100 -0.068 -0.067 -0.001
0.3 0.065 0.154 0.110 0.117 -0.115 -0.077 -0.075 -0.003
0.5 0.059 0.154 0.111 0.117 -0.124 -0.080 -0.078 -0.004
0.7 0.039 0.130 0.097 0.097 -0.120 -0.071 -0.068 -0.006
0.9 -0.005 0.054 0.058 0.028 -0.073 -0.021 -0.012 -0.004

25% Worker Mobility
10 0.1 -0.054 0.106 0.050 0.068 -0.221 -0.142 -0.134 -0.055

0.3 -0.076 0.113 0.047 0.061 -0.255 -0.156 -0.150 -0.073
0.5 -0.103 0.106 0.037 0.038 -0.277 -0.159 -0.155 -0.090
0.7 -0.130 0.081 0.027 -0.007 -0.273 -0.137 -0.130 -0.100
0.9 -0.116 0.074 0.063 -0.039 -0.195 -0.046 -0.025 -0.071

20 0.1 0.047 0.140 0.105 0.113 -0.176 -0.134 -0.130 -0.026
0.3 0.042 0.146 0.109 0.117 -0.198 -0.148 -0.143 -0.031
0.5 0.027 0.141 0.104 0.110 -0.211 -0.152 -0.147 -0.034
0.7 -0.002 0.111 0.083 0.079 -0.205 -0.136 -0.130 -0.035
0.9 -0.034 0.056 0.059 0.012 -0.138 -0.057 -0.050 -0.021

30 0.1 0.083 0.149 0.122 0.127 -0.154 -0.118 -0.123 -0.013
0.3 0.081 0.154 0.127 0.132 -0.172 -0.130 -0.135 -0.015
0.5 0.068 0.145 0.121 0.125 -0.182 -0.131 -0.138 -0.014
0.7 0.039 0.114 0.098 0.098 -0.173 -0.116 -0.122 -0.011
0.9 -0.009 0.047 0.054 0.025 -0.113 -0.048 -0.054 -0.004

See notes under Table 1.
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Appendix A - Summary Statistics

Table A.1: Summary Statistics

Men Women

Balanced Unbalanced Balanced Unbalanced

Real hourly wages (in logs) 1.1597 0.6673 0.9814 0.4443

Age (in years) 40.3214 40.2751 42.2208 39.4291

Tenure (in years) 13.0845 9.6938 14.6281 9.2615

Firm size (in logs) 6.2642 4.4670 6.9368 4.5179

Schooling (in years) 11.4660 9.2638 11.9771 10.2398

N (number of observations) 655,120 12,802,613 383,456 9,800,784

Number of workers 40,945 2,014,995 23,966 1,600,305

Number of firms 10,035 256,674 4,680 225,318

Number of worker-firm matches 69,276 3,111,886 38,795 2,372,438

Note: This table reports the summary statistics from Quadros de Pessoal (2002-2018)
for the four samples of workers used.

Appendix B - Estimating a two-way high-dimensional

fixed e↵ects regression model

In this Appendix we briefly describe the procedure of Guimarães and Portugal (2010)

for estimating a wage equation that incorporates two high-dimensional fixed e↵ects, the

worker and firm fixed e↵ects (in the case of job-match fixed e↵ects the approach fol-

lows along similar lines). Specifically, the approach consists of a modified version of

the methodology initially developed by Abowd et al. (1999) and Abowd et al. (2002)

which was extended and simplified by Guimarães and Portugal (2010) to work with large

datasets.12

For illustration, consider the matrix representation of the dynamic wage equation using

12The approach of Guimarães and Portugal (2010) is implemented in the reghdfe Stata procedure, see
Correia (2019).
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worker and firm fixed e↵ects in (2) , i.e.,

W = E↵+ F✓ +Q?#? +V (B.1)

where Q? = (W�1,X) and #? = (⇢,#0)0; W represents the vector of log wages, W�1

is the vector of one-period lagged log wages, X denotes the matrix of control variables

(such as, time dummies, tenure, a quadratic in tenure, a quadratic in age, schooling years,

and firm size), #? is a vector of regression coe�cients that includes the wage persistence

parameter ⇢, E and F, are matrices collecting the worker and firm dummies, respectively,

and V stands for the error term.

As is well known, the least squares estimator of � := (#?,↵,✓)0 solves the following

equation:

Z0Z� = Z0W (B.2)

where Z = (Q?
,E,F). However, in the present context it is computationally di�cult, or

unfeasible, to invert Z0Z due to the large number of worker and firm fixed e↵ects.

Herein, an iterative solution that alternates between estimation of b#
?

, b↵, and b✓, can
be used, i.e.,

2

664

b#
?,(r)

b↵(r)

b✓
(r)

3

775 =

2

664

(Q?0Q?)�1Q?0(W � Eb↵(r�1) � Fb✓(r�1))

(E0E)�1E0(W � Fb✓(r�1) �Q? b#
?,(r)

)

(F0F)�1F0(W � Eb↵(r) �Q? b#
?,(r)

)

3

775 (B.3)

where r = 1, . . . , indicates the number of the “rth” iteration. It is clear from (B.3) that

at each iteration the estimates of the fixed e↵ects are simply computed as averages of

residuals. For instance, (F0F)�1F0 is simply an average operator applied to the firm’s

residuals.

The iterative solution proceeds as follows. Through the recursive algorithm, the cur-

rent value of b#
?,(r)

is used to estimate the current value of b↵(r), and in the estimation of
b✓
(r)

the values of b↵(r) and b#
?,(r)

are used. Then, the algorithm restarts and this will be

repeated a su�cient number of times until the procedure converges.

Following Guimarães and Portugal (2010), to control for convergence of the algorithm,

instead of transforming the variables, i.e., instead of using the Frish-Waugh-Lovell theorem

to remove the influence of the two high-dimensional fixed e↵ects from each individual

variable for the estimation of b#
?,(r)

, alternatively a regression such as,

W = �1Eb↵(r�1) + �2Fb✓
(r�1)

+Q?#?,(r) +V (B.4)

is performed.

Note that here Eb↵(r�1) and Fb✓
(r�1)

are estimated parameter vectors that are used

as regressors to determine when convergence has been achieved. In other words, this
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regression will be used to compute the updated estimate of #, b#
?,(r)

, and the usefulness of

this model is that it allows us to determine when convergence has been achieved through

the parameter estimates of �1 and �2. In particular, the algorithm will stop when b�1 =
b�2 = 1.

Estimating a regression using the transformed variables with a correction for the de-

grees of freedom yields the exact least-squares solution for the coe�cients and standard

errors, for details see Guimarães and Portugal (2010) and Correia (2019).
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S.1 Additional Monte Carlo Results

Table S.1: Bias comparison of alternative estimators for a panel AR(1) generated with no
job-match quality (N = 3200, J = 400)

worker and firm fixed e↵ects job-match fixed e↵ects
Bias Bias

T ⇢ wf jk1/2 HK rwb match jk1/2 HK rwb

10% Worker Mobility
10 0.1 -0.133 0.025 -0.036 -0.017 -0.178 -0.048 -0.085 0.068

0.3 -0.160 0.034 -0.046 -0.031 -0.212 -0.051 -0.103 0.065
0.5 -0.187 0.041 -0.056 -0.052 -0.243 -0.051 -0.117 0.050
0.7 -0.199 0.059 -0.049 -0.077 -0.254 -0.033 -0.109 0.026
0.9 -0.144 0.126 0.032 -0.064 -0.184 0.061 -0.012 0.051

20 0.1 -0.064 0.006 -0.012 -0.003 -0.127 -0.077 -0.079 0.036
0.3 -0.076 0.009 -0.014 -0.006 -0.149 -0.087 -0.092 0.038
0.5 -0.088 0.013 -0.017 -0.010 -0.170 -0.094 -0.103 0.035
0.7 -0.095 0.022 -0.015 -0.019 -0.179 -0.090 -0.103 0.025
0.9 -0.063 0.067 0.029 -0.018 -0.122 -0.006 -0.033 0.024

30 0.1 -0.042 0.002 -0.007 -0.001 -0.112 -0.081 -0.079 0.022
0.3 -0.049 0.004 -0.008 -0.002 -0.131 -0.093 -0.092 0.024
0.5 -0.057 0.006 -0.009 -0.004 -0.148 -0.103 -0.103 0.022
0.7 -0.062 0.011 -0.008 -0.008 -0.157 -0.104 -0.105 0.017
0.9 -0.042 0.041 0.020 -0.009 -0.111 -0.038 -0.051 0.012

25% Worker Mobility
10 0.1 -0.130 0.027 -0.033 -0.017 -0.248 -0.150 -0.163 0.018

0.3 -0.157 0.036 -0.043 -0.030 -0.292 -0.170 -0.191 0.007
0.5 -0.183 0.044 -0.051 -0.051 -0.330 -0.183 -0.213 -0.013
0.7 -0.193 0.063 -0.042 -0.074 -0.342 -0.168 -0.206 -0.031
0.9 -0.139 0.128 0.037 -0.061 -0.254 -0.042 -0.089 0.004

20 0.1 -0.062 0.006 -0.010 -0.003 -0.209 -0.170 -0.164 -0.006
0.3 -0.074 0.009 -0.012 -0.006 -0.243 -0.196 -0.191 -0.013
0.5 -0.085 0.014 -0.014 -0.010 -0.273 -0.215 -0.212 -0.022
0.7 -0.091 0.023 -0.011 -0.018 -0.286 -0.216 -0.215 -0.032
0.9 -0.060 0.065 0.032 -0.017 -0.202 -0.092 -0.118 -0.011

30 0.1 -0.041 0.003 -0.005 -0.001 -0.195 -0.168 -0.164 -0.016
0.3 -0.048 0.004 -0.006 -0.002 -0.226 -0.193 -0.190 -0.022
0.5 -0.055 0.007 -0.007 -0.004 -0.252 -0.212 -0.211 -0.030
0.7 -0.060 0.011 -0.005 -0.008 -0.264 -0.215 -0.216 -0.036
0.9 -0.040 0.040 0.022 -0.009 -0.187 -0.099 -0.130 -0.014

Note: The column labeled ⇢ indicates the autoregressive parameter considered in the DGP in (15),
and the columns labeled wf, match, jk1/2, jk�1, HK and rwb, present the results of the estimation

bias E(⇢̂k � ⇢) and E(⇢̂k
j
� ⇢), with k = wf or k = match and j = jk1/2, HK and rwb, computed

as 1/R
P

R

s=1(⇢̂
k � ⇢) and 1/R

P
R

s=1(⇢̂
k

j
� ⇢), respectively, where R is the number of Monte Carlo

replications. ⇢̂
k corresponds to the uncorrected least-squares estimate of ⇢ computed from a model

with worker and firm fixed e↵ects (when k = wf) and from a model with job-match fixed e↵ects (when
k = match). ⇢̂

k

j
corresponds to the bias corrected least-squares estimate of ⇢ computed with the

split-panel Jackknife estimator (j = jk1/2), the analytical correction of Hahn and Kuersteiner (2002)
(j = HK), and the residual wild bootstrap approach (j = rwb).
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Table S.2: Bias comparison of alternative estimators for a panel AR(1) generated with
worker, firm and job-match quality e↵ects (N = 3200, J = 400)

worker and firm fixed e↵ects job-match fixed e↵ects
Bias Bias

T ⇢ wf jk1/2 HK rwb match jk1/2 HK rwb

10% Worker Mobility
10 0.1 -0.089 0.095 0.012 0.029 -0.170 -0.043 -0.077 0.072

0.3 -0.111 0.108 0.008 0.020 -0.199 -0.043 -0.089 0.070
0.5 -0.135 0.112 0.002 -0.001 -0.221 -0.038 -0.094 0.059
0.7 -0.149 0.108 0.006 -0.034 -0.217 -0.009 -0.069 0.048
0.9 -0.113 0.126 0.065 -0.042 -0.144 0.074 0.032 0.084

20 0.1 0.018 0.125 0.074 0.083 -0.121 -0.071 -0.072 0.044
0.3 0.015 0.139 0.081 0.090 -0.139 -0.078 -0.081 0.048
0.5 0.006 0.143 0.081 0.088 -0.151 -0.079 -0.084 0.049
0.7 -0.014 0.123 0.070 0.065 -0.147 -0.065 -0.070 0.045
0.9 -0.034 0.072 0.060 0.009 -0.089 0.003 0.002 0.046

30 0.1 0.064 0.149 0.103 0.109 -0.104 -0.073 -0.071 0.032
0.3 0.066 0.160 0.111 0.118 -0.119 -0.081 -0.080 0.036
0.5 0.060 0.160 0.112 0.117 -0.129 -0.085 -0.083 0.038
0.7 0.039 0.136 0.097 0.097 -0.125 -0.075 -0.073 0.038
0.9 -0.005 0.059 0.058 0.028 -0.076 -0.022 -0.015 0.034

25% Worker Mobility
10 0.1 -0.054 0.138 0.050 0.068 -0.226 -0.131 -0.138 0.039

0.3 -0.075 0.151 0.047 0.061 -0.259 -0.142 -0.155 0.035
0.5 -0.102 0.149 0.038 0.038 -0.282 -0.142 -0.160 0.028
0.7 -0.129 0.127 0.028 -0.007 -0.277 -0.116 -0.135 0.022
0.9 -0.115 0.122 0.063 -0.038 -0.198 -0.015 -0.028 0.052

20 0.1 0.047 0.148 0.105 0.113 -0.185 -0.145 -0.139 0.018
0.3 0.042 0.156 0.109 0.117 -0.209 -0.161 -0.155 0.020
0.5 0.027 0.151 0.103 0.109 -0.223 -0.165 -0.159 0.022
0.7 -0.002 0.122 0.083 0.079 -0.217 -0.150 -0.143 0.024
0.9 -0.034 0.067 0.059 0.012 -0.147 -0.064 -0.059 0.028

30 0.1 0.083 0.153 0.122 0.127 -0.168 -0.137 -0.137 0.012
0.3 0.081 0.157 0.127 0.132 -0.188 -0.151 -0.151 0.014
0.5 0.068 0.149 0.120 0.124 -0.199 -0.156 -0.156 0.018
0.7 0.039 0.118 0.097 0.096 -0.191 -0.142 -0.141 0.023
0.9 -0.009 0.052 0.054 0.025 -0.128 -0.067 -0.069 0.025

See notes under Table S.1

S.3
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