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Abstract

Polymer electrolyte membrane (PEM) water electrolysis is an important technology for
the electrochemical splitting of water. Inside PEM electrolysers, the porous transport
layers (PTL) facilitate mass-transport and electric conduction. An understanding of the
gas-water flow inside the PTL is a prerequisite to improving cell performance. To the
best of the author’s knowledge, experimentally measured relative permeability of PEM
electrolyser PTLs has not yet been published in literature. This thesis aims to achieve
this through experiments and to validate results from simulations.

For experimental characterisation, six different PTLs were chosen, and similar techniques
for measurements of geological samples were considered. However, their microscale size
presents unique challenges in applying these techniques directly. Hence, a new test cell
was developed, and both absolute, and relative permeability were determined.

Computer tomography (CT) images were taken for all six samples to generate 3D-models
of the porous PTL structures. The flow simulations were performed using four different
tools: pore network model (OpenPNM), voxel-based computation (GeoDict), conventional
computational fluid dynamics (ANSYS Fluent), and Lattice Boltzmann method (Palabos).
Two-phase flow simulations were performed only with OpenPNM and ANSYS Fluent. Out
of the four methods, GeoDict and Palabos required the minimum amount of preprocessing.
Pore network method was the least computationally expensive method. ANSYS Fluent
required the most amount of preprocessing and computation time. Three-dimensional
meshes were created using different open-source and proprietary tools, but only a rela-
tively small portion of the image stack could be used due to computational limitations.
GeoDict and Palabos produced nearly identical results. Except for ANSYS Fluent, all the
other tools computed through-plane permeability values close to experimental values. The
simulations did not match the experimental in-plane permeability values. Relative perme-
ability was computed from pore network simulations. Computed air relative permeability
curves and the respective measurements agreed. The water relative permeability curves
did not match experiments, although both were very small in magnitude.

It is observed that relative permeability saturation correlations used in literature are not
experimentally validated. This work produced experimental relative permeability curves
for sintered titanium porous transport layers of PEM electrolyser systems for the first
time.





Kurzfassung

Die Polymer-Elektrolyt-Membran (PEM)-Wasserelektrolyse ist eine wichtige Technologie zur
elektrochemischen Aufspaltung von Wasser. In PEM-Elektrolyseuren ermöglichen die porösen
Transportschichten (PTL) den Stofftransport und die elektrische Leitung. Ein tiefergehen-
des Verständnis des Gas-Wasser-Flusses innerhalb der PTL ist eine Voraussetzung für die
Verbesserung der Zellleistung. Nach dem besten Wissen des Autoren wurde die experimentell
gemessene relative Permeabilität von PEM-Elektrolyseur-PTLs in der Fachliteratur noch nicht
veröffentlicht. Ziel dieser Arbeit ist es, dies durch Experimente zu erreichen und die Ergebnisse
durch Simulationen zu validieren.

Für die experimentelle Charakterisierung wurden sechs verschiedene PTLs ausgewählt und
ähnliche Techniken für die Vermessung von geologischen Proben berücksichtigt. Ihre geringere
Größe stellt jedoch einzigartige Herausforderungen für die direkte Anwendung dieser Techniken
dar. Daher wurde eine neue Testzelle entwickelt und sowohl die absolute als auch die relative
Permeabilität wurden bestimmt.

Für alle sechs Proben wurden Computertomographie-Aufnahmen gemacht, um 3D-Modelle
der porösen PTL-Strukturen zu generieren. Die Strömungssimulationen wurden mit vier ver-
schiedenen Methoden durchgeführt: Porennetzwerkmodell (OpenPNM), voxelbasierte Berech-
nung (GeoDict), konventionelle numerische Strömungsberechnung (ANYSY Fluent) und Lattice-
Boltzmann-Methode (Palabos). Zweiphasen-Strömungssimulationen wurden nur mit OpenPNM
und ANSYS Fluent durchgeführt. Von den vier Methoden erforderten GeoDict und Palabos
den geringsten Vorverarbeitungsaufwand. Die Porennetzwerk-Methode war die am wenigsten
rechenaufwändige Methode. ANSYS Fluent erforderte den größten Aufwand an Vorverar-
beitung und Rechenzeit. Dreidimensionale Netze wurden mit verschiedenen Open-Source- und
proprietären Programmen erstellt; aber nur ein kleiner Teil des Bildstapels konnte aufgrund
beschränkter Rechenkapazitäten verwendet werden. GeoDict und Palabos lieferten nahezu
identische Ergebnisse. Mit Ausnahme von ANSYS Fluent berechneten alle anderen Tools
Permeabilitätswerte durch die Ebene, die nahe an den experimentellen Werten lagen. Die
Simulationen der Permeabilitätswerte in der Ebene stimmten nicht mit den experimentellen
Werten überein und zeigten keine ausgeprägte Anisotropie. Die relative Permeabilität wurde
aus Porennetzwerk-Simulationen berechnet. Die berechneten Kurven der relativen Luftdurch-
lässigkeit und die Messungen zeigten eine gute Übereinstimmung. Die Kurven der relativen Per-
meabilität von Wasser stimmten nicht mit den Experimenten überein, obwohl deren Größenord-
nung jeweils sehr klein war.

Es ist zu beobachten, dass die in der Literatur verwendeten Korrelationen der relativen Per-
meabilität für die Sättigung nicht experimentell validiert sind. In dieser Arbeit wurden ex-
perimentelle relative Permeabilitätskurven für gesinterte poröse Titantransportschichten von
PEM-Elektrolyseuren zum ersten Mal vorgestellt.
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Chapter 1

Introduction

There is a global consensus for fighting against climate change, and many countries have
agreed to obey carbon constraints over the years. To reduce fossil fuel consumption and
minimize adverse environmental effects, people have looked for alternative energy sources
[1–3]. The knowledge of wind and solar energy has existed for quite some time, but mak-
ing it entirely viable for all practical purposes still requires much research. The significant
drawback of the energy obtained directly from renewable sources is its intermittent nature.
The available energy changes according to different hours of the day, days of the month
or season, and weather conditions. All practical devices require a steady supply of current
and voltage to perform properly. Thus, renewable sources’ energy needs proper storage
and conditioning before they can be put to use. There are two dominant methods at
present to store this energy: battery and electrolysis. Batteries store the energy through
electrochemical conversion. On the other hand, electrolysis produces hydrogen by splitting
water. That can be stored in tanks for future use as a fuel in fuel cells or other industrial
processes. Each of these methods has its advantages and disadvantages. However, this lit-
erature will deal only with one particular electrolysis method, namely Polymer Electrolyte
Membrane or PEM electrolysis.

The use of hydrogen as a component in producing synthetic gas from coal, wood, or waste
gasification can be considered the earliest hydrogen usage as a fuel. In the 1950s and 60s,
hydrogen was produced from the off-peak power of nuclear reactors, which eventually led
to the concept of the hydrogen economy. This idea was further extended in the context of
energy from renewable sources [4]. Hydrogen economy means an entire system that, apart
from supplementing existing energy infrastructure, can also function as a stand-alone unit
capable of meeting any industrial or individual demands. Different aspects of production,
storage, and effective utilization of hydrogen have been discussed by researchers [5–8].
The prospect of hydrogen production from solar cells for the year 2000 was analyzed by
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1 Introduction

Ogden in the year 1991 [9]. The same author also described a future hydrogen economy
consisting of large scale hydrogen infrastructure including systems of production, storage,
and distribution for all types of industrial and individual requirements [1, 4, 10]. Goltsov
and Veziroglu have not only discussed about hydrogen economy, but also about a multi-
step transition towards a hydrogen civilization [11–13]. A European Union-wide long term
commitment towards a hydrogen economy has been discussed by Adamson [14].

There are mainly three methods of electrolysis of hydrogen, namely

• Alkaline water electrolysis

• Solid oxide electrolysis

• Polymer electrolyte membrane (PEM) water electrolysis

One of the oldest, most mature, and widely employed techniques for producing hydrogen
is alkaline water electrolysis [15]. It was discovered by Troostwicjk and Diemann in 1789
[16]. An alkaline electrolyser system contains a 20–30 % KOH solution separated by a
diaphragm. The diaphragm allows selective permeation of the hydroxide ion but blocks
the passage of the product gases. Although widely used in practice, they suffer from
drawbacks like low partial load range, limited current density, and low operating pressure
[17].

Although solid oxide electrolysis cells have prior history, the first literature on this topic was
published by Dönitz and Erdle in the 1980s [18]. Unlike alkaline electrolyser, a solid oxide
electrolysis cell (SOEC) uses a solid oxide or a ceramic electrolyte to produce hydrogen
and oxygen. SOECs are capable of operating with high efficiency. Their high operating
temperature allows them to be used for the electrolysis of CO2 to CO, and co-electrolysis
of H2O=CO2 to H2=CO. The durability of the ceramic material under high-temperature
conditions and long-term operation needs to be ensured before this technology can be
adopted for mass production of hydrogen [17].

A major technological breakthrough happened in the 1960s when researchers at General
Electric produced the first electrolyser based on solid polymer electrolyte [19]. This elec-
trolysis method is also termed as proton exchange membrane (PEM) or solid polymer
electrolyte (SPE) electrolysis. The cell is called PEM water electrolysis cell (PEMEC).
Apart from a compact design, proton exchange membrane electrolysis offers advantages like
smaller membrane thickness (� 20–300 �m), high proton conductivity, low gas crossover,
and high-pressure operation. It is capable of higher current density operation, works

2



1 Introduction

smoothly under a wide range of inputs and provides a fast response. However, the high-
pressure operation also implies increased cross permeability through the membrane, re-
quiring thicker materials that result in performance degradation. The major drawback of
PEM electrolysers originates from the corrosive acidic working environment. This neces-
sitates noble catalysts like Pt, Ir and Ru, and titanium-based porous transport layers and
separator plates. The usage of such materials leads to higher expenses. A detailed analysis
of PEM electrolyser systems can be found here [17].

Figure 1.1: PEM electrolyser schematic diagram

A typical PEM electrolyser consists of polymer electrolyte membrane (usually Nafionr),
porous transport layers (PTL), bipolar plates, and a catalyst layers attached to the mem-
brane or the porous transport layers. Figure 1.1 shows the schematic of a PEM electrolyser.
Generally, the porous transport layer on the anode side is prepared from sintered titanium
or expanded mesh that can withstand the corrosive environment. On the cathode side,
carbon materials can be used. Water is fed into the anode side that gets distributed
through flow field present in the bipolar plate. The water then goes through the porous
transport layer to reach the catalyst coated membrane where oxygen and protons evolve.
The protons move through the membrane to the cathode side and gets reduced to hydro-
gen. For smooth and continuous production of hydrogen, the membrane must always be
hydrated. That means any product gas that evolves needs to be removed as quickly as
possible. This is where the porous transport layer, also known as the current collector,
plays an important role. It facilitates electrical contact between the bipolar plate and the

3



1 Introduction

membrane and allows gas-water transport. To have lower electrical resistance, it should
have a dense solid matrix, but it should have higher porosity for better mass transport. On
the other hand, both gas and water flow in directions opposite each other inside the PTL.
Thus, the PTL structure has a significant influence on the performance of the electrolysis
cell.

Figure 1.2: Porous transport layers made from expanded metal mesh (left) and sintered
titanium powder (right). The ruler divisions are in mm.

The PTL of an electrolysis system consists of sintered titanium powder (Figure 1.2, right),
titanium felt, or an expanded mesh (Figure 1.2, left) made from titanium or stainless
steel. Ohmic resistance and porosity of the PTL impact the electrolyser cell performance.
However, these two terms are insufficient to characterise the PTL completely. Even for
the same porosity, the actual mass transport can depend on many factors. The pore
size distribution, their connectivity, and wettability of the material influence the two-
phase flow significantly. Thus, understanding mass transport inside the PTL is one of the
prerequisites for PEM electrolyser performance improvement.

1.1 Aim of this Work

In the context of PEM electrolysis, the PTLs have not been studied by many researchers. In
the field of fuel cells, the experimental measurement of relative permeability is reported by
different authors. Sole measured relative permeability of PEM fuel cell gas diffusion media
using a novel cell design [20]. Relative permeability measurement in both in-plane and
through-plane direction of PEMFC gas diffusion media has been reported by Hussaini and
Wang [21, 22]. Gostick et al. measured in-plane and through-plane permeability of carbon
based gas diffusion media and reported that materials with highly aligned fibres display
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greater anisotropy [23]. In-plane permeability measurement using a radial flow device has
been performed by Feser et al [24]. On the other hand, Dwenger [25] has characterised
gas diffusion media with mixed wettability characteristics via experiment and simulation.
Some researchers have attempted to model the PTL behaviour with pore network model
as well [26, 27]. There exist different tools for simulating mass transport inside such
porous layers. Such simulations must be comparable not only among themselves but also
validated against experiments. Thus, this thesis attempts to achieve this, particularly in
the context of thin porous transport layers of PEM electrolysers. We study the two-phase
flow inside the PTL with a particular interest in the material’s structural properties. A
better understanding of the two-phase flow is essential for future improvements in the
design of the PTLs in particular and performance optimisation of electrolysers in general.
The objectives of this dissertation are as follows:

• To design a test setup to measure absolute and relative permeability of PTLs

• To study the effect of material structure on mass transport using artificially con-
structed pore networks. Artificial networks allow manipulation of parameters with
reasonable control.

• To obtain �-CT images of the PTLs and perform transport simulations on networks
extracted from these materials.

• To obtain the correlation between PTL structure and mass transport characteristics

• To compute transport parameters with other simulation software, namely GeoDict,
Lattice Boltzmann Method, and ANSYS Fluent to compare with the experiments.

This work is structured as follows:

• The second chapter will deal with the necessary theoretical background for this
thesis.

• The third chapter will review PEM electrolyser modelling and simulation. This
chapter will also discuss prior work related to absolute and relative permeability
measurement of thin porous transport layers of PEM fuel cells and electrolysers.

• The fourth chapter will describe different preprocessing steps and the workflow of
pore network modelling, ANSYS Fluent, and GeoDict. Experimental techniques for
porous media characterisation will also be discussed.

5



1 Introduction

• The fifth chapter will contain the results of experimental characterisation. Here in-
plane, and through-plane permeability and relative permeability measurements will
be presented.

• In the sixth chapter simulations carried out will be presented. I will compare results
from pore network model, voxel-based calculation in GeoDict, Lattice Boltzmann
simulations in Palabos and direct numerical simulations in ANSYS Fluent. Impact of
structural properties on the transport behaviour will be studied, and the simulation
results will be compared with experimental results.

• In the seventh chapter results from both simulations and experiments will be dis-
cussed.

• The final chapter will highlight key findings and suggest possibilities for future work.
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Chapter 2

Fundamentals

This chapter will deal with the fundamental principles necessary for carrying out the tasks
intended within this thesis. To understand mass transport inside the PEM electrolyser,
it is essential to study the components of the system and to understand their working
principles. An understanding of flow inside porous media is also a necessary prerequisite.
Thus this chapter will discuss the following topics

• An overview of the PEM electrolyser system

• An overview of two-phase flow in porous media

• Overview of multiphase flow modelling

• Numerical methods for flow problems

2.1 PEM Electrolyser System

A PEM electrolyser uses electrical energy to split water to produce hydrogen and oxygen
as products. There are five main parts in a PEM electrolyser cell (Figure 2.1)

• membrane

• ionomer

• catalyst layer (CL)

• porous transport layers or current collectors

• separator or bipolar plates
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2 Fundamentals

Figure 2.1: A PEM electrolyser cell and its components

2.1.1 Components and Operation

The membrane is the central part of the cell. It allows conduction of only protons from
the anode to the cathode side. The catalyst layer is formed by catalyst particles and
carbon or conducting oxides. The ionomer is a conducting polymer solution that extends
from the membrane to the catalyst layer such that the protons can reach the reaction
zone. The catalytic material lowers the activation energy required for the reaction at
low temperature. The PTL or current collector consists of highly porous material with
high electric conductivity. The function of the PTL is multipurpose; it must provide
good conductivity and maintain high porosity for reactant and product transport. The
transport process has two counteracting phenomena; while the water should quickly reach
the catalyst layer, the product gas bubbles need to be removed simultaneously. The
bipolar plates provide structural support, paths for reactant and product transfer, and
electric connection.

For membrane, typically a thin sheet of perflourosulfonate polymer (PFS) is used [15, 19,
28, 29]. Nafionr is such an offering formerly produced by Dupontr, now by the company
Chemours. The membrane is expected to have high ionic conductivity, and stay stable
under high operating temperature and pressure. Overall operation efficiency is improved
if the membrane has low ohmic losses. Presently Nafionr is a good membrane material
that provides high proton conductivity, mechanical strength, thermal and chemical stabil-
ity [15, 28]. The presence of fluorine in the material makes the disposal of such polymer
membranes problematic [29]. Also, their cost of production is high. On the other hand,
temperatures beyond 100 °C causes dehydration resulting in lower ionic conductivity [30].
Cheaper alternatives such as suphonated polytheretherketone or SPEEK have been devel-
oped; however, they have not been able to surpass the performance of Nafionr [28].
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In a typical cell, the catalyst layers are coated onto the membrane, creating a catalyst
coated membrane or CCM. In some cases, the catalyst is coated on the porous transport
layer or gas diffusion layer, making a CCG [31]. In the CCM configuration, the ionomer,
a polymer solution with ionic transport properties (e.g. Nafion ionomer), connects the
catalyst and the polymer membrane. This results in decreased ohmic losses and enhanced
proton conductivity to the membrane from the bulk of the catalyst layer. It also acts
as a binder for the catalyst layer providing stability and structural support [17]. Thus,
in this part of the electrolyser the polymer binder provides proton conduction paths, the
catalyst material allows for electron conduction paths, and the pore structure provides for
reactant transport paths. However, the polymer opposes electron conduction and makes
the catalyst more hydrophilic. This can cause mass transport issues [17]. Thus, a balance
is required.

The primary reaction occurs at the triple-phase boundary, where the ionomer, catalyst
layer and the reactants meet. The catalyst layer consists of catalytic material, ionomer
and supporting material. Pt, Rh and Ir are commonly used as catalyst, while RuO2,
and IrO2 are typical examples of supporting material [17]. These materials are rare and
expensive, and their usage optimisation has been one of the primary research interests
[19, 32]. Two reactions occur in the catalyst layer, namely the oxygen evolution reaction
(OER) at the anode and the hydrogen evolution reaction (HER) at the cathode represented
by equations 2.1 and 2.2 [33].

H2O ! 1

2
O2 + 2H+ + 2e�; Eoxidation = �1:23V (2.1)

2H+ + 2e� ! H2; Ereduction = 0:0V (2.2)

Platinum group of materials are considered suitable as the catalyst for PEM electrolysis
due to their sufficient activity and stability in the corrosive acidic environment. To optimise
such materials’ usage, the strategy is to use very fine particle of the catalyst to achieve
a higher surface to weight ratio. While platinum nano-particles supported on carbon are
used on the cathode side, IrO2 is considered as the state-of-the-art catalyst on the anode
side [17].

During operation, water is usually fed to the anode side of the cell. The water spreads
through the flow channels of the separator plate and enters the PTL. Then it diffuses to
the reaction sites of the catalyst layer. Simultaneously the evolved oxygen flows against
the water flow towards the flow channels and finally leaves the cell through the exit. The
protons move through the membrane towards the cathode side. The electrons complete a
path through the external circuit to reduce the protons to hydrogen on the cathode side.
Thus, for optimal performance of a cell, the PTL needs to have lower ohmic losses to

9



2 Fundamentals

allow higher electron conductivity while possessing higher porosity to allow better mass
transport. Additionally, the PTL should be able to withstand the highly corrosive envi-
ronment and provide mechanical support. High porosity can improve mass transport but
reduces electronic conduction. Low porosity improves electronic conduction but hinders
mass transport due to the entrapment of gas bubbles. Therefore, the PTL needs optimiza-
tion based on pore structure, pore size distribution, electron conductivity, and corrosion
resistance. Due to the corrosive environment, carbon materials cannot be used on the an-
ode side. Hence, the most commonly chosen material for PTL is titanium. Usually, thin
layers made from sintered titanium powders are used for this purpose. Other alternatives
include titanium felt, or expanded meshes made of stainless steel or titanium.

The separator plates provide structural support, electronic and thermal conduction and
contain the flow field structure for efficient media distribution. According to research, up
to 48 % of total stack costs come together from separator plates and catalyst layers [17].
Apart from providing structural support, the separator plate should have lower ohmic
resistance, higher thermal conductivity and stability under highly corrosive environment.
Titanium is the preferred choice here as well. Gold or platinum-coated stainless steel is
another alternative. To improve performance and to prevent the formation of passivation
layer, gold coating can be applied [34]. However, it should be noted that any process
involving materials like gold or platinum can increase the cost.

2.1.2 Electrolysis Cell Thermodynamics

The following equation can express the electrochemical splitting of water inside a PEM
electrolysis cell:

H2O(l) + 237:1 kJmol�1︸ ︷︷ ︸
electrical energy

+48:7 kJmol�1︸ ︷︷ ︸
heat

! H2 +
1

2
O2; �H0 = �285:8 kJ/mol (2.3)

where �H0 is the enthalpy of the cell reaction under standard conditions. The effective
electrical energy for the reaction is

�G = �H � T�S (2.4)

where G is the free energy, S is the entropy, and T is the temperature. For liquid wa-
ter, under standard conditions, the values of �H0 and �G0 are �285:8 kJmol�1 and
�237:1 kJmol�1, respectively. Thus, if only the energy required for the electrochemical
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conversion is considered, according to Nernst equation, the reversible cell potential be-
comes

Erev = ��G0

nF
=

237:1

2� 96485:4
= 1:23V (2.5)

where n is the number of moles of electrons transferred, and F is Faraday’s constant. In
practice, some energy is utilized as heat in the reaction. Therefore to sustain the cell
reaction energy equivalent to the enthalpy of formation needs to be supplied. This defines
the thermoneutral voltage of the cell which can be calculated as

Etn = ��H0

nF
=

285:8

2� 96485:4
= 1:48V (2.6)

The above value of the reversible cell potential is valid only under standard conditions. In
reality, it is a function of temperature and pressure, and it is calculated from the following
equation

ENernst(T; p) = Erev(T ) +
RT

nF
ln

(
aH2

√
(aO2)

aH2O

)
(2.7)

where R is universal gas constant, and a with given subscripts represent activities of the
respective species. When the activities are replaced with the partial pressure at standard
temperature normalized to the operating pressure (pop), the reversible potential becomes
[35]

ENernst(T; p) = Erev(T ) +
RT

nF
ln

(
(pH2=pop)

√
(pO2=pop)

pH2O=pop

)
(2.8)

There are some relationships for finding Erev(T ) which are discussed in Section 3.1.1.

The activation overpotentials can be found from Butler-Volmer Kinetics. Combining the
forward and backward reaction at an electrode, one can write

i = i0

[
exp

(
�nF

RT
Eact

)
� exp

(
�(1� �)nF

RT
Eact

)]
(2.9)

In the above equation i is the current density, and i0 is the exchange current density. The
term � represents the symmetry factor, n is the number of electrons transferred, and Ea

is the activation overpotential. When � is assumed to be 0:5, the above equation yields

Eact;a =
RT

F
sinh�1

(
i

2ia0

)
(2.10)

Eact;c =
RT

F
sinh�1

(
i

2ic0

)
(2.11)

The subscripts a and c refer to the anode and the cathode respectively.

There is certain resistance in a cell due to the electrical components, and the corresponding
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overvoltage (defined here as Eele) would increase in direct proportion to the current density.
Similarly, overvoltage due to resistance to proton transport (Eproto) will increase as a
function of current density. Ohmic overvoltage (Eohmic) is the sum of overvoltage due the
membrane and electrical components, i.e.

Eohmic = Eele + Eproto (2.12)

When the cell current density is high, the rate of production of gas increases. Therefore
quick removal of products and faster supply of reactants to the reaction sites becomes
important. The porous medium’s structural limitations would result in an overpotential
known as diffusion or mass transfer overpotential (Ediff , discussed in Section 3.1.2). Thus,
combining all the overpotentials described above the cell potential can be expressed as

E = ENernst(T; p) + Eele + Eproto + Eact + Ediff (2.13)

The sum of Nernst voltage and these losses results in the actual cell voltage. In the
above equation Eact contains the sum of activation overvoltage for both the electrodes. In
Figure 2.2, this is shown as a function of current density of the electrolysis cell. With the
increase in current density, the mass transfer effects become more noticeable. According
to Suermann et al. [36] mass transfer effects can contribute between 20-25 % of the total
overpotential.
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Figure 2.2: A representative figure for cell voltage as a contribution of different overpo-
tentials
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2.2 Flow in Porous Media

Flow inside a porous media can be discussed from two different perspectives. In the first
approach, one can consider the whole porous media as a single unit and approximate
properties of interest for the whole unit. The other approach is to consider the pore
structure’s individual parts like pores and throats in their geometric detail or approximate
representation of the same. Depending on the requirement, one can choose the method and
find out the porous media properties of interest for a particular purpose. The following
sections would address different concepts essential for the understanding of flow inside
porous media.

2.2.1 Flow without Inertial Effects: Darcy’s Law

Q Avd

L

Pin Pout
Figure 2.3: A representation of flow through porous media

Darcy’s law is attributed to the French scientist Henry Darcy. He carried out a series
of steady-state unidirectional flow experiments on sand columns and based on the obser-
vations proposed an empirical relation [37, 38]. For unidirectional flow, the flux can be
related to the piezometric head as given by the following equation

q = Kd:r(
p

�g
+ z) (2.14)

In the above equation, q is the flux, Kd is the hydraulic conductivity, p is the applied
pressure, � is the density and g is the acceleration due to gravity. The flux has the unit of
velocity. It is also known as Darcy velocity or superficial velocity as it does not represent
the actual flow velocity inside the pore space. This velocity is also denoted by vd. Based
on the total volume flow rate (Q) and the cross-sectional area (A) of the porous medium
as depicted in Figure 2.3, it is possible to write

q = vd = Q=A (2.15)
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When gravitational effects are ignored, the three-dimensional extension of Darcy’s law
takes the following form

~vd = �K

�
rp (2.16)

where K is the permeability tensor, and � is the dynamic viscosity. The components of
the permeability tensor are given by

K =


Kxx Kxy Kxz

Kyx Kyy Kyz

Kzx Kzy Kzz

 (2.17)

For the situation in Fig. 2.3, the permeability of the medium in its simplest form can be
calculated from

K = ��Q

A
� L

Pout � Pin
= ��Q

A
� L

�P
(2.18)

where L is the length, Pin is the pressure at the inlet, and Pout is the pressure at the
outlet. In SI units the unit of permeability is m2. But most of the practical problems
require units much smaller than this. People commonly use another unit called ”Dacry
unit”. The following conversion formula defines it

1 Darcy = 0:987� 10�12 m2 (2.19)

It should be noted that Darcy’s law is valid only for slow laminar flow. It is not applicable
for faster flow where inertial effects dominate. Different authors have discussed the appli-
cability of Darcy’s law for different materials and flow conditions. According to literature,
Darcy’s flow is valid for Reynold’s number in the range of values from less than 1 to 10
[39, 40].

2.2.2 Flow with Inertial Effects: Forchheimer Flow

When Reynold’s number increases, the inertial effects start to dominate the flow. As a
result, the pressure drop no longer has a linear relationship with the flow rate. Such a
flow is termed as non-Darcy flow [41, 42]. Based on his work on high-velocity flow through
porous media, modification to the Darcy’s equation was suggested by the scientist Phillip
Forchheimer [43, 44]. This modification includes a second order velocity term to the
pressure gradient. As a result, the modified equation in the vector form can be written as
[44, 45]:

rP = � �

K
~vf � ��j~vf j~vf (2.20)

14



2 Fundamentals

where � is Forchheimer’s coefficient, and ~vf is Forchheimer’s velocity calculated in the
same manner as Darcy velocity. It is possible to find out the Forccheimer’s coefficient
analytically [46]; but it is, in general, a tedious process. Based on experimental data,
the coefficient can be determined using curve-fitting techniques [39, 40, 47]. Based upon
experiments on flow through packed columns and fluidized beds, Ergun et al. [48, 49]
suggested an empirical relation as:

� =
CE√
(K)

(2.21)

where CE is known as Ergun’s coefficient. The value of this coefficient depends on the
flow regime. For slower flow, the value of this coefficient becomes negligible. Under this
situation, one can recover the original Darcy’s equation from Frochheimer’s equation.

2.2.3 Flow through Pipe: Hagen-Poiseuille Equation

velocity profile

Pπr2 (P+ΔP) πr2

Δx

R

drv+Δv

v r

2τπrΔx

Figure 2.4: Derivation of Hagen-Poiseuille equation by considering force balance on a
cylindrical fluid element

Hagen-Poiseuille equation describes flow through a pipe when certain assumptions are
valid. This equation plays a vital role in solving fluid flow problems in practical applications
ranging from the size of conventional pipes to the scale of microscale porous media. This
equation can also be derived as a special case of the Navier-Stokes equations. This equation
or law is applicable when the following assumptions are valid:

• The fluid is incompressible

• The flow is laminar

• The cross-section is uniform, and the length is much larger as compared to the
cross-section

• The fluid is Newtonian, i.e. viscous stress due to the flow is directly proportional to
the strain rate.
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• There is no relative motion between fluid particles and solids at the fluid-solid bound-
ary, i.e., no-slip boundary condition.

The ideal case of a flow through a pipe can be depicted with the help of Figure 2.4. One
can consider a cylindrical element of length �x with radius r. The outer diameter of the
pipe is R. The fluid is flowing from the left to the right. For a Newtonian fluid, the shear
stress � is given by:

� = �
dv

dr
(2.22)

This means that the velocity of concentric layers of fluid would change with respect to its
distance from the pipe’s centre. A force balance can be applied to the fluid element, which
yields:

P�r2 � (P +�P )�r2 + �2�r�x = 0 (2.23)

When �x is considered to be infinitesimally small, the following relation can be obtained:

� = �dP

dx
� r
2

(2.24)

Now the expression for the shear stress in Equation 2.22 is substituted in Equation 2.24
resulting in the following equation :

�
dv

dr
=

dP

dx
� r
2

(2.25)

It is important to note that the pressure gradient term is independent of r. Therefore,
the above equation can be integrated to obtain the velocity v. This integration, when
subjected to the no-slip boundary condition, i.e. v = 0 at the boundary, would finally
yield the complete expression for the velocity of the fluid as follows:

v(r) = �
(
R2 � r2

)
4�

� dP
dx

(2.26)

This equation represents a parabolic velocity profile, as shown on the left side of Figure 2.4.
Now, considering a small cylindrical element of thickness dr as shown in the right side of the
figure, the total volume of fluid flowing through the pipe can be calculated by integrating
velocity over the cross-section of the pipe. This produces the Hagen-Poiseuille equation in
its most common form:

Q =

∫ R

0
v(r)2�rdr = ��R4

8�
�
(
dP

dx

)
(2.27)
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The above equation gives the rate of volume flow. For a pressure drop of �P over a length
L of a pipe, the flow rate can be written in a simpler form as:

Q = ��R4

8�
� �P

L
(2.28)

From Darcy’s law, one can write the same as:

Q = �K � �R
2

�
� �P

L
(2.29)

A comparison of the above two equations reveals that the pipe’s absolute permeability is
only a function of its geometry and independent of the fluid. This observation is significant,
as it can be extended to any general porous media. Thus, one concludes that a given porous
medium’s absolute permeability is independent of the fluid flowing through the medium.
Now, Equation 2.28 can be rearranged as follows:

Q =
�R4

8
�
(
��P

�L

)
(2.30)

The first term on the right-hand side of the above equation is the pipe’s hydraulic con-
ductivity. This Hagen-Poiseuille equation for a single pipe can be extended to a bundle of
tubes or a randomly connected set of tubes in a porous media. With suitable approxima-
tion techniques, it is possible to compute the hydraulic conductivity of the entire porous
material.

2.2.4 Capillary Flow

Typically a porous material consists of numerous capillaries. Capillary behaviour has a
significant impact on the flow inside such a material. Flow inside the microscopic capillaries
of the PTLs depends on the surface tension and the wettability of the liquid on the material.
Wettability, in turn, is characterized by the contact angle between the solid-fluid system.
A brief description of capillary flow and related topics are discussed in this section. These
topics are discussed mainly based on the literature by F.A.L. Dullien [50]. For a more
detailed treatment of the topics, the reader should refer to the original text.

2.2.4.1 Surface Tension

Surface tension is a property of a liquid through which it tries to minimize the surface area.
For example, in case of an interface between liquid and gaseous phases, this behaviour
is an outcome of the difference of cohesive force between the liquid molecules and the
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adhesive force between the liquid and gas molecules on the surface. A molecule at the
liquid’s interior experiences zero net force due to the balance of forces from all directions.
However, for molecules on the surface, the cohesive forces are not balanced by the adhesive
forces, resulting in an unbalanced pull towards the liquid’s interior. Because of this, the
liquid tends to behave like a stretched membrane. Thus, when a given liquid’s surface area
needs to be expanded by amount �A, some amount of work �W needs to be performed.
From this relationship, the surface tension � can be defined as

� =
�W

�A
(2.31)

When a liquid is inside a container, the difference between adhesive and cohesive forces
will define the wettability, contact angle, and the shape of the meniscus. Stronger cohesive

Figure 2.5: Surface tension and capillary action shown with the example of a glass
capillary inside mercury and water. Mercury does not wet glass surface and
forms a convex meniscus. Water wets the glass surface and gets pulled up
by the adhesive forces

force between the liquid molecules results in lesser wetting of a container’s vertical walls
that produce a convex meniscus as is seen in the case of mercury in a glass container. On
the other hand, when water is in a glass container, the stronger adhesive forces between
water and air results in a concave meniscus.

2.2.4.2 Contact Angle and Wettability

Different cases of flow inside porous media involve one solid, and two or more fluid phases.
As shown in Figure 2.6, a three-phase system consisting of a droplet on a smooth solid
surface can be considered. With reference to the figure, the contact angle is defined as the
angle between the tangent at the liquid-gas interface and the tangent at the solid-liquid
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θ
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gas
liquid
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Figure 2.6: Equilibrium of surface tension forces, (adaptation from [50, P. 123])

interface. The surface tension forces would balance each other at any point along the
contact line, as shown in the figure. For such an equilibrium the following relation would
hold

�sl + �lgcos� � �sg = 0 (2.32)

The above equation is also known as Young’s equation. How the liquid would spread on
the solid’s surface depends on the value of the contact angle. The value of � can vary
between 0° and 180°. In the interval 0° � � � 90° the liquid is known as wetting, i.e. it
tends to spread on the solid surface. In the interval 90° < � � 180° the liquid is considered
as not-wetting. When the value of contact angle approaches zero, the tendency to spread
on the surface increases. For a higher value of contact angle beyond 90°, it is more difficult
for the liquid to spread on the surface. Then it would tend to have a more spherical shape.
For values of � closer to 90° the liquid shows intermediate wettability. The terms wetting
phase and non-wetting phase are used while describing multiphase systems. However, these
two terms are relative and depend on the system under consideration. For example, for
the gas-water flow inside a titanium PTL, water would be the wetting-phase and oxygen
would be the non-wetting phase. On the other hand, for oil and gas trapped inside porous
rocks, oil would be considered as the wetting phase and gas as the non-wetting phase. But
for a system of oil and water inside porous rocks, water would be the wetting phase, and
oil would be the non-wetting phase.

2.2.4.3 Young-Laplace Equation

The Young-Laplace equation describes the capillary pressure difference across the interface
of two static fluids. It depends on the shape of the interface. As shown in Figure 2.7,
one can consider a non-spherical cap on which, from a point P , a circle of constant small
radius is drawn. If two arbitrary orthogonal lines AB and CD with radii of curvature R1

and R2 are considered, then for the principal radii of curvature r1 and r2, the following
relationship holds

1

R1
+

1

R2
=

1

r1
+

1

r2
(2.33)
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Figure 2.7: Equilibrium of forces on a non-spherical cap (adaptation from [50, P. 120])

In the given system, P1 and P2 are pressures on the concave and convex sides of the
interface respectively. Considering surface tension �, pressure difference is mathematically
expressed as

�P = P1 � P2 = �

[
1

r1
+

1

r2

]
(2.34)

If mean radius rm is defined, then the above equation can be written as

�P =
2�

rm
(2.35)

For a cap with a spherical shape, the mean radius would be the same as the radius of
curvature, i.e. rm = r.

2.2.4.4 Capillary Pressure

Capillary pressure is an important parameter when the flow of two or more immiscible
fluid phases inside porous media is concerned. To understand this, a conical capillary
representing the porous media as shown in Figure 2.8 is considered. The capillary extends
an angle � at the point of convergence and � is the angle made by the tangent to the
interface with the solid surface. It is assumed that the capillary is initially filled with the
wetting fluid (fluid 1), and the pressure is atmospheric. The non-wetting fluid (fluid 2) is
also at equilibrium, and no flow is happening. If now the non-wetting fluid is pushed into
the capillary to displace the wetting fluid, then the required pressure for the flow to occur
would be given by:

Pc = P2 � P1 =
2� jcos(� + �)j

r
(2.36)
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Figure 2.8: Capillary pressure in a conical capillary (adapted from [50, P. 129])

The term Pc is the capillary pressure, and it is a positive quantity. This expression follows
from the Young-Laplace equation and depends on the geometry of the capillary. When a
tubular capillary is considered, the equation reduces to Washburn equation [51], which is
given by:

Pc =
2� jcos(�)j

r
(2.37)

It is important to note that the terms wetting and non-wetting are not absolute and can be
used only with respect to the behaviour of two or more fluids in a given porous medium.
The displacement of a wetting fluid by a non-wetting fluid is called drainage, and the
opposite process is called imbibition. In the current work, the capillary pressure given by
Equation 2.37 is used to find out the pressure needed for displacing a wetting fluid by a
non-wetting fluid from a capillary tube.

2.2.5 Molecular Diffusion

The broad definition of diffusion is the movement of something from a region of higher
concentration to a region of lower concentration. Molecular diffusion is the process of
thermal motion of gas or liquid molecules in the presence of a concentration gradient. There
is a net flux from the region of higher concentration to the region of lower concentration.
Once the equilibrium concentration is reached, the molecules still continue their thermal
motion, but the overall concentration remains unchanged. The process of diffusion can be
described by two laws, also known as Fick’s laws of diffusion as attributed to the scientist
Adolf Fick [52]. The two laws of diffusion are:
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• The diffusive molar flux is proportional to the concentration gradient, i.e.

~Ji = DrCi (2.38)

where ~(Ji) is the diffusive flux (mass per unit volume per unit time) for component
i, D is the coefficient of diffusion and Ci is the concentration.

• At any given point in space, the rate of change of concentration is proportional to
the second derivative of the concentration in space, i.e.

@Ci

@t
= D�Ci (2.39)

2.2.6 Relative Permeability

In Section 2.2.1, Darcy’s law was discussed, and absolute or intrinsic permeability was
defined. Absolute permeability is a material property and independent of the fluid flowing
through the medium. But in practical systems like PEM electrolysers, there exists more
than one phase in the porous medium. Such multi-phase systems are part of a large
number of industrial and naturally occurring phenomena.

When more than one phase exists in the same porous matrix, they interact and influence
the flow through the medium. Under such situations, the concept of relative permeability
becomes essential. This means the permeability of one phase in the presence of another
phase. For a multi-phase system Darcy law can be modified as follows:

Q� = �Kr;�KA�P�

��L
(2.40)

where the subscript � represents a given phase. The term Kr;� is the relative permeability
of the phase �. The product of relative permeability Kr;� and the intrinsic permeability
K gives the effective permeability of the phase �. Relative permeability is a dimensionless
number that lies between 0 and 1. In the presence of another phase, the available number
of flow paths for a given phase decreases. Hence, effective permeability would always
be smaller than or equal to the absolute permeability. It should be noted that relative
permeability is not a single number. Depending on how much of the pore space is occupied
by the second phase, the first phase’s effective permeability would change. Therefore, it
is customary to express relative permeability as a function of saturation of the wetting
phase.
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2.3 Continuum Description of Fluid Flow

A large number of natural and industrial processes involve fluid flow. Such processes can be
described mathematically with the help of a set of equations. These equations are based on
the principles of mass, momentum and energy conservation. One given physical quantity
is considered the dependent variable in each equation, and a balance among the different
entities influencing that variable must exist [53]. These are also known as Navier-Stokes
equations. Most of the flow solvers (e.g. ANSYS Fluent, STAR CCM+, OpenFOAM, etc.)
solve mass and momentum conservation equations for any flow problem. Some situations
involve heat transfer or compressible flow. That requires energy conservation equation
to be solved. Depending upon the problem under consideration, additional conservation
equations, transport equations, or constitutive relations are needed to capture the flow
behaviour.

The mass and momentum conservation equations are given by

@�

@t
+r � (�~v) = Sm (2.41)

@(�~v)

@t
+r � (�~v~v) = �rp+r �

(
�
)
+ �~g + ~F (2.42)

The first equation is valid for both compressible and incompressible flow and the terms
�, ~v and Sm represent the density, the velocity and the mass source respectively. In the
second equation for momentum conservation in an inertial reference frame, p is the static
pressure, � is the stress tensor, and �~g is the gravitational body force, and ~F accounts for
external body forces.

The stress tensor � in the momentum conservation equation is defined as:

� = �

[(
r~v +r~vT

)
� 2

3
r � ~vI

]
(2.43)

where � is the molecular viscosity, I is the unit tensor, and r � ~v relates to the effect of
volume dilation due to fluid motion.

In any multiphase flow system, two or more gas, liquid or solid phases are present simulta-
neously. Accordingly, multiphase flows can be categorized into gas-liquid or liquid-liquid
flow, gas-solid flow, liquid-solid flow and three-phase flow. It is important to note that
in multiphase flow, any identifiable class of material having a particular inertial response
to and interacting with the flow and the potential field in which it is immersed can be
considered as a distinct phase [54]. This thesis will mainly deal with the gas-liquid two-
phase flow, which can be further divided into bubbly flow, droplet flow, slug flow and
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stratified flow depending on how the two phases interact. It should be noted that ANSYS
Fluent is the solver used for the work in this thesis, and the descriptions and notations of
different terms are kept consistent with Fluent theory guide [54]. The discussion in the
next sections would refer to the same unless otherwise mentioned.

2.4 Multiphase Flow modelling

The general Navier-Stokes equations give way for modelling multiphase flow. For a par-
ticular problem, depending on the desired accuracy, available computational resources
and time, modelling such flow can vary from moderate to very complex. There exist two
different approaches to multiphase flow modelling:

• Euler-Lagrange approach

• Euler-Euler approach

The Euler-Lagrange approach treats the fluid phase as a single continuum for which
the Navier Stokes equations are solved. The dispersed phases, like particles or bubbles,
are tracked in the Lagrangian framework. Interaction between the phases can take place
through mass, momentum or energy transfer. The details of the equations can be found
here [55, 56]. Different source terms can be used for interphase coupling. However, with
additional details, such a system can become very complex and computationally demand-
ing. Hence, this approach is well suited for problems where the dispersed phase volume
fraction is small.

The Euler-Euler approach considers all phases as interpenetrating continua. The
volume fraction of each phase is assumed as a continuous function of space and time such
that the total volume fraction of all the phases is unity. For each phase, conservation
equations are solved. Coupling between the phases is achieved with the help of shared
pressure and interphase exchange coefficients which need to be modelled. Inclusion of these
models depends on flow type, desired accuracy and computational resources. There are
mainly three Euler-Euler category methods: the mixture model, the volume of fluid (VOF)
model, and the Eulerian multiphase model. The first two models are briefly described in
the next sections.

2.4.1 The Mixture Model

The mixture model is one of the simplest multiphase flow models. It allows relative velocity
between phases but assumes that there exists local equilibrium over short spatial scales.
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For a mixture of n phases, the mixture model solves one set of mass, momentum and energy
equations for the whole mixture, volume fraction equations for the secondary phases and
algebraic expressions for the relative velocities. This model can be used for homogeneous
flows with strong interphase coupling. It is suitable for modelling sedimentation, cyclone
separators or bubbly flows where the gas volume fraction is small. The three conservation
equations required for the mixture model (represented by the subscript m) consisting of n
phases are given below [55, 57, 58].

The equation for the conservation of mass is

@

@t
(�m) +r � (�m~vm) = 0 (2.44)

where ~vm and �m represent the mass averaged velocity of the mixture and the mixture
density, respectively. For a two-phase system, they can be written as

~vm =
�1�1~v1 + �2�2~v2

�m
(2.45)

�m = �1�1 + �2�2 (2.46)

where � is the volume fraction and the subscripts refer to the individual phases.

The momentum conservation equation for the mixture model is:

@

@t
(�m~vm) +r � (�m~vm~vm) =�rp+r �

[
�m

(
r~vm +r~vTm

)]
+ �m~g + ~F

+r �

 2∑
q=1

�q�q~vdr;q~vdr;q

 (2.47)

where n represents the number of phases. The terms ~F , �m, ~vdr;q represent the body force,
the viscosity of the mixture and the drift velocity for the secondary phase q. The mixture
viscosity and the drift velocity for the phase q are defined as

�m =
n∑

q=1

�q�q (2.48)

~vdr;q = ~vq � ~vm (2.49)

For the mixture model the following energy equation is solved:

@

@t

n∑
q=1

(�q�qEq) +r �
n∑

q=1

(�q~vq (�qEq + p)) = r � (qe�rT ) + SE (2.50)
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where ke� = (
∑

�q (kq + kt)) is the turbulent thermal conductivity that depends on the
turbulence model used. The first and the second term on the right-hand side represents
the energy transfer due to heat conduction and any volumetric heat source present in the
flow. There exist different formulations for the computation of relative velocity and drag
forces [54]. Based on those, the system of equations can be solved in the mixture model.

2.4.2 The VOF Model

The volume of fluid or VOF method was first presented by Hirt and Nichols in 1981 [59].
This method assumes that the phases are not interpenetrating. This transient method
allows interface tracking between phases. A single set of momentum equations is solved,
and the interface is tracked throughout the domain. A phase indicator function or a
colour function is used for tracking the interface between the phases. The phase indicator
function has properties similar to volume fraction. For the qth fluid’s volume fraction �q

in a cell, it can be interpreted as:

• �q = 0 means no qth phase exist in the cell

• �q = 1 means the cell is completely filled with the qth phase

• 0 < �q < 1 means an interface exists between the qth phase and another phase

For a system of n phases, in the absence of source term or mass transfer between the
phases, the volume fraction of the phase q can be computed from

1

�q

[
@

@t
(�q�q) +r � (�q�q~vq)

]
= 0 (2.51)

Volume fraction for the primary phase is solved by using the following constraint:

n∑
q=1

�q = 1 (2.52)

The momentum and energy equations are written as

@

@t
(�~v) +r � (�~v~v) = �rp+r �

[
�
(
r~v +r~vT

)]
+ �~g + ~F (2.53)

@

@t
(�E) +r � (~v (�E + p)) = r � (ke�rT ) + Sh (2.54)
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In the momentum equation, the density and the viscosity are defined as the average of the
phases, i.e.

� =
∑

�q�q;

� =
∑

�q�q

(2.55)

In the energy equation, Ek is the energy of each phase, and Sh represents contributions due
to radiation or any other volumetric heat sources. keff is the thermal conductivity shared
by all the phases. The energy E and the temperature T are treated as mass-averaged
variables. For energy E it can be formulated as

E =

∑n
q=1 �q�qEq∑n
q=1 �q�q

(2.56)

The VOF model is suitable for flows where interface tracking is essential. For the VOF
model to be useful, the interface length scale needs to be bigger than the computational
grid. There are different methods like Geo-reconstruct, Modified HRIC (High Resolution
Interface Capturing) Scheme, Compressive or CICSAM (Compressive Interface Capturing
Scheme for Arbitrary Meshes) for interface capturing.

There are two ways to model surface tension in the VOF model, namely continuum sur-
face model (CSF) by Brackbill et al. [60] and continuum surface stress model (CSS) by
Gueyffier et al. [61].The CSF model implements a surface tension through a source term
in the momentum equation. Surface tension is included as a pressure difference across
the interface. This method is non-conservative and requires the explicit calculation of the
surface curvature. CSF is valid only for constant surface tension. CSS model conserva-
tively implements surface tension by utilizing a surface stress tensor. It is also suitable
for variable surface tension and does not require explicit interface curvature calculation.
However, it should be noted that both methods introduce parasitic current at the interface
because of pressure gradient and surface tension force imbalance [54, 62].

2.5 Numerical Methods for Fluid Flow

The last section (2.3) discussed the analytical representation of fluid flow problems. Al-
though it is possible to express fluid flow problems with the help of general equations,
finding solutions to these non-linear differential equations is possible only for very few
practical cases. Due to the involved complexity, it is almost impossible to find the exact
analytical solution of most problems. Hence, it becomes necessary to compute an ap-
proximate solution to these equations with numerical methods. Application of numerical
methods enables conversion of these equations to a set of algebraic equations of the form
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Ax=b which can then be solved by applying appropriate boundary and initial condi-
tions. This process is popularly known as computational fluid dynamics or CFD. There
exist different techniques to obtain an algebraic system of equations from the analytical
equations. Some of these techniques are Finite Difference Method (FDM), Finite Volume
Method (FVM), Finite Element Method (FEM), Boundary Element Method (BEM) etc.
Lattice Boltzmann Method (LBM) is one non-classical CFD method. Theoretically, it is
possible to apply these methods to solve fluid flow problems in any domain. However,
there exists practical limitations, advantages and disadvantage with respect to different
methods. Apart from the methods already mentioned, one more method is suitable for
modelling pore-scale phenomena called pore network model (PNM). Since finite volume
method, lattice Boltzmann method and pore network model are relevant for this thesis;
they are described in the next sections.

2.5.1 Finite Volume Method

Finite volume method or FVM is one very widely used method for discretizing the trans-
port equations in computational fluid dynamics. Rather than solving the equations at
every point of the continuous domain, the idea here is to divide the domain into finite-size
volumes so that an approximate solution to the differentials equations can be estimated
with reasonable accuracy. In this process, multiple non-overlapping intervals are created
by subdividing the computational domain, and each grid points is inside a control volume
over which the differential equations are integrated. If � is the function of interest, then
a piece-wise approximation of the function expressing the variation of its value across the
grid points is utilized to evaluate the integrals. The averages of the fluxes are computed
over the finite volumes. This process produces the discretized form of the conservation
equations. Irrespective of the number of control volumes, the FVM approach ensures
that the conservation principles are satisfied over any group of control volumes as well
as the whole domain [53, P. 25-40]. To understand this the one dimensional hyperbolic
conservation equation can be considered, which is

qt(x; t) + (f (q(x; t)))x = 0; (x; t) 2 R� (0;1) (2.57)

q (x; 0) = �(x); x 2 R (2.58)

Now, by dividing the real line into finite intervals, we can generate control volumes Ii =[
xi�1=2; xi+1=2

]
such that each grid point xi can be defined as

xi =

(
xi+1=2 + xi�1=2

)
2

(2.59)
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For one dimensional problem, the volume of the element is given by its length. Thus, it
can be written as

h = xi+1=2 � xi�1=2 =

∫ xi+1=2

xi−1=2

dx (2.60)

Assuming control volumes of constant length the volume average over the control volume
can be introduced as

qi(t) =
1

h

∫ xi+1=2

xi−1=2

q(x; t)dx (2.61)

Integration of Equation 2.57 over the interval Ii will produce∫
Ii

(qt(x; t) + f(q(x; t))x) dx = 0 (2.62)

This will lead to the next equation given by

h
d

dt
qi(t) + f(q(xi+1=2;t))� f(q(xi�1=2;t)) = 0 (2.63)

Now, it is possible to construct a numerical scheme such that

qh =
∑
i

qi�i (2.64)

where,

�i =

1; if x 2 Ii

0; otherwise;
(2.65)

The solution to this problem is discontinuous at the junction of different intervals. Thus,
at these points a numerical flux can be defined as f̂i+1=2 = f̂(ui+1; ui) � f(u(xi+1=2)). The
equation 2.63 can be reconstructed

h
dqi
dt

+ f̂i+1=2 � f̂i�1=2 = 0 (2.66)

For this problem the initial condition can be expressed as

qi(0) =

∫ x[i+1=2]

x[i�1=2]
�(x)dx (2.67)

If qni denote the value of qi at time step n, and � be the discrete time step size such that
tn = n� , then applying forward difference scheme for the time derivative leads to a fully
discretized form of the equation 2.57 as

qn+1
i = qni � �

h

(
f̂i+1=2 � f̂i�1=2

)
(2.68)
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The above equation enables the transformation of the original conservation equation in
the form of an algebraic system of equations which can be solved numerically. The equa-
tion 2.68 is similar to finite difference formulation, but the strength of FVM lies in its
application to multi-dimensional problems. While it is tedious to extend finite difference
formulations to general meshes in multi-dimension, the FVM formulation can be easily
extended to multi-dimensional problems with general mesh [63].

2.5.2 Lattice Boltzmann Method

Lattice Boltzmann Method (LBM) constitutes a new paradigm for simulation of physical
processes based on the particle or molecular description of fluid rather than the continuum
description. Kinetic gas theory with Maxwell-Boltzmann statistics, Boltzmann equation,
and Bhatnagar-Gross-Krook (BGK) equation form the primary basis for LBM. The idea
of LBM originates from cellular automata. Stanislaw Ulam and John von Neumann first
put forward the concept of cellular automata. This concept was first used for fluid flow
simulation by Hardy, Pomeau and de Pazzis [64], also known as the HPP model. The
FHP model suggested by Frisch et al. [65, 66] successfully provided accurate fluid flow
simulation based on lattice gas cellular automata (LGCA).

The LGCA model of the gas consisted of fictitious particles that could have only bi-
nary values at a given lattice point. The flow process was simulated through a series of
streaming and collision processes over the lattice. A suitable collision rule allowed for the
conservation of mass, momentum and energy. However, these models lacked Gallielean
invariance and were susceptible to statistical noise. To overcome such problems, the idea
of having a probability distribution for the particles density was suggested [67, 68]. This
led to the development of the Lattice Boltzmann Method. The introduction of the BGK
single time collision operator led to further improvement of the model [69]. There ex-
ist different two and three-dimensional lattice configurations in the LBM. In Fig. 2.9, a
D3Q19 configuration lattice configuration typically used in 3D flow simulations is shown.
The lattice Boltzmann equation represents the time evolution of the density function of
the fluid particles. The LB method involves two steps:

• Propagation or streaming step:

Fi (t+ 1; x+ ~ei) = Fi (t; x) (2.69)

• Relaxation step:

Fi (t+ 1; x+ ~ei) = Fi(t; x)� ! [Fi(t; x)� F eq
i (t; x)] (2.70)
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Figure 2.9: D3Q19 Lattice for LBM

In the above equations Fi(t; x) represents the component of particle density at any point
x at time t, ~ei are the velocity vectors along each direction i of the lattice and ! is the
relaxation term. Then the equilibrium distribution is given by the following equation [69]

F eq
i = tp�

[
1 +

ei�u�
c2s

+
u�u�
2c2s

(
ei�ei�
c2s

� ���

)]
(2.71)

where tp is a weighting factor such that p = 0 at the centre, p = 1 for the orthogonal
directions and p = 2 for the diagonal directions, resulting in values of t0 = 1=3, t1 = 1=18

and t2 = 1=36. The term cs is the speed of sound that depends on the model. The value
of cs is 1=

p
3 for D3Q19 lattice. u is the macroscopic velocity, and the components � and

� represent Cartesian components with a summation.

The macroscopic quantities can be derived from the density distribution function in the
following manner

� =
∑
i

Fi =
∑
i

F eq
i (2.72)

�~u =
∑
i

~eiFi =
∑
i

~eiF
eq
i (2.73)

p = �c2s = �=3 (2.74)
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� =

(
1

3!
� 1

6

)
(2.75)

where � is the fluid density and � is the viscosity [70]

2.5.3 Pore Network Model

Pore Network Model offers a different perspective to fluid flow modelling as compared to
FVM or LBM. In the pore network-based approach, the porous domain is approximated
as a network of interconnected pores and throats. Rules are defined for the transport
of different phases in the individual pores and throats, and then the set of equations is
solved for the entire set of pores and throats of the whole network. Such a network can
be constructed numerically to match experimental observations for a given material; or
an equivalent network can be extracted from a 3-dimensional image of the actual material
using different image processing and network extraction techniques [71, 72]. In Fig. 2.10,

Figure 2.10: A representative pore network

a simplified representative pore network is shown where the pores and throats can have
different dimensions or shape properties. Now for a system or spherical pores and cylindri-
cal throats, it is possible to use Hagen-Poisseuille equation (refer Eq. 2.28) for conduction
between any two pores i and j as

Qij =
�R4

ij(Pi � Pj)

8�Lij
(2.76)

It is possible to use this type equation for a general transport process such as electric
conductance based on Ohm’s law, or heat conductance. Thus, a general form of the
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equation can be written as [73]

Qij = Gij(Xi �Xj) (2.77)

where Gij is the conductance between the pores, and X is the unknown variable of interest.
The above equation is implemented at the individual pore and throat level. Different
techniques can be used to implement the effects of geometry and shape into this model.
Now, under steady-state conditions without any source or sink, for each pore i with n

neighbours it can be written as

n∑
j

Gij(Xi �Xj) = 0 (2.78)

This process can be applied to all the pores in the network which will result in a system
of equations of the form

Ax = b (2.79)

By applying proper boundary conditions, this system of equations can be solved using
suitable numerical techniques.

Capillary dominated flow processes, or multi-phase flow processes can also be modelled
using suitable techniques. As discussed in Section 2.2.4.4, the entry capillary pressure
can be computed for each throat in the network. When a non-wetting fluid is allowed
to invade a domain from one side, it will invade the pores and throats connected to the
reservoir for which the capillary pressure is higher than the entry capillary pressure. For
each incremental pressure step, the throats having entry capillary pressure less than the
applied pressure connected to the invading phase gets invaded. Two types of percolation
processes can be considered, namely ordinary percolation, and invasion percolation. In
case of ordinary percolation, for each pressure step, all accessible throats (along with in-
terconnected pores) having entry capillary pressure lower than the applied pressure gets
invaded simultaneously. In case of invasion percolation, the process happens in increasing
order of throat entry capillary pressure. The throat (and pore) with the lowest entry cap-
illary pressure on the side of the network connected to the reservoir gets invaded with any
connected throat having entry capillary pressure less than that. In the next step, among
the throats connected to the invading phase, the throat or throats having the lowest entry
capillary pressure gets invaded. This process is similar to a quasi-static rate-controlled
injection process [73–75]. For such a process, capillary pressure can be expressed as a
function of saturation of different phases in the network. In a pore network simulation,
the configuration of the domain for different saturation points can be stored. Subsequently,
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transport simulations can be carried out for these configurations while keeping the inter-
faces unchanged [76, P. 130-131]. This way, relative permeability can be computed for the
network under consideration.

2.6 Summary

In this chapter, the theoretical background relevant to this thesis was developed. The
components of an electrolyser cell and their operation was studied. This was followed by
a study of flow in porous media to develop the understanding of mass transport inside
PTLs. Numerical modelling of multiphase flow and its implementation with respect to
different tools of choice was also discussed.
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Literature Review

In this chapter, a brief review of the literature relevant to the current work will be pre-
sented. The thesis is mainly divided into two parts — modelling and simulation, and
experimental measurement. Thus, the literature review is divided into two parts ad-
dressing both aspects. The first part describes the evolution of modelling and simulation
approaches in the realm of PEM electrolysis over time. The second part addresses the
experimental characterization of porous transport layers.

3.1 PEM Electrolyser Modelling and Simulation

Although PEM technology was developed in the 1960s, research related to modelling and
simulation of PEM electrolysis started appearing only in the 1990s. After the year 2000, it
got significant traction when a growing number of countries began to focus on shifting from
fossil fuels to renewable sources of energy. Some of the earliest works in this area can be
traced back to [77] and [78]. Based on the general approaches to model PEM electrolyser,
modelling and simulation activities can be broadly classified into the following categories:

• General modelling

• Mass transfer

• 2-D modelling

• 3-D, 2-phase modelling

• Ancillary based modelling

• Wind/PV combination
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• Membrane modelling

• Multi-scale modelling

• Pore network modelling

• Miscellaneous modelling

Different literature about modelling and simulation separated according to the above clas-
sification are presented in Table 3.1.

3.1.1 General Modelling

The modelling of PEM electrolyser cell based on empirical or semi-empirical approach is
considered as general modelling. These models mostly represent component or cell be-
haviour as a current-voltage relationship described by zero or one-dimensional equations
while ignoring mass transfer effects or detailed reaction kinetics. One of the earliest lit-
erature by Millet [77] developed an analytical model for the temperature profile across a
Nafionr membrane. Based on validation by infrared thermography, it was found that the
temperature profile depended on the membrane thickness and current density.

The cell potential is described as a combination of different overpotentials based on differ-
ent assumptions. This approach defines cell voltage E as described by Equation 3.1

E = ENernst + Eact;anode + Eact;cathode + Eohmic (3.1)

where ENernst is Nernst or reversible potential, and the other terms are overpotentials due
to anode activation, cathode activation, and the ohmic resistance respectively. Butler-
Volmer equation is generally used for the activation overpotentials. The electrochemical
reaction on the anode side (forward and backwards) is expressed as

i = ia0

[
exp

(
�azFEact;a

RT

)
� exp

(
�(1� �a) zFEact;a

RT

)]
(3.2)

where i is the current density, i0 is the exchange current density, � is the charge transfer
coefficient, z is the number of electrons transferred, R is the universal gas constant, and T
is the temperature. The subscripts a and c refer to anode and cathode respectively. Upon
using �a = 0:5 and z = 2 expressions for anode and cathode activation overpotentials are
given by equations 3.3 and 3.4. Such expressions were first utilized by Choi et al. in
2004 [79]. In the following years various authors have used the same expressions for PEM
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electrolyser modelling [80–89].

Eact;a =
RT

F
sinh�1

(
i

2ia0

)
(3.3)

Eact;c =
RT

F
sinh�1

(
i

2ic0

)
(3.4)

where iao and ico are exchange current densities at the anode and cathode respectively.
When high current density is considered, the activation overvoltage is given by Tafel
equation. This equation is also common in literature. A list of such works can be found
here [90–95]. This is written as shown in Equation 3.5

Eact;a =
RT

2�aF
ln

(
i

ia0

)
(3.5)

If needed, the exchange current density can be expressed as a function of temperature
linked to a reference exchange current density i0;ref [79, 93, 96]

i0 = i0;refexp

[
�Eer

R

(
1

T
� 1

Tref

)]
(3.6)

where Eer is the activation energy for the electrode reaction. The reversible cell potential
under non-standard conditions is given by Equation 3.7

ENernst = E0
rev(T ) +

RT

2F
ln

(
PH2

√
PO2

aH2O

)
(3.7)

In literature people have used different empirical formulae for the calculation of reversible
cell potential. One such as formula is Equation 3.8. It was first used by Bernardi and
Verbrugge in the early 90s to model fuel cell behaviour [97]. After a decade it was used
by several authors for PEM electrolyser modelling [79–81, 87–89, 94, 98].

E0
rev(T ) = E0

rev � 0:9� 10�3(T � 298) (3.8)

Equation 3.9 represents another empirical relation that shows the reversible potential as
a temperature dependent polynomial [82, 90, 93]

Erev(T ) = 1:5184� 1:5421� 10�3T + 9:523� 10�5T ln(T ) + 9:84� 10�8T 2 (3.9)

Similarly, another such expression (Equation 3.10) was found from experimental data
fitting by da Costa Lopes et al. [83]

Erev(T ) = 1:449� 0:0006139T � 4:592� 10�7T 2 + 1:46��10�10T 3 (3.10)
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E0
rev = 1:23 V under standard temperature and pressure. Ohmic overvoltage is the sum

of overvoltage due to membrane resistance and components’ resistance. However, some
authors consider only the membrane resistance [79–81, 83, 84]. In the simplest form, no
effect of temperature and humidification is considered. Overvoltage due to membrane
resistance can be expressed as

Emem =
tm
�m

i (3.11)

where tm and �m are membrane thickness and membrane ionic conductivity respectively.
This is the most common expression, and can be found in literature referenced here [79,
81–84, 88, 95, 99]. According to Springer et al. [100], considering the thickness of the
membrane and the variation in the degree of humidification, the local ionic conductivity
can be written in the form shown in Equation 3.12. This has been used to model PEM
behaviour in different subsequent models [80, 82, 85, 87–92, 94, 95, 99, 101].

� [� (x)] = [0:5139� (x)� 0:326] exp

[
1268

(
1

303
� 1

T

)]
(3.12)

The local water content � (x) along the membrane thickness can be interpolated using the
following equation

� (x) =
�a � �c

tm
x+ �c (3.13)

Here x is the location, and the subscripts a and c refer to the interfaces on the anode
and the cathode sides of the membrane, respectively. Then membrane resistance can be
estimated as follows

Rmem =

∫ tm

0

dx

� [� (x)]
(3.14)

There exist other expressions for describing membrane conductivity. A diffusion-based
expression is [85, 90])

�m =
F 2CH+DH+

RT
(3.15)

where CH+ and DH+ refer to respective concentration and diffusion coefficients of protons.
A temperature-dependent Arrhenius type equation is also used when the membrane is
assumed to be fully hydrated [82, 93]

�(T ) = �ref � exp

[
�EH+

R

(
1

Tref
� 1

T

)]
(3.16)

where �ref is conductivity at the reference temperature, EH+ is temperature independent
activation energy for proton transport.

One of the earliest modelling attempts of PEM lectrolysis cell can be traced back to 1991
[77]. Millet calculated the temperature profile across the thickness of the membrane. Sub-
sequently, the complete cell behaviour modelling as a current-voltage relationship started

38



3 Literature Review

in 2004 [79]. Choi et al. used Butler-Volmer equation for the activation overpotential, an
empirical relationship for the reversible potential and a fixed membrane resistance for the
ohmic overpotential. They also introduced a model for the exchange current density that
depended on the catalyst layer’s morphology and electrochemical behaviour. The same
assumptions and relations were applied to an electrolyser stack of 20 series-connected cells
to estimate exchange current densities and membrane conductivity by the authors Har-
rison et al. [81]. Based on the same approach, another group investigated the effects of
exchange current density and temperature on cell performance [84]. A research paper by
Ni et al. [80] used the same assumptions but defined membrane resistance as calculated by
equations 3.12 and 3.14. They found that operating at higher temperatures with a thin-
ner membrane was beneficial for system efficiency. A four degrees of freedom empirical
model (Matlab based, non-linear least square parameter estimation) suitable for fuel cell
or electrolyser or a regenerative fuel cell was reported by Busquet et al.[102]. The effect of
current ripples on cell performance is also studied [83]. The researchers used the current
interrupt method to determine the experimental cell’s ohmic resistance, followed by the
determination of the charge transfer coefficients and exchange current densities through
parameter estimation. Linearized ohmic and activation potential relations are then used
to investigate the effect of alternating current ripples on cell performance. The authors
comment that the low-frequency ripples cause higher power loss which should be an essen-
tial factor for power converter design. Dedigama et al. [90] used activation overpotential
as described by Equation 3.9 and 3.5. They considered the resistance due to the cathode,
anode, and bipolar plates for the ohmic overpotential following an approach reported by
Marr and Li [103]. This model was then compared with an experimental cell to fit the pa-
rameters for charge transfer coefficients, current densities and proton diffusion coefficient.
Although the authors develop a discussion for the mass transfer phenomena, it is ignored
in the implemented model. Rahim et al. [91] studied the effects of current density and
temperature on cell performance using Butler-Volmer reaction kinetics.
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3.1.2 Analytical Models Considering Mass Transfer Effects

In the last section analytical modelling of PEM electrolyser without mass transfer effects
was discussed. This section will deal with reports that have addressed the mass transfer
effects like diffusion and gas bubble shielding in the analytical model. Mass transfer effects
are included as a contribution to the cell potential in the form of an overvoltage. Thus,
cell potential (Equation 3.1) becomes

E = ENernst + Eact;anode + Eact;cathode + Eohmic + Ediff (3.17)

Nernst equation is used to estimate the diffusion overpotentials by comparing species
concentration under certain operating condition(Cop) to species concentration (Cref ) under
reference condition. This approach produces the following relationship [85–87, 89, 90]

Ediff =
RT

nF
ln

(
Cop

Cref

)
(3.18)

Another method to estimate diffusion overpotential is to define a limiting current density
(id). When the current density reaches this limit the rate at which reactants are consumed
becomes equal to the rate at which the reactants reach the electrodes from the solution.
Thus, diffusion overpotential can be expressed in the form

Ediff =
RT

n�F
ln

(
1 +

i

id

)
(3.19)

where � is an empirical constant. This is adapted from the work of Fontès [141, P. 54] for
PEM fuel cells. It becomes clear that when current density crosses the limiting value the
reactant supply would be less than their rate of consumption. This method was used by
Lebbal and Lecœuce for a steady-state electric and dynamic thermal model [92].

An alternative to this approach to modelling diffusion is to integrate a diffusion limit-
ing current density in the the activation overpotential definition. Then the activation
overpotential becomes [93]

Eact;a =
RT

�azF
ln

[
i

ia0
=

(
1� i

id;a

)]
(3.20)

Another expression for the concentration overpotential is [94]

Ediff = i

(
�1

i

id

)�2

(3.21)

where �1 and �2 are empirical constants.
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Figure 3.1: Different components of mass transfer inside PEM electrolyser

The mass transfer process in the electrolyser cell can be described as shown in Fig. 3.1.
The subscripts diff , con, eod, and pe refer to flow due to diffusion, consumption, electro-
osmotic drag and pressure difference, respectively. Flow due to pressure difference happens
when there exits differential pressure between the anode and the cathode. Some authors
have considered detailed mass flow in their literature [85, 90, 114, 124]. A more detailed
model would also consider the diffusion of oxygen from anode to cathode, the diffusion of
hydrogen from cathode to anode due to concentration gradient, and a pressure-induced
flow of water from cathode to anode in case of differential pressure operation. For the
reactants and products as shown in Figure 3.1, based on the current I and active area A,
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the molar quantities can be calculated from the following set of equations

_NH2O;con =
I

2F
(3.22)

_NO2 =
I

4F
(3.23)

_NH2 =
I

2F
(3.24)

_NH2O;eod =
ndI

F
(3.25)

_NH2O;diff = ADw
CH2O;a � CH2O;c

tm
(3.26)

_NH2O;pe = Kd
A�H2O�P

�H2OMm;H2Otm
(3.27)

where nd is the electro-osmotic drag coefficient, Dw is the diffusion coefficient of water
through the PEM, CH2O;a is the concentration of water on the anode side, and CH2O;c is
the concentration of water on the cathode side of the PEM. Kd represents permeability.
The terms �H2O, �H2O and Mm;H2O represent density, viscosity and molar mass of water.
�P is the pressure difference across the membrane.

Different researchers have used the mass transfer description described above to fulfil dif-
ferent modelling objectives. Apart from developing a better understanding of the mass
transfer inside PEM water electrolysers and the effect of different parameters on perfor-
mance, such models have focused on the improvement of efficiency, development of mon-
itoring and control strategies [92], determination of electroosmotic drag coefficient [111],
determination of optimum membrane thickness [114, 124] etc. Lebbal et al. [92] ] devel-
oped a steady-state electric and dynamic thermal model for system monitoring and control.
Marangio et al. [85] developed a model that considered PTL and bipolar plate geometry
to calculate ohmic resistance. They observed that the polarization curve at lower current
density has a better fit using Butler-Volmer kinetics for a high-pressure electrolyser . Still,
at higher current densities Tafel equation provides a better fit. It was also noticed that for
the same pressure, higher temperature operation leads to better performance. But Medina
et al. have commented that for obtaining dry hydrogen at high cathode pressure, low cur-
rent density operation is better. They carried out experiments using design of experiments
technique. They found that electro-osmotic drag coefficient decreases with current density
at every pressure and temperature, increases with pressure at every current density and
temperature, and slightly increases with temperature at every current density and pressure
[115]. Some researchers have also attempted to define the electro-osmotic drag coefficient
as a function of temperature based on experimental data [111]. In an approach different
from general modelling, Grigoriev et al. [114] developed a high pressure electrolyser model
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from first principles considering a detailed mass transfer process. They included the ef-
fects of gas bubbles and pore diameter on the cell performance and suggested method for
finding optimum membrane thickness. A model for cell voltage prediction based on input
current and stack temperature was reported by Garcia-Valverde et al. [93]. They observed
that the assumption of a constant anode charge transfer coefficient is not valid. Zhang
et al. [94] compared different configurations of a complete electrolyser system including
heat exchangers, pumps and separators. A different approach to modelling mass transfer
was employed by Myles et al. [122]. They used dusty fluid model based on the Stefan-
Maxwell equation for multicomponent diffusion. They developed this model for an oxygen
generating system and observed a strong influence of electro-osmotic drag on membrane
dehydration. The investigation of the effects of anode and cathode pressure for various
differential and balanced pressure operations on gas crossover by Schalenbach et al. [124]
found that gas crossover losses dominate at partial loads and ohmic losses dominate at high
current densities. However, in a following corrigendum, it was mentioned that hydrogen
crossover was independent of anodic pressure [142]. Fritz et al. [86] suggested a model to
optimize cell operation and cell geometry. Their work connected PTL pore diameter to
the concentration overpotential in the cell. Suerman et al. [36] have reported that mass
transfer effects are somewhat independent of pressure and contribute up to 25% of the
total losses. In their model, similar to Marangio et al. [85], Han et al. [87] introduced
interfacial resistance in calculating the cell ohmic resistance. In their model for a unitary
cell (one system for electrolyser and fuel cell), Guarnieri et al. [96] used Carman-Kozeny
permeability of the PTL corrected by relative permeability to find the concentration over-
potential. Thus, the two-phase behaviour could be linked to cell polarization. Han et al.
[87] studied the effect of PTL porosity, PTL contact angle and membrane thickness on cell
performance. They developed a continuum based flow model that utilized Darcy equation
and conservation equations to arrive at the capillary pressure, which was linked to the
water saturation in the PTL through Leverett’s function. It was observed that smaller
contact angle, higher porosity and smaller membrane thickness improves cell performance.

3.1.3 2-Dimensional Models

It is observed that most of the PEM electrolyser models have been zero-dimensional, and
few are three-dimensional. During our survey, we found only three reports dealing with
the two-dimensional description of the PEM electrolyser cell. The earliest such model
dates back to Millet [104] that calculated the potential distribution inside a Nafion mem-
brane. Based on Butler-Volmer Kinetics and charge conservation, this model solved for
the potential distribution at different temperatures for different anodic electrocatalysts
using finite difference method. The next such model was reported by Onda et al. [105].
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Here, a two-dimensional model validated for a small unit cell was used to predict a larger
theoretical cell’s performance by calculating temperature and current density profile for
the system along the flow direction (from inlet to outlet) and across different components
(perpendicular to the membrane). Katukota et al. [98] developed a two-dimensional,
steady-state, isothermal model using Stefan-Maxwell equation for multicomponent diffu-
sion, and Butler-Volmer kinetics. They observed current density spikes on the electrode
corners. The three models discussed above used finite different method, control volume
approach and finite element method (FEMLAB software) respectively.

3.1.4 3-Dimensional Two-phase Flow Models

In the field of PEM electrolyser modelling and simulation, only a handful of articles discuss
three-dimensional two-phase flow. In the domain of PEM fuel cells, many researchers have
worked in this area as reported in the review by Ferreira et al. [143]. The earliest 3D
flow modelling of PEM electrolyser was reported in 2008 by Nie et al. [108, 109]. The
same group published similar articles in the next few years that mostly focused on the
bipolar plate of PEM electrolysis cell [112, 113, 116]. The first model considered single-
phase flow in bipolar plate having straight flow channels with diagonal inlet and outlet
assuming uniform heat transfer from the PTL side. The simulations and experimental
validation commented that diagonal inlet and outlet with manifold header results in flow
maldistribution and higher temperature at the exit header [108, 109]. This model was
further extended to include the effects of oxygen generation. The oxygen generation from
the PTL side is included as a mass flux condition corresponding to the current density.
The model was simulated for a constant water flow rate with different gas flow rates and
different bubble sizes. However, they found that for diameter within the range 0-100 µm
the bubbles did not affect the flow behaviour. Due to the diagonally placed inlet and outlet
of the bipolar plate, lower fluid velocity at the centre was observed. At higher oxygen flow
rates (higher current densities), flow separation and reverse flow were observed [113, 116].
This bipolar plate design was modified to have straight channels and four inlets and four
outlets in the manifold header in the next step. The modifications resulted in better flow
distribution and better performance at higher current densities [112]. All these simulations
were carried out in ANSYS Fluent. While SIMPLE solver was used to solve the problems,
mostly simplifying assumptions were made to make the problems less computationally
expensive. The mixture model was used for capturing the two-phase flow behaviour in the
bipolar plate. Only Kasukurthi et al. [112] considered turbulence into their simulation
model.
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After nearly a decade, another investigation of a 3-D, two-phase flow in a high-pressure
PEM electrolysis cell with circular-shaped interdigitated bipolar plate was reported by
Olesen et al. [134] in 2016. Their model used experimental data for titanium felt of 350
µm thickness and 81 % porosity to define the porous media model for the PTL. Single-
phase simulation was performed to study the effect of geometry on the flow behaviour. The
two-phase flow simulation considered the two-fluid interpenetrating continua model where
the gas flow was defined as a mass flux based on uniform current density at the PTL-
microporous layer interface. For the two-phase flow in the PTL Van-Genuchten model
was used to describe the relative permeability behaviour. The simulations were carried
out using the ANSYS CFX solver. It was shown that improved mass flow distribution
could be achieved by reducing the gap between the longer channels or increasing the
gap between the shorter channels. It was also found that higher permeability of the PTL
resulted in increased flow maldistribution. Moreover, the larger particle size for the oxygen
bubbles resulted in maldistribution and gas hold-up. For the design under consideration,
a stoichiometry greater than 350 was suggested. Based on the same design, a two-phase
flow simulation using the VOF model of ANSYS Fluent was performed by Lafmejani et al.
[139]. For this, two inlets and one outlet channel of the interdigitated bipolar plate were
considered. The PTL was modelled according to the Ti-felt experimental data, capillary
pressure was ignored, and the eddy-viscosity model was used to capture turbulence. The
gas generation rate corresponded to a current density of 1 Acm�2, and a stoichiometry
value of 1000 was used. It was observed that uneven velocity distribution occurred along
the second half of the outlet channel due to gas accumulation. The uneven gas distribution
caused a build-up of uneven pressure resistance at inlet channels, resulting in water flow
variation from the inlet channel to PTL. However, in their experimental work for a similar
case, it was observed that gas bubbles occurred at preferred locations with larger pores on
the PTL surface resulting in different flow-regimes [144].

We observe that, so far, all the reported articles have mostly considered the two-phase
flow in the bipolar plate microchannels. The PTL is generally modelled using conventional
porous media model of CFD. Only one report has considered the actual 3D structure of
the PTL. Apart from titanium felt, or sintered titanium, which is typically used as PTL
material, people have also considered expanded metal mesh for PTL. Lafmejani et al. have
carried out experiments and simulations to study the flow in such expanded metal meshes
[140]. The expanded metal mesh was tested in a transparent plexiglass cell (without any
electrolysis activity) using different water and gas flow rates to determine the viscous and
inertial properties. Flow development pattern was also studied by injecting ink into the
flow. For the cell having two metal meshes of size 0.5�1.5 m2 in the vertical direction,
it was observed that the gas lifts the liquid along the path like an airlift pump at higher
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gas flow rates. From the experimental data, the whole metal mesh was first modelled
using porous media model to simulate the flow of inkjet in the water. A tiny section (5
units and 2 half units) of the expanded metal mesh was modelled in three dimensions,
and single-phase flow was simulated in the next phase. The simulation results showed
agreement with the recirculation zones observed during the gas-liquid flow experiments.
They commented that such meshes could be suitable for high current density operations.

3.1.5 Ancillary Based Models

Another approach to modelling PEM electrolyser is to divide the system into different an-
cillaries. This method involves creating cathode, anode, membrane, and voltage ancillaries
with their respective details and interfaces by using a suitable tool. Görgün first intro-
duced ancillary based modelling of PEM electrolyser in 2006 [99]. Other researchers later
followed this approach. This approach’s precursor can be found in earlier works related
to systems connecting wind or PV sources with electrolyser and fuel cells in a complete
setup. Such modelling activities can be found in the works of Kelouwani et al., and Khan
and Iqbal [106, 107]. One standard tool used for ancillary based modelling is MATLAB
Simulink.

Typically, the description of the anode and the cathode ancillaries are based upon each
species’ mass balance in a manner described in Section 3.1.2 and Fig. 3.1. Faraday’s law
determines the amount of substance produced or consumed. Sometimes Faradaic efficiency
is also considered [99, 125]. The membrane ancillary deals with the species transfer between
the cathode and the anode. The description typically considers diffusion and electro-
osmotic drag. Sometimes the transfer of water from the cathode to the anode side due to
pressure difference is also considered [88, 95]. The voltage ancillary sums up the reversible
potential and all other overpotentials. The activation overpotential is calculated using
either Tafel [99] or Butler-Volmer equation [88, 95, 125, 135]. Ohmic resistance usually
includes the membrane resistance as a function dependent on the degree of hydration,
and temperature described by Equation 3.12. Abdin et al. [88] also considered the ohmic
resistance due to the electrodes and bipolar plates in a manner similar to Marr and Li [103].
They considered a storage ancillary assuming containers are slowly filled with hydrogen
to the electrolyser pressure [99, 125]. In another work, Yigit et al. considered storage and
took into account the balance of plant in their model [135].

Even though these models [95, 99, 125] claim to capture dynamic response, Abdin et al.
rightly point out that these models are not dynamic in a real sense [88]. These models
only changes current and produce an instantaneous response in their output, which is not
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actually transient in time and does not really mean a fast transient response. Any physical
system like this has some delay no matter how quick its response is.

3.1.6 Models in Combination with Solar or Photo-voltaic Cells

Hydrogen production by electrolysis would be successful only when the energy required
would be produced from renewable sources like wind power, solar power or ocean thermal
energy conversion(OTEC) systems. Their intermittent nature poses as a bottleneck in their
deployment as a direct energy source for practical purposes. There have been attempts
to combine these sources with electrolysers, fuel cell, batteries and capacitors in different
combinations, and various researchers have reported modelling approaches to the same.

In this approach, different methods to describe various components of the system can be
observed. For the photovoltaic part, Kelouwani et al. have considered only the available
power data [106], while others have considered time series for hourly or monthly power
production data [82, 129, 131, 132, 136]. Aouali et al. have considered it as a power-voltage
curve with maximum power point tracking (MPPT) [128]. Kelouwani et al. [106] only
considered available data for wind power, but Khan et al. [107] modelled output power
as a function of available wind power and time. The simplest model of an electrolyser is
hydrogen production based on Faraday’s law [107]. Other researchers have adopted similar
technique [129, 131, 132]. Usually, the electrolyser cell voltage is modelled as the sum of
the reversible cell potential, and activation overpotential (based on Butler-Volmer kinetics)
[126, 128]. Sometimes it includes mass transer overpotential [82, 136]. Keluwani et al. have
modelled the electrolyzer V-I curve in their dynamic model as a function of current, time
and temperature [106]. In an interesting model of a solar photo-electrochemical electrolysis
system, Nie et al. [110] included the photochemical reaction as an overvoltage term in the
electrolyser V-I curve. Atlam et al. have described cell potential as a function of the
current [117]. A fuel cell in the system is modelled using Faraday’s law [131, 132] or a V-I
curve based on Butler-Volmer equation [129]. Some dynamic models have utilized a V-I
curve that is a function of both time and current [106, 107].

It is observed that some researchers have combined wind, photovoltaics, electrolyser, fuel
cell and batteries in one dynamic system model [106]. Khan et al. have reported another
dynamic model where ultracapacitors are used in place of batteries [107]. One group has
also considered OTEC with solar power as well [126]. Thus, we can comment that there
have been trials to combine different renewable sources to hydrogen energy systems. The
researchers have focused on finding optimum operating conditions, control strategies of
the devices or calculating scenarios for different locations based on their renewable energy
availability.
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3.1.7 Membrane Degradation Modelling

Membrane degradation has a significant impact on PEM electrolyser performance. How-
ever, modelling of this topic has received little attention. Only one report by Chandesris
et al. [101] could be found in the literature. This 1-D model considers the membrane
and two electrodes as a system where the catalyst layers are regarded as interfaces. From
the cell V-I curve, the activation overpotentials are determined by subtracting the other
overpotentials. Fitting this to the experimental data for a single cell gives the value of
charge transfer coefficients. Membrane degradation phenomenon can be summarized as
follows:

• Gas cross-over from anode to the cathode side through diffusion and electro-osmosis

• Oxygen reduction reaction leading to hydrogen peroxide formation

• Decomposition of hydrogen peroxide into hydroxyl and hydroperoxyl radical with or
without the presence of ferrous ions

• The parasitic consumption of radicals and attack on the membrane by the hydroxyl
radical leading to fluoride release and membrane thinning

• The whole process is defined as a 9-step reaction

The researchers found that at lower current densities the fluoride release rate increases
with current density, which then reaches a peak, and goes down with further increase in
current density. Membrane thinning is modelled as a rate equation that takes into account
the changing membrane thickness and fluoride release rate. It was found that membrane
thinning happens faster at higher temperatures. It is important to note that the process
is nonlinear, and non-consideration of the coupling effect of changing membrane thickness
may lead to overestimation of membrane life expectancy.

3.1.8 Multiscale Models

Most PEM electrolyser models have mainly focused on description derived from empir-
ical relationships, general multi-phase behaviour, or effect of different variables on the
cell performance. So far, only one group has reported research that resolves fundamental
physicochemical phenomena resolved at nano and micro-scale. Oliveira et al. developed
such first principle-based multiscale models for PEM electrolysis [123, 127]. This work was
an adaptation of methods earlier developed for similar phenomena in PEMFCs [145–147].
In their PEMEC anode model, they modelled the catalyst-electrolyte interface at the
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nanoscale taking into account the non-equilibrium behaviour. DFT based calculations
were used to analyze the stability and adsorption of OER intermediates on the catalyst
surface. The nono-scale model consists of three parts— diffuse layer, compact layer and
kinetic model, that took into account species transport, water adsorption and OER steps
respectively. The microscale model took care of oxygen and proton transport. Appropriate
boundary conditions connected these two scales. MEMEPhys software was used in com-
bination with Matlab/Simulink to solve the equations. Finally, cell potential’s temporal
evolution, temperature effect on cell performance, and catalyst degradation were studied.
The results showed that a greater number of water molecules got absorbed at the catalyst
surface at higher temperatures, resulting in higher performance [123]. In the next step, the
researchers extended this approach to the whole MEA. This included different behaviour
at the cathode, HER and the addition of the membrane into the model. Coverage of
different species at different temperatures on the catalyst surface, polarization curve for
IrO2 and RuO2, sensitivity with respect to temperature and catalyst loading were studied
through simulations [127]. Both of these models described electrolysis behaviour without
using the Butler-Volmer approach. However, bubble transport or membrane degradation
was not considered.

3.1.9 Pore Network Models

Pore network models allow simulation of pore scale phenomena in complex pore geometry
with relative computational ease. This method is used extensively in petroleum studies,
and it has also been used in PEMFC simulations, mainly for the gas diffusion layers. Such
activities are reported by the group of Gostick et al. [148–153]. Lee et al. have used pore
network model combined with microfluidic experiment for the titanium felt PTL used in
PEM electrolyser [26]. They extracted a three-dimensional pore network from a 3-D re-
constructed µ-CT image of a PTL and then created a representative 2-D model using the
relevant parameters from the 3-D network. A scaled version of this representation was then
printed using microfabrication technology. This scaled 2-D network was then calibrated to
the right height by computing the corresponding permeability. This PTL-on-chip was con-
structed using multi-layer photolithography. For the experiments, polydimethylsiloxane
and ethanol mixture was used as the defending phase, and air was used as the invading
phase. The results were observed using an optical microscope with a fluorescent light
source. Different gas flow rates were used to simulate different current density situation.
They observed that at lower gas injection rates, a pressurization penetration mode of gas
transport occurred. This behaviour showed the dominance of throat capillary pressure on
the gas flow. Very importantly a limiting throat was observed, the penetration of which is
immediately followed by breakthrough and which acts as the location for gas snap-off. The
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distance of the limiting throat also determines the average gas saturation after snap-off.
Extending observations made by Lettenmeier et al. [154] they have commented that by
locating the limiting throat in the backing layer near PTL-CL interface performance of
the cell can be improved. Competing pathways at higher gas flow rates similar to invasion
percolation simulations were also observed in the experiments.

3.1.10 Miscellaneous Models

A PEM electrolyser is a complex system consisting of many different parts. Moreover, the
processes in such a system involve multi-physics, multi-scale and dynamic behaviour. Anal-
ysis, control and monitoring of such a system are essential. Researchers have tried different
methods to describe such a system. One research group has utilized neural network-based
models for prediction and control of electrolyser performance. In two separate reports they
have used Adaptive Neuro-Fuzzy Interference System(ANFIS) and Optimization Layer by
Layer (OLL) neural networks to predict hydrogen production rate, stack and system ef-
ficiency based on input power production parameters acquired through data acquisition
system [118, 119]. Such a method has the potential to offer the possibility of online
monitoring and control of the system. Agbli et al. have utilized energetic macroscopic
representation (EMR) approach to model stack and tank temperature evolution for an
electrolyser system. This approach, mainly used in the domain of analysis and control of
the electromechanical system, allows graphical representation of each component based on
the causality principle. This graphical description offers more readability and flexibility
due to its modular approach [120, 155]. Creating equivalent electric circuits is another
method to describe an electrolyser system. It is a semi-empirical model where the ex-
pression for the system’s voltage and current are defined from the polarization curve and
this is utilized to create the equivalent circuit. These expressions can be further utilized
to calculate the hydrogen production rate and efficiency [121, 130]. In another graphical
method similar to EMR, Olivier et al. have used Bond Graph formalism to describe an
electrolyser system. Modular approach in the bond graph method allows the simulation
of dynamic and multi-physics phenomena and facilitates control system’s integration into
the model [138].

3.1.11 Discussion on PEM Electrolyser Modelling and Simulation

Even though the PEM electrolyser modelling and simulation started in the early 90s, it is
visible that the systematic and incremental development happened only after 2000. The
chronological study of modelling approaches described above shows that the semi-empirical
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analytical method has been the most prevalent approach. This approach represents the
cell behaviour as a polarization curve by considering different overpotentials. The simple
steady-state models further led towards models that studied temperature dependence,
the effect of membrane hydration on cell performance, different flow processes occurring
inside the cell and mass transfer effects at higher current densities. Some dynamic models
were also developed; however, most of them were not truly dynamic. Some of these models
were developed for system monitoring and control. Three-dimensional computational fluid
dynamics-based models have mostly focused on the bipolar plate flow channels. The porous
transport layers are generally modelled using the porous media model commonly used in
general computational fluid dynamics analysis. A large part of the literature focuses on
combining wind or solar power systems with PEM electrolysers without considering the
electrolyser system in detail. So far, only one report has studied membrane degradation
and reaction kinetics. Similarly, the catalyst layer or multi-scale modelling has received
little attention. Except for one pore-network based model the porous transport layers
have not received much attention regarding the effect of their microstructure on the cell
performance. There have been attempts to incorporate different techniques into modelling
and simulation such as density function theory, neural networks, bond graph models or
energetic macroscopic representation, but so far these efforts have not been consistent.

3.2 Experimental Characterisation of PTLs

There exist different methods to characterise porous materials. Two critical parameters for
porous materials are absolute and relative permeability. This thesis is mainly concerned
with these two parameters, and this section will focus primarily on literature related to
the characterisation of PTLs concerning the same. Since reports strictly related to PEM
electrolyser PTLs are limited, reports pertaining to gas diffusion layers (GDL) of PEM
fuel cells are also included.

The general measurement principle for absolute permeability is based directly on Darcy’s
law or its adaptation. For flow with inertial effects, Forchheimer’s law is also used. One
of the earliest measurements could be found in Dohle et al. [156]. They measured in-
plane permeability for a single material with different microporous layers. They also
reported a difference in measured permeability for air and water. Williams et al. [157]
measured through-plane absolute permeability of the PEMFC gas diffusion media using
nitrogen gas. They choose carbon materials from E-TEK, SGL and Toray. All the GDLs
had macroporous carbon substrate and hydrophobic microporous layers. Ihonen et al.
[158] and Prasanna et al. [159] have done measurements for similar materials. Gostick
et al. [23] measured in-plane and through-plane permeability of pure GDL substrate
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without any microporous layer. They measured in-plane permeability for rectangular
samples and through-plane permeability for circular samples of different carbon-based
GDLs from SGL, E-TEK, Ballard, and Toray. They also measured GDL permeability as
a function of compression. Feser et al. [24] measured in-plane permeability for different
GDLs using a radial flow device and found nearly identical permeability values for both
air and water. Gurau et al. [160] also measured in-plane and through-plane permeability
for two carbon substrates with different microporous layers. Through-plane permeability
of sintered titanium PTLs was measured by Hoeh [27, P. 63-64]. The sample thickness
varied in the range 230-290 µm. They were sintered at temperatures between 750 °C and
950 °C with an increment of 50 °C. Their measured values were within 10-140 mD.

In the field of geology or petroleum engineering, there are many studies related to relative
permeability measurement. Depending upon the measurement principles, there are two
broadly divided methods — steady-state method and unsteady-state method. Among
these are Penn-state method, stationary fluid method, Hassler method, Hafford method,
and JBN method. One can find more details in Dullian [50], Honarpour et al. [161, P.
1-6], and Johnson et al.[162], or any other relevant literature. Based on the steady-state
method, the first attempt at measuring relative permeability of GDL was reported by
Nguyen et al. [163]. In this experiment, they utilised neutron radiography to determine
water saturation.

Figure 3.2: Relative permeability measurement cell used by Sole [20, p. 87]
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Based on the Penn-state method, Sole [20] designed an innovative test cell to measure
relative permeability of GDLs. Although it used a gravimetric method to measure water
saturation, it had the provision for weighing the test sample immediately upon reaching
the steady-state. This model also utilised a GDL mixing section on both sides of the sam-
ple to minimise end effects. Based on these experiments, it was found that hydrophobic
treatment did not much alter the capillary pressure curves, but strongly influenced relative
permeability behaviour. He measured both carbon cloth (BASF B-1A) and carbon paper
(Toray TGPH-090) with (20%) and without PTFE treatment. The treated samples were
measured in both compressed and uncompressed state. The permeability of the samples
varied approximately between 1-34D. In case of uncompressed GDLs, water relative per-
meability was measured for the PTFE treated samples. But the measured values were
less than 0.01. For compressed carbon paper with PTFE treatment, water relative per-
meability was slightly higher at around 0.025. In the case of carbon cloth, compression
decreased water relative permeability. Later, Ramos-Alvarado et al. [164] used the same
design to study the effects of PTFE treatment on Toray TGP-90 gas diffusion media flow
properties.

Hussaini and Wang [22] presented another design as the one discussed above to measure
in-plane and through-plane permeability of Toray-060, -090, -120 carbon paper and E-TEK
carbon cloth. The absolute permeability measurements are summarised in table 3.2. Their
results showed that in-plane relative permeability was higher than that of through-plane
relative permeability. Water relative permeability values were less than 0.01 within the
measured range of saturation values (less than 80 %) when measured in the through-plane
direction. Within a saturation value of less than 60 %, in-plane water relative permeability
values were less than 0.03 for all the samples. Air relative permeability quickly dropped
to a value less than 0.1 for approximately 10 % saturation in the through-plane direction.
In the in-plane direction, the relative permeability values decreased slowly with increasing
water saturation.

Table 3.2: Details of permeability measurement by Hussaini and Wang [22]

Material Thickness (�) Through-plane In-plane

Compression (%) K (D) Compression (%) K (D)

Toray-060 203 6 21.1 16 12.8
Toray-090 280 9 12.4 9 14.6
Toray-120 356 7 14.9 14 11.5
E-Tek cloth 280 16 64.6 9 37.2

From the two reports by Sole, and Hussaini and Wang, it was observed that Sole [20]
used a linear fit to the relative permeability measurements, while Hussaini and Wang
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(a) Through-plane

(b) In-plane

Figure 3.3: Relative permeability measurement cell used by Hussaini and Wang. Re-
produced from ref [22] with permission from Elsevier

[22] applied a polynomial fit to the data. For both cases, water relative permeability
curves differed from the commonly accepted Kr;w = S3 function. Although these authors
have successfully measured relative permeability of GDLs while using gravimetric method
for saturation determination, another research by Dwenger [25] had difficulty measuring
relative permeability using similar technique.

3.3 Summary

This chapter has reviewed the literature related to modelling and simulation of PEM
electrolyser and experimental characterization of porous transport layers. This chapter
has presented PEM electrolyser modelling and simulation from a chronological perspec-
tive. Rather than following a strict component-based classification or a phenomenon-based
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classification, this work has presented the reviewed reports based on approaches that can
be understood and related to the existing body of literature. Although there has been
incremental development in certain aspects of PEM electrolyser modelling and simulation,
it has been critically observed that certain areas such as membrane, catalyst layer and
porous transport layer need much more attention in future. Moreover, multiscale and
multiphysics simulation can also be a possible future direction. A review of experimental
characterization revealed that only a handful of papers have dealt with multi-phase flow.
While early characterization attempts can be traced back to the early 2000s, no standard
procedure for such characterization exists. It was also noted that these techniques stem
from similar studies from the characterisation of rock samples, but specific correlations
from those experiments may not be directly applied to PTLs.
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Chapter 4

Computational and Experimental
Methods

This thesis consists of simulation and experimental parts. This chapter will provide details
on the relevant simulation and experimental methods. It is essential to prepare the porous
media geometry in a suitable format for single and two-phase flow simulations. Thus,
image processing takes an integral part of the process. This chapter will explain the image
processing steps in detail. An overview of the tools, namely OpenPNM, ANSYS Fluent,
GeoDict and Lattice Boltzmann Method (LBM), will also be provided. This chapter
will also deal with the experimental methods, experimental setup design, and the testing
procedure.

4.1 Sequence of Operations

The general outline of the methods is described in Figure 4.1. The titanium porous
transport layers were manufactured in-house at Forschungszentrum Juelich. Once the
samples were obtained, they were cut into a size suitable for permeability measurements.
These samples were measured, and quantities of relevance like porosity, thickness etc.
were noted. These samples were then used for both in-situ and ex-situ measurements.
From the same materials, tiny portions of the size of 1 mm2 were cut for �-CT imaging.
These specimens were then photographed at IEK3, FZJ using a Zeiss Versa CT-imaging
machine1. After capturing, the images were processed using ImageJ/Fiji software, which
is a widely used scientific image processing tool. The commercial software GeoDict also
1Imaging of some earlier specimen were also carried out at Helmholtz-Zentrum, Berlin as part of a previous
doctoral dissertation by Michael Hoeh
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provides image processing options, but mostly ImageJ/Fiji was used for this thesis. The
preliminary processing (refer Section 4.3) using ImageJ/Fiji and GeoDict is sufficient to
produce inputs suitable for simulation in GeoDict or Lattice-Boltzmann method. For pore
network modelling, the processed images were stacked to create a 3-D volume from where
a network representation of the porous domain was extracted. On this extracted network
pore network simulations were performed. For finite volume solver of ANSYS Fluent, a
3-D mesh of the porous domain needs to be generated from the processed images. A
3-D stack similar to the pore network extraction method was created. From this stack,
3-D pore volume was constructed. This volume was further processed for geometry clean
up, simplification, or modification. In the next step, a 3-D mesh of the flow domain was
created (refer Section 4.4) . On this mesh, single and two-phase flow simulations were
performed.

PTL

CT-imaging
Sample 

prepara�on

In-situ 
measurement

Ex-situ 
measurement

Image 
processing

Network 
extrac�on

Meshing

LB model 
setup

GeoDict 
model setup

Model 
setup

Model 
setup

simula�on

simula�on

simula�on

simula�on

Figure 4.1: Process sequence for the experiments and the simulations

Different test cells were constructed for the experimental measurements. The test cells
(refer Section 4.5) and the respective material samples are described in their relevant
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sections (refer Section 5.1).

4.2 Overview of Simulation Tools

This section provides an overview of the tools used for the flow simulation inside PTLs.
The tools used in this work are OpenPNM, ANSYS Fluent, GeoDict, and Palabos. Below
a brief description of each tool is provided.

4.2.1 OpenPNM

OpenPNM is an open-source Python-based package for pore network modelling. It was
first introduced in 2013 [165]. The latest version used in this thesis is V2.0, and it is based
on Python 3. The previous version of OpenPNM was based on Python 2. Both versions of
OpenPNMwere used in this thesis. There are some differences with respect to the structure
of different packages between these two versions, but the basic principles remain the same.
OpenPNM utilizes Numpy and SciPy Python packages, and this facilitates an optimized
solution of numerical problems. It provides standard functionalities, and it can be freely
customized to suit particular requirements. It includes different options like creating or
importing a network, setting up geometry, phase definitions, physics definitions, various
algorithms, and input and output processing. A detailed description of the structure,
implementation and usage of the OpenPNM software is described in the relevant literature
by Gostick et al. [72].

An outline of the simulation process in OpenPNM is shown in Figure 4.2. OpenPNM
provides different algorithms for simulating porous media flow. These algorithms can be
classified into two categories: percolation algorithms and transport algorithms.

4.2.2 ANSYS Fluent

ANSYS Fluent is a commercial fluid flow solver. Fluent is a part of ANSYS workbench.
The Fluent solver was first released in 1983 by a collaboration between Creare Inc. and
Sheffield University in the UK. It soon became prevalent in the industry, and after going
through many changes, it was acquired by ANSYS Inc. The version used in the current
work is ANSYS2019. The Fluent solver can be started as a standalone application or as a
part of the ANSYS Workbench. On workbench, it provides options for complete workflow
from geometry modelling to post-processing.
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Check results

Trim/ define boundaries
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Run simula�on

Stop

Start

Figure 4.2: Process outline for simulations in OpenPNM

Fluid flow problems can be described using mass and momentum conservation equations.
Energy conservation or some other forms of transport equations may also be required de-
pending on a given situation. Discretized form of the conservation equations are solved
for for the velocity field, but the momentum equation requires finding the pressure gra-
dient. Thus, both pressure and velocity fields become coupled. ANSYS Fluent includes
both density-based and pressure-based solvers for fluid flow problems. The pressure-based
solver’s pressure field is calculated by solving a pressure correction equation based on con-
tinuity and momentum equations. A density-based solver estimates the density field from
the continuity equation, and the equation of state is utilized to calculate the pressure field.
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There are two options for pressure-velocity coupling in a pressure-based solver, namely
segregated solver and coupled solver. Mass conservation is obtained in a segregated solver
using a pressure correction equation, followed by the pressure field calculation. A pressure
field in the momentum equations is first assumed, and then the solution for the veloc-
ity field is computed. The pressure correction equation is used to update the pressure
field; which is then applied to update the velocity field. This procedure is repeated until
both momentum and continuity equations are satisfied. Because these processes happen
separately, the solver is called a segregated solver. The segregated nature results in low
memory requirement and computational resources. But the iterative nature may lead to
slower convergence. ANSYS Fluent provides different options for segregated solver like
SIMPLE (Semi Implicit Method for Pressure Linked Equations), PISO (Pressure-Implicit
with Splitting of Operators), SIMPLEC (SIMPLE-Consistent) etc. A coupled solver solves
both momentum and continuity equations simultaneously. This process demands that all
the variables are stored and solved simultaneously. Thus, it becomes more memory in-
tensive and computationally demanding for a given iteration than the segregated solver.
But due to the couples nature of the equations, it can produce better convergence of the
solution. Further details on different options can be found in the ANSYS Fluent theory
guide [54].

4.2.3 Palabos: Parallel Lattice Boltzmann Solver

Palabos is a C++ based software library developed in 2010. It has its origin in the software
OpenLB which was developed by the Palabos project’s founders in 2007. Palabos does
not share its code with OpenLB but follows a similar philosophy regarding data struc-
ture, model implementation and the coupling between different models. The University
of Geneva and Flow Kit-Numeca Group Sàrl have been jointly developing it since 2011.
There is a commercial version of Palabos called OmnisTM/LB as well, but the open-source
version is controlled by the University of Geneva [166]. It is natively written in C++ and
offers an interface for Java and Python programming. Moreover, this software is suitable
for operation in large supercomputers. Palabos has the preprocessor included, and dif-
ferent models like heat-transfer and multi-phase flow can be implemented with pore-scale
accuracy without compromising on parallel efficiency. Palabos includes various function-
alities for physics, fluid models, boundary conditions, particles, grid, and parallelism. It
also allows pre and post-processing. The output can be saved as an ASCII or binary
file, or directly as GIF images. It also supports output in VTK format for further post-
processing. The work-flow for running simulations in Palabos is shown in Figure 4.3. The
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Figure 4.3: Flow-chart showing steps for running simulations in Palabos
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application for simulating single-phase, single-component gas transport in the 3-D recon-
structed porous media was developed at the IEK-3, Forschungszentrum Juelich [167–169].
The simulations were run on the JURECA cluster2.

4.2.4 GeoDict

GeoDict is a digital material laboratory developed by Math2Market GmbH. It started
in 2001 as a team at Fraunhofer Institute for Industrial Mathematics (ITWM) situated
in Kaiserslautern. In 2011 the team formed Math2Market GmbH as a spin-off from the
parent company. GeoDict offers different solutions for different industry sectors like digital
material design, filtration, digital rock physics, batteries and fuel cells. GeoDict contains
different modules for solving different types of problems. For example, FiberGeo module
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Figure 4.4: Process outline for simulations in GeoDict

is suitable for working with fibrous materials. GrainGeo module can be used for creating
2Simulations were performed by Dieter Froning at JURECA cluster, Forschungszentrum Juelich.
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virtual materials from grains by way of piling, packing or sintering etc. For this thesis, only
the modules relevant for the work were used, namely ImportGeo, ExportGeo, DiffuDict,
FlowDict and PoroDict. The importGeo module allows importing its native files (*.gdt,
*.gad) or any other supported file formats like *.RAW, *.TIFF, *.STL etc. After importing
the files can be cropped, thresholded or rotated. There are different options to process
the files according to requirements. The ExportGeo module allows the export of the
geometry or results in the native (*.GDT or *.GAD) or one of the supported formats
(*.MSH, *.RAW, *.STL etc.). PoroDict module is used to analyze different pore structure
properties. FlowDict and DiffuDict modules are used for the computation of flow and
diffusion properties of the materials. The PoroDict module has options for granulometry
(pore structure analysis based on geometry), and porosimetry (similar to mercury intrusion
porosimetry). The Stokes flow model of FlowDict is used for computing permeability. For
solving the equations, there are three solver options in FlowDict: EJ (Explicit Jump),
SimpleFFT (Simple Fast Fourier Transform) and LIR (Left Identity Right). For this
thesis, EJ and LIR solvers were used. GeoDict employs an approach similar to the Lattice
Boltzmann Method. Unlike conventional CFD tools, it does not require a mesh of the
computational domain. The equations are solved on the binarized voxel space. More
information can be found in the relevant publications [170–172]. The work flow for running
simulations in GeoDict is shown in Figure 4.4.

4.3 Image Processing

Image processing forms an essential part of this work. The inputs for simulations were
prepared from 3-D reconstructed porous media. 2-D images of different cross-sections of
the PTLs were acquired using either synchrotron radiography or µ-CT machines for this
purpose. This produced a large number of 32-bit greyscale images having pixel values
between 0 and (232 � 1). Such images may also contain some noise that needs to be
filtered in the next steps. Usually, a 3-D volume of 1000�1000�1000 pixels would require
a considerable amount of computer memory and demand long computational time for
methods like Lattice Boltzmann or CFD. Thus, it was necessary to process the images to
eliminate the noise and reduce the file size without compromising on the details and image
quality. This was done using ImageJ, a tool widely used by the scientific community for
image processing. The image processing work-flow is shown in Figure 4.5. All the images
were processed on a workstation with 16 cores @2.2 GHz (32 with hyperthreading) and
128 GB of RAM. For each sample, the memory requirement was in the range of 30-100
GB.
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Figure 4.5: Image processing work-flow

4.3.1 Median Filter

The original greyscale images had some noise. As it can be seen from Figure 4.6 the
images contained some circular lines, and salt and pepper noise. The median filter helps
to remove such noise. It smooths the data while preserving the edges, and it is a non-error
propagating method. The median filter works by replacing pixel values with the median
value of all the pixels within a specified radius, which can be expressed as

Median filter [image; radiusi]

= [Replace pixels with the median value within the given radius
in dimension i]

The median filter removes both noise and fine details in an image. Any small area having
different pixel values compared to a bigger neighbourhood would be filtered out. Thus,
careful selection of the radius is necessary.

4.3.2 Binning Operation

Binning operation is required to reduce the file size without compromising on the details.
This facilitates easier file handling and faster computation. Binning achieves a reduction
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Figure 4.6: Top left: original section, Top right: median filter removes noise, Bottom

left: Threshold applied without median filter contains noise, Bottom right:
threshold applied after median filter produces a better-segmented image

in file size by replacing a given set of pixels or voxels with one pixel or voxel having the
value equivalent to their ‘sum’, ‘average’, ‘max’, ‘min’, or ‘median’. In this work, only
average was used for binning to keep the image details useful for subsequent computation.
A typical image stack of size 2GB to 10GB becomes within the range 200MB to 1GB
after binning. How the file size is reduced can be understood from Figure 4.7. However,
care should be taken as it will also cause some loss of details. If subsequent computation
demands better spatial resolution binning may cause problems as original precision of the
�-CT images is reduced by the binning factor. For example, if some material features are
smaller than the voxel resolution, those details would no longer be preserved after binning.

4.3.3 Threshold Operation

It is difficult to directly differentiate the pore space from the solid phase in the greyscale
image. Sometimes it is also necessary to distinguish between multiple constituents of one
material from its greyscale image. Segmentation or threshold operation makes it possible.
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Figure 4.7: Binning reduces the size of the image by a factor of 4 (2x2 binning) or 9
(3x3 binning). In the figure the original image of size 127kB becomes 32kB
and 15kB after 2x2 and 3x3 binning, respectively

For this thesis, only solid and void space separation is necessary, and hence only binary
images are required. Based on a given threshold, each pixel in an image is either assigned
a value 0 or 255 (for 8-bit binary-image) if the pixel intensity is lower or higher than the
threshold. The choice of the threshold value can significantly influence how the solid and
void phases are differentiated. The software ImageJ offers different algorithms to facilitate
this. The isodata algorithm [173] was used in this work.

The idea of thresholding is briefly described here. To start the thresholding process, the
image is first divided into object and background by assuming an initial threshold value.
Following this, the averages of the pixels at or below the given threshold, and pixels above
are taken. In the next step, an average of these two values are computed, and the threshold
is incremented. The process is repeated until the threshold is larger than the composite
average. Upon completion, the image is correctly segmented according to

Threshold =
AverageBackground+AverageObjects

2

4.3.4 Input Preprocessing

The images need to be saved in a format suitable for the simulation tools after segmenta-
tion. The procedure is described below:
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Figure 4.8: surface rendering of the 3-D volume is created from a stack of images after
cropping, and canvas resize

• After segmentation, it should be ensured that the pore space is 0 and solid space is
1 for the maximal ball network extraction algorithm [71]. For the SNOW algorithm,
the pore space should be marked as 1, and the solid space should be 0 [72].

• If the voxels are marked as 0s and 255s, the image stack should be divided by 255
to get 0s and 1s as values.

• The images need to be cropped so that the boundary surfaces are appropriately
represented. This task was a bit tricky, but in general, an intuition-based method
was employed here.

• If the image stack orientation is not aligned to the plane of the screen, a reorientation
operation should be performed. The GeoDict preprocessor offers a built-in tool for
this purpose.

• After realignment and cropping the stack was saved as a ‘.RAW’ file. For this, a nam-
ing convention was followed. The file is saved as ‘Samplename_lengthxheightxslices’,
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e.g. Ti45C8 would be saved as Ti45C8_600x500x200. This information helps in fu-
ture processing, and ImageJ detects the data from the filename. This data is further
useful for Maximal Ball algorithm and SNOW algorithm.

• The above steps were sufficient for further working with OpenPNM or LB method.
However, for GeoDict, the computational demand could be further reduced. A repre-
sentative element volume (REV) was used. This REV was determined by gradually
reducing (cropping) the volume of the 3-D stack while keeping the change in porosity
within 3 %. The volume was not cropped in the thickness direction, as it might cause
unwanted changes. As the cross-section is much larger than the thickness, only the
cross-section should be cropped. After defining the REV, the file was saved in the
same format as mentioned above.

• For running CFD simulation in ANSYS Fluent, the computational domain needed
to be further reduced. A part having end-to-end pore connectivity with size less
than 200x200x200 microns was selected for each sample based on trial and error
method. The outlet and inlet portions were then extended using the ImageJ resize
canvas option to avoid numerical instabilities or unnatural boundary conditions.
This volume was then exported as a ‘.stl’ file using the 3D viewer plugin in ImageJ.
This plugin uses the marching cube algorithm to generate surfaces for volumetric
data. The process flow is shown in Fig.4.8.

4.3.5 Network Extraction

The 3-D stack (.RAW file) produced after image processing is used for extracting pore
network. There are many publications that have used pore network model. However,
the source-codes are not publicly available for all of them. For flow simulation, some of
the available tools are: pnflow [174, 175], OpenPNM [73], numSCAL_basic [176], starfish
[177] etc. For extracting networks from 3-D reconstructed images, only two open-source
tools are available to the best of our knowledge: Maximal Ball (MB) algorithm developed
by Hu Dong [71, 178] and SNOW algorithm developed by Jeff Gostick [72]. These tools
are regularly updated and maintained as repositories on GitHub. These two tools were
used in this thesis. A brief description of how both these tools work is provided below.
For more details, one should refer to the primary sources.

The MB network extraction code is written in C++ and is based on the concept of finding
the maximal ball in a 3-D voxel space consisting of 0s and 1s, where 0s represent the void
space and 1s represent the solid space. With respect to Figure 4.9, the process of finding
pores and throats can be broken down to the following steps:
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(a) (b)

Figure 4.9: Working of the maximal ball algorithm is shown in the figure.
Reprinted figure with permission from Dong and Blunt, Phys.Rev.E
80, 036307, 2009, Copyright (2009) by the American Physical Society.
https://dx.doi.org/10.1103/PhysRevE.80.036307. See [71, 178] a) Nearest
neighbours are found in 26 directions b) Clustering of maximal balls to form
pore-throat chains

i) In the void space, nearest neighbours are found in 6 lateral, 12 diagonal and 8
diametric directions. The MBs are the voxels that contain the largest sphere touching
the solid surface so that no MB is a subset of another MB, i.e., each of the MBs has
at least one voxel that is not part of another MB.

ii) In the next step, the MBs are clustered. Within a sphere having twice the MB
radius, all other smaller balls touching the given ball are clustered as children that
can have their own children.

iii) After the clustering, an MB with parents from different common ancestors is defined
as throats while the ancestors are defined as pores. The inscribed radius of the
ancestor MB is defined as pore radius, and the inscribed radius of the biggest throat
MB in the pore-throat chain is defined as throat radius.

iv) The extracted pores and throats are defined as cylindrical capillaries based on a
dimensionless shape factor G defined as

G =
V L

A2
(4.1)

V is the volume of the pore or throat block based on the number of voxels. A is
the surface area calculated from the number of surface voxels, and L is the length
defined as twice the Euclidean distance from an ancestor ball’s centre to the farthest
voxel in that block.

The SNOW (subnet of the over segmented watershed) algorithm is a part of the porespy
module written in python. This module can be imported to OpenPNM and applied to
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the 3-D image stack to extract network information. The porespy package is based on the
image analysis packages scipy.ndimage and scikit-image. It provides a range of tools for
extracting information from 3-D porous media. The SNOW algorithm is based on marker-
based watershed segmentation. This procedure is based on the idea that the catchment
basin represents a pore in a 3-D image on a contour map. The basic steps are summarised
below:

i) A distance map is produced from the image. A Gaussian filter is applied to smooth
the distance map and remove certain artefacts.

ii) The distance map of the void space produces peaks in locations that are furthest
from the solid space. These peaks can be identified by applying a maximum filter
with a given radius and finding the locations where the values in the filtered image
are the same as the distance map.

iii) Some spurious peaks lying on the saddles and plateaus of distance maps are elimi-
nated.

iv) Some peaks which are too close are also merged.

v) These peaks are supplied as markers to a marker-based watershed algorithm.

vi) Finally, relevant pore network details are extracted in a form suitable for OpenPNM.

vii) Upon identification of pore and throat regions, inscribed diameter of the pores and
throats are described as the diameter of the pore body or throat that can be inscribed
within that region. This is used as the default in the SNOW extraction algorithm.
Another term equivalent diameter is also used. Equivalent diameter is the diameter
of a circle having the same area as the pore or throat cross-section.

4.4 Mesh Generation

Constructing a good quality mesh is an essential part of running CFD simulation in any
CFD software. This involves multiple steps in different tools and demands a fair amount
of time. Figure 4.10 shows a detailed outline of the process employed for generating the
meshes used in this work3. shows a detailed outline of the process employed for generating
the meshes used in this work. The 3-D image stack is exported as a surface mesh using
the 3-D viewer plugin in ImageJ. The surface mesh requires further simplification and
3This procedure was developed and refined by Deepjyoti Borah, Abhinav Hazarika [179], and Simson
Rodrigues [180] for two master theses supervised under the PhD project
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Figure 4.10: Sequence of processes in different tools for constructing CFD mesh on 3-D
reconstructed PTL
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smoothing to eliminate redundant details or noise that are not relevant to the physics of
the problem. This step is carried out in Meshlab, an open-source software. It provides
tools to simplify the surfaces by reducing the number of triangular surfaces while preserving
the shape. Laplacian smoothing is used to smooth the surface mesh, and quadratic edge
collapse decimation is used to reduce the number of faces while preserving the boundary
and the normal. Since isolated pores do not contribute to the actual flow and may cause
numerical problems, they are removed or converted to solid.

After processing in Meshlab, the surface mesh is opened in ANSYS Spaceclaim. ANSYS
SpaceClaim offers different options for creation, deletion and repair of 3-D geometry. It
also provides tools to work with surface models. In Spaceclaim intersecting faces, non-
manifold edges and holes are repaired. Flat surfaces are created where necessary using
facet operation, the surface model is converted to fluid domain, and inlet and outlet regions
are extruded if required.

ANSYS meshing tool is employed to create a pre-mesh in the fluid domain. Due to the
complicated structure of the porous medium, only unstructured mesh is created. The
boundary surfaces are labelled, and a coarse volumetric mesh is created. This volumetric
mesh is then imported to ICEM CFD to produce the final mesh suitable for running simu-
lations. ICEM CFD is an industry-standard, versatile mesh generation and manipulation
software.

Meshing process involves topology generation, global and part mesh setup. Topology
generation displays a set of colour-coded curves that show how many surfaces they are
connected to. Based on an analysis of this data, unwanted surfaces can be removed, or
holes can be filled. Global mesh setup allows setting up general meshing parameters for
the whole domain according to various meshers. Part mesh setup is utilized for defining
part-specific meshing parameters like refinement for critical regions. For this work, all tri
cells with patch independent method was used to create the surface mesh as it is suitable
for low-quality geometry with poor connectivity [181]. After the surface mesh the volume
mesh was created in two steps: Octree pre-mesh was followed by Quick Delaunay mesh.
ICEM CFD provides different tools for checking mesh quality once the meshing process is
complete. For this work, the orthogonal quality, skewness, aspect ratio, and volume change
for the generated mesh were checked to ensure that they were within the acceptable range.
Sometimes, few cells deviated from their ideal range, but it was ensured that they had no
significant effect on the simulation.
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4.5 Design of Test Cells

For this thesis, permeability was measured in two directions: through-plane and in-plane.
For this purpose, two experimental cells were designed. The cells are described in the
following two sections4.

4.5.1 Through-plane Measurement Cell

Figure 4.11: Test cell diagram for through-plane measurements [182]

Based on the Penn-state method, a test cell is constructed for circular PTL samples of
size 20 mm in diameter. The cell design is depicted in Figure 4.11. It consists of an inlet
1 , a pre-mixing section 2 , a mixing section 3 , and an end section 4 . The PTL is
placed between the mixing section and the end section. Gaskets 5 are used to prevent
leakage. The bottom part 6 and the top part 7 are tightly fastened with the help of
bolts 8 and nuts 9 . The fluids enter through the inlet and moves out through the outlet
10 . While measuring single-phase flow, only nitrogen is used as the working fluid. For
two-phase flow, nitrogen and water are mixed at different ratios, and the mixing section
is lined with rolled porous hydrophilic cloth to facilitate homogenous media distribution.

4.5.2 In-plane Measurement Cell

The test cell used for the measurement of in-plane permeability is shown in Figure 4.12.
The construction of the cell is similar to the through-plane design (refer to Figure 4.11).
4The cells were designed by Nagadatta Madhu for a master thesis as a part of the PhD project
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Figure 4.12: Test Cell diagram for in-plane measurements [182]

The difference exists in the way the flow outlet is constructed. As shown in the figure,
the sample is placed between two gaskets with the same diameter as the test sample.
The bottom gasket has a central hole with the same diameter as the test sample’s inner
diameter. The top gasket completely blocks the flow from going through the top surface
of the cell. These three parts are held between two metallic plates. The bottom plate has
a central hole with an inner diameter equal to that of the sample. The top plate has a hole
outside the PTL’s circumference aligned with another hole at the top part. This setup
ensures that the incoming fluid moves radially outward in the in-plane direction. Gaskets
can be used between the top and bottom parts to adjust the height.
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Figure 4.13: A schematic diagram of the experimental setup

4.5.3 Experimental Setup

The schematic diagram of the experimental system is shown in Fig. 4.13. Although the
cell designs are different, the general system layout is the same. Nitrogen gas is supplied
from the lab supply lines through a Brooks Instruments Mass Flow Controller (MFC
type 5850 E Series). Depending upon the requirement, an MFC with different capacity
can also be used. The MFC is controlled by Brooks Instruments readout and control
electronics which has input supply voltage of 0-5 V and output supply voltage set to
±15 V. The water is supplied using a KD Scientific multi-syringe pump. The pump can
deliver from nanoliter range to 120 ml/min. When a continuous low volume supply of
water is required, this is replaced by a membrane pump. The output from both pumps go
through two non-return valves and enters a T-joint. There a premixing section is created
to facilitate a homogeneous gas-water mixture. A given length of the plastic inlet tube is
lined with porous hydrophilic cloth to achieve this. Inside the cell, two small porous plastic
layers are placed before and after the PTL to minimize end-effect hysteresis [22, 25, 164].
Pressure transducers from WIKA are used for the measurements of pressure difference
across the PTL. Transducers having a range from 500 mbar to 2500 mbar are used for this
work. Voltacraft PPS DC power supply is used for supplying power to the transducers.
The transducers have non-linearity in the range of ��0.2 % of the displayed reading and
non-repeatability of � �0.1 % of the displayed reading. For the experimental setup, a
National Instruments USB-6008/6009 device is used as the data acquisition device. A
USB interface (3.4 and 3.5) connects the device to the PC, where the LabView software is
configured for pressure measurement. When a new pressure transducer is used, this needs
to be reconfigured.
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The ex-situ measurement of relative permeability depends on the gravimetric method for
saturation determination. For measuring the weight of the PTLs, a scientific analytical
balance from Sartorius GmbH (Model LP-220S, 220 g, readability 0.1 mg, deviation 0.1
mg) is used.

It should be noted that only one supply line for gas or water is used for single-phase flow
measurement, and no premixing or mixing section is necessary. Single-phase flow mea-
surement is straight forward and less time-consuming. But the attainment of steady-state
in two-phase flow is a time-consuming process. Moreover, the gravimetric determination
of water saturation involves potential errors.

4.6 Permeability Measurement

Absolute and relative permeability are two essential parameters for the characterization
of the PTLs. For the calculation of relative permeability, the absolute permeability must
be measured correctly. In the next sections, the procedure for the same is described.

(a) Through-plane Sample

(b) In-plane Sample

Figure 4.14: Description of the test samples
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4.6.1 Absolute Permeability Measurement

The method of absolute permeability measurement is derived from Darcy’s law. If a
fluid having dynamic viscosity � with a flow rate Q produces a pressure drop �P for a
PTL having a flow cross-section A and thickness t, then absolute permeability K can be
calculated from the following equation

K =
�Qt

A�P
(4.2)

However, it is important to note that this law is valid only for laminar flow with very
small velocity. The flow in porous media can be divided into two zones, namely Darcy
and non-Darcy flow. Until a specific limit, the flow rate and pressure relationship would
be linear for the porous material. This zone is the Darcy flow zone. Beyond this, the flow
behaviour changes, the stokes flow assumption of Navier-Stokes equations will no longer
hold, and turbulence effects may become visible. This happens when Reynold’s number
is Re > 10. For this work, the experiments are carried out within the limits of the Darcy
zone. For non-Darcy flow, it is necessary to add inertial coefficient or Forchheimer term
into the calculation.

4.6.1.1 Expression for Through-plane Permeability

While measuring the absolute permeability of the PTL samples using nitrogen, the gas
compressibility can be incorporated into the calculation following a simple modification.
This method is adopted from Gostick et al., [23] and Geertsma [183]. The derivation of
the modified form of Equation 4.2 is outlined in the following steps:

With reference to the left diagram of Figure 4.14 and assuming that the flow is happening
along the z-direction, Darcy equation can be written as,

� dP

dz
=

�v

K
(4.3)

where v represents the superficial velocity. For a given mass flow rate _m, the following
equation holds

�Av = _m (4.4)

where A = �ro
2 is the area of the sample. From the ideal gas equation, the expression for

the density of nitrogen can be written as

�N2 =
PMN2

RT
(4.5)
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Using Equation 4.3 and Equation 4.5 continuity equation can be reformulated as

�
(
PMN2

RT

)
A

(
K

�

dP

dx

)
= _m (4.6)

Now, this equation can be rearranged and integrated along the flow direction

� MN2KA

�RT

∫ Pout

Pin

PdP =

∫ t

0
_mdz (4.7)

where Pin and Pout are the pressure values at the inlet and the outlet respectively. The
integration yields

_m =
MN2

RT

KA

�

P 2
in � P 2

out

2t
(4.8)

The expression for _m can be evaluated for the outlet conditions. Then the resultant
equation can be rearranged to derive the expression for through-plane permeability

K = �v
2tPout

P 2
in � P 2

out

(4.9)

4.6.1.2 Expression for In-plane Permeability

The samples’ in-plane permeability is measured by allowing the fluid to enter the sample
at the centre and then forcing the flow to go in the radially outward direction. Thus, the
conventional flow cross-section cannot be used to calculate the permeability directly from
Darcy’s equation. This method is borrowed from Feser et al. [24] and Dwenger [25]. With
reference to the right diagram of Figure 4.14, for the flow in a radially outward direction,
Darcy’s equation can be written as

v = �k

�

dP

dr
(4.10)

Using equations 4.5 and 4.10, continuity equation can be written as

� PMN2

RT

K

�

dP

dr
(2�rt) = C (4.11)

which can be further simplified as

� rP
dP

dr
= C 0 (4.12)

Upon integration and application of pressure boundary condition, the following can be
derived

C 0 =
(
P 2
in � P 2

out

)
=

(
2ln

ro
ri

)
(4.13)
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Now, it is possible to write
dP

dr
= �P 2

in � P 2
out

2rP
=ln

ro
ri

(4.14)

Considering the flow at the outlet to be Qout and using Equation 4.14 to compute perme-
ability the following equation can be obtained

K =
�QoutPout

2�t
(
P 2
in � P 2

out

) lnro
ri

(4.15)

4.6.1.3 Absolute Permeability Measurement Procedure

The following steps are performed for the measurement of absolute permeability:

1. Effective flow cross-section is determined by measuring the sample dimension and
the gasket dimensions.

2. The cell is checked for leakage.

3. When no leakage is detected, the reference pressure is noted.

4. The PTL sample is placed inside the cell and checked for leakage

5. Nitrogen gas is allowed to flow through the sample, and pressure drop is recorded at
steady state.

6. The above process is repeated until a sufficient number of data points are obtained
for different flow rates.

7. From the measured data points, absolute permeability is then calculated.

4.6.2 Measurement of Relative Permeability

When more than one fluids are present, the effective permeability of an individual phase
changes. The concept of relative permeability helps to determine the effective permeability
of the given phase as a function of the saturation of another phase present in the system.
Typically, the wetting phase is considered as the reference whose saturation is used for
deriving relative permeability. Application of Darcy’s law to a gas-liquid two-phase system
results in the following equations for relative permeability

kr;l =
�l t

KA

Ql

�P
(4.16)

kr;g =
�g t

KA

Qg

�P
(4.17)
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where the subscripts l and g refer to the liquid phase and the gas phase, respectively.
Since the porous medium’s absolute permeability is theoretically independent of the fluid,
it stays the same for both the equations.

4.6.2.1 Measurement Methods

The experimental methods for the determination of relative permeability are classified into
two categories

(i) steady-state method

(ii) unsteady-state method.

In the steady-state method, both the fluids are simultaneously injected to the test sample
at constant flow rates. This process is carried out until a steady-state is reached. A
constant pressure drop indicates attainment of steady-state over time. The flow rate into
and out of the sample also remains the same. When a steady state is reached, the flow
rates are changed, and the process is continued until the next steady state is reached. For
each steady-state, the flow rates and pressure drop are recorded, and the saturation inside
the sample is measured.

The unsteady method is based on the drainage of one fluid by the other fluid in the porous
material. Here, the relative permeability is measured as a function of the ratio of the fluids
going out of the system. This method is quicker and allows for choosing flow conditions
similar to actual real-time data. There are different ways to calculate relative permeability
by the unsteady method like Buckley-Leverett frontal advance equation [184] or Johnson,
Bossler and Neumann (JBN) method [161, 162, 185] or variations of the same. Different
researchers have also found good agreement between steady and unsteady methods [186].
The unsteady method’s difficulty lies in the fact that the pressure difference between the
phases must be maintained for finding precise flow rate at the outlets. Moreover, this
involves uncertainties, and the computation process is complicated. Although unsteady
method takes less time, typically steady-state method is preferred due to its higher accu-
racy [185].

An important factor in the measurement of relative permeability is determining the fluid’s
saturation in the porous material. There are two ways to resolve this. One is the ex-situ
method, where the sample needs to be taken out of the test cell to perform the measure-
ment. In the in-situ method, the saturation is determined while the cell is in operation.
Ex-situ method would employ gravimetric measurement of the saturation. There are dif-
ferent ways to determine saturation in the in-situ method. When the material properties
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permit the electric resistivity method can be used to do this. Nuclear magnetic resonance
or CT-imaging using X-ray or neutron beam can also be used to determine saturation.
These methods provide better accuracy, but they require dedicated experimental facilities,
require more time and economic resources. The porous titanium samples used in this the-
sis are not suitable for electric resistivity based measurements. Therefore, the gravimetric
method was chosen for the measurements even though it is prone to errors.

When the JBN method or any modified version of the JBN method is used, it is assumed
that the flow occurs at sufficiently high velocities to rule out any capillary effects. The flow
is also incompressible and immiscible. The overall operating pressure must be much larger
than the pressure difference across the sample; the driving force and the fluid properties
are unchanged during the test. Flow velocity is assumed constant across the whole area
of the sample. The JBN equation defines individual phase permeabilities as follows [162]:

kr;l = flo=

[
d

(
1

QiIr

)
=d

(
1

Qi

)]
(4.18)

kr;g =
fgo�g

flo�l
kr;l (4.19)

In the equation kr;l and kr;g are the relative permeabilities [%] of the liquid and the gas
respectively; �l is the dynamic viscosity of the liquid, �g is the dynamic viscosity of the
gas, flo is the liquid fraction [%] at the outlet, fgo is the gas fraction [%] at the outlet, Qi

is the cumulative injection to the pore volume, and Ir is the relative injectivity. Relative
injectivity is defined as the ratio of injectivity to the initial injectivity, i.e.

Ir =
ql=�P

(ql=�P )at start
(4.20)

where ql is the liquid injection rate, and �P is the pressure drop across the sample.

4.6.2.2 Relative Permeability Measurement Procedure

This thesis employs the steady-state method for the experimental determination of relative
permeability. The steady-state method assumes that both the phases have the same
pressure drop, and there is no saturation gradient across the sample [186, 187].

The following steps are performed for the ex-situ measurement of relative permeability of
the PTL samples:
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1. The effective flow-cross-section (A) and thickness (t) are determined from the PTL
and cell dimensions. Dry weight (mdry) and porosity (�)of the sample are measured
and recorded.

2. The cell is checked for leakage, and reference pressure is recorded for dry nitrogen
gas. This needs to be subtracted from the measured pressure later to determine the
pressure drop due to the PTL alone.

3. Now the PTL sample is placed in the cell and ensured that no leakage exists.

4. A given gas-water ratio is selected and allowed to pass through the sample.

5. The pressure drop across the cell is carefully observed. When it remains unchanged
or changes very little over a time period, the pressure value is recorded, and the
sample is taken out of the cell.

6. The sample is carefully taken out of the cell. The weight due to liquid saturation
(msat) is measured by using a precision balance. The saturation is determined by
using the following equation

S =
msat �mdry

�H2O A t �
(4.21)

7. The sample is put back into the test cell. The gas-water ratio is now changed, and
the process is repeated until a sufficient number of data points are obtained.

8. The data points are used to calculate saturation and effective permeability of the
phases.

4.7 Summary

In this chapter, different computational and experimental methods relevant to this thesis
are described. The necessary preprocessing steps to prepare inputs for different computa-
tional methods are explained. Image processing plays an essential role in the preprocessing
part, and all the steps involved are shown with flow-charts. An overview of the compu-
tational tools and different available options therein are also given. The details of the
experimental test cells are provided. After describing the test cells, the relevant expres-
sions for calculating absolute and relative permeability are derived, and the measurement
procedure is described in detail.
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Chapter 5

Experimental Characterization of
Porous Transport Layers

5.1 Description of Test Samples

Absolute and relative permeabilities of six different PTLs fabricated in FZJ were measured.
The test samples were made from sintered titanium powder. The samples were sintered
from spherical particles of diameter 45 microns (Ti45) and formless particles (HDH) re-
spectively. The samples were classified as given below

• 20 mm through-plane samples

• 20 mm in-plane samples

• 5 mm through-plane samples

The sample details can be understood from the name of the samples. For example, sample
Ti45-500-800-IEK-07 can be understood as follows:

Ti45 - Particle type
500 - Nominal thickness in micron
800 - Sinter temperature in °C
IEK-07 - Sample lot

The porosities of the samples were measured using two methods. The first method relied
on sample volume and dry weight.The second method utilises pascals law to find the solid
matrix volume by determining the weight loss inside a fluid of known density. The sample
volume is known from the dimensions. When the sample has volume Vs and dry weight
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wd, then based on density of titanium �ti, the first method gives porosity

�1 = 1� wd=�ti
Vs

(5.1)

In the second method, if the density of isopropyl alcohol (IPA) is �IPA and the weight of
the sample inside IPA is wIPA, then porosity from the second method is given by

�2 = 1� (wd � wIPA) =�IPA

Vs
(5.2)

Table 5.1: Details of 20 mm diameter through-plane samples

Sample Name Code Diameter Thickness Porosity
(mm) (mm) (%)

Ti45-500-800-IEK-07 IEK07A 20.00 0.567 34.4 (35.1)
Ti45-500-800-IEK-08 IEK08A 20.00 0.507 28.6 (29.4)
Ti45-500-850-IEK-90 IEK90A 20.00 0.499 26.6 (27.1)
Ti45-500-850-IEK-91 IEK91A 20.01 0.499 26.1 (25.6)
HDH-150-1000-IEK-41 IEK41A 19.91 0.153 36.0 (38.8)
HDH-400-1000-IEK-44 IEK44A 20.00 0.387 33.5 (34.8)

Table 5.2: Details of 20 mm diameter in-plane samples

Outer Inner
Sample Name Code Diameter Diameter Thickness Porosity

(mm) (mm) (mm) (%)

Ti45-500-800-IEK-07 IEK07B 20.02 4.94 0.560 34.2 (35.2)
Ti45-500-800-IEK-08 IEK08B 19.99 4.94 0.507 28.5 (28.6)
Ti45-500-850-IEK-90 IEK90B 20.00 4.97 0.505 28.0 (28.9)
Ti45-500-850-IEK-91 IEK91B 20.02 4.96 0.507 27.4 (27.2)
HDH-150-1000-IEK-41 IEK41B 19.96 4.84 0.170 34.9 (38.2)
HDH-400-1000-IEK-44 IEK44B 19.96 4.94 0.390 33.9 (33.7)

The geometric dimension and porosity of the samples are described in tables 5.1, 5.2 and
5.3. The values inside small brackets indicate porosity determined by the second method.
Precision machining was used to cut the samples to their desired dimensions. Each sample’s
diameter was measured using a digital vernier, and the thickness was measured using a
micrometer. However, it should be noted that the machining process left slightly rougher
edges of the samples. For the 20 mm diameter through-plane samples, measuring thickness
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Table 5.3: Detail of 5 mm diameter through-plane samples

Outer
Sample Sample Diameter Thickness Porosity
Name Code (mm) (mm) (%)

Ti45-500-800-IEK-07 IEK07C1 5.04 0.560 34.6 (31.5)
Ti45-500-800-IEK-07 IEK07C2 5.04 0.560 34.9 (31.4)
Ti45-500-800-IEK-08 IEK08C1 5.00 0.507 28.5 (22.9)
Ti45-500-800-IEK-08 IEK08C2 5.03 0.507 29.4 (23.8)
Ti45-500-850-IEK-90 IEK90C1 5.04 0.499 27.2 (22.9)
Ti45-500-850-IEK-90 IEK90C2 5.03 0.499 27.4 (22.8)
Ti45-500-850-IEK-91 IEK91C1 5.04 0.499 26.4 (10.1)
Ti45-500-850-IEK-91 IEK91C2 5.04 0.499 26.5 (16.7)
HDH-150-1000-IEK-41 IEK41C1 4.95 0.154 32.7 (35.3)
HDH-150-1000-IEK-41 IEK41C2 4.98 0.154 33.4 (35.6)
HDH-400-1000-IEK-44 IEK44C1 5.01 0.387 33.0 (32.9)
HDH-400-1000-IEK-44 IEK44C2 5.02 0.387 33.4 (33.4)

was not a problem as enough flat surfaces were available. While measuring the thickness
of 20 mm in-plane and 5 mm through-plane samples, the rough edges made it difficult
to place the micrometer surfaces. This influence was particularly evident for the 5 mm
diameter samples. Therefore, the thickness values from the through-plane 20 mm diameter
sample were used to calculate these samples’ porosity.

In Figure 5.1 porosity values of different samples are shown. It is observed that for the
dry-weight based porosity determination, the samples from the lot IEK41 differ the most.
For the buoyancy based method, the samples from the lot IEK91 differ the most. This
discrepancy can be explained by taking a look at Table 5.3. It shows that very low porosity
was recorded for the 5mm samples. One can infer that either these samples had a higher
percentage of closed pores or water could not fully saturate the material. One possible
cause could be surface contamination during the handling of the samples.

Figure 5.2 shows the average porosities of the samples from each lot and their corresponding
standard deviations. The porosity values obtained from the dry weight method for the
lots IEK07, IEK08, IEK90, IEK91, IEK41 and IEK44 are 0.345, 0.288, 0.273, 0.266, 0.343
and 0.334 respectively. Among these, the lot IEK41 has the highest standard deviation
of ±0.015. The standard deviations for the other samples are negligible. Similarly the
porosity values from the buoyancy based method are 0.333, 0.262, 0.254, 0.199, 0.356 and
0.334 respectively. The two lots IEK91 and IEK08 have the highest standard deviations of
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Figure 5.1: Porosities of the samples based on dry weight and buoyancy method

�0:069 and �0:029 respectively. The deviation of the sample IEK91 occurs due to the very
low porosity determined by the buoyancy based method for the 5 mm diameter samples,
as shown in Table 5.3.
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Figure 5.2: Average porosity of the test samples and their standard deviation

5.2 Absolute Permeability of the Porous Transport Layers

The absolute permeability of the samples described above was measured using cell designs
as discussed in the previous chapter (refer Section 4.5) using the methods in Section 4.6.
The measurements were carried out for both through-plane and in-plane permeability of
the PTL samples. 1

5.2.1 Through-plane Permeability

In the through-plane configuration, the test cell was supplied with nitrogen gas from 50
ml/min to 500 ml/min in steps of 50 ml and pressure drop was measured. It was ensured
1Preliminary measurements for absolute and relative permeability of the 20 mm diamter samples were
carried out by Nagadatta Madhu for a master thesis as part of the PhD project [182].
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that the pressure for a given flow rate stays stable. Then the permeability is calculated
by two methods. The first is based on a simple Darcy equation, without taking gas
compression into account given by Equation 4.2. The second method takes into account
the effect of gas compression as shown by Equation 4.9, which upon modification becomes

K = �v=
P 2
in � P 2

out

2tPout
(5.3)

Both equations can be plotted in a velocity-viscosity term versus pressure gradient plot,
the slope of which provides the value of absolute permeability. The uncertainty in the
slope can be calculated using the LINEST function in MS Excel.

The permeability values measured using the through-plane experimental cell design are
listed in Table 5.4. The curves for the measurement are shown in Figure 5.3. It can be seen
that the lines corresponding to the samples IEK08A, IEK90A, IEK91A, IEK44 have the
y-intercept value one order of magnitude smaller than one unit of the y-axis. These lines
show minimal deviation from the origin. Ideally all curves would pass through the origin,
but IEK41 and IEK07 show large deviations. The pressure-time data for these two samples
show that significant pressure drop was not achieved to distinguish different experimental
points (refer Section B.1). The plots also show that the gas compressibility effects within
the experimental range are negligible as demonstrated by the measured values using both
Equation 4.2 and Equation 5.3. The permeability values measured using Equation 5.3 are
displayed in Table 5.5.

Table 5.4: Through-plane permeability of PTL samples using equation 4.2

Sample Permeability Permeability Deviation
Code (mD) repeated (mD) (%)

IEK07A 280.00 � 3.54 – –
IEK08A 72.12 � 0.69 78.25 � 0.53 +8.50
IEK90A 77.03 � 0.37 84.90 � 0.72 +10.21
IEK91A 72.31 � 0.65 77.42 � 0.47 +7.01
IEK41A 163.45 � 5.59 – –
IEK44A 119.83 � 2.16 101.27 � 0.83 -15.49

5.2.2 Repeatability of Through-plane measurement

For the experimental results, it is also vital that the results are repeatable. Therefore,
the permeability tests were repeated for four samples out of the six mentioned in the
previous section. The samples IEK07 and IEK41 were not repeated due to specific reasons

90



5 Experimental characterization

y = 2.80E-13x - 1.23E-07

y = 7.21E-14x - 4.29E-08

y = 7.70E-14x - 4.52E-08

y = 7.23E-14x - 4.52E-08

y = 1.63E-13x - 2.66E-07

y = 1.20E-13x - 8.47E-08

0E+0

1E-7

2E-7

3E-7

4E-7

5E-7

6E-7

7E-7

0 20 40 60 80 100

V
e
lo

c
it

y
-v

is
c
o

s
it

y
(
m

-P
a
)

IEK07A

IEK08A

IEK90A

IEK91A

IEK41A

IEK44A

Pressure gradient ( x 105 Pa/m)

(a) Using equation 4.2

y = 2.78E-13x - 1.21E-07

y = 7.04E-14x - 3.96E-08

y = 7.53E-14x - 4.19E-08

y = 7.06E-14x - 4.19E-08

y = 1.63E-13x - 2.65E-07

y = 1.18E-13x - 8.28E-08

0E+0

1E-7

2E-7

3E-7

4E-7

5E-7

6E-7

7E-7

0 20 40 60 80 100

v
e
lo

c
it

y
-v

is
c
o
s
it

y
 (

m
-P

a
)

IEK07A

IEK08A

IEK90A

IEK91A

IEK41A

IEK44A

Pressure Gradient (x  105 Pa/m)

(b) Using equation 5.3

Figure 5.3: Through-plane permeability determination by velocity-viscosity versus pres-
sure gradient plot using two different equations. The curves show that both
equations produce nearly identical values. That means gas compressibility
effects are negligible

Table 5.5: Through-plane permeability of PTL samples using equation 5.3

Sample Permeability Permeability Deviation
Code (mD) repeated (mD) (%)

IEK07A 277.6 � 3.47 – –
IEK08A 70.40 � 0.56 76.51 � 0.44 +8.68
IEK90A 75.29 � 0.41 83.17 � 0.63 +10.47
IEK91A 70.60 � 0.54 75.68 � 0.47 +7.20
IEK41A 162.56 � 5.58 – –
IEK44A 118.36 � 2.06 99.83 � 0.84 -15.66
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that would be discussed in the next section. In Figure 5.4 the curves for the repeated
experiments are shown next to the first measurements’ curves for each of the samples.
The figure shows that that results do not differ much, which is also visible from the data
presented in Table 5.5.

5.2.3 Analysis of Through-plane Measurement Data

The plots for permeability and pressure against Reynold’s number are shown in Figure 5.5a
and Figure 5.5b respectively, and pressure versus flow rate plots are shown in Figure 5.5c.
It should be noted that for the calculation of Reynold’s number two methods were con-
sidered, one based on median pores diameter of the samples and the other based on the
specific surface area. For this purpose, 3-dimensional computer tomography data was used.
However, both the methods yielded similar range of Reynold’s numbers. The equations
for both the methods are mentioned below [40, 188]

Re =
�vdm
�

(5.4)

Re =
�vlc
�

(5.5)

where dm is the median pore diameter, and lc is the characteristic length equivalent to the
reciprocal of specific surface area, all other notations have their usual meanings. In this
thesis, the second equation is used to plot the experimental data.

The plots for pressure display linear change in pressure with respect to flow rate, which
means that Darcy law should be valid and inertial effects are negligible. However, a
closer inspection of permeability values for the samples IEK07 and IEK41 reveals that the
permeability values increase with increasing Reynold’s number for all the experimental
points. For the other samples, permeability values show significantly less deviation with
respect to Reynold’s number. A look at the pressure-time plots for the samples IEK07
and IEK41 in Appendix B reveals that the pressure drops for these two samples were
very small, and very close to the experimental error. Thus errors in the results for those
two samples can be suspected. These two samples, being highly permeable, were beyond
the limits of the experimental setup. Some authors have mentioned, low permeability
porous media and highly viscous fluid, about pre-Darcy flow characterized by ‘greater
than proportional increase’ in the velocity of the fluid for a given pressure gradient [189].
But our experimental data rule out such a possibility.
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Figure 5.6: Comparison between experimentally measured pressure gradient and pres-
sure gradient back calculated from permeability values
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In Figure 5.6, the pressure gradients back-calculated (using simple Darcy equation) from
the measured permeability values are compared against experimentally measured values.
The gap between the two lines for each sample represents the deviation of the velocity-
viscosity vs pressure gradient plots from the origin. Also, from these plots, it can be
confirmed that the two samples IEK07 and IEK41 have larger errors.

5.2.4 In-plane Permeability Measurement

In-plane permeability values of the samples were measured using the in-plane test cell
described in Section 4.5 in Figure 4.12. The tests were performed for flow rates varying
between 0-50 ml/min. For each flow configuration, stable pressure was recorded, which
was then used as input to calculate in-plane permeability using Equation 4.15. This
equation was modified to a form such that the slope of a straight line fitted through the
measurement points will yield a given sample’s permeability. The rearranged equation
takes the following form:

K =
� Qs

2� ri t
=

P 2
i � P 2

o

ri Po ln
(
ro
ri

) (5.6)
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Figure 5.7: In-plane permeability measurement of 20 mm diameter samples

The permeability values for the samples IEK07B, IEK08B, IEK90B, IEK91B, IEK41B,
and IEK44B are tabulated in Table 5.6, and the respective curves are shown in Figure 5.7.
The curves are linear, and the intercepts do not deviate much from the origin.
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Table 5.6: In-plane permeability of PTL samples

Sample Permeability Permeability Deviation
Code (mD) repeated (mD) (%)

IEK07B 419.91 � 3.32 – –
IEK08B 127.22 � 1.50 113.35 � 0.75 -10.90
IEK90B 159.43 � 1.36 129.29 � 0.80 -18.90
IEK91B 165.16 � 0.87 130.82 � 1.19 -20.79
IEK41B 269.91 � 2.44 – –
IEK44B 122.94 � 1.01 142.12 � 1.15 +15.60

5.2.5 Repeatability of In-plane Permeability

In-plane permeability measurements were repeated for four of the six samples, and the
plots for each of them are shown in Figure 5.8. The data on Table 5.6 shows that the
deviation between the measurements is within �20%.

5.2.6 Analysis of In-plane Permeability Data

Permeability v/s Reynold’s number, pressure v/s Reynold’s number, pressure v/s flow,
and permeability v/s pressure gradient relationships are analysed for the in-plane sam-
ples like Section 5.2.3. The corresponding plots are displayed in Figure 5.9. The sample
IEK07B shows that the permeability value keeps increasing with Reynold’s number, while
for the other samples, it becomes almost constant (even though there is some small in-
crease). This behaviour is also evident from the analysis of the permeability-pressure
gradient relationship. The curves also confirm that the flow occurs within the Darcy zone,
and inertial effects can be neglected. The pressure-time data in Appendix B shows that
the measurement error is negligible as all the samples show distinguishable pressure gap
between measurement points.

5.2.7 Uncertainty of Absolute Permeability Measurement

Method of propagation of uncertainty was applied to calculate the uncertainties associated
with the individual measurements. When F is a function of n variables x1; x2; :::; xn with
individual uncertainties, then the uncertainty of F can be approximated as [22]

�F
2 =

[
@F

@x1
�x1

]2
+

[
@F

@x2
�x2

]2
:::+

[
@F

@xn
�xn

]2
(5.7)
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Figure 5.10: Uncertainty of through-plane and in-plane absolute permeability measure-
ments. Uncertainty of individual data points are shown in figure. Through-
plane measurements show higher uncertainty than in-plane measurements
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5 Experimental characterization

Table 5.7: Uncertainties associated with absolute permeability measurement

Quantity Units Value Remark

�Q ml 1 %�I.V. specification
�t mm 0.01 measured
�D mm 5 % assumed

��P ; �Pin mbar 1 %�I.V. specification
�ro mm 0.01 measured
�ri mm 0.04 measured

This procedure was applied to Equation 4.2 to obtain the following expression for the
uncertainty of thorugh-plane permeability

�Ktp
2 =

[
4�t

�D2�P
�Q

]2
+

[
4�Q

�D2�P
�t

]2
+[

8�Qt

�D3�P
�D

]2
+

[
4�Qt

�D2�P 2 ��P

]2 (5.8)

Similarly, from Equation 4.15, the following expression for uncertainty associated with
in-plane permeability can be obtained

�Kip
2 =

[
�Pout

2�t

ln(ro=ri)

P 2
in � P 2

out

�Q

]2
+

[
�Pout

�t

ln(ro=ri)QPin(
P 2
in � P 2

out

)2 �Pin

]2
+[

�Pout

2�tro

Q

P 2
in � P 2

out

�ro

]2
+

[
�Pout

2�tri

Q

P 2
in � P 2

out

�ri

]2
+[

�Pout

2�t

ln(ro=ri)Q(
P 2
in � P 2

out

)
t2
�t

]2
(5.9)

In the above equations �Q, �t, �D, ��P refer to the uncertainties associated with the
mass flow rate, sample thickness, gasket diameter, and pressure transducer measurement
respectively. Similarly �rin and �rout refer to uncertainty in the measurement of inner and
outer diameter of the in-plane samples. Uncertainty of inlet pressure measurement for the
in-plane samples is represented by �Pin . The uncertainty values are shown in Table 5.7. In
the table, the gasket diameter change with respect to the fastening torque of the through-
plane cell is assumed to be 5 %.

Figure 5.10 shows uncertainty associated with each measurement point of both in-plane
and through-plane permeability measurement. From the analysis it was found that the
gasket diameter was the most significant factor in through-plane measurement, and all the
samples had uncertainty within 10-11 %. In the in-plane measurement none of the factors
were predominant and all the samples had uncertainty less than 3 %.
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5 Experimental characterization

5.3 Relative Permeability of Porous Transport Layers

Relative permeability of the 20 mm diameter PTL samples were measured following the
procedure described in Section 4.6.2.2. The same cell as that for the measurement of
absolute permeability was used. Each sample was measured multiple times. Some mea-
surements were discarded as no definite pattern could be observed. The rest are presented
in Figure 5.11, Figure 5.12, and Figure 5.13. Exponential trendlines were plotted for all
the measurement sets.

5.3.1 Analysis of Relative Permeability Measurement

The plots in Figure 5.11, Figure 5.12, and Figure 5.13 show that different sets of measure-
ments for the same material differ from one another. Only two samples, namely IEK90
and IEK44, show close clustering of measurement points from the trendline for different
runs. However, the general trend looks similar to typical relative permeability curves.
There exists no benchmark data to compare these results. Similar measurements for gas
diffusion layer of PEM fuel cells have been reported by Nguyen et al., Sole, Hussaini and
Wang, and Ramos-alvarado et al. [20–22, 163, 164]. These authors have measured two-
phase flow properties for different GDL materials produced from carbon with and without
hydrophobic treatment (refer to Section 3.2). Their results would not be directly compa-
rable to PEM electrolyser PTL measurements. However, they can offer a general reference
for the measured values. On comparison, it was found that our measurements conform
to those in literature [20]. It should be noted that the handling of the sample for each
measurement point involves a certain amount of error that cannot be quantified. Lack of
statistical significance in the measurement of relative permeability using the gravimetric
method to determine liquid saturation has been mentioned in the literature [25].
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Figure 5.13: Relative permeability of IEK44

5.4 Summary

In this chapter, the experimental measurement of the PTLs was discussed. First, the di-
mensions and physical parameters of the test samples were measured. After that, for the
20 mm diameter PTL samples, both through-plane and in-plane permeabilities were de-
termined. For both cases, repeatability of the measurements was checked. In the through-
plane measurements, the samples IEK07 and IEK41 showed larger error as the pressure
drop was not significant enough for the calculations. Relative permeability could be mea-
sured only in the through-plane direction. In-plane relative permeability could not be
determined as proper equilibrium could not be achieved due to a design flaw and handling
error. Accumulation of bubbles in the annular space between the PTL and cell body pre-
vented proper control of the test setting. The relative permeability measurements showed
agreement with similar results in literature.
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Chapter 6

Numerical Characterization of
Porous Transport Layers

The last chapter discussed experimental characterization of PTLs. Experimental charac-
terization is important for proper understanding of material behaviour. However, it poses
challenges in terms of resources and time required. Therefore, computational methods
play an important role as an additional tool in the process. As part of this thesis, differ-
ent computational methods were considered to determine their agreement or disagreement
with the experimental results. These methods are discussed in detail in chapter 2 and
chapter 4.

6.1 Flow Simulation with Pore Network Model

Pore network model is widely used in the petroleum industry for modelling flow processes
inside of rocks. This work attempts to use the same methods for studying the flow inside
the sintered titanium PTLs used in PEM electrolysers. The pore structure influences the
flow behaviour. The pore structure is dependent on the material and the processes in-
volved during the manufacturing of the PTLs. Therefore, some simplified model must be
used to identify the effect of different structural parameters which can then be applied to
more general PTL materials. For this purpose, first, artificial networks are created based
on parameters from actual material upon which single and two-phase flow simulations are
subsequently performed. Sensitivity to different structural parameters is also studied. Af-
ter that, the same simulations are performed on networks extracted from actual materials
to see if the same correlations hold.
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6 Numerical Characterization

6.1.1 Flow Simulation on Artificial Pore Networks

(a) cubic network (b) cubic network with random connectivity

(c) extracted network

Figure 6.1: Different pore networks are shown: a) regular cubic network with connectiv-
ity 6 b) a cubic network with a random connectivity 7.5 c) network extracted
from CT-images using the maximal ball algorithm

There exist different methods to construct artificial pore networks. Some common methods
are cubic lattice, Voronoi tessellation, and Delaunay tessellation. A simple cubic lattice
is easy to construct and allows reasonable control over the parameters for a sensitivity
study. In a simple cubic lattice, the pores are placed at the corners of a rectangular grid,
and each internal pore has six neighbours. Thus, the default connectivity is six. The
throats lie along the edges of the rectangular lattice units. This simple cubic lattice can
be modified such that each pore has random connectivity, and the network has a desired
average connectivity. For this purpose, a cubic network can be constructed such that each
internal pore can have a maximum of 26 throats (considering all the edges and diagonals
connecting the immediate neighbours). After that, some of the throats can be randomly
removed to obtain a desired average connectivity. In Figure 6.1, three different networks
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6 Numerical Characterization

coordination number of the same material extracted by the maximal ball algorithm [71] is
shown in Figure 6.2. The relevant information for this material are listed in Table 6.1.

6.1.1.1 Effect of Network Size on Computed Quantities

9
0
0
µ

150 µm

m

m

(a) PTL section z

x

y

(b) a cubic network

Figure 6.3: Typical dimensions of a PTL section used for network extraction and a cubic
network are shown. a) The thickness of the material is the limiting dimen-
sion here b) A cubic network with 15 layers along the thickness (z) direction
and 100 layers along the cross-section. The thickness can be controlled by
the lattice spacing

Natural rocks or porous materials typically have dimensions ranging from a few centimetres
to meters. But PTLs used in PEM electrolysis generally are less than a millimetre in
thickness. Therefore, the effect of domain size on the computed or measured values cannot
be ignored. When one uses an artificial or extracted network, such effects also need to
be studied. For this purpose cubic networks were created using dimensions mentioned
above as reference. The details of the created networks are mentioned in Table 6.2. On
these networks permeability was calculated using stokes flow simulation based on Hagen-
Poiseuille equation for modelling flow through porous media. To investigate the effect
of network size on the computed parameters, a square PTL cross-section is considered.
A ‘layer’ in a given direction means the number of lattice points along that direction.
The thickness of the material being the limiting factor, only up to 25 layers have been
considered in that direction. For the simulations, two types of cubic networks were used:
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6 Numerical Characterization

Table 6.2: Details of the cubic network used to study the effects of domain size on
computed parameters

Network Cubic
Lattice spacing (mm) 0.000015
Pore and throat size
distribution

Stick-n-Ball
Weibull/Normal distribution

No. of layers along the thickness 10, 20, 25
Cros-section Square
Layers along cross-section 10, 20, 40, 60, 80, 100, 140, 200

• For the first kind, a stick-n-ball model was used. This in-built model in OpenPNM
assumes spherical pores and cylindrical throats. This model assigns the pore diam-
eters from a normal distribution such that the mean value is equal to half of the
lattice spacing. The throat-diameter between two pores is set to half the diameter
of the smaller pore.

• For the second type of network, the pore structure is defined using Weibull distri-
bution. The boundary pores and throats are defined using a normal distribution
having a relatively smaller size. The resultant distribution is shown in Figure 6.4.
A comparison with Figure 6.2 reveals that this is closer to the pore size distribution
in an actual material.

0 5 10 15 20 25 30 35 40
Diameter µm

0.00
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Fr
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Figure 6.4: Pore size distribution of a typical cubic network with both Weibull
and normal distribution. Parameters used for the normal distribution:
mean=0.000004, scale=0.0000004; parameters used for the Weibull distri-
bution: shape=1.2, scale=.000009
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Figure 6.5: Porosity variation with respect to domain size for networks with two different
size distributions shown in figures above. For both distributions, results do
not change beyond 100 layers along cross-section. Porosity changes more
with thickness with Weibull distribution than normal distribution

The dependence of porosity and permeability on the domain’s size is shown in Figure 6.5
and Figure 6.6. From the curves, it is distinctly visible that there should be at least
100 layers of pores and throats for the estimated porosity and permeability to become
independent of size for a given thickness of the porous domain. This fact will also be
important while considering networks extracted from actual PTLs. On the other hand,
the curves show that for a normally distributed porous domain porosity or permeability
does not change too much with respect to the number of layers along the flow direction.
However, the same is not valid for the material constructed using both Weibull and normal
distribution. This material is closer to real PTLs. Therefore, we can see that the thickness
of the domain is likely to affect the computed parameters.
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Figure 6.7: Repeatability of porosity and permeability for different network sizes is
shown in the above figures. Two networks with 80 and 140 layers along
cross-section were used. Along thickness directions 20 layers were used. For
size=140 the computed porosity and permeability values show less variance.

the final outcome are shown. It usually happens that during the CT-image acquisition
process, the object is not correctly aligned. Therefore, it becomes necessary to rotate or
trim the 3-D stack before or after the extraction process. The top-most image in the figure
shows a section from a sample of 250 µm thickness. If such a piece was cut from a rock
or sandstone part, the trimming process would not influence the top or bottom surface as
seen on the top-most image in Figure 6.8. However, due to the minimal thickness of the
PTL sample, the actual surface of the material itself is visible here. From this sample three
samples are prepared where different amount of background pixels are cropped, as shown
in the second row of the images. Sample 1 was not processed (segmented) to distinguish
the pore-solid interfaces clearly. Sample 2 and 3 were identically processed with only
difference in the amount of background cropping. The third row of the images shows the
networks as extracted directly from the maximal ball network extraction software. The
fourth row of images shows the networks after rotating them by 1 °around X-axis and then
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Figure 6.8: Effect of extraction process and image processing on the outcome of the
network extraction process. The top image is a slice of the original stack.
Sample 1 is not properly segmented. Sample 2 and 3 have different amount
of background pixels. All networks are rotated by 1° around X-axis and
trimmed by (5 %, 5 %), (8 %, 5 %) and (5 %, 5 %) of X, Y and Z dimensions
respectively
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trimming the surface pores with a given crop-factor (in these images y-direction is along
the thickness of the material).

Table 6.3: Effect of network size and boundary cropping on permeability computed from
simulation shown in the table. Removing the pixels in the thickness direction
changes permeability value significantly 1

Material Ti45_250_1000
Porosity (weight based) 0.193
Porosity (Hg) 0.162
Permeability (experimental) 8.19�E-13 m2

Sample Size y-crop factor porosity K (m2)
1 734x185x888 0.05, 0.05 0.013 xxx
2 724x220x888 0.05, 0.05 0.204 1.02�E-11
2 724x220x888 0.08, 0.05 0.079 6.21�E-14
3 689x209x888 0.05, 0.05 0.075 2.18�E-15
3 689x209x888 0.08, 0.05 0.075 2.18�E-15

When the values presented in Table 6.3 and the images in Figure 6.8 are compared, it
becomes visible that the network’s thickness plays an important role. In all the cases, only
thickness direction was considered. In the images, it aligns with the y-axis of the network.
Sample 1 shows that when the images are not correctly segmented, extracted networks
are not useful. It introduces a lot of errors or artefacts. Sample 2 and sample 3 show
that depending on the amount of background pixels present, the network extraction can
create many pores with a larger diameter on the surfaces. This effect, in turn, can have a
significant impact on the flow simulations. Moreover, it also becomes clear that the small
piece of PTL that was used for CT-imaging was different from the actual sample used for
experimental measurement of porosity or permeability. Thus, this should be an important
consideration while judging results from such numerical simulations.

6.1.1.3 Effect of Network Manipulation on Computed Quantities

After the initial numerical experiment on the artificially created networks, it was interest-
ing to study some idealized scenarios that can represent some aspects of practical PTLs.
For example, material compression, change of pore structure due to the manufacturing
process etc. Hence four distinct situations were imagined:

• scaling the pore sizes by a factor

• scaling the pore-to-pore distance

• scaling the whole domain
1Experimental values measured by Olha Panchenko, Forschungszentrum Juelich
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• changing the connectivity of the domain

Table 6.4: Details of reference cubic network to study the effects of scaling different
network parameters

Network Cubic
Lattice spacing (mm) 0.000020
Pore and throat size distribution Weibull/Normal distribution
No. of layers along the flow direction 20
Cros-section Square
Layers along cross-section 140
Scaling factor 0.90, 0.95, 1.00, 1.05, 1.10
Connectivity 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9

(a) Pore size scaling (b) Throat length scaling

(c) Domain scaling (d) Connectivity variation

Figure 6.9: Network manipulation by changing different parameters is shown. For a
network with given size, a) only pore size is changed by a factor b) Only
throat length is changed by a factor c) everything is changed by a factor d)
only connectivity is changed

It should be noted that the definition of a pore, throat, and connectivity may seem to
be arbitrary. The definition of a pore and throat in the pore network model may differ
from pore size in mercury porosimetry. Depending on the network extraction algorithm,
the same material would produce different pore and throat sizes and different connectivity
values. However, if one definition or method is consistently applied, it is still possible to
gain meaningful insight.
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To carry out simulations related to the scenarios above, cubic networks were constructed so
that either the pore sizes, pore-to-pore distance, or the whole domain may be scaled from
a reference dimension. Pore sizes were defined using a Weibull distribution in combination
with a normal distribution. Except for the last scenario, for other tests, the networks had
connectivity of 6 as defined by a cubic lattice. The details are shown in Table 6.4.
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Figure 6.10: Porosity and permeability change as a result of pore size scaling is shown in
the figures. a) Values are normalized with respect to a reference dimension
(scale factor=1) b) Permeability is shown as a function of porosity. The
middle point corresponds to the reference dimension (scale factor=1)

Figure 6.10 shows the result of scaling the pore size on the computed parameters. For
this cubic network, the increase in pore sizes leads to higher porosity and larger throat
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diameters with shorter throat lengths. Thus, the throats’ hydraulic conductance increases,
which results in increased permeability as seen from the respective curves.
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Figure 6.11: Porosity and permeability change as a result of pore to pore distance scaling
is shown in the above figures. a) Values are normalized with respect to a
reference dimension (scale factor=1) b) Permeability is shown as a function
of porosity. The middle point corresponds to the reference dimension (scale
factor=1)

Figure 6.11 shows the effect of scaling pore-to-pore distance while keeping everything else
constant. It is observed that when the pore-to-pore distance is increased, porosity and
permeability decrease as hydraulic conductivity of the throats decrease. However, porosity
and permeability remain directly proportional.
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Figure 6.12: Porosity and permeability change as a result of scaling the whole domain
in 3 directions is shown in figures. a) Values are normalized with respect to
a reference dimension (scale factor=1). Porosity remains almost constant,
but throat diameter increases resulting in increased permeability b) Per-
meability is shown as a function of porosity. The middle point corresponds
to the reference dimension (scale factor=1).

Figure 6.12 shows the impact of scaling the complete domain on the measured quantities.
When the domain is expanded, the porous material’s permeability increases due increased
pores and throat sizes. Although porosity of the domain should remain constant, the
small variation visible in Figure 6.12a can be attributed to the smaller pores defined at
the boundary surfaces.

In Figure 6.13 the comparison between networks having fixed connectivity of 6 (as shown
in the right part of Figure 6.10 and Figure 6.11) and having given average connectivity
from a randomly connected set of pores and throats are shown. The two lines on the left of
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Figure 6.13: Permeability and porosity comparison for different network manipulation
is shown in the figure. The lattice spacing is fixed, and same reference
dimensions used for all cases. The curve on the right shows values for
a network with random connectivity instead of default 6 where throats
lie along the edges. Changing connectivity from the default value of 6
drastically alters permeability and porosity for the same lattice structure.

this diagram show the effect of scaling while the right curve shows the impact of changing
connectivity for the same reference dimension as the mid-point of the left two lines. The
connectivity value is varied between 5, 6, 6.5, 7, 7.5, 8, 8.5 and 9. The average connectivity
values are obtained by first creating a network with redundant connectivity and then
trimming some throats at random locations. It is observed that randomly changing the
connectivity affects the porosity and permeability considerably for the same pore and
throat size distribution. Till now only the edges of a cube were considered as connecting
throats, but in the randomly connected network, a pore can connect in the diagonal
directions as well, and the connectivity number is not fixed.

It was also important to study how the network connectivity influences network properties
compared to a cubic network of fixed connectivity when porosity remains the same. There-
fore, networks were constructed with random connectivity within the same porosity range
as the reference cubic network when scaled. The result of this is shown in Figure 6.14a.
On the other hand, Figure 6.14b shows when there is different average connectivity of
the porous material for almost the same porosity value. From these figures, it is evident
that connectivity has a far more significant influence than the increase in pore or throat
sizes. While some numerical artefacts may be assumed due to spherical pores and cylin-
drical throats where multiple throats are connected to one single pore, the results can still
indicate a general effect of connectivity on the network’s permeability.
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6 Numerical Characterization

Table 6.5: Influence of network parameters on computed permeability and comparison
with experimental results 3

Material Ti45C8 Ti45D Ti45Cx

Sinter Temperature °C 750 850 950
Porosity % 29.8 23.6 12.9
Mean throat diameter �m 1.77 1.72 2.10
Mean throat length �m 3.65 3.73 4.17
Mean pore diameter �m 4.14 3.85 4.81
Connectivity 7.2 5.6 2.9
Permeability (experimental) m2 1.18 �E�13 7.25 �E�14 1.49 �E�14

Permeability (simulation) m2 1.60 �E�13 8.91 �E�14 7.11 �E�15

This table shows that the network parameters correlate well with the behaviour described
in the previous section. Thus, there is a possibility of finding a relationship between the
sintering process and PTL mass transport behaviour. However, further study would be
required to understand this fully.

6.1.2 Flow Simulation on Extracted Networks

(a) IEK07 (b) IEK08 (c) IEK90

(d) IEK91 (e) IEK41 (f) IEK44

Figure 6.16: Images of 250 pixel x 250 pixel cross-section of the PTLs

After the simulations described above, simulations were carried out on networks extracted
from the samples described in Section 5.1. From the CT-images of these samples, regions
having a cross-section of 600x600 pixels (resolution = 1.02 µm) were chosen for network
extraction. Figure 6.16 shows slices of these materials. Network extraction employed two
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Figure 6.17: Permeability along different directions as computed from pore network sim-
ulations for different network extraction methods and conductance models

different methods, namely SNOW algorithm developed by Gostick [72] and Maximal Ball
(MB) algorithm by Dong and Blunt [71]. Subsequently the permeability of the extracted
networks were computed in three directions using four different models for hydraulic con-
ductance. The permeability values of the extracted networks were computed in three
directions using four different models for hydraulic conductance. The SNOW algorithm
defines two diameters: inscribed diameter and equivalent diameter. Details can be found
in the corresponding literature. The following terminologies are used to present the results
of the simulations:

• snow 1 refers to SNOW network extraction followed by hydraulic conductance es-
timation based on inscribed diameter.

• snow 2 refers to SNOW network extraction followed by hydraulic conductance es-
timation based on equivalent diameter (refer to Section 4.3.5).

• MB+VB refers to MB network extraction followed by hydraulic conductance esti-
mation based on the works of Valvatne and Blunt [174]. The VB model is a part of
OpenPNM package.
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• MB+HP refers to MB network extraction followed by hydraulic conductance esti-
mation based on classic Hagen-Poiseuille (HP) model.
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Figure 6.18: Pore and throat diameter, throat length and connectivity details of ex-
tracted networks. s1, s2 and MB refers to snow 1, snow 2, and maximal
ball respectively. Mean, med, and max refers to the mean, median, and
the maximum value in each category

The computed permeability values are plotted in the graphs in Figure 6.17. These values, in
contrast with the experimentally measured values, are shown in Table 6.6. From the table,
it becomes clear that using inscribed pore diameter (‘snow 1’) leads to an underestimation
of permeability values compared to other simulation methods and experimental results.
So it can be understood that it is not a reliable method for the estimation of permeability.
SNOW network extraction combined with equivalent diameter for hydraulic conductance
calculation (‘snow 2’) matches closely with the MB network extraction and VB model
for hydraulic conductance. For the samples IEK41 and IEK44, which are sintered from
irregularly shaped particles, the MB+VBmethod leads to a higher degree of overestimation
than snow 2. The other samples were sintered from spherical particles. This means that the
resulting structures from two different materials have an impact on the network extraction
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Table 6.6: Permeability calculated from pore network simulations. All values in mD.
Experimental data shown for reference

Sample IEK07 IEK08 IEK90 IEK91 IEK41 IEK44

snow 1

Kx 106 33 21 30 108 48
Ky 83 24 15 22 84 39
Kz 91 23 12 25 104 54
Kavg 93 27 16 26 99 47

snow 2

Kx 179 47 29 42 183 76
Ky 137 33 20 30 142 61
Kz 155 32 16 35 241 95
Kavg 157 37 22 36 189 77

MB+VB

Kx 162 49 29 44 228 89
Ky 136 35 20 34 207 70
Kz 162 38 19 40 324 112
Kavg 153 41 23 39 253 90

MB+HP

Kx 264 78 48 73 321 132
Ky 215 56 35 54 275 108
Kz 258 60 33 66 456 166
Kavg 246 65 39 64 351 135

Experimental Kthrough�plane 280 72 77 72 163 120
Experimental Kin�plane 420 127 159 165 270 123
Thickness � 504 468 473 463 136 297
Porosity % (pixel) 27.8 24.1 21.3 24 33.1 26.4
Porosity % (measured) 34.4 28.6 26.6 26.1 36.0 33.5

process. Out of the four methods, the fourth one produces the highest permeability for
the networks. These values are close to the measured through-plane permeability. The
fourth method estimates approximately twice that of the measured value for only one
sample, i.e. IEK41. This behaviour could be an outcome of the size effect in the network
extraction process. The results also show that computed permeability along any of the
three directions is much smaller as compared to the measured in-plane permeability values.
Thus, strong anisotropy is not visible from the simulations.

The details of the extracted networks are presented in Table 6.7 and Table 6.8. Cor-
responding plots are shown in Fig. 6.18. The distributions for pore diameter, throat
diameter, throat length and connectivity for both extraction methods are plotted side-by-
side in Figure 6.19. These distributions are shown as the percentage of the total number
corresponding to one parameter. The size distribution plots show that IEK08, IEK90 and
IEK91 have identical pore and throat size distributions, while IEK07, IEK41 and IEK44
another identical distribution. The sample IEK08, IEK90 and IEK91, have approximately
the same thickness (� 500�m) and similar pore details as visible from Figure 6.16. The
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6 Numerical Characterization

Table 6.7: Details of the extracted networks, Part-I: pore and throat size details

Throat diameter (�m)

Sample geodict snow 1 snow 2 MB
�x ~x �x ~x �x ~x �x ~x

IEK07 6.4 6.1 4.8 4.6 5.9 5.1 3.1 2.8
IEK08 4.9 4.8 4.0 3.5 4.8 4.1 2.4 2.1
IEK90 4.7 4.6 3.9 3.5 4.6 4.0 2.4 2.1
IEK91 4.9 4.7 4.0 3.5 4.8 4.1 2.4 2.2
IEK41 7.6 7.3 5.6 4.6 6.7 5.8 3.2 2.9
IEK44 6.6 6.0 5.1 4.6 6.2 5.4 3.2 2.8

Pore diameter (�m)

Sample snow 1 snow 2 MB
�x ~x �x ~x �x ~x

IEK07 6.0 5.6 14.1 12.2 7.0 6.6
IEK08 5.2 4.7 13.5 11.5 5.5 5.2
IEK90 5.2 4.7 13.1 11.4 5.3 5.0
IEK91 5.2 4.7 13.4 11.4 5.5 5.2
IEK41 5.6 4.7 13.4 11.5 7.1 6.6
IEK44 5.9 5.3 13.5 11.9 7.0 6.5

Throat length (�m)

Sample snow MB
�x ~x �x ~x

IEK07 26.5 25.5 29.9 27.9
IEK08 27.8 26.4 24.1 22.3
IEK90 26.5 25.1 23.2 21.4
IEK91 27.5 26.1 24.1 22.2
IEK41 24.0 23.3 30.6 28.2
IEK44 23.6 22.7 29.3 27.0

high permeability of the IEK07 sample can be understood from the fact that it has the
highest connectivity of all the samples and larger pore and throat diameters. Table 6.7
and Table 6.8 show that the MB algorithm, in general, produces a larger number of pore
and throats than the SNOW algorithm. Pore diameter and throat length from both the
algorithms are nearly equal, but the MB algorithm’s throat diameter almost half that of
the SNOW algorithm. The pore and throat size distributions from both algorithms show
that MB algorithm produces a smooth Gaussian-like distribution. The SNOW algorithm
produces a wave-like pattern in all the distributions. Moreover, SNOW algorithm produces
a large fraction of pores with the connectivity of one, while the MB algorithm produces
pores such that the largest fraction has a connectivity of two.
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Table 6.8: Details of the extracted networks, Part-II: showing connectivity details, and
the number of pores and throats detected

Connectivity

Sample snow MB
�x xmax �x xmax

IEK07 5.0 36 5.5 35
IEK08 4.5 40 4.3 27
IEK90 3.9 39 3.7 27
IEK91 4.4 42 4.2 35
IEK41 3.8 29 4.6 31
IEK44 3.5 23 3.9 25

Pores and throats

Sample snow MB
pores throats pores throats

IEK07 18578 46453 20291 55540
IEK08 16018 36076 32335 68814
IEK90 16384 32384 31768 59183
IEK91 16184 35405 31725 66205
IEK41 6601 12457 5944 13644
IEK44 12153 21278 12045 23337

6.1.3 Simulation of Two-phase Flow

Two-phase flow simulations were carried out to determine the relative permeability of the
extracted networks. To achieve this invasion percolation simulation was performed from
one of the surfaces of the network. Then different network configurations were obtained
for different water saturation values. Pore and throat accessibility by a given phase was
determined based on the occupancy of that phase in each configuration. Then stokes
flow simulations were performed to compute effective permeability. Invasion percolation
is based on the method by [75]. Washburn equation is used to calculate the entry pressure
for each throat.

Pc =
2� jcos(�)j

r
(6.1)

Thereafter the throats are sorted in the order of increasing entry-pressure. The invading
phase enters through the inlet surface such that at each step only throats/pores connected
to a given pore can be invaded, only if the applied pressure is higher than the throat entry
pressure. To ensure zero starting saturation at the beginning of percolation, fictitious pores
with zero volume are added on the inlet side. Once percolation is complete, the pore and
throat occupancy configuration for a given saturation can be obtained. While computing
the effective permeability, these occupied pores and throats can be marked as inaccessible
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Figure 6.20: Effect of wettability on relative permeability of IEK07 (x-direction) is
shown in the figure. The number in the bracket indicates the contact
angle of water. Changing the contact angle shifts the relative permeability
curve

to the second phase based on certain conditions. It is evident from the Washburn equation
that when the same values of surface tension and contact angle are defined for the whole
network, any change in its value would only shift the entry-pressure values. However,
the network’s configuration for different saturations will remain the same unless local
modifications are implemented. Thus, this model can only capture change with respect
to wetting and non-wetting contact angles. Any value of contact angle would produce the
same results for these two cases.

In Figure 6.20 the effect of wettability is shown for the sample IEK07 in the x-direction.
One face along this axis was used as the inlet surface for the invasion percolation process.
The number in the brackets indicate the assumed contact angle between water and PTL
surface. The figure shows that for non-wetting contact angle (110°), the curves shifts
towards the right. This shift means air relative permeability is higher than the same for
wetting contact angle until it crosses the water relative permeability line and water relative
permeability is lower compared to the same for wetting contact angle beyond this point.
Since titanium PTLs used in the electrolysis process are not treated with a hydrophobic
substance, a contact angle value of 65° was chosen for the simulations.

In OpenPNM, three conduit models can be defined for the access to the pores and throats
of the displacing phase for each configuration of the occupant phase. A conduit consists
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pore 1 pore 2throat

conduit

Figure 6.21: A throat and one half from each connected pore and forms a conduit

of a throat and half of each pore on either side. Based on Figure 6.21, the conduit models
can be described as follows [191]:

• ‘strict’: if any pore or throat in a given conduit is not occupied by the given phase
then it is closed to that phase

• ‘medium’: if either the throat or both pores are not occupied by the given phase
then it is closed to that phase

• ’loose’: if the throat is not occupied by the given phase then it is closed to that phase

In Figure 6.22 the conduit model’s influence on the computed relative permeability curves
is shown for both wetting and non-wetting contact angle between water and PTL surface.
When we use wetting contact angle between water and PTL surface air is used as the
invading phase in the percolation simulation. The conduit models apply to the wetting
phase only. Hence, the air relative permeability line for all three conduit models remains
the same. Similarly, when a non-wetting contact angle between water and PTL surface is
considered, the line for water relative permeability remains the same. Relative permeabil-
ity computation for titanium PTLs through pore network simulation has been reported
by Hoeh [27, p. 129]. It is observed that a model similar to the ‘loose’ conduit flow model
was used for the simulation. But based on the permeability measurements discussed in
Section 5.3, and on literature from [20–22, 163], it becomes clear that the ‘strict’ conduit
flow model is more likely to produce realistic results. Thus, our samples’ relative perme-
ability was computed assuming wetting contact angle (i.e. < 90°) between water and pore
surface, and ‘strict’ mode for conduit flow.

The results for relative permeability computation of the extracted networks are shown
in Figure 6.23. For the sample IEK07, the curves in all three directions look nearly
identical. But for the samples IEK08, IEK90 and IEK91 the water permeability lines
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Figure 6.22: Influence of conduit model on relative permeability a) Curve with a wetting
contact angle. The air relative permeability curve remains unchanged b)
Curve with a non-wetting contact angle. The water relative permeability
curve remains unchanged

along x-direction (inlet direction for invasion percolation) remain almost flat until around
90% water saturation; and then, it suddenly increases to 1. This can be explained from
the pore and throat diameter distribution, as shown in. Figure 6.18 and Figure 6.19.
The samples IEK08, IEK90, and IEK91, have higher fractions of smaller size pores and
throats than the other samples. Thus, when the pores on the inlet side of the non-
wetting phase (air) remain blocked, it lowers the effective permeability of water in that
direction. The samples IEK41 and IEK44 show different behaviour in all three directions.
Moreover, the curves appear to be more wavelike. The pore and throat sizes reveal that
these two samples have a relatively higher fraction of pores between 8-20 µm size as
compared to the other samples. This is an outcome of the fact that these two samples
were sintered from irregularly shaped titanium particles while the others were sintered
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Figure 6.23: Relative permeability of PTLs computed from simulation. Letters within
brackets indicate the direction of calculation; contact angle=65°

136



6 Numerical Characterization

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6

Air Rela
�

ve Permeability K
ra

Satura �on

run 1
run 2
run 3
sim

(a) IEK07 Kr;a

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6

A
ir

 R
e

la
�

ve
 P

e
rm

e
ab

ili
ty

 K
ra

Satura�on

run 1

run 2

run 3

sim

(b) IEK08 Kr;a

0

0.1

0.2

0.3

0.4

0 0.2 0.4 0.6 0.8 1

A
ir

 R
e

la
�

ve
 P

e
rm

e
ab

ili
ty

 K
ra

Satura�on

run 1

run 2

sim

(c) IEK44 Kr;a

Figure 6.24: Comparison of computed air relative permeability with experiments
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Figure 6.25: Comparison of computed water relative permeability with experiments
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form spherical particles. The computed relative permeability values are compared with
the experimental values in Figure 6.24 and Figure 6.25. To visualize the curves properly,
the part of simulation data corresponding to a similar range of saturations as that of
the experiments are used. It is observed that computed air relative permeability curves
match closely with the experimental values. However, the relative permeability curves for
water differ significantly between simulations and experiments. For the samples IEK07
and IEK44, the simulations overestimate water effective permeability; but for the sample
IEK08, the simulations underestimate the same although relative permeability for both
simulations and experiments are close to zero.

The experimental curves show that water relative permeability is higher for IEK08 sample
than the other two for the same range of water saturation. From the pore and throat size
distribution, it can be observed that IEK07 and IEK44 have a higher fraction of pores
within the range 6-10 µm as compared to IEK08, which means that it is difficult for water
to enter the larger pores and throats to displace the air. This results in the lower relative
permeability of these two samples.

6.2 Comparison of Simulation Tools

The previous section discussed absolute and relative permeability computation of PTL
samples using pore network model. There are other simulation methods such as Lattice-
Boltzmann methods, conventional Computational Fluid Dynamics (CFD), and Morpho-
logical methods. Numerical simulations provide a cheaper and less time-consuming alter-
native to experimental measurements. However, it is essential to ensure that different tools
conform to one another with respect to the computation of parameters of interest. Apart
from conformity among the software, it is equally important that they are experimentally
validated. Therefore, in this section, the permeability computation between different tools
and experiments are compared. As discussed earlier, Geodict, Palabos4 and Ansys5 Fluent
results are compared with OpenPNM and experimental results.

For the simulations involving OpenPNM and Geodict, the same 3-D image stacks were
used for each of the materials. All these samples had a cross-section of 600x600 pixels.
The 3-D image stacks for Palabos were larger in size. However, all of them were larger
than the representative element volume calculated based on the change of porosity with
respect to change in domain cross-section. It was also separately verified by computing
permeability with pore network model so that the change of domain cross-section does
4Simulations were performed by Dieter Froning at JURECA cluster, Forschungszentrum Juelich.
5Simulations were part of a master thesis supervised as a part of this doctoral work. Simulations carried
out by Simson Julian Rodrigues
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Table 6.9: Comparison of permeability computed from different simulation tools, per-
meability values in mD

Sample IEK07 IEK08 IEK90 IEK91 IEK41 IEK44

GeoDict

Kx 211 75 50 73 231 118
Ky 169 56 36 52 189 91
Kz 194 57 32 60 266 122
Kavg 191 63 39 62 228 110

LBM

Kx 220 80 55 76 230 110
Ky 170 59 41 56 190 93
Kz 200 56 44 65 290 120
Kavg 197 65 47 66 237 108

Fluent

Kx 244 216 166 166 324 333
Ky 204 103 51 44 1344 220
Kz 93 144 105 139 887 352
Kavg 180 155 107 117 851 302

MB+VB

Kx 162 49 29 44 228 89
Ky 136 35 20 34 207 70
Kz 162 38 19 40 324 112
Kavg 153 41 23 39 253 90

MB+HP

Kx 264 78 48 73 321 132
Ky 215 56 35 54 275 108
Kz 258 60 33 66 456 166
Kavg 246 65 39 64 351 135

Experimental Kthrough�plane 280 72 77 72 163 120
Experimental Kin�plane 420 127 159 165 270 123
Porosity (fluent samples) % 34.4 28.6 26.6 26.1 36.0 33.5
Porosity (others) % 27.8 24.1 21.3 24 33.1 26.4

not change the permeability. Based on this, the domain of 600x600 pixels was considered
satisfactory. The same does not hold for Fluent simulations. Because of computational
limitations, only a small cross-section of up to 200x200 pixels could be used.

The results of the simulations are shown in Table 6.9 and Figure 6.26. For the pore
network simulations only ‘MB+VB’ and ‘MB+HP’ results are considered because the
former is nearly identical to the ’snow 2’ method, and the latter closely matches the
experimental results. The results show that even though the same domain size was not
used, Geodict and LBM produces nearly identical results. The ‘MB+HP’ method produces
values higher than either of these methods. So far, this is the method that produces results
closer to the experimental values. The permeability computed from Fluent simulations
differs significantly from all the simulations and experiments. Although the fluent results
match with simulations in specific directions for a given sample, that is not valid for each
direction and each sample. This can be attributed to the smaller domain size, which
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Figure 6.26: Comparison of permeability computed by different simulation tools. In d)
The average values are compared against the through-plane experimental
permeability as well. The figures show that the fluent results do not rep-
resent actual materials as only small portions could be used for modelling.

cannot represent the material properties accurately. The porosity of the samples used for
the fluent simulations also confirms this fact.

6.3 Summary

In this chapter, the numerical characterization of the PTLs was described. A sensitivity
analysis of different network parameters was performed while considering reference di-
mensions from actual PTLs. Based on this, the effect of manipulating these parameters
that can also occur due to different manufacturing or physical processes was considered.
The effect of thickness of PTLs on the computed values was analyzed to show that image
processing and network extraction would impact the final computed values. Then ex-
tracted network details for all the six samples were presented, including size distributions.
Computation of permeability for different network extraction and pore-scale models were

141



6 Numerical Characterization

compared to determine the most suitable methods. It was found that SNOW network
extraction with effective diameter for hydraulic conductance produces results comparable
to the MB network extraction with VB method for hydraulic conductance. However, MB
extraction with simple Hagen-Poiseuille model was found to be closer to the experimental
values. A comparison of different simulation tools, namely OpenPNM, GeoDict, Palabos
(LBM) and Fluent, was performed. The Fluent results deviated from the other simulations
and experiments because the domain size did not represent the actual PTLs. Moreover, it
was complicated and computationally intensive to model actual two-phase flow. Among
the other methods GeoDict and LBM methods produce nearly identical results. Pore net-
work model was used to compute relative permeability of the extracted networks. It was
found that computed air relative permeability curves closely match with the experimental
values, but the water relative permeability values differ by multiple orders of magnitude
from experimental values.
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Chapter 7

Discussion

This work attempted to characterize PTLs used in PEM electrolysers. PTLs play a crucial
role in mass transport inside PEM electrolysers. A suitable PTL must ensure proper
mass transport as well as electric conduction. Thus, it becomes necessary to develop
an understanding of flow inside PTLs to improve electrolyser performance. A study of
existing literature on PEM electrolyser modelling and simulation revealed that the PTL
is one component that has not received much attention. It was also found that only
a few authors have experimentally characterized two-phase flow behaviour of the PTLs.
Therefore, it was aimed to measure relative permeability of the PTLs and to compare
them with simulations. Pore network model was the chosen method for simulations. But
it was also decided to benchmark it against other existing computational tools, namely
ANSYS Fluent, GeoDict, and Palabos (LBM).

To experimentally measure absolute and relative permeability, six different PTL samples
were chosen. Four were sintered from spherical titanium particles of size 45 µm, while
two were sintered from irregularly shaped particles. The samples sintered from spherical
particles are IEK07, IEK08, IEK90 and IEK91, and they have thicknesses 567, 507, 499
and 499 µm respectively. These were sintered at 800 °C, 800 °C, 850 °C, and 850 °C
respectively. The respective porosity values are 34.5%, 28.8%, 27.3% and 26.6%. The
two samples sintered from irregularly shaped particles are IEK41 and IEK44, sintered at
1000 °C with porosity of 34.3% and 33.4% respectively. They have thicknesses 153 µm and
387 µm respectively. Even though sintered at different temperatures, the samples IEK08,
IEK90, and IEK91 had approximately the same porosities, and their measured absolute
permeability values in the through-plane direction were within a very close range (70-83
mD). In-plane permeability values showed a slightly wider range (115-165 mD). Thus,
these results show that when porosity values are close for the same raw material, their
permeability values lie within a close range. Even though IEK07 and IEK08 are sintered
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7 Discussion

From the relative permeability curves, it was observed that air relative permeability for the
samples IEK07 and IEK44 decreased faster than the other three samples for the increase
in water saturation. For all the samples, effective air permeability decreased to 5-10% of
the absolute permeability at around 50% water saturation. Water effective permeability
remained within 3% of absolute permeability up to 50-60% saturation. These values lie
within a similar range for measurements done on carbon-based gas diffusion layers of fuel
cells [20–22].

The experimentally measured quantities were also computed from simulations. Four differ-
ent methods were tried with the pore network-based approach, and for two of them, values
closer to experimental results could be computed. Except for IEK41, permeability for all
other samples were under-predicted. This is an outcome of the very small thickness of the
sample IEK41 pore network. However, it was noticed that the simulations did not show
strong anisotropy similar to the experimental results. The distributions in Figure 6.19
prove that samples IEK08, IEK90 and IEK91 indeed have near-identical size distributions
and hence exhibit similar transport properties which are also validated from experiments.

The air relative permeability curves generated from pore network simulations closely match
the experimental measurements, but the water relative permeability curves show a differ-
ence. The discrepancies between experiments and simulations could be due to the fact that
the simulations are quasi-dynamic and do not entirely represent the dynamic behaviour of
the actual two-phase flow.

Any experimental process involves errors. The work done here is also susceptible to er-
rors. The steady-state method of relative permeability measurement is time-consuming,
and gravimetric determination of water saturation involves movement of the sample that
disturbs the equilibrium. Due to time constraints, more measurements could not be car-
ried out to rule out possible errors completely. Hence, an error analysis is not carried
out.

The simulations are based on certain assumptions. Effect of changing contact angle was
not studied here. It is possible to design such a scenario with a distribution of pore and
throat contact angles with a mean value, but without experimental validation it would not
be meaningful.

In geological studies, different relative permeability-saturation correlations exist. A list of
these correlations can be found here [20, P. 48]. A comparison of the measured relative
permeability curves against such correlations is shown in Figure 7.1. The figure shows that
the measured values lie within the same order of magnitude as PEMFC GDL materials.
Hussaini and Wang [22] have discussed that commonly used correlations do not agree to
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the experimentally obtained values of GDL permeability. In agreement with these authors,
we also conclude that such correlations do not apply to porous materials used in PEM fuel
cells or electrolysers.
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Chapter 8

Conclusion

This thesis has dealt with the experimental and numerical characterization of mass trans-
port inside PEM electrolyser porous transport layers. As a part of the work, an extensive
survey of the literature was carried out to understand the state of the art. Simulations
were performed with multiple software which was then validated against experiments for
a number of materials. From the experiments, for the first time, relative permeability
curves were produced for sintered titanium porous transport layers. These are described
in the relevant chapters. In this chapter conclusions derived from the current work and
the possible future work pertaining to the related problems will be discussed.

8.1 Conclusion

The extensive literature survey has shown that PTL mass transport modelling and simu-
lation has not received much attention. Fundamental level modelling of membrane degra-
dation or catalyst layer has only started.

The physical measurements show that PTLs sintered from irregularly shaped particles
(IEK41 and IEK44) have higher porosity and permeability even though they are sintered
at a much higher temperature. Experimentally measured in-plane permeability values are
approximately two times larger than the through-plane permeability values. However, the
simulations do not show this behaviour. This means that probably the image samples
were not representative of the actual PTL material.

The simulations show that the pore networks require at least 100 layers in a given direction
for the results to be independent of size. However, this cannot be guaranteed in PTLs
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with thicknesses in the range of 100-1000 microns. Thus, care needs to be taken during
image processing and defining the boundary region.

Simulations on the artificial networks show that the effect of connectivity had a more sig-
nificant influence than the size of the pores and throats for a given porosity range. SNOW
network extraction with effective diameter for hydraulic conductance estimation produces
results comparable to MB extraction with VB method for hydraulic conductance. The
MB+VB method has been previously validated for rock samples used in the petroleum
industry. A similar validation is required for PTLs used PEM electrolysers. However,
the simulations on networks extracted using MB algorithm estimated permeability values
closer to the experimentally measured values. But the simulations show no correlation
with the experimentally determined in-plane permeability values. Relative permeability
simulation assuming a wetting contact angle between water and pore surface and allowing
a phase to invade a conduit, only if that phase occupies both the pores and throat, pro-
duced the most accurate relative permeability curve. The simulation results of air relative
permeability closely matched with experiments, but the same could not be observed for
water relative permeability.

From the simulations, it can be concluded that irregularly shaped particles produce pore
structure having different directional properties. The relative permeability curves for the
PTLs sintered from spherical particles look nearly identical in all directions (except for
the side where boundary condition is imposed), but the other PTLs display three distinct
curves with zig-gag patterns.

It is observed that relative permeability-saturation correlation from geological studies can-
not be directly used for PEM electrolyser modelling without experimental validation.

8.2 Future Work

This work was concerned with the simulation of absolute and relative permeability of the
porous transport layers and their validation with experimental results. The work involved
multiple challenges, and in the process, scopes for future improvements were identified.
Based on the experience following recommendations can be made for the future work:

• Standardization of measurement cell for determining the permeability of the PTLs is
an important step. While carrying out experiments with the 5 mm diameter samples,
the apparatus’s size affected the measurements. Moreover, with the 20 mm diameter
samples, tests were carried out only in one experimental cell. It would be beneficial
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to experiment with different cell designs and eliminate effects that can influence the
measurements.

• Carrying out permeability measurements using different fluids is also necessary. That
would finally enable to determine the absolute permeability correctly.

• Creating a repository of benchmark PTL materials, including all CT-image data,
simulation data, and experimental data, would be a logical next step. This would
help any future research on PTLs or similar materials.

• Validation and calibration of different simulation results with respect to the reposi-
tory, as mentioned above, would be helpful for any further research in this domain.
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Appendix A

Methods and Materials

A.1 Image Processing in GeoDict

Table A.1: Steps for image processing in GeoDict

Image Processing Steps

Step Action

1 Create stack in 3-D using ImageJ
2 Apply median filter
3 Apply threshold
4 Make sure that the solid part is white
5 Save as .RAW file1

6 Open .RAW in GeoDict and import images

7 Use rotate with auto threshold
and Suggest Full Image (Enlarge image automatically)

8 Use crop option to crop to the desired size 2

9 Permute axes to align the
thinnest section along the z-axis

10 Apply threshold using the single threshold option
11 Import Image
12 Export .RAW from the export menu3

12 Use for Maximal Ball or SNOW4

1When a file name is written as Filename_LxHxS.RAW, where L=Length, H=Height, and S= no. of
slices, ImageJ can automatically retrieve the details when the file is imported later on.

2No threshold required. Ensure that (X+20), (Y+20), and (Z+20) have prime factorisation less than 30.
This is important for computation in GeoDict. It is assumed that 10 voxels are added to both inlet and
outlet during computation.

3When exported from the 3-D image processing menu the pixels have values 0-255. When exported from
export menu they have 0s and 1s

4Check that 0s and 1s are at the right places for both algorithms.
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GeoDict offers useful preprocessing tools for the 3-D images. When the planes of the
images are not correctly aligned, the rotate tool of GeoDict can be used. This greatly
improves the network extraction procedure later on. The sequence of steps is shown in
Table A.1.

A.2 Representative Element Volume

Table A.2: Representative Element Volume calculation

Sample Size (Pixel) Porosity %

IEK07

850x680x490 27.9
600x600x490 27.8
500x500x490 27.7
400x400x490 27.5
300x300x490 27.5

IEK08

792x700x455 24.1
600x600x455 24.0
500x500x455 24.1
400x400x455 24.0
300x300x455 24.1

IEK90

850x760x460 21.3
600x600x460 21.4
500x500x460 21.4
400x400x460 21.3
300x300x460 21.0

IEK91

850x700x450 24.0
600x600x450 23.9
500x500x450 23.8
400x400x450 23.8
300x300x450 23.9

IEK41

900x825x130 33.1
600x600x130 33.2
400x400x130 33.0
300x300x130 32.5

IEK44

600x600x288 26.4
500x500x288 26.5
400x400x288 26.9
300x300x288 26.8
200x200x288 26.5

The determination of REV is shown in Table A.2. The change of porosity with respect to
domain size was calculated to find out the smallest volume representing the material. All
simulations used domain cross-section of 600x600 pixels or larger.
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Experimental Characterization

B.1 Through-plane 20 mm diameter samples

The pressure-time plots related to the through-plane permeability measurement of 20 mm
diameter samples are provided below:
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Figure B.1: IEK07 through-plane pressure-time measurement data
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Figure B.2: IEK08 through-plane pressure-time measurement data
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Figure B.3: IEK08 through-plane pressure-time measurement data for the repeated ex-
periment
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Figure B.4: IEK90 through-plane pressure-time measurement data
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Figure B.5: IEK90 through-plane pressure-time measurement data for the repeated ex-
periment
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Figure B.6: IEK91 through-plane pressure-time measurement data
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Figure B.7: IEK91 through-plane pressure-time measurement data for the repeated ex-
periment
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Figure B.8: IEK41 through-plane pressure-time measurement data
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Figure B.9: IEK44 through-plane pressure-time measurement data
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Figure B.10: IEK44 through-plane pressure-time measurement data for the repeated
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B.2 In-plane 20 mm diameter samples

The pressure-time plots related to the in-plane permeability measurement of 20 mm di-
ameter samples are provided below:
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Figure B.11: IEK07 in-plane pressure-time measurement data

0

50

100

150

200

250

0 0.3 0.6 0.9 1.2 1.5

P
re

ss
u

re
 D

iff
e

re
n

ce
 (

m
b

ar
)

Time (seconds) x 10000

air flow rate (ml/min)

15

25

35

45

50

40

30

20

Figure B.12: IEK08 in-plane pressure-time measurement data
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Figure B.13: IEK08 in-plane pressure-time measurement data for the repeated experi-
ment
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Figure B.14: IEK90 in-plane pressure-time measurement data
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Figure B.15: IEK90 in-plane pressure-time measurement data for the repeated experi-
ment
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Figure B.16: IEK91 in-plane pressure-time measurement data
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Figure B.17: IEK91 in-plane pressure-time measurement data for the repeated experi-
ment
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Figure B.18: IEK41 in-plane pressure-time measurement data
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Figure B.19: IEK44 in-plane pressure-time measurement data
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Figure B.20: IEK44 in-plane pressure-time measurement data for the repeated experi-
ment
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Other Experimental
Measurements

C.1 Permeability Measurement with Isopropyl Alcohol

Figure C.1: Cell design 3

In chapter 5 experimental characterisation of the PTLs were described. Through-plane
and in-plane permeability were measured for the 20 mm diameter samples using nitrogen
gas as the working fluid. To measure permeability using a different working fluid, another
test cell was constructed. This cell measured through-plane permeability using Isopropyl
alcohol (IPA). The test cell is shown in Figure C.1. As there was no facility to pump
IPA in large volumes, a small cell design was considered so that sufficient flow could be
provided with a syringe pump.
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Test Cell Description

This cell is designed for PTL samples of diameter 5 mm. This cell has a sample holder and
a sample fastener made out of aluminium. Both of them have an inner diameter of 4 mm,
and the holder has a groove of 5 mm diameter inside which the PTL sample is placed. The
fastener is then screwed into the holder after placing the gasket in between. The holder
is tightly fixed on a nut that is connected to a plastic T-joint. IPA is supplied from the
opposite end. The third opening of the joint is connected to a pressure transducer.

IPA Viscosity Data

Table C.1: Viscosity of IPA within the experimental temperature range. The data is
obtained from [192], and a polynomial curve is fitted to interpolate between
intermediate points

T[K] T[°C] Viscosity [mPas] Fitted error [%]

282.15 10 3.3079 3.3166 0.1
293 19.85 2.3810 2.3973 0.7

298.15 25 2.0120 2.0351 1.1
303.15 30 1.240 1.7596 2.1

Viscosity data of IPA is obtained from The Dortmund Data Bank [192]. Then the data
is fitted with a polynomial function to interpolate within the measurement temperature
range. For temperature in °C the following polynomial is fitted:

� = 0:0015T 2 � 0:01376T + 4:5376; R2 = 1

Measurement Procedure

To carry out the experiments, IPA was supplied using a KD scientific syringe pump and
pressure was recorded using WIKA transducer connected to a LabVIEW data acquisition
system (for details refer to Section 4.5.3). Prior to measurement the PTL samples are
soaked in IPA. It is also ensured that the connected tubes are filled with IPA. Flow is
changed between 0.5-1 ml/min.
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Figure C.2: Experimental setup for permeability measurement using IPA

Experimental Results
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Figure C.3: Pressure-time data of IEK91 for permeability measurements using IPA.
The lower lines correspond to flow rate of 0.5 ml/min, the higher lines
correspond to flow rate of 1 ml/min

Through-plane permeability of IEK91 is presented in Table C.2. The corresponding
pressure-time data are plotted in Figure C.3. It is observed the measured permeabil-
ity changes over time for the same experiment. For this setup, the measured permeability
varies between 312-364 mD. In Section 5.2.1, the same material’s permeability varied be-
tween 72-77 mD in the through-plane direction. Ideally the permeability of a material
should be the same irrespective of the fluid. As discussed in Section 3.2, Feser et al. [24]
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Table C.2: Permeability measurement of IEK91 sample with IPA. K1 and K2 refer to
permeability at the beginning and at the end of a particular flow setting,
respectively. The recorded pressure shows some difference over time. Hence,
two permeability values are reported here

Test Temp [°C] Flow [lm/min] K1 [mD] K2 [mD]

1 23 0.5 364 346
2 24 0.5 327 312
2 24 1.0 341 340
3 22 0.5 371 355
4 22 0.5 353 328
4 23 1.0 344 342

measured the same permeability for water and gas while Dohle et al. [156] reported having
measured different values. The results presented here need further investigation.
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