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Chapter 1

Introduction

Due to the superior inherent properties, group III-nitride semiconductors have be-

come the most promising material system for applications in solid state lighting

devices and high power electronics,[1] such as laser diodes (LDs), light emitting

diodes (LEDs),[2, 3, 4, 5] solar cells,[6] high-electron-mobility transistors (HEMTs)

and metal oxide semiconductor field effect transistors (MOSFETs).[7, 8, 9]

For the realization of these devices, heterojunctions are required. The definition of

a heterojunction is an interface between two layers with different chemical compo-

sitions which have unequal band structure, i.e. band gap, vacuum energy, electron

affinity, and Fermi energy.[10] The band discontinuities thereby induce band align-

ments at the heterointerface to ensure that the Fermi levels of both materials are

equal and continuous. The band alignment modifies the local band structure in

the vicinity of the heterointerface and thus controls the motion of the charge carri-

ers (carrier injection or confinement).[11] Depending on different applications, the

relevant carrier transport is either across the interface (LDs, LEDs) or along the

interface (MOSFETs).[12] Hence, an accurate and reproducible band alignment at

the heterointerface is the most important challenge for heterojunction devices.

However, heterointerfaces give rise to localized features too, such as electronic in-

terface states and polarization changes. These have the potential to considerably

affect the band alignment and therefore the heterojunction devices’ performance.

Some of these localized electronic features induce also undesired changes on the

band alignment at heterointerfaces, reducing the devices’ efficiency: E.g. uncon-

trolled charging of interface states inducing band bending at the heterointerface

may lead to a current collapse in field-effect transistors.[13, 14, 15] Particularly,

polarization changes significantly affect the properties of heterojunctions and are

mostly undesired.

Unlike silicon and GaAs, wurtzite group III-nitrides have large spontaneous and

piezoelectric polarizations due to the noncentrosymmetric wurtzite structure.[16,
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Chapter 1 Introduction

17] A two-dimensional sheet of bound charges at the heterointerface was reported to

be caused by polarization changes,[18, 19] which pronouncedly affects electric fields

and carrier distribution. The polarization-induced electric fields in quantum wells

can result in the spatial separation of electrons and holes modifying recombination

paths and rates. In addition the polarization-induced change of the shape of barriers

enables otherwise forbidden transitions and thus reduces the multi-quantum-well

LED devices’ efficiency.[20, 21] The effective band gap can be reduced too due

to the polarization-induced electric fields,[22, 23] leading to a red-shift in optical

spectra.[24]

Therefore, polarization fields in group III-nitride semiconductors grown along the

c direction are one of the most critical problem for quantum well devices. The

origins of polarization fields at interfaces in group III-nitride semiconductors are

the spatial displacement of the center of mass of N atom and group III atom in

the wurtzite structure along the c direction as well as lattice relaxation at strained

interface. In order to avoid polarization fields, the growth on nonpolar planes

(perpendicular to c direction) has attracted significant interest due to the absence

of the polarization fields along nonpolar directions.[25, 26, 27, 28] However, po-

larization fields in c direction can also be avoided by the so called polarization

engineering, which is tuning the polarization by adjusting ternary or quaternary

compositions.[29, 30, 31, 32, 33] A successful application of this rather delicate task

requires sophisticated growth techniques on the one hand, but on the other hand

advanced microscopic and spectroscopic characterization to critically scrutinize the

growth results. Such microscopic and spectroscopic approaches need to give in-

sight to interface properties such as polarization changes, sheet charges, lattice

relaxation, electron affinity changes, etc.

However, such characterization, requiring atomic resolution as well as meV en-

ergy sensitivity, a rather difficult task. On the one hand, the band structure can

be probed by X-ray photoelectron spectroscopy and ultraviolet photoelectron spec-

troscopy with high energy resolution,[34, 35, 36] but no sufficient spatial resolution.

On the other hand, in order to obtain a high spatial resolution, electron microscopy

and scanning probe microscopy are the characterization techniques of choice.[37, 38]

Since conventional transmission electron microscopy (TEM) records the intensity

information, it reveals primarily the chemical and structural properties. In this

case, the phase information of the electron wavefunction is lost. Off-axis electron

holography in TEM enables, however, access to both phase and amplitude of the

electron wave. This opens the opportunity to derive quantitative information of

the electrostatic fields at heterointerface from the recorded electron phase.[39, 40]

Indeed, the electrostatic potential across the group III-nitride heterointerfaces has

been investigated by off-axis electron holography previously.[41, 42, 43, 44] How-
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ever, all these prior investigations are rather qualitative, and lack at closer look

quantitative results. This arises from the influence of amorphized layers and de-

fects at TEM lamellas on the surface potential as well as its screening toward the

bulk. This surface potential critically modifies the average electrostatic potential

probed by electron holography, covering up the intrinsic properties of materials and

interfaces. Hence for a quantitative potential mapping by electron holography, the

surfaces of the TEM lamellas have to be precisely characterized and the internal

screening needs to be taken into account quantitatively.

In this thesis the path toward real quantitative electron holography is demonstrated.

By determining the surface Fermi level pinning, arising from defects induced by

the focused ion beam (FIB) preparation, electron holography can be calibrated.

Thereby the polarization and electron affinity changes at group III-nitride heteroin-

terfaces are probed quantitatively using a combination of off-axis electron holog-

raphy, scanning tunneling spectroscopy (STS), secondary ion mass spectrometry

(SIMS), and self-consistent simulations.

This thesis is structured as follows: The main experimental techniques employed

for the characterization are described in Chapter 2. The sample description, e.g.

sample compositions obtained by SIMS and sample structures, as well as the sample

preparation for different techniques are given in Chapter 3. Investigations of group

III-nitride heterostructures’ surfaces and interfaces by cross-sectional scanning tun-

neling microscopy (STM) and STS are presented in Chapter 4. A quantitative

characterization of electron affinity changes and polarization changes at heteroin-

terfaces by combining off-axis electron holography, self-consistent simulation and

SIMS are discussed in Chapter 5. In addition, a surface pinning level induced by

the FIB preparation is identified. In Chapter 6, the electron affinity and polariza-

tion changes at heterointerfaces obtained in Chapter 5 are compared with expected

values, which are derived from experimental and theoretical literature data and on

basis of the lattice constant changes measured by scanning transmission electron

microscopy (STEM). Chapter 7 summarizes the results.
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Chapter 2

Theoretical and experimental

background

2.1 Scanning tunneling microscopy

The scanning tunneling microscope, invented by Binnig and Rohrer in 1981,[45, 46]

plays a very important role in the field of surface science. Compared with other

surface sensitive instruments, the scanning tunneling microscope provides a direct

observation of geometric and electronic surface structures with atomic resolution.

It also can be utilized in many environments like vacuum, gases, and liquids, as

well as at various temperatures.

A schematic of the scanning tunneling microscope is shown in Fig. 2.1. A metal-

insulator-metal structure is formed by approaching a metal tip close to a surface

of the metallic sample in vacuum. The principle of scanning tunneling microscopy

(STM) is to measure the tunnel current between a metallic tip and the surface of a

conductive sample, upon application of a voltage between the tip and the sample.

Piezo scanners drive the probe tip in x, y, and z directions with subatomic precision.

To keep the tunneling current constant, the z piezo actuator is controlled by a

feedback loop. Thus, by scanning the tip over the sample surface, a surface image

can be obtained with an atomic resolution.[45] In the following the theoretical

background for the interpretation of such images is described.
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Chapter 2 Theoretical and experimental background

Figure 2.1: Principle of the scanning tunneling microscope. The tip is attached
to a three-dimensional piezoelectric actuator. The x and y piezos control the
scanning over the surface plane. The z piezo adjusts the tip-sample distance
which is controlled by a feedback loop. Applying a voltage between the tip and
the sample, generates a tunnel current, which is exponentially dependent on the
tip-sample separation.

2.2 The concept of tunneling

2.2.1 One-dimensional model

To understand the basic principle of STM, the quantum mechanical tunneling effect

needs to be recalled. In classical mechanics, an electron with a kinetic energy E is

not able to pass a potential barrier V0, if V0 is larger than E. However, in quantum

mechanics, the position and the momentum of an electron cannot be determined

precisely at the same time. Hence, the electron is described by a wave function.

The wave function can penetrate in a potential barrier, leading to a probability

of transmission through the barrier. The transmission probability is given by the

time-independent Schrödinger equation,[47]

− ℏ
2

2m

d2

dz2
ψ (z) + V (z)ψ (z) = Eψ (z) (2.1)

Figure 2.2 shows a schematic illustration of the tunneling principle. V (z) is shown

as a red line and defined by

V (z) = V0 , 0 < z < d,

= 0 , otherwise.
(2.2)

In region I and III the kinetic energy of the electrons E is larger than the potential

V (z) in this region, while in region II it is smaller than the potential barrier V0.
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2.2 The concept of tunneling

To solve the time-independent Schrödinger equation, we need to treat these three

regions separately. Hence, the solution of Eq. 2.1 is given in three regions as

follows:[48]

ΨI(z) = eikz + R̃e−ikz,

ΨII(z) = Ãeiκz + B̃e−iκz,

ΨIII(z) = T̃ eikz,

(2.3)

with the wave vector k

k =

√
2m

~2
(E − V (z)) , E > V (z). (2.4)

and the decay constant κ

κ =

√
2m

~2
(V (z)− E) , E < V (z). (2.5)

where m is the electron mass and ~ is Planck’s constant.

In region I, the plane wave consists of the incoming wave (eikz) and a wave reflected

at the potential barrier (R̃e−ikz). In region II, the wave function is the sum of the

wave function penetrating into the barrier from left side and its reflection from the

right side of the barrier (B̃e−iκz). In region III, only a transmitted wave function

needs to be considered, since there is no incoming wave from the right side.

There are four coefficients R̃, Ã, B̃, and T̃ in the equations. R̃ and T̃ are the

reflection and transmission coefficients, respectively. The probability of finding

electrons behind the barrier is the absolute square of the transmission coefficient

|T̃ |2, given by[47]

|T̃ |2 = 4E(V0 − E)

4E(V0 − E) + V 2
0 sinh2(dκ)

. (2.6)

Thus, with a finite potential barrier V0, even if the energy of electrons is smaller than

the potential barrier V0, the probability of electron transmission through the barrier

is not zero. However, if the barrier is infinite, |T̃ |2 tends to zero, which is called

the classical limit. Furthermore, the transmission coefficient decays exponentially

with the width of the potential barrier d.

Eq. 2.6 provides a basic model of the scanning tunneling microscope: The metal tip

corresponds to area I. Region II represents vacuum and the width of the barrier is

related to the distance between the tip and the sample. Region III is the sample.
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I II III

zd

E<V(z) E>V(z)
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E>V(z)

Classically 

 forbidden 

   region
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0

E

V0

V(z)

0

Figure 2.2: One-dimensional tunneling model with a potential barrier. The height
of the potential barrier with rectangular shape in region II is V0 and E is the
kinetic energy of the electron. ψ(z) is the wave function in the three regions. If
the barrier is thin, the wave can pass through the potential barrier, which is a
forbidden region in classical physics. Thus, the wave shows a non-zero probability
|ψ(z)|2 behind the potential barrier.
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2.2 The concept of tunneling

2.2.2 The tunneling current in Bardeen’s model

Although the one-dimensional model is a simplified approximation of the real three-

dimensional situation, it shows the fundamental properties of metal-vacuum-sample

system.[49]

A more elaborate model for calculating the tunneling between two electrodes has

been proposed by Bardeen.[50] It is based on solving the time-dependent Schrödinger

equation for the tip states and the sample states separately. The tunneling from

the tip to the sample is then treated as a perturbation.[51] The transition rate Γt→s

can be expressed by Fermi’s golden rule.[52, 53]

Γt→s =
2π

~
|Mts|2δ(Esample − Etip), (2.7)

With Esample and Etip being the energy of the sample and tip states, respectively.

The tunneling matrix element Mts can be expressed by an integration over an

arbitrary surface plane separating tip and sample[50]

Mts =
~
2

2m

∫
d~S(ψt

~∇ψ∗

s − ψ∗

s
~∇ψt). (2.8)

The tunnel current is calculated by multiplying the total transition rate with the

electron charge e and by summing up all initial and final states. Hence, the current

is described by[54, 55]

I =
4π

~
e
∑

t,s

|Mts|2δ(Esample − Etip). (2.9)

This can be transformed into

I =
4π

~
e

∫ eV

0

ρtip(ε)ρsample(ε)|M(ε)|2dε, (2.10)

with the density of the states of tip and sample, ρtip(ε) and ρsample(ε), respectively.

The Fermi level of the sample is set to zero. Thus, the tip’s Fermi level is at eV .

Thus, the product of the densities of states of the tip and sample times the energy

dependent matrix element have to be integrated over the whole energy range from

the sample’s to the tip’s Fermi level.

To simplify the matrix element, we assume the potential barrier to be a one-

dimensional rectangular barrier. Since we only consider elastic tunneling, i.e.

Esample=Etip=Ẽ, the matrix element Mts=M(Ẽ) can be transformed into an energy

13



Chapter 2 Theoretical and experimental background

dependent matrix element and it is given as[56]

M(Ẽ) =
~
2

2m

∫
d~S[ψtip(z, Ẽ)∇ψ∗

sample(z, Ẽ)− ψ∗

sample(z, Ẽ)∇ψtip(z, Ẽ)], (2.11)

The solutions of the wave function of tip and sample in the vacuum are[56]

ψtip (z) = ψtip (0) e
−κz (2.12)

and

ψsample (z) = ψsample (d) e
κ(z−d), (2.13)

respectively.

Both wave functions decay exponentially within the barrier. Inserting Eq. 2.12 and

Eq. 2.13 into Eq. 2.11, the matrix element can be obtained to[56]

M(Ẽ) =
~
2

2m

∫
2κψtip(0)ψsample(d)e

−κzseκ(zs−d)d~S

=
~
2

m
κψtip(0)ψsample(d)Ae

−κd,

(2.14)

where zs is the position of the arbitrary surface plane used of integration and A is

the area of the tunneling contact. |M(Ẽ)|2 corresponds to the transmission proba-

bility TM(φ, d) in the one-dimensional approximation. This yields the transmission

probability[56]

TM(φ, d) ∝ exp

(
−2d

√
2m

~2
φ

)
. (2.15)

where φ is the height of a rectangular barrier in a simple one-dimensional model.

However, in reality the barrier is rather trapezoidal and depends on the work func-

tions φtip and φsample of tip and sample, respectively, as well as on the applied

voltage V . The energy diagrams in Fig. 2.3 illustrate the potential barrier with-

out and with applied voltage V . The work functions are given by the minimum

energy required to extract one electron to the vacuum energy level from the Fermi

energy.

Without external voltage applied to the sample (Fig. 2.3 (a)), the potential barrier

is defined by the work functions of tip and sample. The average height of the po-

tential barrier can be approximated by (φ̄=(φtip+φsample)/2). However, if a voltage

is applied (Fig. 2.3 (b)), the Fermi level of the tip EF,tip is shifted by eV with

respect to the Fermi level of the sample EF,sample. This changes the height of the

14
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ϕtip
ϕsample

EF,tip EF,sample

Tip Sample
d

ϕtip

ϕsample
EF,tip+eV

EF,sample

Tip Sample
d

eVE

ϕtip+ϕsample
2

ϕ eV

2
+ E−
−

(a) (b)

Figure 2.3: (a) Without external voltage, the tunneling barrier induced by a
difference between the work function of the tip φtip and the sample φsample. (b)
Tunneling barrier with an additional external voltage V applied. The application
of e.g. a positive voltage at the sample relative to the tip shifts the filled states of
the tip upward, such that they are facing empty states of the sample. Thus, an
elastic tunnel current from the filled tip states into the empty sample states arises
marked by the blue arrow. The height of the tunneling barrier is also changed
by the applied voltage V . The image is modified from Ref. [56].

potential barrier as well. For a state with energy E, the tunneling barrier height

changes to φ = φ̄+eV /2-E, with 0≤ E ≤ eV .

The transmission probability can be rewritten as a function of the width of the

potential barrier d, work functions of the sample φsample and the tip φtip, and the

applied voltage V [56]

TM(E, eV, d) ∝ exp

(
−2d

√
2m

~

√
φsample + φtip

2
+

eV

2
− E

)
. (2.16)

2.2.3 The Tersoff-Hamann model

In the Tersoff-Hamann model[54, 55] two approximations are applied to Bardeen’s

tunneling model. First, the applied voltage between the tip and sample is assumed

to have a neglectable small effect on the energy dependence of the matrix element

and the density of the states. Thus, the matrix element is approximated as voltage

independent and only valid for V ≪ φ. Second, the state of the tip is taken as a

spherical s orbital. With these simplifications we only need to consider the center
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Chapter 2 Theoretical and experimental background

of tip ~r0 and the tip’s work function in the tunnel current equation and we can

rewrite the tunnel current as

I ∝
∑

n

|ψn(~r0)|2δ(En − EF), (2.17)

ψn and En are the surface wave functions and energies of all sample states.

With the sum being the sample’s local density of states, evaluated at the position

of the center of the tip ~r0, the tunnel current is given as[54, 55]

I ∝ ρsample(~r0, EF), (2.18)

The sample’s density of states at the center of the tip can be related to the samples

density of states at the sample surface by considering the exponential decay of the

density of states into the vacuum.

ρsample(~r0, EF) = ρsample(0, EF) · e−2κd. (2.19)

with d being now the separation of the center of the tip’s s orbital to the sample

surface.

2.3 Off-axis electron holography

Denis Gabor originally described electron holography using an electron microscope

in 1948.[57] The advantage of using electron holography lies in the fact that it pro-

vides access to both, the phase and amplitude of the transmitted electron wave.

In a conventional transmission electron microscope only the amplitudes can be

probed. The phase change (cf. Fig. 2.4), caused by the transmission of the elec-

trons through the sample, depends on the sample’s electrostatic and magnetic fields.

Hence, electron holography in a transmission electron microscope provides access

to electrostatic potentials and magnetic fields simultaneously with high spatial res-

olution.

2.3.1 Hologram formation and recording

In this work, the off-axis electron holography mode has been used. In this mode

an expanded but parallel electron beam is partially passing through the sample

(object wave in Fig. 2.4(b)) and partially passing through vacuum (reference wave
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2.3 Off-axis electron holography

in Fig. 2.4(b)). An electron biprism, realized by a charged wire (< 1µm diameter),

is mounted below the specimen (cf. Fig. 2.4). With applied voltage, the biprism

deflects both parts of the electron beams, leading to an overlap region of the ref-

erence wave and the object wave (cf. Fig. 2.4(a)) at the detector and yielding

the hologram. The hologram is recorded by a charged coupled device, with the

intensity distribution[58]

I(r) = 1 + A2(r) + Iinel(r) + 2µA(r)cos(2πqcr + Φ(r)) (2.20)

where A(r) and Φ(r) denote the amplitude and phase of the image wave, respec-

tively. qc is the carrier frequency of the interference fringes and µ is the contrast of

fringes. An inelastic term is added as Iinel(r).

2.3.2 Hologram reconstruction

The recorded hologram of a 300 nm thickness lamella is shown in Fig. 2.5(a).

From this interference pattern, the phase shift (and amplitude) of the electrons

transmitted through the specimen is extracted using a reconstruction process. First,

the hologram is Fourier transformed into three parts, in the form

ℑI(r) = ℑ[1 + A2(r) + Iinel(r)]

+ δ(q + qc)⊗ µℑ[A(r)eiΦ(r)]

+ δ(q − qc)⊗ µℑ[A(r)eiΦ(r)].

(2.21)

Figure 2.5(b) illustrates the calculated hologram by a Fourier transform. The cen-

tral peak is derived from the conventional image and two sidebands are from the

complex image wave. By selecting one of these sidebands and using an inverse

Fourier transformation (IFT), a complex image can be obtained, including the am-

plitude (real part) and phase (imaginary part) information.

Neglecting the effects of dynamical diffraction and in the absence of magnetic fields,

the phase shift caused by electric fields is given by the expression[59]

∆φ (x, y, z) = CE

∫
(VEP (x, y, z) + VMIP (x, y, z)) dz, (2.22)

where z is the direction of incident electron beam, x, y are the in-plane projected

positions within the sample. VEP is the electrostatic potential and VMIP is the mean
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Electron beam

Sample
Vacuum

Biprism

ϕ(x)

Beam source

Reference

wave

Object

wave

(a) (b)

Figure 2.4: Schematic of off-axis electron holography in a transmission electron
microscope. (a) Deformation of the wave fronts by the phase shift induced by the
overlap of a vacuum reference electron wave and the electron wave that passes
through the specimen. (b) Schematic of the beam paths of the vacuum reference
and object waves in off-axis electron holography while applying a voltage on a
biprism. Adapted from Ref. [42]
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2.3 Off-axis electron holography
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Figure 2.5: (a) Off-axis electron hologram obtained from a heterostructure lamella.
(b) Fourier transform of the hologram. (c) Phase image derived by the inverse
Fourier transformation (IFT) of the sideband marked in the red box.

inner potential (MIP). The constant CE is given by

CE =
2πe

λE

E0 + E

2E0 + E
. (2.23)

E and E0, are kinetic and rest mass electron energies, respectively. λ is the rela-

tivistic wavelength of incident wave, which depends on the acceleration voltage in

the microscope. At 300 kV, CE has a value of 6.53× 106 rad/(V·m).

2.3.3 Self-consistent simulations of the phase changes

In order to calculate the electrostatic potential at the interface, we use the finite-

difference algorithm for the solution of the Poisson equation as described in Ref.[60].

Since a polarization change is expected to exist at some interfaces, we extended the
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Chapter 2 Theoretical and experimental background

Poisson equation by including the charge caused by the polarization change ~P . It

is given by

∆VEP(x, y, z) = − e

ǫ0ǫr
× [ρ(x, y, z)− ~∇ · ~P ] (2.24)

where VEP(x, y, z) is the three dimensional electrostatic potential, ǫ0 and ǫr are

the vacuum and material’s relative permittivity, respectively. ρ(x, y, z) describes

the three dimensional total charge density, which is given by ρ(x, y, z)=[p(x, y, z)-

n(x, y, z)+N+
D -N

+
A ].[60] p(x, y, z) and n(x, y, z) denote the concentration of free

charges (hole and electron, respectively) . The fixed ionized donor (acceptor) con-

centration is described by N+
D (N+

A ). Besides, ~P is the polarization consisting of

both, spontaneous and piezoelectric polarization, with the assumption ~P is indepen-

dent of the electric field ~E. Hence, the electrostatic potential change is dependent

on the charge distribution ρ(x, y, z) and the polarization ~P , built-in potentials, as

well as surfaces states and much more.

We set the integration range in z direction to the width of the equidistant finite-

difference grid used in the finite difference algorithm for the calculation of VEP . In

addition, two assumptions need to be applied: 1. The charge distribution in the

lamella is not changed by the incident electron beam. 2. Without polarizations,

the electrical and mechanical properties of materials are isotropically continuous.
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Chapter 3

Sample description and

preparation

3.1 The investigated heterostructure

3.1.1 Overview of sample

The investigated group III-nitride heterostructure sample (A3777) was grown by

metal organic vapor phase epitaxy (MOVPE) at the École Polytechnique Fédérale

de Lausanne (EPFL) in the Advanced Semiconductors for Photonics and Electron-

ics Lab (LASPE).

In0.05Ga0.95N 100 nm Si:2.5 to 3.5x1018cm-3

GaN buffer 680 nm Si:2.5 to 3.5x1018cm-3

GaN substrate 

Al0.06Ga0.94N  780 nm Si:4.5 to 7.5x1018cm-3

[0001]

[1210]

Figure 3.1: Schematic of the In0.05Ga0.95N/Al0.06Ga0.94N/GaN heterostructure on
a freestanding GaN substrate (sample number A3777). A 100 nm In0.05Ga0.95N
layer was grown on a 780 nm Al0.06Ga0.94N layer deposited on a 680 nm GaN
buffer layer, grown on a c plane freestanding GaN substrate by MOVPE. The
thicknesses of layers shown were measured by SEM. All layers are Si doped.
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Chapter 3 Sample description and preparation

The layer system, grown on a c plane free-standing GaN substrate, consists nom-

inally of a 700 nm thick GaN buffer [Si doped: 2.5 to 3.5 × 1018 cm−3], 750 nm

Al0.06Ga0.94N [Si doped: 4.5 to 7.5×1018 cm−3], and 100 nm In0.05Ga0.95N [Si doped:

2.5 to 3.5 × 1018 cm−3]. These nominal layer thicknesses were checked using scan-

ning electron microscopy (SEM) and found to be slightly different in the actually

grown sample: the GaN buffer and Al0.06Ga0.94N are 680 nm and 780 nm thick, re-

spectively. Figure 3.1 illustrates the sample structure with corrected thicknesses.

3.1.2 Crystal structure of wurtzite structure group

III-nitride compounds

The crystal structures of group III-nitride compounds are usually wurtzite and

zincblende types. The difference between these two structures is the stacking se-

quence. The stacking sequence of the wurtzite structure is AaBbAaBb along the

[0001] axis, whereas the zincblend structure is stacking along the [111] axis as AaB-

bCcAaBbCc. Since the sample we investigated has a wurtzite structure, we only

discuss the wurtzite structure. Figure 3.2 displays the schematic of wurtzite struc-

ture. Three typical planes are represented in different colors (see in Fig. 3.2(a)). In

Fig. 3.2(b), the atom structure is illustrated along the [0001] Ga-polar direction.

The blue and green spheres represent the group III metal atom and the nitrogen

atom, respectively. The tetrahedral geometry introduces a polarization along c

direction. Thus, the c plane is a polar plane, whereas the a and m are nonpolar

planes. The atom distribution in each plane are displayed in Fig. 3.2(c-e).
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Figure 3.2: Crystal structure of wurtzite structure group III-nitride compounds.
(a) Schematic of typical planes in wurtzite structure. a, c andm planes are shown
in different colors. (b) Arrangement of atoms: group III atoms and nitrogen
atoms. The primitive hexagonal structure position is occupied by Ga atoms
and the [0001] Ga-polar direction is indicated by the arrow. (c) Distributions
of atoms in c, (d) m, and (e) a planes in hexagonal structure. The projections
reveal different stacking sequences of atoms. Lattice constants a, b and c are
indicated by the double arrow.
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3.1.3 Composition and doping profiles

Overview of compositions

Al0.06Ga0.94N

In0.05Ga0.95N
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Figure 3.3: Counts of SiN−, Ga−, Al−, In− ions measured by SIMS as a function
of sputter time. The blue line illustrates the distribution of Ga− ions extracted
along the growth direction. The green curve represents the count of Al− ions,
revealing an Al presence in one layer only, along with a decrease of Ga. Thus,
it is related to the Al0.06Ga0.94N layer. The counts of In− ions are displayed
by a yellow line, revealing an In composition only in the top layer. The red
signal corresponding to the Si doping shows a nearly constant concentration in
all layers, except at the GaN buffer/GaN substrate interface, where a delta-type
Si doping is found.

SIMS was employed to determine the doping profile and check the order and types

of the ternary alloy epitaxial layers. In the TOF.SIMS 5.NCS IONTOF GmbH

system, Cs+ ions (1 keV, 90 nA) were used as primary sputter beam to remove

material in an area 300×300µm2 wide. This is followed by a pulsed 30 keV Bi+ ion

beam for sampling the composition in the center within an area of 50×50µm2. The

sputtered secondary ions were collected and counted by a mass spectrometer.
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3.1 The investigated heterostructure

An overview of the ion signals is illustrated in Fig. 3.3. The counts of Al−, Ga−, In−,

and SiN− sputtered ions are shown as a function of sputter time, which is indicative

of the depth from sample surface. The dashed lines indicate the
”
position“ of

interfaces between the epitaxial layers.

The counts of Ga−, Al−, and In− ions all agree well with the nominal sample

structure. The counts of SiN− ions are almost constant in all layers. This agrees

well with the nominal doping concentrations in the epitaxial layers. However, a

significant rise of the SiN− ion count can be observed at GaN buffer/GaN substrate

interface. It reveals a Si delta-type doping layer with high Si concentration at this

interface.

Si concentration profile at GaN buffer/GaN substrate interface
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Figure 3.4: Concentration profile of Si, as a function of distance to the GaN
substrate/GaN buffer interface. The profile reveals a delta-type doping peak at
the interface, followed by a dip next to the interface in the GaN buffer.

To further quantify the width and the concentration profile of the Si delta-type

doping layer at the GaN buffer/GaN substrate interface, the SiN− ion intensity

signal has been calibrated using a standard GaN MOVPE sample with a known Si

concentration of 3× 1018 cm−3.

Figure 3.4 shows the calibrated Si concentration profile as a function of distance

to the GaN buffer/GaN substrate interface. The curve shows again a delta-type
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Chapter 3 Sample description and preparation

doping peak at the GaN buffer/GaN substrate interface with a dip on the side of

the GaN buffer. The Si concentration peak reaches 5 × 1019 cm−3. The full width

at half maximum (FWHM) of the Si peak is about 20 nm. The Si concentration

in the buffer is constant at 3 × 1018 cm−3. The measured Si concentration in the

substrate is at/below the detection limit.

3.2 Sample and tip preparation for

cross-sectional scanning tunneling microscopy

The preparation for cross-sectional STM measurements includes two processes:

First, tip preparation by electrochemical etching. Second, sample preparation for

cleavage in the vacuum chamber of scanning tunneling microscope.

3.2.1 Tip preparation

For all investigations by cross-sectional STM in this thesis, tungsten tips are used.

The tips are produced by electrochemical etching with a sodium hydroxide solution

(NaOH). A platinum (Pt) ring is used as cathode and supports a free-standing film

of the suspended NaOH solution. A tungsten wire with a diameter of 0.25mm,

as anode for the electrochemical reaction, is penetrating through the center of the

NaOH film in the Pt ring. When a voltage is applied between the tungsten wire

and the Pt ring, the following chemical reaction is induced:[61]

Anode: W(s) + 8(OH)− → WO2−
4 + 4H2O+ 6e−,

Cathode: 6H2O+ 6e− → 3H2(g) + 6(OH)−, (3.1)

Overall: W(s) + 2(OH)− + 2H2O → WO2−
4 + 3H2(g)

In order to obtain a tip without undesired products from chemical reactions, ap-

plying short pulses of reversed voltages is critical. It prevents oxide deposition

on the tungsten tip.[62] A 3-4mm long section of tungsten wire is etched off by

this process and collected in a glass full of shaving foam. The aim is to damp the

falling of the etched-off tip and thereby protect the apex of the tip. Afterwards,

the tip is cleaned in distilled water followed by ethanol. Directly after cleaning, the

tip is mounted in a tip holder and inserted into the vacuum chamber of scanning

tunneling microscope to avoid contamination and oxidation.
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3.2 Sample and tip preparation for cross-sectional scanning tunneling microscopy

The thickness and concentration of the NaOH film in the Pt ring significantly

affect the tip properties. The best results are obtained using an approx 0.7 nm

thick NaOH films and a 2 molar NaOH solution. The radius of curvature of the tip

apex is ideally around 10 nm.[63, 64]

3.2.2 Sample preparation

Gold layer

Heterostructure side

2mm

100μm

(a) (b)

Heterostructure side

Metal cube

Cleavage to
ol

Tip

Metal cube

Sample

Cleavage surface

Figure 3.5: (a) Schematic diagram of sample preparation for cleavage. The white
spots are pressed by a knoop indenter on the heterostructure side to define the
cleavage plane. (b) Cleaved sample in the analysis chamber of the scanning
tunneling microscope.

Since the sample needs to be cleaved in the vacuum chamber of scanning tunneling

microscope, a suitable size and thickness are required. Therefore, the wafers were

cut into roughly 2× 5mm2 rectangular pieces, then grinded and polished from the

substrate side to achieve a thickness of approximately 100µm. To contact the sam-

ples electrically, a layer of gold was sputtered on one half of the samples from both

sides. In fact, an electrical discharge is necessary, in order to merge the gold with

the underlying semiconductor sample. In addition, a Knoop indenter was pressed

on the heterostructure side at a few spots to define the cleavage plane. Finally,

the sample was glued using an electrically conducting two-component adhesive on

a metal cube, mounted afterwards on the sample holder. Directly after finishing all

the preparation, the sample mounted on the holder was inserted into the load lock

of the vacuum system to minimize contaminations.
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Chapter 3 Sample description and preparation

Figure 3.5(a) illustrates the sample cleavage process. The samples were cleaved

in ultra-high vacuum with a pressure of 1 × 10−10mbar to ensure clean cleavage

surfaces. The cleave was done by pushing the upper part of the sample with the

heterostructure side against a cleavage tool. A uniform cleavage pressure is critical.

Figure 3.5(b) shows the cleaved sample, transferred to the analysis chamber. An

ideal cleavage surface is atomically flat and settled slightly above the metal cube

at the positions defined by the Knoop indenter.

3.3 Preparation of lamella for off-axis electron

holography

For investigation by off-axis electron holography, a thin electron transparent lamella

is cut from the same sample investigated by STM previously. A SEM/FIB system,

equipped with a gas injection system (GIS), is used for the lamella preparation.

The system allows both electron- and ion-induced local deposition. First, to avoid

damage from ion implantation and high acceleration voltage, the surface of the

sample is coated by a thin layer (∼20 nm) of electron-induced carbon, followed by

a 2µm thick layer of ion-induced carbon. Second, a thick lamella with the size of

∼10µm in length, ∼5µm in width and ∼2µm in thickness is cut and lifted out by

a tungsten needle in the FIB system.

Third, the thick lamella is transferred onto a heating chip and glued by ion-induced

Pt deposition. Since we are interested in investigating the interfaces, the interfaces

in the lamella have to be perpendicular to the lamella’s surfaces and to the heating

chips’ surface, so that the interfaces would be edge-on in the TEM observation. But

due to the complex structure of the heating chip, the lamella cannot be oriented

exactly parallel to the heating chip. There is a small angle of about 7.5◦ between the

heating chip and lamella. Figure 3.6(a) shows the overview of the lamella mounted

on the heating chip before thinning. The deposed carbon and the interfaces system

are indicated in this figure.

To further thin the lamella, the heating chip is manually rotated by 90◦. The

lamella is milled at a voltage of 30 kV, followed by polishing at low voltages of 5 kV

and 2 kV to reduce the thickness of the amorphous and Ga implantation layer.

The final thickness of the lamella is about 300 nm. Figure 3.6(b) shows an SEM

secondary electron image illustrating the thickness and length of the lamella used

for electron holography measurement.
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Al0.06Ga0.94N  
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Figure 3.6: SEM images: (a) Overview of the lammela mounted on the heating
chip before thinning. In the lamella, the carbon layer is deposed on the het-
erostructrue side and the orientation of the interfaces are perpendicular to the
lamella’s surfaces and the heating chips’ surface. (b) After the lamella has been
thinned, the final thickness and length are shown in the image.

Since the thickness of the lamella is a critical parameter for the quantitative analysis

of the phase shift, an accurate thickness value is needed. The total thickness of the

lamella has been measured to 296.4±1.3 nm by SEM. However, the convergent beam

electron diffraction (CBED) determined a crystalline thickness to 277.9±1.3 nm.

This indicates the lamella’s surfaces are covered by approximately 9 nm amorphous

layers, which is induced by FIB preparation (gray boxes in Fig. 3.7).[65] The

amorphous layer is an electrically inactive layer,[66] which can be assumed to be

homogenous over the whole sample and thus does not contribute to the local phase

change. Thus, we use the crystalline thickness measured by CBED as the electrical

active thickness.

After the preparation is finished, the lamella, mounted on the heating chip, is stored

in a vacuum chamber to avoid contaminating until electron holography measure-

ments can be performed.
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electron beam 

direction in TEM

FIB milling

Crystalline

Interface

Amorphous

Figure 3.7: Schematic of an off-axis electron holography lamella, prepared by FIB
milling. Thin and thick arrows indicate the incident beam direction for the FIB
milling and the electron holography in TEM, respectively. The FIB preparation
induced amorphous surface layers are illustrated in gray. They surround the
crystalline region. The interface orientation in the heterostructure sample is
indicated by a red dashed line.
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Chapter 4

STM of nitride heterostructure

The aim of this chapter is to probe the electronic structure of the binary and ternary

group III-nitride layers and their heterointerfaces using cross-sectional STM + STS

on freshly cleaved m plane surfaces.

The chapter first presents the topography revealed in the STM images, then fo-

cuses on the spectroscopic properties of the different layer, deriving the influence

of surface states, and finally addresses the spectroscopic features at the heteroint-

erfaces.

4.1 Topography of the cross-sectional cleavage

surface

Figure 4.1(a) shows a constant-current overview STM image of the whole het-

erostructure in cross-sectional view. One can recognize from left to right, the GaN

substrate, the GaN buffer, the Al0.06Ga0.94N layer and In0.05Ga0.95N layer. Since

the slow scan direction was not completely parallel to the interfaces, the 100 nm

thin In0.05Ga0.95N layer is only visible as small, bright triangular area at bottom-

right corner. The interface between the In0.05Ga0.95N and the Al0.06Ga0.94N layer

is highlighted by a black dashed line. The other interfaces are marked by white

dashed lines.

The presence of the interfaces gives rise to localized contrast changes in the constant-

current STM images. The Al0.06Ga0.94N/GaN and the In0.05Ga0.95N/Al0.06Ga0.94N

interfaces induce a downward and upward height change, respectively. The GaN

buffer/GaN substrate interface shows up as bright contrast line.

In addition, the density and orientation of cleavage steps vary for the different

layers. In the GaN substrate the density of steps is relatively low and the step
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Figure 4.1: (a) Cross-sectional constant-current STM overview image of the
In0.04Ga0.96N/Al0.06Ga0.94N/GaN heterostructure measured at -2.5V and 80 pA
at a non-polar m plane cleavage surface. (b) SEM image acquired at the same
cleavage surface. The different layers, as labeled at the bottom, can be discerned
by different contrasts at the interfaces as well as different surface features. In
particular, the density of cleavage steps in the Al0.06Ga0.94N layer is significantly
increased, while the step edge direction is bent towards the [1210] direction at
the center of this layer.

edges are oriented mostly in [0001] direction. In the GaN buffer layer the direction

of the step edges remains unchanged, but the step density increases. In the first part

of the Al0.06Ga0.94N layer the steps start to bend towards the [12̄10] direction. In

addition, the step density increases strongly. In the second half of the Al0.06Ga0.94N

layer the steps bend backward to the [0001] direction, without clear further change

of the step density.

This surface topography can be corroborated by SEM. The SEM image in Fig.

4.1(b), acquired on the same cleavage surface, exhibits similar features as compared

to the STM image in Fig. 4.1(a). No contrast change can be recognized between the
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4.2 STS of the ternary nitride layers

GaN substrate and GaN buffer, except at the interface, where a dark line appears.

The Al0.06Ga0.94N layer exhibits a slightly darker contrast. In addition, a high step

density, with step orientations bended similarly as detected by STM in Fig. 4.1(a),

can be discerned. Finally the In0.05Ga0.95N layer exhibits the darkest contrast with

steps along [0001] direction.

4.2 STS of the ternary nitride layers

4.2.1 Experimental results

In this section we address the electronic properties of the different ternary group-III

nitride layers. Since the contrast in constant-current STM images is determined by

an interplay of topographic and electronic properties, the electronic structure can

only be extracted using tunneling spectroscopy. Hence, STS measurements were

performed on the freshly cleaved cross-sectional surface for this purpose.
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Figure 4.2: Averaged tunnel spectra of GaN, Al0.06Ga0.94N, and In0.05Ga0.95N,
shown as black, red, and blue filled symbols, respectively. The spectra were
measured at a freshly cleaved m plane surface, sufficiently far away from the
layers’ interfaces, using a setpoint of -1.4V and 80 pA.

The averaged I − V spectra of GaN, Al0.06Ga0.94N, and In0.05Ga0.95N are shown

as black, red, and blue filled symbols in Fig. 4.2, respectively. The spectra were
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Chapter 4 STM of nitride heterostructure

obtained at regions sufficiently far away from interface areas. All spectra show

semiconducting properties, characterized by a voltage range without detectable

tunnel current close to 0V. We denote this range as apparent band gap. The

boundary of this voltage range is delimited by so-called onset voltages. Although

the nominal band gaps of GaN, Al0.06Ga0.94N and In0.05Ga0.95N do not vary much

owing to the small Al and In contents, the spectra of the three layers exhibit

significant differences in their onset voltages: The tunnel current of In0.05Ga0.95N

exhibits significantly smaller onset voltages for both, the negative and the positive

voltage branches, as compared to GaN and Al0.06Ga0.94N. The negative branches

of tunnel current of GaN and Al0.06Ga0.94N exhibit similar onset voltages close to

-1V, but the onset-voltage of the positive branch is much larger for Al0.06Ga0.94N

(+1.8V) as compared to GaN (+1.2V), and In0.05Ga0.95N (+0.5V). If we define

the noise level of the tunnel current in this measurement to be 1 pA, the apparent

band gap is ∼ 1 eV, 2.3 eV, and 2.8 eV, for In0.05Ga0.95N, GaN and Al0.06Ga0.94N,

respectively. These apparent band gaps do not agree with the fundamental band

gaps.

Furthermore, the onset voltages are also influenced by the step density. Figure

4.3 illustrates the onset voltages of the tunnel current obtained at regions with

different step densities within the Al0.06Ga0.94N layer, as indicated in the STM image

shown as inset. The negative current branch remains unchanged with step density.

Only the positive current branch changes. In the inset, one can recognize that

the areas of the cleaved Al0.06Ga0.94N layer toward the underlying GaN buffer and

overlying In0.05Ga0.95N layer exhibit a lower step density with steps being oriented

primarily along [0001] direction. In between the step density is much higher and

the orientation of the steps is bended toward the [1210] direction. Hence, the onset

voltages of the positive tunnel current branch increases with step density. This

is corroborated by a voltage line profile at constant current, extracted from the

current-imaging-tunneling spectroscopy (CITS) map evaluated at 0.02 nA, across

the Al0.06Ga0.94N layer (cf. Fig. 4.4). The line profile demonstrates an increase of

the voltage in regions with higher step density, as compared to the regions with

lower step density. Note, the electronic properties of the interfaces modify the

voltage profile near the interfaces.

4.2.2 Discussion of the tunneling spectra of m plane group

III-nitride surfaces

At this stage, the origin of the tunnel current needs to be recalled. At negative

voltages, electrons tunnel out from the filled states in the valence band of the
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Figure 4.3: Averaged tunnel spectra measured at different regions within the
Al0.06Ga0.94N layer at a m plane cleavage surface. The black and blue I-V curves
were measured at regions with lower step densities, while the red spectrum has
been acquired at the center of the layer, where a higher step density is present.
The setpoint is -1.4V and 80 pA. The morphology of the step edges within the
Al0.06Ga0.94N layer is illustrated by the STM image in the inset. Regions with
higher and lower step density are separated by dashed black lines.

sample surface to the tip (current from the valence band IV). At positive voltages,

electrons are driven from the tip to the empty sample states in the conduction band

of the sample surface (current into the conduction band, IC). Under a flat band

conditions (cf. Fig. 4.5(a)), the band gap of the surface is given by the voltage range

without detectable tunnel current in tunneling spectra. However, the presence of

the surface state and the tip-induced band bending significantly change the spectra,

such that a straight forward interpretation is not possible anymore.
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Figure 4.4: (a) Cross-sectional constant-current STM image, depicting regions
of higher and lower step densities within the Al0.06Ga0.94N layer. Setpoint and
orientation are the same as for the STM image in the inset of Fig. 4.3. (b) Voltage
line profile at constant current, extracted from the CITS maps by evaluating
the inversed tunnel spectra V (I) at 20 pA across the regions with different step
densities, as indicated by the dashed black lines. Indeed, an increased voltage
V (20 pA) in high step density areas is found.

Tip-induced band bending

The electric field induced by the voltage applied between tip and sample pene-

trates into the sample where it is screened by a redistribution of the free charge

carriers. This leads to an upward or downward bending of band edges (depending

on the polarity of the applied voltage).[67] This process is called tip-induced band

bending.

If no surface states are present in the fundamental band gap, the Fermi level is

not pinned (called unpinned surface in the following). In this case, the band edges

follow the electrostatic potential that penetrates into the sample.
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Figure 4.5: Schematic band diagrams (a-c) of an unpinned, n-type semiconductor
surface for different cases: (a) In absence of a metal tip, the band edges (i.e.
the valence band maximum EV and the conduction band minimum EC) are
unchanged throughout the whole semiconductor. (b) In presence of a negatively
biased tip, the applied potential penetrates into the sub-surface region of the
sample leading to a downward band bending. If EC is dragged below the Fermi
level, an electron accumulation arises (red). These accumulated electrons can
tunnel to the tip, giving rise to a tunnel current Iacc. For sufficiently large
negative voltages, tunneling out of filled valence band states (green) into the tip
emerges (denoted as IV). (c) For a positively biased tip, tunneling from tip states
(blue) into empty conduction band states (denoted as IC) arises already at small
voltages, since the Fermi level is close to EC. With increasing positive voltage, the
band edges bend further upwards and EV can be dragged above the Fermi level.
In thermal equilibrium, this would lead to an inversion zone, i.e. an accumulation
of holes at the sample’s surface. However, under tunneling conditions, no holes
will be present at the surface due to a sufficiently large supply of tip electrons
which can tunnel instantly into arising empty valence band states. Thus, an
inversion zone cannot be sustained. (d) Resulting tunnel current components of
an unpinned n-type semiconductor surface. At positive voltages, tunneling into
empty conduction band states is probed, while at negative voltages tunneling out
of the conduction band’s accumulation zone is dominant.
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Chapter 4 STM of nitride heterostructure

Figures 4.5(b) and (c) illustrate schematically the tip-induced band bending at

an unpinned n-type surface. EV and EC denote the bulk valence band maximum

and the bulk conduction band minimum, respectively. In the absence of the tip,

the bands are unchanged from the bulk towards the surface (i.e. flat bands, cf.

Fig. 4.5(a)). Upon approaching a tip to the surface, the band edges are shifted

downwards or upwards for negative or positive applied voltage, respectively.

At negative voltages (cf. Fig. 4.5(b)), the downward band bending drags the

conduction band below the Fermi level for n-type material. This creates an ac-

cumulation of electrons in the conduction band. These accumulated electrons can

tunnel into the empty states of the tip. This component of the tunnel current

is called accumulation current Iacc.[68] Hence, the negative branch of the tunnel-

ing spectrum is a sum of the current from the valence band (IV) and from the

accumulation layer in the conduction band (Iacc).

Note, the accumulation current Iacc dominates if the surface band gap is a direct

band gap (surface band gap at the Γ point),[69, 70] as e.g. GaN(1010). In this case,

the valence band states cannot be probed. In contrast, for indirect surface band

gap materials, where the surface conduction band edge is located at the edge of

the Brillouin zone, the accumulation current is suppressed and hence, the current

from the valence band IV dominates. This suppression arises from momentum

conservation in elastic tunneling:[68] Electrons in the accumulation layer have a

non-zero momentum, which can be accommodated in the tip with lower probability

only.

At positive voltages (see Fig. 4.5(c)) the tunnel current into the conduction band

(IC) starts close to 0V, since the Fermi level of an n-type semiconductor is situated

close to the conduction band. At larger positive voltages, the valence band edge

can be dragged in principle above the Fermi level, creating an inversion zone (i.e.

accumulation of minority carriers). However, under tunneling conditions, the in-

version zone cannot be maintained as electrons tunnel with higher probability into

the inversion zone, as they can be removed from it.[68] Hence, at positive voltages

only tunneling into conduction band occurs.

Figure 4.5(d) illustrates the resulting components of the tunnel current for the

case of an unpinned GaN nonpolar surface. At negatives voltages, the dominant

component of the tunnel current arises from tunneling out of filled conduction

band states Iacc, whereas at positive voltages, the tunnel current is composed of

tunneling into empty conduction band states (IC). Hence at both voltage polarities,

the conduction band is probed.[71] Therefore, no fundamental band gaps can be

measured for nonpolar group III-nitride surfaces.
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4.2 STS of the ternary nitride layers

Surface states

In general, surfaces exhibit surface states. The influence of these surface states on

the electronic properties depends primarily on the energetic position and on their

density. Therefore, one has to discuss the different possible types of surface states.

Surface states can categorized as intrinsic or extrinsic.

Extrinsic surface states arise from defects of the crystal structure or adsorbates,

such as vacancies, steps or contaminations. In the present case of a freshly cleaved

surface in ultra high vacuum, contaminations can be ruled out. The STM images

suggest that the dominating extrinsic defects are rather cleavage steps.

Intrinsic surface states are related to the termination of the bulk and reconstruction

of the surface. In the present case of a non-polar m plane surface of group III-

nitrides, the intrinsic surface states are derived by the nitrogen- and group-III

dangling bonds.

Both types of surface states can result in a surface Fermi level pinning, if the energy

of the surface state is in the fundamental band gap. The nitrogen derived dangling

bond is situated at the valence band edge for all group-III nitrides. For pure InN,

the In derived surface state is in the conduction band.[72] Hence these states do

not play a significant role for the pinning.

However, the empty group-III derived dangling bond is for GaN and AlN in the

upper half of the fundamental band gap[73, 74] and surface states arising from

cleavage steps are typically energetically located close to midgap position. These

intrinsic and extrinsic gap states induce Fermi level pinning.

Figure 4.6 shows the schematic band diagrams for the example of the n-type GaN

nonpolar surface, (a) pinned by the intrinsic empty surface state and (b) by ex-

trinsic surface states (i.e. steps-induced). The minimum of the Ga-derived empty

surface state SGa lies at around 1 eV below the bulk conduction band minimum

EC, whereas the N-derived occupied surface state SN is located at the bulk valence

band maximum EV (0 eV) (cf. Fig 4.6(a)).[73] In addition, the step-induced ex-

trinsic surface state, located at the middle of the bulk band gap, is schematically

illustrated in Fig 4.6(b). For both cases, the Fermi level of the semiconductor and

the surface state level align in electronic equilibrium without an applied electric

field. Hence, the SGa and step-induced surface state are partially occupied. This

occupation leads to a pinning of the Fermi level, thus the conduction band edge is

bent towards upward.
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Figure 4.6: Schematic band diagrams of the pinned n-type GaN non-polar sur-
face. (a) Pinning by intrinsic surface states: The filled N-derived surface state
is situated at the valence band maximum, far off the Fermi level, and is thus
electrically inactive. However, the minimum of the empty Ga-derived surface
state lies approximately 1 eV below the conduction band minimum within the
fundamental band gap. The bulk Fermi level close to the conduction band edge
leads to a partial occupation of this otherwise empty state, resulting in an up-
ward shift of the band edges at the surface. (b) Pinning by extrinsic surface
states (e.g. step-induced states): Extrinsic surface states commonly lead to a
Fermi level pinning in the center of the band gap. In absence of a probe tip, the
potential shift at the n-type GaN non-polar surface is expected to be larger for
an extrinsic pinning than for an intrinsic pinning.
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4.2 STS of the ternary nitride layers

Interaction of tip and surface state-induced Fermi level pinning

At this stage, we turn to the discussion, first qualitatively, of simultaneous surface

state-induced Fermi level pinning and tip-induced band bending, as present in STM.

This is followed by simulations of the tunnel current.

1. Model of only intrinsic surface state
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Figure 4.7: Comparison of I-V spectra measured at non-polar m plane GaN and
Al0.06Ga0.94N surfaces (symbols) with tunnel current simulations (lines). For
GaN, simulations were carried out for both an unpinned (red dashed line) and
a pinned (red solid line) surface. However, at positive voltages, tunneling into
empty conduction band states starts at about 0.4 V and thus at much smaller
voltages than experimentally obtained. This is indicative for an upward band
bending, caused by an partial occupation of the Ga-derived surface state. Indeed,
the best agreement between the simulated and measured I-V curves for GaN at
positive voltages has been obtained for a pinning of the Fermi energy about 1
eV below the conduction band edge (cf. black symbols and red solid line). In
analogy, a pinning of the Fermi energy at 1.69 eV below the conduction band
edge has been derived for the Al0.06Ga0.94N surface (cf. red symbols and blue
solid line).

The intrinsic surface state is empty in equilibrium. However, by occupation with

electrons, the surface state causes a pinning of the Fermi energy, which leads to an

offset of the voltage scale. In order to quantify this, Fig. 4.7 displays the simulated

tunnel current for the unpinned n-doped GaN surface (red dashed line) and the
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Chapter 4 STM of nitride heterostructure

pinned surface (solid lines) with different surface state energies. The experimentally

measured spectra of GaN are superimposed as black symbols.

At positive voltages, without surface state, the calculated tunnel current from the

tip into the empty conduction band states (red dashed line) starts at a much smaller

tunneling voltage than experimentally found. This is in agreement with previous

observations.[71] This effect is due to the Fermi level position close to the conduction

band edge in n-type GaN. The experimental data suggests rather a larger onset

voltage. This can be obtained if the empty surface state creates an voltage (energy)

offset by pinning the Fermi energy about 1 eV below the conduction band edge. The

simulation of the tunnel current under this assumption (solid red line) agrees very

well with the experimentally measured data. Hence, the shift of the current onset

to larger positive voltages is given by the energy difference between the intrinsic

empty surface state in the band gap and the conduction band edge.[71]

At negative voltages, the situation is somewhat different. If the intrinsic empty

surface state would act as pinning state also at negative voltages, the current onset

at negative voltages would correspond to the valence band edge. Hence one would

measure the real fundamental band gap of 3.4 eV. Instead the apparent band gap

is much smaller. This indicates the presence and dominance of a current from

electrons accumulating in the conduction band and hence a tip-induced downward

band bending. The condition for this scenario is that the empty surface state

remains empty under tunneling conditions. Indeed, it has been shown that electrons

are prohibited due to momentum conservation to transfer from the conduction band

minimum into the empty Ga-derived surface states. This effect reduces the filling

probability of the empty surface state in downward band bending condition. In

addition, electrons can tunnel easily out of the empty dangling bond if existing. As

a result, under tunneling conditions no electron will remain in the empty surface

state and hence no Fermi level pinning occurs at negative voltages.

Figure 4.8 illustrates the schematic band diagram of the GaN surface pinned by

intrinsic surface states with the tip present.

In analogy, for Al0.06Ga0.94N the empty surface state is located deeper in the band

gap as indicated by the larger voltage shift of the onset voltage of the positive

current branch. The best agreement is found for a intrinsic empty surface state

1.7 eV below the conduction band edge.
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Figure 4.8: Schematic band diagram of a clean nonpolar m-plane GaN surface
in presence of a metallic probe tip. (a) At positive voltages, the Fermi level of
the tip EF,tip needs to overcome the conduction band minimum before a tunnel
current can emerge. The empty Ga-derived surface state induces a surface Fermi-
level pinning that gives rise to a shift of the conduction band minimum towards
higher energies compared to the unpinned case (cf. solid versus dotted line).
(b) At negative voltages, one would actually expect a pinning by the Ga-derived
surface state and thus an upward band bending, too. However, as experimentally
shown, the pinning by the Ga-derived surface state cannot be preserved under
these conditions. This is due to a quantum mechanically prohibited electron
transfer from the conduction band minimum into the Ga-derived surface state.
Therefore, under tunneling conditions, the probability of emptying this state by
electrons tunneling into the tip is higher than the probability of refilling it by
conduction band electrons. As a result, no Fermi level pinning occurs and the
tip induced band bending drags the conduction band edge below the Fermi level,
which leads to an accumulation current.
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Chapter 4 STM of nitride heterostructure

2. Model of additional step-induced pinning

The STM images of the Al0.06Ga0.94N surface topography (see in Fig. 4.1) reveal

a remarkable amount of steps on the Al0.06Ga0.94N cleavage surface. This points

to the presence of additional extrinsic surface states on the Al0.06Ga0.94N (101̄0)

surface. Thus, we need to discuss the influence of step-induced extrinsic surface

states on the tunnel current.

As shown in Figs. 4.3 and 4.4 the onset of the positive branch of the tunnel current

shifts to higher voltages in area with higher step density. This indicates that the

steps play a role. However, this effect is only small: For this we turn to the band

structure in presence of pinning by extrinsic surface states. Figure 4.9 illustrates

the interaction of tip and the extrinsic surface states (i.e. step-induced) induced

Fermi level pinning on a GaN surface.
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Figure 4.9: Schematic band diagram of a n-type semiconductor pinned by extrinsic
surface states in presence of a metallic probe tip. The extrinsic surface state
commonly leads to a surface Fermi level pinning at midgap position and thus to
an upward band bending. This band bending remains essentially unchanged for
both, (a) positive and (b) negative voltages and the tip induced band bending
(dotted lines) is suppressed. Thus, the real fundamental band gap can be probed.

At positive voltages, similar to the intrinsic surface state case, the Fermi level is

pinned by the extrinsic surface state and the onset voltage is shifted towards a larger

value. However, due to a lower energy position of extrinsic surface state (usually

at the midgap), the shift of the onset voltage is expected to be much larger than

the intrinsic-pinning case.

At negative voltages, the band edges are fixed by the extrinsic surface state. Thus,

there is no accumulation current from the conduction band. The tunneling process

44



4.3 STS at interfaces

starts until the Fermi level of the tip is below the valence band edge of the sample.

Hence, one can measure the real fundamental band gap of Al0.06Ga0.94N (3.5 eV) in

this case. In addition, the onset voltage of positive and negative branches should

exhibit similar values due to the midgap pinning. However, the measured apparent

band gap of Al0.06Ga0.94N is 2.7 eV and the onset voltage of the negative branch

is much smaller than the positive one. Thus, the tunneling on the Al0.06Ga0.94N

surface can not be explained by only extrinsic pinning. Hence, the pinning by

surface states on the Al0.06Ga0.94N surface is a combination of intrinsic and extrinsic

surface states. The high step density induces only a small additional band bending,

but the dominating Fermi level pinning is due to the intrinsic surface state.

4.3 STS at interfaces

4.3.1 Experimental results
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Figure 4.10: (a) Current-imaging-tunneling spectroscopy (CITS) map of the GaN
substrate/GaN buffer/Al0.06Ga0.94N layers evaluated at +2.5V. The two inter-
faces induce localized current increases. (b) The line profile of the CITS map.
At the GaN buffer/GaN substrate interface the tunnel current increases within
a ∼20 nm (FWHM) region. At the Al0.06Ga0.94N/GaN buffer interface, a less
pronounced peak can be observed.
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4.3 STS at interfaces

Figure 4.10 illustrates the local changes at two of the three interfaces (GaN buffer/

GaN substrate and Al0.06Ga0.94N/GaN buffer interfaces) using a CITS map. The

line profile of the CITS map in Fig. 4.10 (b) demonstrates that the interfaces give

rise to peaks of the tunnel current with a FWHM of about 20 nm. The increase of

the tunnel current by a factor ∼ 80 for the GaN buffer/GaN substrate interface is

much larger than the increase by a factor of ∼ 5 for the Al0.06Ga0.94N/GaN buffer

interface (values with respect to the GaN buffer). The data illustrates that the local

changes of electronic properties are confined at the interfaces and depend strongly

on the interface properties.

In order to obtain a deeper insight into the interface properties and origin of the

changes at the interfaces, detailed spectra across the interfaces are extracted from

the experimental measurements shown in Fig. 4.11 for each interface. Figure 4.12

displays I-V spectra across the GaN buffer/GaN substrate interface, each averaged

within a 20 nm wide region parallel to the interface. Each spectrum shown rep-

resents the average of about 200 individual spectra. The spectra reveal a strong

decrease of the onset voltage by 0.8V of the positive current branches at the in-

terface. This corresponds to the strong current increase found in Fig. 4.10. The

negative current branches remain essentially unchanged.

In analogy, Fig. 4.13 illustrates I-V spectra across the Al0.06Ga0.94N/GaN buffer

interface. At the interface, again a downward shift of the onset voltage of the

positive current branch occurs. However, the shift is significantly smaller with ap-

proximately 0.3V with respect to the GaN buffer. This is in line with the weaker

current change for this interface as compared to the former GaN buffer/GaN sub-

strate interface (Fig. 4.10). In addition, the comparison of the spectra on the

Al0.06Ga0.94N and GaN side of the interface corroborates the onset shift between

the two materials observed in Fig. 4.4 far away from the interfaces already. The

negative current branches are again essentially unchanged.

Figure 4.14 presents I-V spectra across the In0.05Ga0.95N/Al0.06Ga0.94N interface,

in analogy to the previous interfaces. The spectra reveal a continuous downward

(upward) shift of the onset voltage of the positive (negative) current branch from

Al0.06Ga0.94N to In0.05Ga0.95N. The final spectrum of In0.05Ga0.95N exhibits only a

very small apparent band gap of 0.67V.
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Figure 4.12: I-V spectra measured across the GaN buffer (blue spectrum)/GaN
substrate (yellow) interface (red). The setpoint is -1.4V and 80 pA. The onset
voltage of the positive current branch shifts downwards by 0.8V at the interface
position, which reveals a downward band bending at the interface. Each spectrum
has been averaged over a 20 nm wide region parallel to the interface.
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Figure 4.13: I-V spectra measured across the Al0.06Ga0.94N (green)/GaN buffer
(blue) interface (red). The setpoint is -1.4V and 80 pA. Again the onset voltage
of the positive current branch shifts downward at the interface, similar to the
GaN buffer/GaN substrate interface. Each spectrum has been averaged over a
10 nm wide region parallel to the interface.
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Figure 4.14: I-V spectra measured across the In0.05Ga0.95N/Al0.06Ga0.94N inter-
face. The setpoint is -1.4V and 80 pA. Each spectrum has been averaged over
a 15 nm wide region parallel to the interface. The onset voltage of the posi-
tive tunnel current branch shifts towards smaller values from Al0.06Ga0.94N to
In0.05Ga0.95N.
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4.4 Conclusions

4.3.2 Discussion of tunneling spectra at interfaces

The tunneling spectra at the interface shown in Figs. 4.12, 4.13, and 4.14 reveal

shifts of the positive voltage branch towards smaller voltages at the interfaces, which

indicates a reduction of the tip-induced upward band bending at positive voltages.

This can be caused by an additional downward electrostatic potential change.

The electrostatic potential change can be induced by a charge at the interface, e.g.

impurities. This make sense for the GaN buffer/GaN substrate interface, due to

the presence of a highly Si-doped layer at the interface found in the SIMS data in

Fig. 3.3. However, for the other two interfaces, the doping concentrations at the

interface are close to those of the adjacent layers.

Hence, for the Al0.06Ga0.94N/GaN interface the downward shift of the positive onset

voltage suggests a local downward band bending whose origin is not related to impu-

rity charges. Similar the continues downward shift at the In0.05Ga0.95N/Al0.06Ga0.94N

interface suggests a downward band bending.

However these effect cannot be discriminated from local polarization changes, elec-

tron affinity changes, or changes of the band structure. Thus, in order to obtain a

comprehensive knowledge about the electrostatic potential change at the interface,

we need to combine the STS data with other local electrostatic potential measure-

ments, i.e. with electron holography in a TEM (see Chapter 5).

4.4 Conclusions

This chapter presents the topography and tunneling spectroscopy of the cross-

sectionally cleaved In0.05Ga0.95N/Al0.06Ga0.94N/GaN heterostructure probed by STM

and STS.

The topography of the m plane cleavage surface is dominated by cleavage steps

separating atomically flat terraces. The orientation of the steps is mostly parallel

to the c direction except in the Al0.06Ga0.94N layer, where the steps exhibit a bending

toward a direction coupled with a significant increase in their density. The step

pattern is compatible with a strained Al0.06Ga0.94N layer.

The tunneling spectra of the binary and ternary group III-nitride layers reveal a

pinning of the Fermi level by the intrinsic group III atom-derived dangling bond.

Surface steps induce slight further upward band bending. At the interfaces the

tunneling spectra reveal a significant downward shift of the onset of the tunnel

current at positive voltages (while at negative voltages no changes occur). This
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Chapter 4 STM of nitride heterostructure

suggests a local downward band bending, whose origin is traced to a delta type

doping profile at the GaN buffer/GaN substrate interface. For the other interfaces

the conclusions are not that straightforward. Hence for a further insight, it is

necessary to combine with the STS data the off-axis electron holography in the

TEM, which provides a complimentary access to the local electrostatic potential.
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Chapter 5

Quantitative determination of

electrical properties of

semiconductor interfaces by

off-axis electron holography

In this chapter, the phase changes of transmitted electrons in TEM at group III-

nitride semiconductors’ interfaces are measured by off-axis electron holography.

For this purpose the specimens are investigated by off-axis electron holography at

300 kV in an image-aberration-corrected FEI Titan G2 60-300 HOLO microscope,

equipped with a high-brightness field emission gun (XFEG) and two electrostatic

biprisms.[75] 300 nm thick lamellas are prepared by FIB milling in a FEI Helios

Nanolab 400s dual-beam system with Ga ions as described in detail in Chapter 2.

Since the electrostatic potential at the surface of the lamellas is affected by the

FIB preparation and surface contaminations, a quantitative understanding of the

electron phase obtained by off-axis electron holography requires a determination

of the surface Fermi level pinning and a self-consistent simulation of the electro-

static potential, using all relevant properties acquired by STS and SIMS in the

previous chapters. Due to no material change at the GaN buffer/GaN substrate

homointerface, we first fit the phase profile of this interface to determine the sur-

face Fermi level pinning. This enables the simulation of the other, more complex

heterointerfaces, and thus the unraveling their properties.

5.1 Experimental results

Figure 5.1(b) shows the reconstructed phase image of a part of the In0.05Ga0.95N/

Al0.06Ga0.94N/GaN buffer/GaN substrate heterostructure. Within the field of view,
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Chapter 5 Quantitative off-axis electron holography of semiconductor interfaces

two interfaces are present and can be discerned from changes in contrast (indicated

by red dashed lines): a bright line is visible at the GaN buffer/GaN substrate

interface and a step-like contrast is observed at the Al0.06Ga0.94N/GaN interface.
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Figure 5.1: (a) Cross-sectional constant-current STM image of the
Al0.06Ga0.94N/GaN buffer/GaN substrate heterostructure measured at −2.5V
and 80 pA. (b) Reconstructed phase image of the Al0.06Ga0.94N/GaN buffer/GaN
substrate heterostructure. Two interfaces are present in the field of view
and give rise to bright lines. (c) Line profile extracted from the phase image
perpendicular to the interfaces. The background of the phase profile is linearly
increasing from the GaN substrate to the Al0.06Ga0.94N layer. At the GaN
buffer/GaN substrate interface, the phase change shows a peak, whereas a
step-like change is observed at the Al0.06Ga0.94N/GaN buffer interface.
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5.1 Experimental results

The line profile of the phase change in Fig. 5.1(c), extracted from the phase image

in Fig. 5.1(b), reveals a linear background on top of which a pronounced peak ap-

pears at the GaN buffer/GaN substrate interface, whereas at the Al0.06Ga0.94N/GaN

interface the phase change exhibits an offset. Before further analysis a linear back-

ground subtraction is applied to the phase profile. In addition for noise reduction

several measurements are averaged. For averaging only profiles without diffraction

artifacts were used.

    GaN

substrate

    GaN

   buffer

Figure 5.2: Averaged phase profile across the GaN buffer/GaN substrate interface.
The peak at the interface position has a FWHM of 20 nm and a height of 0.4 rad
relative to the GaN buffer. Right to the peak, a pronounced dip in the phase
profile becomes apparent at the GaN buffer side before reaching the constant
plateau.

Figures 5.2 and 5.3 illustrate the averaged local phase changes at the GaN buffer/GaN

substrate and Al0.06Ga0.94N/GaN interfaces, respectively, after removing the lin-

ear background. Now further details of the phase change at the interfaces can

be observed. Beside the already mentioned peak in the phase profile, the GaN

buffer/GaN substrate interface gives rise to a dip at GaN buffer side. The peak has

a FWHM of ∼20 nm and a height of 0.4 rad. In contrast, the Al0.06Ga0.94N/GaN

interface induces a step-like phase change of 0.17 rad, without peaks or dips.

Figure 5.4 illustrates the averaged phase profile across the In0.05Ga0.95N/Al0.06Ga0.94N

interface (not in the field of view of Fig. 5.1). Unlike the other two interfaces, a

combination of a step-like change and a pronounced dip is found here. The dip ex-

hibits a height of 0.25 rad and the offset between two plateaus is around 0.15 rad.
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    GaN

   buffer
    Al0.06Ga0.94N

Figure 5.3: Averaged phase profile across the GaN/Al0.06Ga0.94N interface. A
step-like phase shift of ∼0.17 rad is visible at this interface, decreasing from GaN
to Al0.06Ga0.94N.

    In0.05Ga0.95N    Al0.06Ga0.94N

Figure 5.4: Averaged phase profile across the In0.05Ga0.95N/Al0.06Ga0.94N inter-
face. The phase profile exhibits a pronounced dip (0.25 rad) at the interface
and an offset (0.15 rad) between two layers. The phase change increases from
Al0.06Ga0.94N to In0.05Ga0.95N.
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5.2 Discussion

5.2.1 Comparison of holography with SIMS and STM
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Figure 5.5: Comparison of the phase profile across the GaN buffer/GaN substrate
interface with the Si concentration profile measured by SIMS and the current
profile derived from the CITS map. All these profiles show a peak with a FWHM
around 20 nm at the interface. Strong similarities can be observed in the phase
profile and the Si concentration profile, i.e. the relative height in the layers and
a decrease next to the peak before reaching a constant level.
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The STM image in Fig. 5.1(a) reveals already a similarity of the interface contrast

in STM and phase images. For a more detailed comparison, Fig. 5.5 depicts

(a) the phase profile across the GaN buffer/GaN substrate interface measured by

electron holography, (b) the Si concentration obtained by SIMS, and (c) a line

profile extracted from the CITS map evaluated at +2.5V measured by STM. All

those profiles have in common a peak at the interface with a FWHM of about 20 nm.

Interestingly the phase profile and the profile of the Si concentration exhibit a very

similar shape, indicating that the peak and the subsequent dip in the phase profile

is primarily caused by a change in doping concentration.

In the notation used throughout this thesis, a minimum of the electrostatic potential

gives rise to a maximum in the electrons’ phase. Hence, the maximum of the phase

at the GaN buffer/GaN substrate interface corroborates the findings obtained by

STS, that the electrostatic potential is decreased locally by a highly doped layer.

Thus, qualitatively, the phase change at the GaN buffer/GaN substrate interface

can be explained by the doping profile obtained by SIMS. However, if we turn to

a quantitative analysis of the phase change, the situation becomes more complex.

This can be easily understood, if one estimates the total phase change, caused by

a change of the doping concentration from 1×1018 to 1×1019 cm−3. Assuming an

effective density of states mass of the conduction band of 0.2,[76] the Fermi level is

increased by ∼37meV due to the doping concentration change. According to Eq.

2.22, this would lead to an phase change of φ = CE·0.037V·3·10−7m=73mrad for

a specimen thickness of 300 nm. Obviously, the peak of the electrons’ phase in Fig.

5.5(a) is significantly larger than the estimated value. Thus, further contributions

to the phase change need to be discussed.

5.2.2 Theoretical discussion of electron holography

According to Eq. 2.22 in Section 2.3.2, the phase shift of the electron is given

by the integral of the potential along the beam direction. Therefore the phase

shift depends primarily on the following physical properties: mean inner potential

(MIP), electrostatic potential and thickness of the lamella.

� MIP: VMIP is related to the intrinsic materials properties.[77] Since from the

GaN buffer to the GaN substrate, there is no material change, VMIP does not

change either. Hence, only for interfaces that exhibit composition changes,

VMIP affects the phase change. Thus, VMIP only plays a role at the other two

interfaces.
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� Electrostatic potential: The electrostatic potential VEP is related to the con-

centration of both fixed and free charges, governed by the Poisson equation.

Thus it is affected by the doping concentrations, defects, and surface charges.

Since the lamella is prepared by FIB milling, its surfaces can be damaged

by high energy ion beams. Thereby, extrinsic surface states may have been

incorporated by preparation process, leading to a surface Fermi level pinning.

The screening length of the surface Fermi level pinning depends on the doping

concentration of the different layers. Thus, self-consistent simulations need

to be performed to reveal the electrostatic potential distribution within the

lamella.

� Thickness changes: The phase in electron holography depends linearly on the

thickness of the lamella along the electron beam direction. The preparation

of lamellas by FIB could introduce some fluctuations in thickness. However,

since the ion beam of the FIB is applied perpendicular to the interfaces (see

Fig. 3.7), thickness changes introduced by the FIB do not affect the averaged

line profiles of the phase across the interfaces. Hence, the thickness is assumed

to be constant.

In addition to the intrinsic properties of materials and the thickness change, that

lead to a phase change, there are some other effects related to the measurement

method. In particular, beam-induced electron-hole pair generation and beam in-

duced charging could play a role.

� Beam-induced electron-hole pair generation: Since the doping concentrations

of the sample are in the order of 1018 cm−3 or even 1019 cm−3, the concen-

tration of the beam-induced electron-hole pairs, which is found to be in the

order of 1017 cm−3 for the actual measurement parameters, is approximately

one order of magnitude lower than the doping concentration.[78] Therefore,

the effect of beam-induced carriers on the phase change is negligible for the

samples investigated here.

� Beam-induced charging: The linear background of the phase profile is at-

tributed to a charging. This could be related to a Au layer on the (0001)

growth surface. The Au layer forms a Schottky contact with the semiconduc-

tor. Thus, it can be positively charged by the electron beam and the charges

cannot flow away fast enough. However, such long range effects on the phase

change can be easily separated from the local changes near the interfaces by

subtracting the background. Hence, the influence of beam-induced charging

can be also neglected.
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In conclusion, for the here discussed doping and heterointerfaces, electrostatic po-

tential changes and the MIP changes between different materials are the primary

effects to the phase change of transmitted electrons in electron holography. Hence,

if the MIP and the electrostatic potential, as well as the thickness are known, we

can calculate the phase change using these three values. The derivation of the MIP

values is described in Section 6.2. The thickness determination is given in Section

3.3.

5.2.3 Comparison with self-consistent simulations

We now turn to a quantitative analysis of the phase change. For achieving this goal,

we performed self-consistent simulations of the GaN buffer/GaN substrate interface

including the doping profile as revealed by SIMS. The results are compared to the

measured phase change. The line of analysis is as follows: The GaN buffer/GaN

substrate interface is a pure doping interface where all parameters are known and

thus the electrostatic potential and hence phase change can be calculated. The

only unknown parameter is the surface pinning. Therefore, the GaN buffer/GaN

substrate interface is used to extract the surface pinning with help of the simula-

tions. The extracted surface pinning is then applied to the two heterointerfaces to

extract polarization and electron affinity changes.

GaN buffer/GaN substrate interface

Since the GaN buffer/GaN substrate interface is a homointerface, contributions to

the phase change across the interface caused by a change of material properties

like MIP, electron affinity, or polarization can be ruled out. However, as discussed

in Section 5.2.1, a doping-induced change of the Fermi level alone is insufficient

to explain the experimentally observed phase change. Thus, we investigated the

interplay of different surface pinning levels, caused by FIB induced damage, with

the different doping concentrations measured by SIMS.

Figure 5.6 illustrates the self-consistent calculation of the phase change for different

surface state pinning levels (colored lines) as well as the measured phase profile

across the GaN buffer/GaN substrate interface (gray symbols).

First, we discuss the situation of an unpinned ideal surface (blue dashed line): The

calculated electrostatic potential without pinning by surface states exhibits only a

small phase change (as estimated in Section 5.2.1), which does not fit to our mea-

surement, although the overall shape of the measurement is reproduced. Without
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Figure 5.6: Calculated phase profiles (lines) across the GaN substrate/ GaN buffer
interface, including different surface pinning conditions. The measured electron
phase profile is shown in gray symbols to compare with the simulations. The best
agreement between the calculated and experimentally measured phase profile is
obtained for a surface pinning level at EVAC − (6.8 ± 0.2) eV, which equals to
EV + (0.69± 0.2) eV.

surface pinning, the phase change is due to the different Fermi level positions across

the interface only, which are caused by the doping profile. The disagreement of this

model with the measurement indicates that the lamella’s surface can not be free of

surface states in the fundamental band gap (i.e. unpinned).

Thus, we introduce a surface Fermi level pinning into the calculation. Since GaN is

present on both sides of the interface, we assume the pinning levels to be everywhere

identical. The solid lines in Fig. 5.6 are calculated phase profiles for a series

of different surface pinning levels. The peak height and relative height of two

plateaus notably increase with a decrease of the pinning level (shift of pinning level

toward valence band edge). The physical origin of this effect is discussed in Section

5.2.4. The best agreement between experiment and simulation is found for a surface

pinning level at EVAC − (6.8± 0.2) eV, i.e. EV + (0.69± 0.2) eV, where EVAC is the
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Chapter 5 Quantitative off-axis electron holography of semiconductor interfaces

vacuum energy. The quantitative agreement between simulation and measurement

is indicative for the presence of a surface Fermi level pinning.

The origin of the surface Fermi level pinning

In order to discuss the origin of the surface Fermi level pinning of the lamella,

the lamella preparation process needs to be taken into account. After ion beam

preparation in the FIB vacuum chamber, the lamella was taken out to the ambient

air and transferred to a vacuum desiccator until the beginning of the TEM mea-

surement. Although the transferring time is short, it is still possible to introduce

an adsorbate coverage (typically oxygen) on the surfaces of the lamella.[79] Thus,

adsorbates are expected to create midgap surface states. However, the measured

peak height does not fit to the calculation for the midgap state (see the green line

in Fig. 5.6) and this effect is likely secondary. The reason is that the FIB creates

an amorphous surface layer, which can be anticipated to create a pinning too. In

addition, below the amorphous top layer, the Ga ion beam used for FIB milling can

be expected to induce point defects, such as N vacancies (VN), N interstitials (Ni),

Ga vacancies (VGa) and Ga interstitials (Gai). The defects concentrate at the near

surface region. Since N is easier to be displaced by ion-bombardment defects (much

lighter than Ga), most defects can be expected to be related to the displacement of

N atom (i.e. VN and Ni). Furthermore, the diffusion energies of the different defects

are remarkably different:[80, 81] Utilizing first-principles density-functional theory

(DFT), Limpijumnong et al.[80] found that among all types of vacancies present

in GaN, VN have the highest migration barrier (see Tab. 5.1). Hence, the VN are

expected to remain at the near surface region of the lamella, whereas interstitial

atoms can migrate to the surface (i.e. incorporate in the amorphous surface layer)

even at room temperature.

Deffects Migration barriers [eV]
V+

N 4.3
V3+

N 2.6
V3−

Ga 1.9
N+

i 2.1
Ga3+i 0.9

Table 5.1: The migration barriers for native defects in wurtzite GaN. The highest
one is that of V+

N with 4.3 eV.[80]
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At this stage, the electronic properties of VN need to be discussed. DFT calcu-

lations revealed that VN exhibits two charge transition levels in the fundamental

band gap.[82, 83] The (3+/+) transition level is located at 0.47 eV above the va-

lence band, and the (+/0) transition level is 0.24 eV below the conduction band.

Due to the presence of the amorphous layer and the adsorbate coverage on the

surface of the lamella, the surface is at least pinned at midgap. It indicates that

the transition levels close to conduction band are electrically inactive. Thus, the

(3+/+) transition level of VN, which is found at EV+0.47 eV, is the first level that

could cause a surface pinning in our lamella. This value agrees well with the pinning

level of EV + (0.69± 0.2) eV extracted from the phase profile.

Since the surface treatment is identical for each layer of our lamella, the surface

pinning levels with respect to the vacuum level are expected to be identical for each

layer. The thus obtained pinning level will be therefore used in the following for

the analysis of all other interfaces.

Al0.06Ga0.94N/GaN interface

The Al0.06Ga0.94N/GaN interface gives a step-like change of the phase. The two

different plateaus, separated by the step, extend over the whole adjacent layers. If

there would be an electronic effect (e.g. charge sheet, polarization change) locally

confined at the interface, the free charge carriers would screen it and as a result the

phase change would reflect this screening. However, only a step in the phase is found

without decay on either side. Hence one can rule out polarization changes at the

interface as origin of the step-like phase change (the polarization change induces a

local change in the phase shift, see discussion in Section 5.2.4). However, a material

contrast arising from a change of the MIP, can be expected to result in a sharp step

in the phase profile across the interface (see Section 5.2.4). Similarly, an electron

affinity change can also lead to a step-like phase shift without the effect of screening

within the adjacent layers (see Section 5.2.4). Both, a change of the MIP and an

electron affinity change can thus contribute to the measured phase shift at this

interface. With the theoretical value of the MIP change at the Al0.06Ga0.94N/GaN

interface (∆VMIP = 105±32mV, derived in Section 6.2), the electron affinity change

across the interface can be determined by fitting the simulated phase change to the

measurement.

Figure 5.7 illustrates the self-consistent calculations (colored dashed and solid

lines) of the phase profile together with the measured signal (symbols) across the

Al0.06Ga0.94N/GaN interface. Since the lamella was tilted from the zone axis (tilt
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Figure 5.7: Simulated phase change across the Al0.06Ga0.94N/GaN interface (lines)
and experimental phase profile (gray symbols) measured by off-axis electron
holography. The step-like change in the phase profile can be attributed to
an electron affinity change and a MIP change. The self-consistent calculation
of the phase change is in best agreement with the measured phase change for
∆χ = +42.5± 50meV and ∆VMIP = 105± 32mV (red solid line). We applied a
17 nm moving average to the simulated phase profile due to a tilt of the sample
(see text). The blue dashed line is the simulated result without moving average.
Furthermore, two calculations with a polarization change of ∆P = ±5mC/m2

are performed (green and purple solid lines). However, they can not reproduce
the shape of measured phase around the interface, indicating no relevant polar-
ization change at this interface. Note, the surface pinning level is identical to the
one used for the GaN substrate/ GaN buffer interface.
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angles 13◦ and 1◦ in a and c directions, respectively) to reduce the diffraction

contrast, we applied a 17 nm moving average to the calculated phase profile. The

best agreement with the measured phase profile is achieved for ∆χ = +42.5 ±
50meV (red solid line) and no polarization change. In order to demonstrate that

there is no detectable polarization change at this interface, we added to the graph

in Fig. 5.7 two simulated phase changes assuming a rather small polarization

change of ∆P = ±5mC/m2 (green and purple solid lines). Clearly, the assumption

of a polarization change at the interface completely alters the symmetry of the

two opposite peaks at the interface region. This has not been observed in the

experiment. Hence, we anticipate a polarization change of ∆P = 0 ± 2mC/m2 is

achieved for the Al0.06Ga0.94N/GaN interface.

Note, for the self-consistent simulations of this interface we used the same surface

Fermi level pinning as for the GaN buffer/GaN substrate interface, as discussed

before.

In0.05Ga0.95N/Al0.06Ga0.94N interface

The phase profile across the In0.05Ga0.95N/Al0.06Ga0.94N interface, shown as gray

symbols in Fig. 5.8, shows a pronounced depression in addition to a step-like

behavior at the interface. This asymmetric shape near the interface indicates a

localized maximum of electrostatic potential, which can arise from a delta doped

structure or negative bound sheet charge. According to the doping profile obtained

by SIMS, no significant doping concentration changes occurs at this interface that

could explain the observed depression of the phase. Thus, a bound sheet charge can

be expected to be present at the interface. Bound sheet charges can be induced by

interface states or a polarization discontinuity at the interface. Since no interface

dislocations and defects have been detected by TEM in our sample, the depression

in the phase profile can not be attributed to interface gap states. Therefore, the

depression in the phase profile is indicative for a polarization change induced bound

sheet charge at the interface.

In order to obtain the electron affinity change of this interface, we first fitted the

plateaus-heights (i.e. step-heights) on both sides of the interface, in analogy to

the Al0.06Ga0.94N/GaN interface. The best fit was obtained for an electron affinity

change of ∆χ = +170 ± 50meV (using a MIP change of ∆VMIP = 281 ± 40mV

derived in Section 6.2) (green solid line in Fig. 5.8). On this basis, a polarization

change is taken into account and the best agreement is obtained for ∆P = +9.7±
2.0mC/m2 at the In0.05Ga0.95N/Al0.06Ga0.94N interface (cf. red solid line in Fig.
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5.8). Note, the surface pinning level as well as the moving average, applied to the

simulated phase profiles, is same as before.
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Figure 5.8: Simulated phase change across the In0.05Ga0.95N/Al0.06Ga0.94N inter-
face (colored lines) and experimental phase profile (gray symbols) measured by
off-axis electron holography. The phase profile exhibits not only a step-function
like behavior but also a pronounced depression at the interface. The step-like
feature can be attributed to an electron affinity change ∆χ = +170 ± 50meV
and a MIP change ∆VMIP = 281 ± 40mV (green solid line). The pronounced
depression reveals a polarization change induced by a bound sheet charge at
the interface. The best agreement is calculated for a polarization change of
∆P = +9.7± 2.0mC/m2 with applying a 17 nm moving average (red solid line).
The calculation without moving average is shown in blue dashed line for com-
parison. The surface pinning level is the same for the other interfaces.
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5.2.4 Discussion of the effect of surface Femi-level pinning,

electron affinity change, MIP change, and

polarization change on the phase shift

Surface Fermi level pinning
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Figure 5.9: Calculated band edge positions with surface pinning for doping con-
centrations of 9×1017 cm−3 (solid line) versus 5×1019 cm−3 (dashed line). The
doping levels correspond to the Si concentration of the GaN substrate and the
GaN buffer/GaN substrate interface. The screening length significantly changes
with the doping concentration, and thus effects the average electrostatic poten-
tial which governs the phase change of the transmitted electrons in TEM. This
effect increases the average electrostatic potential differences between differently
doped layers, and thereby increases the phase change between differently doped
layers.

The presence of the surface Fermi level pinning induces a remarkable change in the

phase shift, as shown in Fig. 5.6. The physical origin of this needs to be discussed.

If a lamella’s surface is pinned by surface states, a potential gradient is present

inside the lamella at the near surface region due to screening by free charge carries.

The screening length is determined by the concentration of free carriers and thus by

the doping concentration. This potential gradient is responsible for the increased

phase change at the GaN buffer/GaN substrate interface compared to the unpinned

67



Chapter 5 Quantitative off-axis electron holography of semiconductor interfaces

case.

This is illustrated by Fig. 5.9 which shows the potential gradients inside the lamella

for the cases of a rather high and a moderate doping concentration. For each doping

concentration, the conduction band edge is shown in red and the valence band edge

is shown in black. The solid line corresponds to a lower doping concentration of

9×1017 cm−3 (GaN substrate), and the dashed line corresponds to a concentration

5×1019 cm−3 (the GaN buffer/GaN substrate interface).

Since the surface pinning level is identical for each layer, we assume that the po-

tential gradients in the vacuum are same for every layer. Therefore, the influence

of the potential gradients in the vacuum region on the phase profiles across the

interfaces can be neglected here and only the potential gradients within the lamella

need to be considered.

The phase is now proportional to the average electrostatic potential through the

whole lamella. The average potential is decreased by the screening areas of the

surface pinning. This decrease is larger for higher doping concentrations. Hence

the phase contrast between two doping levels increases as compared to the pure

bulk doping effect giving only slightly different band edge positions (see band edge

positions in the center of the lamella in Fig. 5.9).

MIP, electron affinity and polarization changes

For heterointerfaces, the different materials may lead to changes of MIP, electron

affinities and polarization. All of these changes are expected to contribute to phase

shifts of transmitted electrons. In order to obtain a deeper insight of the effects on

the phase shift, we study the listed effects separately to explain their influence on

the phase shift.

Figure 5.10 shows the simulated phase profile across an interface which has only

a MIP change (a) and only an electron affinity change (b) with a surface state

pinning, respectively. Both translate into an offset at the interface. However,

the electron affinity change results in a phase change with smoothed step edges,

whereas the MIP results in sharp step edges in the phase change. The smeared

edges can be attributed to a built-in potential introduced by the electron affinity

difference: The electron affinity of semiconductors, denoted by χ, is the energy

difference between the vacuum energy EVAC and the minimum of the conduction

band EC at the surface.[84] The physical definition of χ is the energy needed to move

one electron in the conduction band minimum of the semiconductor surface to the

near surface vacuum.[85] Since the Fermi levels between two semiconductors align
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when they are connected, a discontinuity of the conduction band edges ∆EC arises

at heterointerfaces, which is given by ∆EC=χ1+(EC1
-EF1

)-[χ2+(EC2
-EF2

)], where

χ1 andχ2 are the electron affinities of two different materials.[12, 86] In addition

the vacuum energy needs to be continuous across the interface. This leads to a

screening of the band offsets and hence the electrostatic potential, giving rise to

a smeared step-like phase change of transmitted electrons. In contrast, the MIP

is related to the core electrons of the atoms and does not affect the electrostatic

potential or the free charge carriers. Therefore a MIP change results in a sharp

offset of the phase shift.
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Figure 5.10: Calculated phase changes of transmitted electrons in TEM in case of
(a) a MIP change and (b) an electron affinity change at an interface. Phase shifts
for (a) a MIP change of -0.104V between two layers (using the VMIP values at
the Al0.06Ga0.94N/GaN interface derived in Tab. 6.2) and (b) an electron affinity
change of 500meV between two layers. The MIP change induced phase change
exhibits a step-like change with sharp edges, whereas the electron affinity change
induces an offset in the phase with a smeared step-like shape.
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Figure 5.11: Phase changes induced by a polarization change at the interface.
The orientation of the peak is dependent on the sign of polarization change.

We also simulate the influence of a polarization change on the phase. Figure 5.11

shows a peak in the calculated phase profile at the interface, which indicates a local

potential change. This can be attributed to bound charges (σP) at the interface

induced by a polarization change.[17] In dielectric materials, the bound sheet charge

density is given by the gradient of polarization ~P :

σP = −∇ · ~P (5.1)

The polarization at the heterointerfaces is composed of two components: the piezo-

electric polarization ~PPE and the spontaneous polarization ~PSP. For nitrides, the

orientation of these two components is parallel or antiparallel (depending on the

strain). The total bound sheet charge at the heterointerface is a sum of sponta-

neous and piezoelectric polarizations induced charge density, σ(~PSP) and σ(~PPE),

respectively. (see Section 6.4 for the calculation of the polarization changes)

We now turn to a brief discussion about the sign conventions used for the polariza-

tions, surface sheet charges, and phase changes. The peak orientation of the phase

profile dependents on the sign of the polarization charge. According to the Eq.

5.1, a negative polarization change at the interface translates into a positive sheet

charge +σ. A positive sheet charge leads to a local minimum of the electrostatic

potential and, according to Fig. 5.11, to a maximum of the phase.
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5.3 Conclusions

The phase changes across the heterointerfaces have been investigated by off-axis

electron holography. Phase contrasts are observed at all three interfaces. From

line profiles, extracted from the phase image, the detailed changes at the inter-

face are revealed: a peak with a height of around 0.4 rad at the GaN buffer/GaN

substrate interface, a step-like change of 0.17 rad at the Al0.06Ga0.94N/GaN inter-

face, and an offset of 0.15 rad in addition to a pronounced dip of 0.25 rad at the

In0.05Ga0.95N/Al0.06Ga0.94N interface. These phase changes are attributed to dop-

ing concentration changes, surface pinning, MIP changes, electron affinity changes

and polarization changes at the interface:

First it is demonstrated in conjunction with self consistent simulations, using the

delta-type doping structure at the GaN buffer/GaN substrate homointerface, that

the phase changes are enhanced by Fermi level pinning at the surfaces of the TEM

lamella. A quantitative determination of the pinning level is performed and used

for the following interfaces as surface pinning calibration. Furthermore the pinning

level of EV + (0.69 ± 0.2) eV is attributed to nitrogen vacancies induced in near

surface regions by the FIB preparation of the TEM lamella. On this basis, for

the Al0.06Ga0.94N/GaN interface, an electron affinity change of ∆χ = +42.5 ±
50meV and a polarization change of ∆P = 0 ± 2mC/m2 are measured. For the

In0.05Ga0.95N/Al0.06Ga0.94N interface, an electron affinity change of ∆χ = +170 ±
50meV and a polarization change of ∆P = +9.7 ± 2.0mC/m2 are obtained. The

physical meaning of the values are discussed in Chapter 6.

The here described methodology calibrating the surface electrostatic potential pro-

vides the capability to quantitatively characterize the electron affinity and polariza-

tion changes at group III-nitride heterostructure interfaces by using off-axis electron

holography in conjunction with self-consistent simulations and SIMS.
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Chapter 6

Interplay of lattice strain and

electronic properties at

heterointerfaces

Due to lattice mismatch between the different group III-nitride semiconductors,

epitaxially grown heterointerfaces can be expected to be strained. Since strain sen-

sitively changes the electronic properties,[87, 88, 89] it is necessary to quantify the

lattice strain in the different layers. In this chapter first the strain is derived exper-

imentally. Then the expected interface polarization and electron affinity changes

including their strain-induced components are derived from literature values and

compared with the values derived from electron holography.

6.1 Lattice constants and strain

The symbols in Fig. 6.1 shows the a (a) and c (b) lattice constants of each layer

measured by STEM. The measured lattice constants were calibrated assuming that

the lattice constants of the substrate equal the generally accepted equilibrium values

of 318.9 pm [90] and 518.6 pm [91] for a and c lattice constants, respectively. The a

lattice constant shows almost no changes across each interface, whereas the lattice

constant along c direction changes significantly. This indicates that the layers are

biaxially strained.

In order to obtain the strain across the interfaces, we compare the measured lattice

constants to the unstrained equilibrium lattice constants. The red dashed lines

in Fig. 6.1 illustrate these equilibrium lattice constants of each layer, which are
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Chapter 6 Interplay of lattice strain and electronic properties at heterointerfaces

derived by Vegard’s law on the basis of those of the respective group III-nitrides:

a(AlxGa1−xN) = x · a(AlN) + (1− x) · a(GaN), (6.1a)

and

c(AlxGa1−xN) = x · c(AlN) + (1− x) · c(GaN). (6.1b)

The unstrained equilibrium lattice constant of ternary InxGa1−xN compounds are

determined in analogy.

The strain along each direction are given by

ǫ1 = ǫ2 =
aexp − a

a
, (6.2a)

and

ǫ3 =
cexp − c

c
, (6.2b)

with the error of the strain being

∆ǫ =
∂ǫ

∂aexp
×∆aexp =

∆aexp

a
. (6.2c)

where ǫ1 and ǫ2 denote to the strain in a and b directions. ǫ3 is the strain in c

direction. Due to the symmetry of the wurtzite structure, ǫ1 and ǫ2 are identical.

aexp and cexp are the measured lattice constants, whereas a and c are the equilibrium

lattice constants. The derived strain values are displayed in Fig. 6.2.

At the In0.05Ga0.95N/Al0.06Ga0.94N interface, the strain values along a direction

(ǫ1) reveal a tensile strain on the Al0.06Ga0.94N side and compressive strain on the

In0.05Ga0.95N side, whereas strain along the c direction (ǫ3) is compressive on the

Al0.06Ga0.94N side and tensile on the In0.05Ga0.95N side. According to the linear

elasticity theory, the relation of strain in a and c direction is given as

ǫ1 = −νǫ3. (6.3)

where ν is the Poisson’s ratio, which has typically a positive value ranging between

0.18 and 0.39 for group III-nitrides.[92] Thus, the experimentally measured strain

at the In0.05Ga0.95N/Al0.06Ga0.94N interface fulfills expectation of biaxial strain.

In contrast, the derived strains across the Al0.06Ga0.94N/GaN interface do not agree
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Figure 6.1: Measured (black symbols) and unstrained equilibrium (red dashed
lines) values of a (a) and c (b) lattice constants of each layer in the sample.
The equilibrium lattice constants of ternary group III-nitrides are calculated by
Vegard’s law on basis of the binary group III-nitrides’ lattice constants. Lattice
constants across the Al0.06Ga0.94N/GaN and In0.05Ga0.95N/Al0.06Ga0.94N inter-
faces remain almost constant in a direction, but those in c direction change
significantly. This indicates a biaxial strain. The experimental lattice constants
were calibrated assuming that the substrates’ lattice constants correspond to the
unstrained generally accepted equilibrium lattice constants.
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Figure 6.2: Strain along a direction ǫ1 (a) and c direction ǫ3 (b) on both sides of
GaN buffer/GaN substrate, Al0.06Ga0.94N/GaN, and In0.05Ga0.95N/Al0.06Ga0.94N
interfaces, derived from lattice constants measured by STEM (Fig. 6.1).
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with the expectations of linear elasticity theory in Eq. 6.3. On both sides of the in-

terface, strain is tensile in a and c directions, which would yield a negative Poisson’s

ratio ν. The strain thus contains an additional hydrostatic strain component. This

indicates an anomalous relaxation at the Al0.06Ga0.94N/GaN interface, deviating

from the expected biaxial strain.

6.2 Derivation of the MIP values for strained

ternary group III nitrides

The MIP of each ternary group III nitride layer is derived on basis of MIP values

calculated by density functional theory in Ref. [93] for the binary wurtzite structure

AlN, GaN, and InN compounds, as shown in Tab. 6.1. First, the unstrained MIP

of the ternary compounds is obtained using Vegard’s law and the calculated MIP

of the respective binary compounds (see Tab. 6.1).

GaN AlN InN Al0.06Ga0.94N In0.05Ga0.95N

a lattice constant [Å] 3.189 3.112 3.533 3.184 3.206

c lattice constant [Å] 5.186 4.982 5.693 5.174 5.211
Unstrained MIP [V] 16.89 15.88 18.90 16.829 16.991

Table 6.1: Nominal lattice constants and MIP of unstrained group III nitrides.
The MIPs of the binary nitrides GaN, AlN, InN were taken from density func-
tional theory.[93] The MIP and the shown unstrained nominal lattice constants
of Al0.06Ga0.94N and In0.05Ga0.95N are calculated by Vegard’s law from their cor-
responding binary values.

Second, the actually measured lattice constants obtained by TEM are used to derive

the MIP of the strained ternary (and binary) compounds. In first approximation,

we assume that the MIP of strained layers scales with the atom density, which

can be derived from the measured lattice constants. Therefore, the ratio of the

unstrained (VMIP, unstrained) to strained MIP (VMIP, strained) is proportional to the

ratio of the strained to unstrained unit cell volume. Hence, the MIP of a strained

layer can be derived using Eq. 6.4, with aexp and cexp being the experimentally

measured lattice constants.

VMIP,strained = VMIP,unstrained ×
a2c

a2expcexp
. (6.4)
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Chapter 6 Interplay of lattice strain and electronic properties at heterointerfaces

a and c are the unstrained nominal lattice constants. For the ternary compounds,

these unstrained lattice constants are derived using Vegards’ law from the lattice

constants of the respective binary compounds (see Tab. 6.1). Tab. 6.2 gives the

thereby obtained strained MIP values for every layer investigated here.

GaN buffer Al0.06Ga0.94N Al0.06Ga0.94N In0.05Ga0.95N

a lattice constant [Å] 3.1962±0.0023 3.1972±0.0021 3.1985±0.0022 3.1982±0.0034

c lattice constant [Å] 5.1953±0.0032 5.1787±0.0059 5.1643±0.0038 5.2369±0.0073
Strained MIP [V] 16.7835±0.02 16.6791±0.025 16.7123±0.02 16.9927±0.035

Table 6.2: Lattice constants and MIPs of the strained GaN, Al0.06Ga0.94N, and
In0.05Ga0.95N. The MIPs of the strained nitrides are calculated on basis of Eq.
6.4.

The thus obtained MIP values are used for the quantitative determination of the

electrons’ phase change between the different layers of the investigated specimen.

6.3 Electron affinity changes

6.3.1 Without strain

The derivation of the expected electron affinity change at the interfaces from liter-

ature values is seriously hampered by the fact that mostly band gap changes are

reported, but no electron affinity changes. Therefore, the following approach is

chosen to derive in first approximation the electron affinity change from band gap

changes.

First, the electron affinity change (∆χ) is approximated by the negative change of

the conduction band edge (∆EC), i.e. the vacuum energy is taken as constant.

∆χ = −∆EC. (6.5)

Second, the reported change of the band gap (∆Egap) is the sum of the conduction

band edge and valence band edge changes (∆EV). Hence, with given change of the

valence band edge, the change of the conduction band edge can be derived from

the reported band gap changes following

∆EC = ∆Egap +∆EV. (6.6)
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6.3 Electron affinity changes

∆Egap ∆EV ∆EC ∆χ
Ref.

(meV) (meV) (meV) (meV)
120 - - - [94]
120 - - - [95]
120 - - - [96]
135 - - - [97]
126 - - - [98]
- -30 - - [99]
- -30 56 - [100]
- - 100 - [101]
- - - -100 [102]

Table 6.3: Reported experimental and theoretical values for the band gap ∆Egap,
conduction band EC, valence band EV and electron affinity χ changes of
Al0.06Ga0.94N relative to unstrained GaN.

Note a negative ∆EV value corresponds to a downward offset of EV.

In addition, a separate report of conduction band changes and one of the electron

affinity change directly, can be taken into account at this stage. The literature val-

ues taken from Refs. [101, 94, 95, 96, 97, 98, 99, 100, 102] used for the Al0.06Ga0.94N

layer are given in Tab. 6.3. On this basis the derived unstrained electron affinity

change relative to unstrained GaN is then ∆χ=-89meV. Note, considering the ac-

curacy of the literature values, particularly the reading of values in printed curves,

the accuracy is estimated to ± 20meV.

For the In0.05Ga0.95N layer, again no direct electron affinity changes relative to GaN

are available. Hence, the band gap and valence band changes are taken from Ref.

[103] (see Tab. 6.4) to extract the conduction band change relative to GaN. These

values are in agreement with other calculations.[104, 96] This yields an electron

affinity change for unstrained In0.05Ga0.95N relative to GaN of 190±40meV. Relative

to the adjacent Al0.06Ga0.94N layer the change in electron affinity is 279±45meV in

absence of strain.

6.3.2 With strain

The electron affinity values above change, however, if the layers adjacent to the

heterointerfaces are strained. In order to estimate the expected electron affinity

change for strained layers, the measured lattice constants and the therefrom derived

strain components (see Section 6.1) are taken into account. DFT calculations show
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∆Egap ∆EV ∆EC Ref.
(meV) (meV) (meV)

-220 30 -190 [103]

Table 6.4: Reported theoretical values for the band gap ∆Egap, conduction band
EC, and valence band EV of In0.05Ga0.95N relative to unstrained GaN.[103]

that the band edges and band gap are changing sensitively with strain.[105, 104]

Therefore, we extracted from those calculation the band gap change vs. strain for

biaxially strained GaN and hydrostatically strained GaN listed in Tab. 6.5, as well

as directly the band gap change for biaxially strained In0.05Ga0.95N.

Materials Strain type
Slope of band gap change Band gap
vs. strain (eV/strain) change (eV)

GaN
biaxial strain -15.00

hydrostatic strain -23.25

In0.05Ga0.95N biaxial strain 0.030

Table 6.5: Slope of band gap change vs. strain for GaN. The band gap change
is linear with strain for both biaxial and hydrostatic strain. For InxGa1−xN the
change of band gap vs. strain is nonlinear with the In composition. Hence, the
strain is extracted for the In composition of 5% directly from Ref. [105].

Next we assumed that the band gap change of strained GaN (In0.05Ga0.95N) is

distributed with a ratio of 1:3 (1:6) on the valence and conduction band side,

similar to the composition-induced band edge changes relative to GaN in the case

of unstrained Al0.06Ga0.94N (In0.05Ga0.95N). Finally, in absence of calculations of the

strain-induced band gap change for Al0.06Ga0.94N, the effect of strain on the electron

affinity for GaN is taken in first approximation for the Al0.06Ga0.94N layer.

For the GaN buffer layer, the strain has a large hydrostatic component. Therefore,

we used the calculated hydrostatic change of band gap vs. strain for the GaN buffer

instead of the biaxial one. We again assumed the 1:3 ratio of valence to conduction

band changes for deriving the electron affinity change due to hydrostatic strain.
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On this basis the electron affinity changes under consideration of strain at the

Al0.06Ga0.94N/GaN and In0.05Ga0.95N/Al0.06Ga0.94N interfaces are -80±28meV and

204±46meV, respectively. The values for each layer and the difference at the

interfaces are given in Tab. 6.6.

GaN Al0.06Ga0.94N Al0.06Ga0.94N In0.05Ga0.95N
∆EC, unstrained (meV) 0 89±20 89±20 -190±40
∆Egap, strained (meV) -47±17 -60±10 -66±11 30±5
∆EC, strained (meV) -35±17 44±22 40±23 -164±40
∆χstrained (meV) 35±17 -44±22 -40±23 164±40

Interface ∆χstrained (meV) -80±28 204±46

Table 6.6: Bandgap changes ∆Egap, strained, conduction band offset ∆EC, strained

(meV) and electron affinity changes ∆χstrained of the layers and across the
Al0.06Ga0.94N/GaN and In0.05Ga0.95N/Al0.06Ga0.94N interfaces calculated on basis
of literature values, taking into account the experimentally measured strain.

6.4 Polarization changes

6.4.1 Without strain

The strain-free effective spontaneous polarization of the different ternary layers is

calculated using Vegard’s law from the effective polarization of the binary group III-

nitride compounds.[106] This yields theoretical values of polarization changes at the

Al0.06Ga0.94N/GaN interface of ∆Punstrained=−2.3mC/m2, and at the In0.05Ga0.95N/

Al0.06Ga0.94N interface of ∆Punstrained=+16.6mC/m2.

6.4.2 With strain

The theoretical values of polarization changes at strained interfaces are derived

following Ref.[107]. The polarization in presence of strain is given as

Pstrained = Peff,H + (ǫ1 + ǫ2) (e31 − Peff,H) + ǫ3e33. (6.7)

Peff,H is the effective spontaneous polarization constant of wurtzite structure, using

hexagonal reference structures. e31 and e33 denote the piezoelectric polarization
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GaN Al0.06Ga0.94N Al0.06Ga0.94N In0.05Ga0.95N Ref.
e31 (C/m2) -0.551 -0.5585 -0.5585 -0.55365 [105]
e33 (C/m2) 1.02 1.05294 1.05294 1.0309 and
Peff,H (C/m2) 1.312 1.314 1.3143 1.2977 Vegard’s law

ǫ1 0.0023 0.0040 0.0044 -0.0025 Experiments
ǫ3 0.0018 0.0010 -0.0018 0.0049 see Fig. 6.2

Pstrained (C/m2) 1.3055±3 1.3003±3 1.2959±3 1.3120±4
∆Pstrained

-5.0±4 +16.2±5at interfaces
(mC/m2)

Table 6.7: Values used to derive the polarization changes across Al0.06Ga0.94N/GaN
and In0.05Ga0.95N/Al0.06Ga0.94N interfaces, using Eq. 6.7 taking the measured
strain into account.

constants. Since effective spontaneous polarization constants and piezoelectric po-

larization constants are only available for binary nitrides, we derived the values for

ternary compounds by Vegard’s law. The polarization for the strained layers are

calculated on this basis, taking into account the experimentally measured strain

value ǫ1 and ǫ2 (see Fig. 6.2). The theoretical expectations of polarization changes

across Al0.06Ga0.94N/GaN and In0.05Ga0.95N/Al0.06Ga0.94N interfaces are given in

Tab. 6.7.

6.5 Discussion

At this stage, we compare the measured electron affinity and polarization changes at

the Al0.06Ga0.94N/GaN and In0.05Ga0.95N/Al0.06Ga0.94N interfaces with the expected

values calculated on basis of literature for unstrained and strained cases (listed in

Tab. 6.8).

First, we discuss the unstrained case. For each interface, the measured electron

affinity change deviates significantly from that expected for unstrained materials

on both sides of the interface. Similarly, the measured polarization changes at both

interfaces do not agree with those expected for unstrained interfaces. In fact, the

measured and theoretical polarization changes have the opposite sign. Note the

theoretical polarization changes were calculated using a hexagonal reference. If a

zincblende reference is used, the sign would agree, but in both cases the absolute

value is either too large or too small (i.e. +3mC/m2 vs measured +9.7mC/m2
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Holography literature

Interface
∆χ ∆χunstrained ∆χbiaxial strain

(meV) (meV) (meV)
Al0.06Ga0.94N/GaN +43± 50 −89± 20 −80± 28

In0.05Ga0.95N/Al0.06Ga0.94N +170± 50 +279± 45 +204± 46
∆P ∆Punstrained ∆Pbiaxial strain

(mC/m2) (mC/m2) (mC/m2)
Al0.06Ga0.94N/GaN 0± 2 +2.3 −5.0± 4

In0.05Ga0.95N/Al0.06Ga0.94N +9.7±2 −16.6 +16.2± 5

Table 6.8: Comparison of expectation values extracted from literature and experi-
mental values measured by off-axis electron holography: electron affinity changes
and polarization at the Al0.06Ga0.94N/GaN and In0.05Ga0.95N/Al0.06Ga0.94N inter-
faces.

for the In0.05Ga0.95N/Al0.06Ga0.94N interface and -3.1mC/m2 vs 0mC/m2 for the

Al0.06Ga0.94N/GaN interface). Hence the unstrained case does not provide a satis-

factory agreement.

Hence, we turn to the strained case. For the In0.05Ga0.95N/Al0.06Ga0.94N interface,

the electron affinity change expected from literature becomes significantly smaller

and now agrees well with the experimentally measured one. Similarly, the theoret-

ical polarization change change the sign and agrees within the error margins with

the experimentally measured one.

However, the experimentally measured electron affinity and polarization change

values at the Al0.06Ga0.94N/GaN interface still deviate from those expected for the

measured strain: Although no polarization change was measured, the theoretical

polarization change for the given strain values is ∆Pstrained=−5±4mC/m2, i.e. too

large. The electron affinity changes measured and expected still have the opposite

sign.

These discrepancies are significant and require a further discussion. First for the

In0.05Ga0.95N/Al0.06Ga0.94N interface the strain (see Fig. 6.2), i.e. the lattice re-

laxation, behaves as expected for biaxial strain. In contrast, the lattice constants

measured near the Al0.06Ga0.94N/GaN interface point to an anomalous strain and

relaxation behavior (see Fig. 6.2). On this basis, we anticipate that the decrease

of measured polarization change at the Al0.06Ga0.94N/GaN interface is intimately

related to the anomalous lattice relaxation found in Fig. 6.2.

At this stage we recall that a polarization change creates a sheet of bound charges.
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This sheet of bound charges can be modified by lattice relaxations[108] through

relaxation-induced changes of the polarization. Furthermore, the sheet of bound

charges adds a Coulomb interaction energy term to the total energy of the system.

Hence, the total energy consists of an electronic energy term, a lattice deformation

energy term and a Coulomb interaction energy term. The lattice deformation at

the interface can be understood as reduction of the polarization change and hence

bound charge at the interface and thereby the Coulomb interaction energy. This

is counter balanced by the additional strain energy due to lattice distortion. The

experimental observation suggests that the lowering of the Coulomb energy dom-

inates over the lattice deformation energy, hence creating the anomalous interface

relaxation. Hence, the origin of the anomalous relaxation at the interface can be

explained by the minimization of total energy, driven primarily by the reduction of

the Coulomb interaction energy.

6.6 Conclusions

In this chapter the polarization and electron affinity changes at the different in-

terfaces investigated by off-axis electron holography are discussed on basis of the

lattice constant changes measured by STEM and compared with expected values

derived from experimental and theoretical literature data. The interfaces are shown

to be strained due to the lattice mismatch between the layers. However, one inter-

face, i.e. the Al0.06Ga0.94N/GaN interface, exhibits an anomalous lattice relaxation,

whereas the other, i.e. In0.05Ga0.95N/Al0.06Ga0.94N, interface is biaxially strained

as expected. The measured polarization and electron affinity changes of the lat-

ter interface agree well with those expected for the measured biaxial strain. In

contrast the former interface’s zero polarization change and small positive electron

affinity change disagrees significantly with the expected values. The disagreement

is attributed to the presence of an anomalous strain at the Al0.06Ga0.94N/GaN in-

terface. The driving mechanisms of the formation of an anomalous relaxation at

the interface is proposed to be the minimization of the Coulomb interaction energy

of polarization-induced bound charges.
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Chapter 7

Summary

In this thesis a methodology for a quantitative understanding of electron phase

changes in transmission electron microscopy at semiconductor interfaces is devel-

oped by combining scanning tunneling microscopy (STM) and spectroscopy (STS),

secondary ion mass spectrometry (SIMS), off-axis electron holography in trans-

mission electron microscopy (TEM), scanning transmission electron microscopy

(STEM), and self-consistent calculation. This methodology is demonstrated to in-

vestigate polarization and electron affinity changes at group III-nitride heterostruc-

ture interfaces.

The physical limitation of a quantitative understanding of off-axis electron hologra-

phy is originating primarily from the sample preparation process, which is necessary

to obtain thin lamellas that are suitable for TEM measurements. The preparation

creates samples with a high surface-to-bulk ratio and affects the surface properties:

Specifically a thin amorphous shell is created that covers the crystalline semicon-

ductor and point defects in the vicinity of the amorphous-crystalline transition

region give rise to a Fermi-level pinning at the outside of the crystalline part of the

TEM lamella. The implications of this preparation induced surface damage has

neither been investigated nor taken into account in quantitative analyzes of off-axis

electron holography measurements of III-nitride semiconductors before. It is thus

reasonable to assume that the neglect of this fact in earlier studies is one reason for

the underestimation of the electron phase contrast in theoretical predictions based

on self-consistent electrostatic simulations of semiconducting TEM lamellas. In this

thesis, however, the influence of the surface damage induced Fermi-level pinning is

taken into account in the analysis of the electrostatic potential obtained by off-axis

electron holography.

This is illustrated using a group III-nitride semiconductor heterostructure sample

which is specifically designed for tackling the above mentioned problem: Besides
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Chapter 7 Summary

the In0.05Ga0.95N/Al0.06Ga0.94N/GaN heterointerfaces of interest, that are inves-

tigated quantitatively in a second step, the sample exhibits a delta-type doping

structure embedded within GaN (located at the GaN buffer/substrate interface).

The different carrier concentrations of the delta-type doping structure, precisely

determined by SIMS, give rise to different screening lengths of the surface damage

induced Fermi level pinning and thus alter the measured electron phase. Hence, we

used experimental electron phase maps, SIMS data, a precisely determined sample

thickness, and theoretical phase maps derived from self-consistent electrostatic sim-

ulations of the delta-type doping structure, to determine the Fermi level pinning

position [EV+(0.69± 0.2) eV] and thus to fit the theoretical phase maps to the ex-

perimental ones. The pinning level position agrees with the charge transition level

of nitrogen vacancies, which can be hence anticipated to be the dominant point

defects near the amorphous-crystalline transition region.

Since the amorphous shell and the chemical composition of the amorphous-crystalline

transition region can be assumed to be identical everywhere throughout the TEM

lamella (i.e. for every layer), the calibration of the surface damage induced Fermi

level pinning enables, for the first time, a quantitative assessment of the localized

electronic properties of group III-nitride heterostructure interfaces using off-axis

electron holography: The Al0.06Ga0.94N/GaN and In0.05Ga0.95N/Al0.06Ga0.94N in-

terfaces reveal a step-like phase change with offsets of 0.17 rad and 0.15 rad, re-

spectively. The In0.05Ga0.95N/Al0.06Ga0.94N interface exhibits in addition a dip of

0.25 rad. These phase changes can be attributed to changes of the mean inner

potential, the electron affinity, and the polarization. In order to quantify these

changes, we first derived the mean inner potential changes from literature values

of the binary compounds, using Vegard’s law and taking into account strain, as

measured by HAADF-STEM. We then applied self-consistent simulations of the

electrostatic potential at the heterointerfaces, taking into account the surface dam-

age induced Fermi level pinning, to obtain the electron affinity- and polarization

changes. For the Al0.06Ga0.94N/GaN interface, these are ∆χ = +42.5 ± 50meV

and ∆P = 0±2mC/m2, respectively; for the In0.05Ga0.95N/Al0.06Ga0.94N interface,

they are ∆χ = +170± 50meV and ∆P = +9.7± 2.0mC/m2.

The thus obtained values were compared to values derived from literature using the

strained a and c lattice constants measured at the interfaces by HAADF-STEM:

The measured electron affinity and polarization changes at the In0.05Ga0.95N/

Al0.06Ga0.94N interface agree well with the expected values, compatible with a biax-

ally strained interface. However, for the Al0.06Ga0.94N/GaN interface, a vanishing

polarization- and electron affinity change in conjunction with an anomalous strain

relaxation is in disagreement with the expected values. Hence we anticipate that a

minimization of the system’s total energy is achieved by a delicate interplay of the
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anomalous strain relaxation and the minimization of polarization-induced interface

charge.

Finally, the electrostatic potential changes of the group III-nitride heterointerfaces

and in particular of the delta-type doping structure have been consolidated using

cross-sectional STM and STS. Tunneling spectra measured across the delta-type

doping structure reveal locally an enhanced screening (i.e. smaller surface band

bending) of the intrinsic empty surface state on freshly cleaved, clean m plane

surfaces. The enhanced screening capabilities are attributed to the increased carrier

concentration of the delta-type doping structure, in agreement with both, SIMS and

off-axis electron holography results.

The methodology developed and presented here for quantitative characterization

of the electronic properties of group III-nitride heterointerfaces is applicable to

other semiconductor heterointerfaces. However, a proper treatment of the TEM

lamella’s surface damage by calibrating the damage induced Fermi level pinning is

inevitable.
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[59] R. E. Dunin-Borkowski, A. Kovács, T. Kasama, M. R. McCartney, and

D. J. Smith, Springer Handbook of Microscopy, ch. 16. Electron Holography,

pp. 767–818. Springer Handbook, Springer, Cham, 2019.

[60] M. Schnedler, V. Portz, P. H. Weidlich, R. E. Dunin-Borkowski, and Ph.

Ebert, “Quantitative description of photoexcited scanning tunneling spec-

troscopy and its application to the GaAs(110) surface,” Phys. Rev. B, vol. 91,

p. 235305, 2015.

94



Bibliography

[61] J. P. Ibe, P. P. Bey, S. L. Brandow, R. A. Brizzolara, N. A. Burnham, D. P.

DiLella, K. P. Lee, C. R. K. Marrian, and R. J. Colton, “On the electrochem-

ical etching of tips for scanning tunneling microscopy,” J. Vac. Sci. Technol.

A, vol. 8, no. 4, pp. 3570–3575, 1990.

[62] M. Schnedler, Quantitative scanning tunneling spectroscopy of non-polar com-

pound semiconductor surfaces. PhD thesis, RWTH Aachen University, 2015.

[63] Ph. Ebert, “Untersuchungen der InP(110)-Oberfläche mit dem Rastertun-
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