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ABSTRACT

Indoor positioning system (IPS) is becoming more and more popular in recent years
in industrial, scientific and medical areas. The rapidly growing demand of accurate
position information attracts much attention and effort in developing various kinds
of positioning systems that are characterized by parameters like accuracy, robustness,
latency, cost, etc. These systems have been successfully used in many applications
such as automation in manufacturing, patient tracking in hospital, action detection for
human-machine interacting and so on.

The different performance requirements in various applications lead to existence of
greatly diverse technologies, which can be categorized into two groups: inertial posi-
tioning (involving momentum sensors embedded on the object device to be located) and
external sensing (geometry estimation based on signal measurement). In positioning
systems based on external sensing, the input signal used for locating refers to many
sources, such as visual or infrared signal in optical methods, sound or ultra-sound in
acoustic methods and radio frequency based methods.

This dissertation gives a recapitulative survey of a number of existence popular solutions
for indoor positioning systems. Basic principles of individual technologies are demon-
strated and discussed. By comparing the performances like accuracy, robustness, cost,
etc., a comprehensive review of the properties of each technologies is presented, which
concludes a guidance for designing a location sensing systems for indoor applications.
This thesis will lately focus on presenting the development of a high precision IPS
prototype system based on RF signal from the concept aspect to the implementation
up to evaluation. Developing phases related to this work include positioning scenario,
involved technologies, hardware development, algorithms development, firmware gener-
ation, prototype evaluation, etc..

The developed prototype is a narrow band RF system, and it is suitable for a flexible
frequency selection in UHF (300MHz∼3GHz) and SHF (3GHz∼30GHz) bands, enabling
this technology to meet broad service preferences. The fundamental of the proposed
system classified itself as a hyperbolic position fix system, which estimates a location
by solving non-linear equations derived from time difference of arrival (TDoA) mea-
surements. As the positioning accuracy largely depends on the temporal resolution of
the signal acquisition, a dedicated RF front-end system is developed to achieve a time
resolution in range of multiple pico seconds down to less than 1 pico second. On the
algorithms aspect, two processing units: TDoA estimator and the Hyperbolic equations
solver construct the digital signal processing system. In order to implement a real-time
positioning system, the processing system is implemented on a FPGA platform. Cor-
responding firmware is generated from the algorithms modeled in MATLAB/Simulink,
using the high level synthesis (HLS) tool HDL Coder. The prototype system is evaluated
and an accuracy of better than 1 cm is achieved. A better performance is potential
feasible by manipulating some of the controlling conditions such as ADC sampling rate,
ADC resolution, interpolation process, higher frequency, more stable antenna, etc. Al-
though the proposed system is initially dedicated to indoor applications, it could also
be a competitive candidate for an outdoor positioning service.



KURZFASSUNG

Indoor-Positionierungssysteme (IPS) erfreuen sich in den letzten Jahren steigender
Beliebtheit in industriellen, wissenschaftlichen und medizinischen Bereichen. Die schnell
wachsende Nachfrage nach genauen Positionsinformationen generiert viel Aufmerk-
samkeit und treibt die Entwicklung verschiedener Arten von Positionierungssyste-
men voran, die durch Parameter wie Genauigkeit, Robustheit, Latenz, Kosten, usw.
gekennzeichnet sind. Diese Systeme wurden erfolgreich in vielen Anwendungen einge-
setzt, wie z.B.: Automatisierung in der Fertigung, Patientenverfolgung im Krankenhaus,
Handlungserkennung für Mensch-Maschine-Interaktion und so weiter.

Die unterschiedlichen Leistungsanforderungen in verschiedenen Anwendungen führen zu
bestehenden, vielfältigen Technologien, die in zwei Gruppen eingeteilt werden können:
Inertialpositionierung (mit Beschleunigungs-Sensoren, die auf dem zu lokalisierenden
Objektgerät eingebaut sind) und externe Erfassung (Geometrie-Schätzung basierend
auf Signalmessung). In Positionssystemen, die auf der externen Erfassung basieren,
bezieht sich das Eingangssignal, das für die Lokalisierung verwendet wird, auf viele
Modalitäten, wie z. B. visuelles oder infrarotes Signal in optischen Methoden, Ton oder
Ultraschall in akustischen Methoden und hochfrequenzbasierte Verfahren.

Diese Dissertation gibt einen rekapitulativen Überblick über eine Reihe von bestehen-
den populären Lösungen für Indoor-Positionierungssysteme. Grundprinzipien einzelner
Technologien werden demonstriert und diskutiert. Durch den Vergleich von Ken-
nwerten in den Bereichen Genauigkeit, Robustheit, Kosten usw., wird eine umfassende
Überprüfung der Eigenschaften der einzelnen Technologien vorgestellt, die eine An-
leitung zur Gestaltung eines Standortmesssystems für Innenanwendungen abschließt.
Im zweiten Teil dieser Dissertation wird die Entwicklung eines hochpräzisen IPS-
Prototyp-Systems auf der Grundlage von HF-Signalen von der Konzeptphase bis hin
zur Umsetzung vorgestellt. Die Entwicklungsphasen im Zuge dieser Arbeit umfassen:
Positionierungsszenario, beteiligte Technologien, Hardware-Entwicklung, Algorithmen-
Entwicklung, Firmware-Generierung, Prototyp-Bewertung, usw.

Der entwickelte Prototyp ist ein Schmalband-RF-System und eignet sich für eine flexible
Frequenzauswahl in UHF (300MHz ∼ 3GHz) und SHF (3GHz ∼ 30GHz) -Bändern, so
dass diese Technologie breite Service-Anforderungen erfüllen kann. Die Grundlagen des
vorgeschlagenen Systems klassifizieren es als hyperbolisches Positionsfixiersystem, das
eine Position durch Lösen von nichtlinearen Gleichungen aus der Zeitdifferenz der Signal-
sankunft (TDoA) schätzt. Da die Positioniergenauigkeit weitgehend von der zeitlichen
Auflösung der Signalerfassung abhängt, wurde ein dediziertes RF-Front-End-System
entwickelt, um eine zeitliche Auflösung im Pico-Sekunden-Bereich oder sogar im Sub-
Pico-Sekunden-Bereich zu erreichen. Auf der Algorithmen-Seite umfasst das digitale
Signalverarbeitungssystem zwei Verarbeitungseinheiten: den TDoA-Schätzer und der
hyperbolische Gleichungslöser. Um eine Echtzeit-Positionierung zu erreichen, wurde
das Verarbeitungssystem auf einer FPGA-Plattform implementiert. Entsprechende
Firmware wird aus den in MATLAB / Simulink modellierten Algorithmen mit dem
High-Level-Synthese- (HLS) -Tool HDL Coder generiert. Das Prototypsystem wird aus-
gewertet und eine Genauigkeit besser als 1 cm erreicht. Eine bessere Leistung ist möglich
durch Optimierung der steuern Bedingungen wie ADC-Abtastrate, ADC-Auflösung, In-



terpolationsprozess, höhere Frequenz, stabilere Antenne, usw. Das vorgeschlagene
System ist zunächst für Indoor-Anwendungen ausgelegt, kann aber auch zu einem wet-
tbewerbsfähigen Kandidaten für einen Outdoor-Positionierung Service weiterentwickelt
werden.



ABSTRACT
KURZFASSUNG

Contents

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Objective and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Contribution of this Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Dissertation Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 State-of-the-Art Indoor Positioning Technologies 9
2.1 Positioning Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Positioning Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Positioning Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Existing Indoor Positioning Systems . . . . . . . . . . . . . . . . . . . . . 37

3 Research Methodology 41
3.1 System Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 System Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3 Signal Processing System . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4 Prototyping and Evaluation 86
4.1 Implementation of the Prototype System . . . . . . . . . . . . . . . . . . . 86
4.2 1D Ranging Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3 3D Positioning Measurement . . . . . . . . . . . . . . . . . . . . . . . . . 100

5 Conclusion 105
5.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3 Error Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6 Future Work 108

Appendices 109

A Schematic 109

B PCB Layout 117

C Bill of Material 120

D Lowpass Filter Design 122

E Newton-Raphson Equations 127

Bibliography 129

List of Abbreviations 141

vi



List of Figures

1.1 Simplified signal processing chain . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Examples of magnetic field source, bar magnet (A), wire carrying current
(B), the earth (C). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Concept of triangulation positioning, using distance information (A) and
distance difference information (B). . . . . . . . . . . . . . . . . . . . . . . 15

2.3 Field intensity is inversely proportional to the square of the distance from
the source in free field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4 Localization by angle of arrival. . . . . . . . . . . . . . . . . . . . . . . . . 17

2.5 Angle estimation using antenna array. . . . . . . . . . . . . . . . . . . . . 18

2.6 Time measurements: time of arrival (ToA) (A), round trip time (RTT)
(B), time difference of arrival (TDoA) (C). . . . . . . . . . . . . . . . . . 19

2.7 The range difference to pairwise access points (anchor nodes) defines a
hyperboloid (A) and intersection of three hyperboloids derives the 3D
location (B). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1 Work flow of developing the methodology. . . . . . . . . . . . . . . . . . . 41

3.2 List of most concerned requirements of an indoor positioning system. . . . 43

3.3 Multipath propagation in an indoor environment. . . . . . . . . . . . . . . 44

3.4 Line of sight signal is blocked by some obstacle. . . . . . . . . . . . . . . . 45

3.5 Radio frequency is chosen as the positioning signal for the IPS. . . . . . . 48

3.6 The proposed positioning system is based on the TDoA technology. . . . . 49

3.7 The processing unit implements the peak detection for TDoA estimation
and Newton-Raphson method to solve the hyperbolic equations. . . . . . 51

3.8 Signal chain of the proposed system, multi-channel receivers are required
to determine the coordinate of the transmitter. . . . . . . . . . . . . . . . 52

3.9 Block diagram of the signal chain components. . . . . . . . . . . . . . . . 53

3.10 The transmitter emits periodic OOK modulated signal. . . . . . . . . . . 54

3.11 The proposed front-end block diagram, stretching and forwarding the low
speed signal to ADCs acquisition board. . . . . . . . . . . . . . . . . . . . 55

3.12 The filter and amplifer stage is constructed by SAW filters and low noise
amplifers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.13 The AGC loop is constructed by the power detector AD8318 and the
variable gain amplifier ADL5330, increasing the dynamic range. . . . . . . 57

vii



List of Figures

3.14 The measured linear range of the AGC is about 40dB . . . . . . . . . . . . 57

3.15 The proposed signal stretch circuit is constructed by a sub-sampling mixer
and a baseband filtering & amplification circuit . . . . . . . . . . . . . . . 58

3.16 Example sensor network for a hyperbolic position fix indoor positioning
system. RF receivers are placed at known positions (left). The target
emitter is located by TDoA information of pairwise receivers (right). . . . 59

3.17 Reconstruction of one wavelet from N signal periods. The transmitter
emits OOK modulated signal. The receiver reconstructs one period signal
from sampling N periods (in analog domain). . . . . . . . . . . . . . . . . 59

3.18 Simplified block diagram of the proposed system, including pulse gener-
ator, sampling bridge, power combiner and baseband Signal Processing
module. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.19 Circuit diagram of sub-nanosecond pulse generator, which is modeled and
simulated in Advance Design System (ADS) (a). Simulation result of
generated oppositely polarized pulses of small ringing and high amplitude
(b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.20 Measured pulses, with Vp-p of 1.2V and gating window of less than 100
ps, assuming a threshold of 0.6V. . . . . . . . . . . . . . . . . . . . . . . . 63

3.21 Sampling bridge consists of two sampling diodes. It samples and holds
the incoming RF signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.22 (a) Employed power combiner with signals input from p1 and p2 then
output from p3. (b) PCB layers stack structure with conductor of copper
and dielectric material of FR-4. . . . . . . . . . . . . . . . . . . . . . . . . 65

3.23 Simulation results of scattering parameters (a) and phase characteristics
(b) of proposed power combiner. Result shows a 1∼3 dB loss within range
of 800 MHz to 1.8 GHz and a phase offset of less than 2 degree. . . . . . . 66

3.24 Example simulation result of the signal stretching. (a) refers to one seg-
ment of the received periodic RF signal (b). (c) is the stretched signal by
sub-sampling the received signal (b). . . . . . . . . . . . . . . . . . . . . 67

3.25 (a)Measurement result with factor of 49999, corresponding to 100 Hz
offset, output frequency at 31 KHz. (b)Measurement result with factor
of 24999, corresponding to 200 Hz offset, output frequency at 63 KHz.
(c)Measurement result with factor of 16666, corresponding to 200 Hz off-
set, output frequency at 94 KHz. . . . . . . . . . . . . . . . . . . . . . . . 68

3.26 Relation of stretch factor with clock offset δf (up) and with output fre-
quency (down). Measured output frequencies match quite well with the
computed result (down). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.27 Simplified signal processing chain . . . . . . . . . . . . . . . . . . . . . . . 71

3.28 Baseline Estimation Subsystem, average 64 restricted samples . . . . . . . 73

viii



List of Figures

3.29 Baseline estimation with noise influence, the blue signal represents the
original signal, the red signal is the baseline compensated one and the
black line refer to the estimated baseline. . . . . . . . . . . . . . . . . . . 73

3.30 Simulink model for the proposed normalization sub-system. . . . . . . . . 75

3.31 Example result of the normalization sub-system. Original signal (up) and
the normalization of the squared signal (down). . . . . . . . . . . . . . . . 76

3.32 The designed filter response for our TDoA estimator. Magnitude response
(up) and phase response (down). . . . . . . . . . . . . . . . . . . . . . . . 77

3.33 The normalized signal is filtered by the designed FIR low pass filter. Orig-
inal signal (up), normalized squared signal (middle) and filtered signal
(down) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.34 The normalized signal is filtered by the designed FIR low pass filter. Orig-
inal signal (up), normalized squared signal (middle) and filtered signal
(down), two thresholds are introduced to determine a event. . . . . . . . . 79

3.35 A simple threshold crossover detection could result in false detection, due
to the amplitude disturbance. . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.36 First peak is located after the threshold crossover detection. . . . . . . . . 80

3.37 Flow chart of the proposed iterative estimation process. . . . . . . . . . . 83

3.38 The Kalman filter improves the estimation by two processes: time update
and measurement update. . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.39 The filtering performance is improved with a slower motion. . . . . . . . 85

4.1 Prototype system implementation, consisting of 4 RF receivers and 1 RF
transmitter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.2 Block diagram of the receiver board (a) and fabricated PCB (b) . Blocks
are mapped by labels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.3 Simplified block diagram of the processing system, including three mod-
ules: Data Acquisition System Controller, Signal Processing System Core
and LCD Controller. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.4 The processing system model includes three sub-system: Interfacing, Po-
sitioning Core and Hex2Dec. . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.5 An example process in the interfacing module. Two basic operations are
involved: rate transition and data type conversion. . . . . . . . . . . . . . 90

4.6 Block diagram of the processing core sub-system. . . . . . . . . . . . . . . 91

4.7 Firmware architecture, including the data acquisition board controlling,
interfacing and the positioning core, etc. . . . . . . . . . . . . . . . . . . . 92

4.8 The range difference from the transmitter to the pairwise receivers is to
be determined. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

ix



List of Figures

4.9 1D test in a Lab environment, consisting of two receivers and one trans-
mitter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.10 Estimation error histogram from position -350 mm to position +350 mm. 94

4.11 1D position estimation (up, green), linear fitting (up, red), estimation
error (down) (a). Variance of estimation error at different positions (b). . 95

4.12 Antenna phase center variation, dependency on angle of arrival (a), de-
pendency on signal phases (b). . . . . . . . . . . . . . . . . . . . . . . . . 96

4.13 Detection of RF field (a). PCV dependency on movement. . . . . . . . . . 97

4.14 The simulated result shows a 1D ranging fluctuation due to the antenna
phase center vibration (a). The measurement result in an anechoic cham-
ber (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.15 The 1D ranging performance in an anechoic chamber is improved by in-
creasing the ADC sampling rate, but tend to be limited after 3MHz. . . . 99

4.16 3D test in a Lab environment, 4 receivers and 1 target transmitter. . . . . 101

4.17 10 measurements for each positions (green dots), mean positions (red
stars), reference positions (green circles). . . . . . . . . . . . . . . . . . . . 102

4.18 3D estimation error statistics, absolute error distribution. . . . . . . . . . 103

4.19 Cumulative distribution function of the estimation error. . . . . . . . . . . 103

4.20 Estimation error statistics in 3 directions (X,Y,Z). . . . . . . . . . . . . . 104

D.1 FIR filter direct form diagram . . . . . . . . . . . . . . . . . . . . . . . . . 123

D.2 Interface of the Filter Design & Analysis Tool from MathWorks. . . . . . 125

D.3 Realize the designed filter in Simulink, including two basic modules: a
filter and a quantizer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

x



List of Tables

1.1 Overview of indoor positioning technologies [1] . . . . . . . . . . . . . . . 2

1.2 List of typical user requirements for indoor positioning systems . . . . . . 4

2.1 Information from different measurements used for positioning. . . . . . . . 13

2.2 Information from different measurements used for positioning. . . . . . . . 22

2.3 Position can be estimated by optimizing one of these criteria: NLS,
WNLS, ML or GML. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Different convergence rate of iterative methods. . . . . . . . . . . . . . . . 31

3.1 High level requirements for example applications. . . . . . . . . . . . . . . 42

3.2 Design requirements for the developed system . . . . . . . . . . . . . . . . 44

3.3 Comparison of different technologies for indoor positioning system. . . . . 46

3.4 Comparison of different RF-based technologies for indoor positioning sys-
tem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5 Comparison of different RF-based technologies for indoor positioning sys-
tem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6 Simulation results of positioning (3D) error using peak detection and lead-
ing edge detection algorithms[2]. . . . . . . . . . . . . . . . . . . . . . . . 50

4.1 Output data format . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.2 List of the interconnections in the processing core sub-system. . . . . . . . 91

5.1 Comparisons of RF-based IPS techniques . . . . . . . . . . . . . . . . . . 106

D.1 Four types of FIR filters, with linear phase response . . . . . . . . . . . . 122

D.2 Four types window functions for designing FIR filters. . . . . . . . . . . . 124

xi



1. INTRODUCTION

1. Introduction

The history of voyage reflects the history of navigation. In the early stage, sailors used
traditional practice, geometry, astronomy, or special instruments to determine directions
and their locations. These navigational tools include compass, nautical charts, astro-
labe, sextant, etc. In the modern era however, these tools have been largely replaced
by electronic and technological equivalents especially after the invention of computers,
which were usually originally motivated by military intention. Radar [3], Long Range
Navigation (LORAN) [4], Gyro-compass [5] and the most famous satellite based global
positioning system (GPS) [6] are among those. The GPS is the first satellite based
system that has a global coverage. It was launched by the U.S. Department of Defense
in 1973 for use by the United States military and became fully operational in 1995.
A GPS receiver compares the time of broadcast encoded in the transmission of three
or four different satellites, thereby measuring the time-of-flight (ToF) to each satellite,
allowing a continual fix to be generated in real time using trilateration. Multiple global
navigation satellite systems (GNSS) beside GPS such as GLONASS in Russia, Galileo
in Europe and BeiDou in China are developed and have been partially or fully provid-
ing the worldwide navigating service with meter-range positioning accuracy for civilian
applications.

The navigation technologies in context are conventionally with respect to outdoors
navigating purpose, however a system that could give a precise positioning service in-
doors has drawn significant attention by the huge scale of applications, with the help of
development of computing technologies in the past decades. It is relatively new under
investigation which started from approximate middle 90’s last century. Unfortunately, a
satellite based GNSS is able to realize a global coverage, fails to locate an object within
an indoor environment or lead to severe deterioration of position accuracy. GNSS signal
suffers from gross distortion in the indoor case due to fading, multi-path distortion and
attenuation. The complexity and material characteristics of a building cause the distor-
tion by reflecting, diffracting, scattering of the GNSS signal when it propagates into the
building. Comparing to the outdoor case, there are more short delay multi-path compo-
nents indoors, which leads to severely degraded pseudo-range estimation. Furthermore,
there is no standard model for an indoor positioning, as environments significantly differ
from case to case. On the other hand, a typical requirement of an Indoor Positioning
System (IPS) is high accuracy which in many cases should be within range of 1 meter
or even millimeter, depending on the specific applications. These obstacles make the
GNSS not a suitable candidate for indoor usage.

Many alternatives have been researched and applied to IPS systems. There are three
categorization methods: location of signal sources, positioning signal type or positioning
principle. They can be classified into two groups: inertial positioning system and exter-
nal sensing positioning systems, regarding the source of signals. Those who determine
the location by using inertial sensors such as accelerometers or gyroscopes belong to the
first class, where the signal generation and signal sensing happen internally. Candidates
from the other group determine the position by analyzing external signals, and can be
categorized based on positioning media includes optical, radio frequency, magnetic and
acoustic systems. An optical system usually means a system built up by cameras [7, 8].
The position is determined by processing the image frames of the object. An object can
be a specific part like head of a person or fiducial marker attached onto it. Classification
could also be made by measurements, e.g. Angle of Arrival (AoA), Time of Arrival
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Table 1.1: Overview of indoor positioning technologies [1]

Technology
Typical
Accuracy

Typical
Coverage (m)

Typical
Measuring Principle

Typical
Application

Cameras 0.1mm− dm 1− 10 angle measurements
from images

metrology,
robot naviga-
tion

Infrared cm−m 1− 5 thermal imaging, ac-
tive beacons

people detec-
tion, tracking

Tactile & Po-
lar Systems

m−mm 3− 2000 mechanical, interfer-
ometry

automotive,
metrology

Sound cm 2− 10 distances from time of
arrival

hospitals, track-
ing

WLAN /
WiFi

m 20− 50 fingerprinting pedestrian navi-
gation, LBS

RFID dm−m 1− 50 proximity detection,
fingerprinting

pedestrian navi-
gation

Ultra
Wideband

cm−m 1− 50 body reflection, time of
arrival

robotics, au-
tomation

High Sensi-
tive GNSS

10 m global parallel correlation, as-
sistant GPS

location based
services

Pseudolites cm− dm 10− 1000 carrier phase ranging GNSS chal-
lenged pit mines

Other Radio
Frequencies

m 10− 1000 fingerprinting, proxim-
ity

person tracking

Inertial Nav-
igation

1 % 10− 100 dead reckoning pedestrian navi-
gation

Magnetic
Systems

mm− cm 1− 20 fingerprinting and
ranging

hospitals, mines

Infrastructure
Systems

cm−m building fingerprinting, capaci-
tance

ambient assisted
living

(ToA), Time Difference of Arrival (TDoA), Received Signal Strength Indicator (RSSI),
etc. Each of these technologies has its own advantages and disadvantages with respect
to performance, system complexity, cost and so on.

Table 1.1 compares 13 different IPS technologies by evaluating the performance like
accuracy, application range, positioning principle, cost etc. [1]. This table also briefly
lists some popular IPS applications, including metrology, robot navigation which re-
quires very high positioning accuracy, and those who could be less accurate but require
a greater coverage like person tracking in a building or location based services.

IPS systems can be applied in almost all areas, such as medical, logistic, safety, science,
gaming, industry, etc. Two different types of positioning mechanisms summarize the
applications for indoor positioning systems: active systems and passive systems. They
are categorized by the location where the positioning computation is implemented. An
active system means that the target device determines its position internally. Most
location based services belong to this kind, for example person guiding in a shopping
mall or in a museum, commercially relevant information or public transportation service.
On the contrary, a passive indoor positioning device does not have to be aware of its
position, instead, a centralized station will carry out the positioning computation. This
kind of IPS is actually a monitoring system. Patient monitoring in medical care facility,
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locating a fireman in a building, arbitration of a goal in the field, motion tracking along
with many others are passive IPS systems.

1.1. Motivation

In recent years, as the improvement of the automation technology and intelligent sys-
tems in commercial, industry, education and science areas, indoor positioning systems
have become increasingly popular [9]. Unlike a GNSS system, there isn’t a standard
framework in developing an indoor positioning system due to the extreme complexity
and diversity of indoor environments. Several technologies have been reported in litera-
ture for indoor positioning systems such as Vision [7, 8, 10, 11, 12], Infrared [13, 14, 15],
Ultrasound [16, 17, 18, 19, 20], Wi-Fi [21, 22, 23, 24, 25, 26, 27], RFID [28, 29, 30, 31, 32],
Bluetooth [33, 34, 35, 36], UWB [37, 38, 39, 40, 41], etc. Each of them assumes a specific
infrastructure, environment, and usually also the application oriented performance. For
instance, the system proposed in [22] is developed using Received Signal Strength (RSS)
from Wireless Local Area Network (WLAN) Access Points (APs). Example experiments
were carried out on a 30m×46m area of a building floor, involving 26 APs and achieved
an accuracy of better than 2 meters.

This work is motivated to develop a high accuracy indoor positioning system. It is
expected to achieve a millimeter-range positioning accuracy. The referred works either
have low accuracy or could not work without line of sight condition. Technologies based
on Wifi, Bluetooth or RFID could only reach meter-range accuracy. Methods using light,
no matter visible or invisible, fail to function in non-line of sight situations. This work
can be applied to the wide span indoor applications that rely on accurate positioning.
They include but are not limited to the examples:

Tracking
Patients and medical equipments tracking in hospitals give the possibility of efficient
emergency detection and provides an intelligent solution in medical resource manage-
ment. Even a precise robotic surgery assistant becomes realistic. Object tracking inside
a building can be an indoor navigator for personnel like visitors in a shopping mall or
precise guidance for automatic forklift truck in a factory. Localizing authorized persons
in high-security areas or locating and recovery of lost or stolen properties. Location
sensing provides the internet of things (IoT) the precise location of a thing, both in time
and space. The smart house for example where all the elements within the house can
be virtually connected and communicate with each other, and the IPS enhances this
system to a higher level with object tracking of either the people or equipments like a
robot vacuum cleaner.

Motion Capturing
The most popular example is entertainment, including video games that require the
interaction between players and the host machine, sport analysis for training by analyz-
ing the motion of the sport player or a object like a football, etc.. It can also be used
in an ambient assistant living system, assisting the senior people by monitoring their
activity and trigger an emergency alarm when an abnormal motion is detected. Ani-
mated films with the help of motion capturing have already been applied for a long time.
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Table 1.2 summarizes general requirements for typical indoor positioning systems. The
actual user requirements are determined by the specific applications. The development of
an indoor positioning system is initiated by setting goals in terms of criterion. Together
with Table 1.1 which gives an overview of the existing IPS technologies and performance
comparison, an attempt is made to figure out a comprehensive guideline for developing
an IPS that meets the requirements from a vast diversity of applications by comparing
the performances such accuracy, coverage, positioning principle, etc.

Table 1.2: List of typical user requirements for indoor positioning systems

Criteria Criteria Description
Accuracy Estimation error to the ground truth
Coverage Applicable environment size
Potability Size of mobile device
Update rate Object position update rate
Operation
time

Time to run out of battery

Installation
complexity

Fundamental infrastructure

Latency Time to determine the position
Cost Price per unit

Capacity
Number of targets can
be simultaneously traced

Reliability
Robustness in complicated
indoor environment

Adaptivity Freedom in using frequencies, media, positioning technologies and
dynamic environments, etc.

This work focuses on describing a newly developed indoor positioning system, which
achieves the performance of high accuracy, high update rate, low cost, low latency, high
adaptivity, etc.

1.2. Objective and Challenges

This work is intended to develop a high precision positioning system for vast applications
in tracking and motion capturing within an indoor environment. Objective is initiated
and the challenges that could obstruct these goals are discussed.

Objective
A complete solution including the hardware system and the signal processing system
are expected from this work. Three key goals should be accomplished. First, a thor-
ough review of the potential technologies on indoor positioning. Second, proposal of a
guideline for developing an IPS, covering phases of application case study, positioning
strategy, hardware and signal processing scenario, etc. Third, development of a mm
precision indoor positioning system based on multilateral technology is the focus of this
work.

Challenges
The major challenge in developing an indoor positioning system based on multilateral
technologies is to accurately measuring the distances information, which correspond-
ingly requires a high temporal resolution in the data acquisition part. Conventionally,
high speed ADCs are necessary for achieving a desirable time resolution. But GHz
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sampling rate ADCs are too expensive and energy hungry, making it not suitable for
usual applications. A customized RF front-end is developed to overcome the limitation
by introducing a sub-sampling RF architecture, with the cost of extended measurement
duration. This dissertation describes a configurable solution for different accuracy re-
quirements from diverse of applications, either improving the accuracy or increasing the
position update rate.

The multi-path and Non-Line-of-Sight (NLoS) propagation are two major contribu-
tors for indoor positioning error. The multi-path effect could cause the inaccurate
ToA/TDoA estimation, due to the signal distortion. The influence of multi-path can be
suppressed by deploying a system with high frequency and some modulation schemes.
But using a higher frequency would in return degrade the performance in NLoS con-
dition. In Non-Line-of-Sight condition, the signal either could not be detected or a
reflected signal is detected instead. Some redundant Beacons could be necessary to
ensure a Line-of-Sight (LoS) propagation is available. Another effective way to mitigate
multi-path is averaging over time with an appropriate motion filter.

The complicated and impractically measurable Phase Center Variation (PCV) of the
antennas is also a problematic issue strangling the attempt in achieving a mm position-
ing precision. Due to the nature of RF antenna, its phase center (considered as the
point where the signal is radiated or collected) is not a static point. The Antenna Phase
Center (APC) does not coincide with the antenna physical (geometrical) center and
varies with the frequency and incident angle of the incoming signal. This effect makes
the reference receivers (beacons) no longer fixed as expected, thus lead to positioning
error. Instead of introducing certain phase center offset cancellation antenna array or
a post-processing procedure which are out of the scope of this work, the narrow band
dipole antenna with relative small PCV is used in our system.

It is also challenging to accurately measure the locations of reference receivers (beacons).
As they are prerequisites for solving the positioning equations, measurements error could
degrade the accuracy.

1.3. Contribution of this Work

This work presents a novel indoor positioning system with millimeter-range precision
[42]. It is a RF-based system, implementing the TDoA technology. It achieves a better
performance compared to referred RF-based work. The low cost custom hardware also
make this system more competitive than the optic-based systems, and it works in NLoS
condition. Contributions of this work include the following major aspects: design, pro-
ducing, evaluation of the hardware system; development of positioning algorithms and
firmware; system prototyping and evaluation.

Hardware
In order to accomplish the objective, a carefully designed hardware system is required.
The positioning strategy is to developed a RF-based TDoA system, which is explained
lately in subsection 3.1.3. Then the key components of this system should at least
include RF transmitters, RF receivers and a digital signal processing unit. The basic
function of the receiver is to produce a time stretched version of the received periodic
RF-signal. A newly developed RF front-end implements signal pre-amplification, fil-
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tering , frequency conversion with a sub-sampling mixer, Automatic Gain Controlling
(AGC) and baseband signal filtering. This customized module is composed by two
individual circuit boards: preamplifier and filtering stage, signal stretch stage. The first
stage works as a channel selector and amplify the interested frequency using multiple
stages Low Noise Amplifier (LNA). Meanwhile, a directional power coupler is introduced
for power detection and is further fed into the AGC block on the second stage, where
a sub-sampling mixer is implemented. The second stage realizes a quasi time stretch
[43] operation. It stretches the modulated UHF/SHF signal to a low frequency without
using a conventional mixer, feeding the ADC board and further into the Digital Signal
Processing (DSP) unit. The AGC of this design enlarge the dynamic range by 40 dB,
which in another word results in an effective positioning range increment of more 100
times.

This dissertation describes the following design procedure of the hardware: circuit sim-
ulation in Advance Design System (ADS), high frequency module simulation in ANSYS
HFSS, PCB layout design in Altium Designer, hardware test and evaluation. Results
and developing considerations for each phase are presented.

Algorithms
Because the applied technology in this system is based on TDoA information, the signal
processing includes two key process: TDoA Estimation, Hyperbolic Positioning Algo-
rithm (Figure 1.1). The basic idea of the developed algorithm is to extract the TDoA
information and to estimate the location based on this information by trilateration
principle. The algorithms development starts with the TDoA estimation. In order to
estimate the TDoA, a set of raw signal processing algorithms is required, including the
baseline compensation, event arbitrator, normalizer, filter, ambiguity eliminator, etc. A
Kalman filter is introduced as the last stage to improve the estimation performance.

Figure 1.1: Simplified signal processing chain

A numerical algorithm based on the Newton-Raphson method is proposed for solving
hyperbolic non-linear equations to determine the 3D coordinate of the mobile device.
Initiative position estimation converges within 7 iterations, with an error of less than 100
ppm. Subsequent estimations require only 3 iterations to achieve the similar accuracy
by substituting the initial guess with previous estimation. This dissertation presents a
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simulink model where the iteration length can be dynamically configured during pro-
cessing, reducing the computation complexity on demand.

As Previously mentioned, the complete processing system is firstly modeled in MAT-
LAB/Simulink environment. The high level synthesis tool HDL Coder is involved in
firmware generation from the Simulink model. Simulation results are provided, including
the co-simulation which concludes the identical functionality of the algorithm model
and the firmware model. This dissertation describes a complete design flow of the IPS
signal processing system from modeling to FPGA implementation. Merits and draw-
backs of the development environment is discussed and some appropriate suggestions
are summarized.

Sytem Evaluation
Performance evaluation for each individual component of the system, including the
two stages customized PCB boards and the positioning algorithm model is provided.
Measurements of the 1D ranging and 3D positioning were separately carried out and
evaluated. The 1D test in an anechoic chamber was taken in order to understand the
influence of some parameters such as cables and the antennas, which gives a deep insight
on potentials for further improvement. A Root Mean Square Error (RMSE) of 0.807cm
is achieved in a complicated office/Lab environment, with a variance of 0.197cm2. The
goals listed in Table 1.3 are fully accomplished.

The proposed system provides a high degree of flexibility in frequency usage, ranging
from hundreds of MHz to tens of GHz. It implements a narrow-band RF architecture
and shows a strong immunity to neighbor bands interference and could even reject
high in-band noise. Moreover, it can be adapted to varies coverage applications from
meters up to tens of kilo-meters. The high adaptivity and narrow-band property make
this system to be a competitive player in IPS market, promoted by its low cost, and
robustness high accuracy.

This work also demonstrates the influence of the PCV on the positioning accuracy. Two
type antennas are evaluated, the wide-band antenna and the dipole antenna. A compre-
hensive analysis of the PCV behavior of the dipole antenna is presented. The simulated
matched well with the experimental result and proved that the PCV dominates the
error in 1D ranging, thus further degrades the accuracy in 3D positioning.

Geometry dilution of precision (GDOP) effect caused by the distribution of the refer-
ences nodes is observed and analyzed in the prototype system evaluation, giving a hint
for further improvement.

It must be noted that, although this system was initially developed for indoor applica-
tions, it can be used outdoors and provide a superior performance to indoors condition,
because there are much less short multi-path components than in indoor environment.

1.4. Dissertation Structure

The dissertation is structured in the following way. This introduction is followed by
an overview of the general background and related work on indoor positioning systems
in Chapter 2. It describes the existing technologies by investigating the positioning
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signals, principles and algorithms. Chapter 3 presents the development methodology of
the proposed local positioning system, including the technical aspect of the hardware
architecture and the signal processing system involved in the system. The simulation
and measurement of the customized RF front-end, the development of the positioning
algorithms are demonstrated. Chapter 4 describes the prototyping and evaluation of the
underlying technologies. Performance evaluation of the proposed system is presented.
1D and 3D test are carried out and correspondingly the results are analyzed Chapter
5 concludes the contributions, challenges and key positioning error sources. Chapter 6
closes the dissertation with suggestions on possible future developments based on this
work.
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2. State-of-the-Art Indoor Positioning Technologies

Indoor positioning systems have been investigated for decades. Previous surveys ad-
dressed a large scale of related technologies in diverse perspectives, including per-
formance, positioning signal measurement, mathematical modeling and limitations
[44, 45, 46, 47, 48]. Comparison between different technologies in literature presents the
developers a comprehensive start point for their specific applications. As described in
context, the existing technologies can be grouped into two categories: inertial position-
ing (involving momentum sensors embedded on the object device to be located) and
external sensing (geometry estimation based on signal measurement).

Inertial Positioning
This sort of system involves the usage of momentum sensors embedded on the mobile
device. The position is determined by monitoring the motion of the target object. Con-
tinuous and accurate measurement of velocity, acceleration or orientation is the essential
information to ensure the positioning performance. As the position computation relies
only on the historical estimations and measurements, the error is cumulative and would
finally fail in meeting the accuracy requirement. Rather than in positioning, inertial
systems are more popular in motion detection or used as an enhancement for an external
sensing positioning system.

External Sensing
In contrast with the inertial positioning system, this approach determines the location
by measuring the signal propagation between the target node and the reference nodes.
There is variety of information which can be extracted from the incident signal for
positioning, such as Angle of Arrival (AoA), Time of Arrival (ToA), Time Difference
of Arrival (TDoA), Received Signal Strength Indicator (RSSI), etc. A crucial precon-
dition is that the coordinates of the reference nodes should be known, location fixed or
precisely predicable. The determination of the position doesn’t require knowledge of
historical estimation but can depend only on the current measurements. This makes
a more reliable solution, making the external sensing method dominating the location
system market.

With the advantages of applicability and reliability, the external sensing system became
the preferred system approach in developing a mm-range precision indoor positioning
system. This chapter describes the related work by discussing three fundamental consid-
erations of an IPS: positioning signal, positioning principle and positioning algorithm.
Section 2.1 gives an overview of possible signals that can be used in a location system.
Section 2.2 goes further into the various of positioning principles, comparing their pros
and cons. Section 2.3 presents some existing algorithms developed for localization.

2.1. Positioning Signal

All systems described in this work are wireless, which means the signals involved can
propagate in the space without introducing cables. This property encourages a large
freedom in using various signals. They can be categorized into four groups: optical
signal, acoustic signal, magnetic field and radio frequency. Each of these leads to a
distinctive hardware implementation. The characteristics of different signal types also
determine their potential in performance in terms of accuracy, coverage, robustness,
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cost, etc.

2.1.1. Optical Signal

The optical signals deployed in existing positioning systems include visible light and
infrared radiation.

Visible Light
Visible light is the part of the EM spectrum with a wavelength between 380 nm and 760
nm (400− 790 terahertz) which can be detected by the human eye. It comprises only a
tiny fraction of the entire electromagnetic radiation spectrum. There are many sources
of visible light, either being nature or artificial. When venturing outside, a vast majority
of the light visible to humans is emitted from the sun, which also produces many other
frequencies of radiation that do not fall into the visible range. Many biological organisms
are capable of emitting visible light, such as the familiar lightning bugs (”fireflies”) and
more exotic glows from the sea. Inside, we are exposed to visible light that originates
from artificial sources, such as fire, fluorescent and incandescent tungsten device, LED,
Laser, etc..

Various photon detectors have been invented to measure the kinetic energy of the
photoelectrons, including vacuum phototube, photomultiplier tube, photodiode, charge-
coupled device (CCD), Complementary metaloxidesemiconductor (CMOS) sensors, etc.

Information like intensity and propagation direction can be estimated, with the usage
of photo detectors. Additionally, modern technologies also enable the measurement of
distance, with a single range imaging camera [49, 50]. A camera-based IPS only works
in condition of line-of-sight (LoS), as the light propagates in a straight line and can only
be seen by detectors when no obstacles block in between. This shortcoming in return
results in a perfectly high angular resolution, thus provides a high positioning precision.
Researchs on IPS using visible light have achieved an accuracy levels between tens of
µm and dm [7, 8, 10, 11, 12, 51].

Infrared Radiation
Infrared is an invisible (to the human eye) electromagnetic radiation with frequency
ranging from 300 GHz to 430 THz, extending from the nominal red edge of the visible
spectrum. The primary source of infrared radiation is heat or thermal radiation. This
is the radiation produced by the motion of atoms and molecules in an object. The
higher the temperature, the more the atoms and molecules move and the more infrared
radiation they produce. Artificial sources such as IR laser, IR LED can emit light in the
infrared range of the electromagnetic radiation spectrum, resulting from the so called
electro-luminescence effect.

Infrared radiation is light just like visible light because they have similar properties.
But due to the long wavelength, infrared radiation is less scattered and offers better
transmission through various media. There are two main types of IR detectors: thermal
detectors and photodetectors. Thermal detectors use the infrared energy as heat and
their photo sensitivity is independent of the wavelength. Photodetectors in contrast
convert light signals that hit the detector material into voltage or current (same as
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visible light photodetector), depending on the wavelength or photon’s energy.

Infrared object tracking systems based on high resolution infrared sensors are able to
detect artificial IR light sources with sub-mm precision [52] but should be under LoS
condition and is sensitive to ambient interference. Systems based on active beacons
[53, 54] or those using natural radiation [55] usually provide meters positioning precision
and can be used for rough locating applications.

2.1.2. Acoustic Signal

In contrast to an optical signal, radio frequency or magnetic field, which can be classified
as electromagnetic wave, an acoustic signal refers to the mechanical wave transmitted
through a medium by pressure oscillation. This pressure is initiated by a speaker or
some other mechanical device that creates a series of pulses of energy that, in turn, cause
air molecules to vibrate. The acoustic signal can be further categorized into audible
sound, ultrasound and infrasound distinguished by the location in spectrum.

Audible Sound
The sound frequencies ranging from 20 Hz to 20 KHz is audible to the average human,
as the vibrations reach a listener’s ear with sufficient energy to cause pressure on the
eardrum. Audible sound has been investigated for localization purpose [56, 57]. Speaker
and microphone are involved as acoustic signal transmitter and receiver respectively.

Ulrasound
Ultrasound refers to the sound waves with frequencies higher than 20 KHz, the upper
limit of audible sound. But it is audible to some animals such as bats, dolphins and
whales. They are able to emit ultrasound and use it for locating prey and obstacles [58].
Many ultrasonic-based systems were developed to detect objects and measure distances
[16, 17, 18, 19, 20], where even sub-centimeter precision can be achieved. Artificially,
the ultrasound is generated or detected by using an ultrasonic transducer that converts
an electrical signal into ultrasound or vice versa. It typically refers to piezoelectric
transducers or capacitive transducers.

Infrasound
The sound with frequency of less than 20 Hz is known as infrasound, which is also
the lower limit of human hearing. The sources include wind turbulence, earthquake,
snow avalanche, vehicle, industrial facilities, air conditioning system, etc. Infrasound
can travel great distances from hundreds to thousands kilometers with little attenua-
tion, due to its low frequency. Technologies are developed to detect and localize events
that generate infrasound, like earthquake, explosion, avalanche and so on [59, 60, 61, 62].

All sound signals are mechanical waves of pressure which propagate through compress-
ible media such as air, water or solid. During their propagation, waves can be reflected,
refracted, or attenuated by the medium. Three properties are most concerned for a
sound-based positioning: propagation speed in the air, attenuation, NLoS propagating
capability.

Comparing to the propagation speed of electromagnetic wave in air (299,702,534 m/s),
the sound propagates far slower (331.4 m/s). The penetration capability and low speed
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eases the development a high accuracy positioning system with low cost, loose synchro-
nization requirement, function in NLoS condition. The drawbacks of relative low speed
are the non-negligible Doppler shift and lower update rate. Moreover, the speed of sound
depends on environmental factors such as temperature, humidity, and atmospheric pres-
sure. Although temperature sensors can be used to compensate the variations of speed
of sound due to temperature, other environmental factors and the finite resolution in
temperature measurements can result in the actual speed being different from that used
for position estimation. The existing multi-path propagation and ambient noises make
the development of reliable sound-based positioning systems at cm level or better remain
a challenge.

2.1.3. Magnetic Field

Magnetism is one of the most ancient methods in navigating. Using the compass for
open-seas navigation started from the 15th century. The associated magnetic field is the
magnetic effect caused by electrons’ motion or magnetic materials, where electrons spin
to produce directional field. Figure 2.1 shows some examples of magnetic field sources.
The Earth itself is a giant magnet, sourcing from circulating electric currents within the
molten metallic core.

Figure 2.1: Examples of magnetic field source, bar magnet (A), wire carrying current (B), the
earth (C).

A magnetic field is mathematically described as a vector field. It exerts a force on
particles in the field due to the Lorentz force, which attracts or repels other objects.
The term magnetic flux φ is introduced to describe the amount of these force lines
passing through an area and can be formulated as:

φ =

∫
S

B • dA (2.1)

Where B represents the flux density vector measured in T and A describes the cross-
sectional area. Four properties of magnetic field are found: Magnetic field lines never
cross; The density of field lines indicates the strength of the field; Magnetic field lines
always make closed loops and will continue inside a magnetic material; Magnetic field
is directional. Whereas there are two properties we can measure from a magnetic field
vector: the strength and direction. The direction is easy to measure by lining up a
magnetic compass with the field. The strength on the other hand can be measured by
magnetometers which exploit the force an electron feels as it moves through a magnetic
field [63] or by measuring the giant magnetoresistance (GMR) [64, 65] in thin-film
structures composed of alternating ferromagnetic and non-magnetic conductive layers.
Many other technologies have been deployed for magnetic sensing, including Hall effect
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sensor, magneto-diode, magneto-transistor, AMR magnetometer, magnetic tunnel junc-
tion magnetometer, magneto-optical sensor, Electron Tunneling based MEMS sensor,
MEMS compass, etc.

Many investigations have been carried out for indoor positioning using either ambient or
artificial magnetic field and meter-level precision or better was achieved [66, 67, 68, 69].
All magnetic-based positioning systems in literature involve the measurements of the
strength and the direction of the magnetic field. Compared to the light and radio
methods, a significant advantage of this type of system is that the artificially generated
magnetic field is not affected by most obstacles, hence multi-path or NLoS errors can
be neglected. However, it suffers from fluctuations due to the presence of magnetic field
anomalies arisen by natural and artificial sources [70]. Furthermore, moving objects
containing ferromagnetic materials and electronic devices may affect the magnetic field.

2.1.4. Radio Frequency

Any electromagnetic wave frequencies that lie in the range extending from around 3 kHz
to 300 GHz is defined as Radio Frequency (RF).

A RF signal is the result of oscillating electric and magnetic fields that move as an energy
force in wave form through space. It can be produced by both natural and artificial
sources. Natural sources like the sun, the earth and the ionosphere all emit low level RF
fields. Artificial sources of RF are mainly used for telecommunication purposes. Radio
and television broadcasting, mobile phones and satellite communications all produce
RF. Other sources of RF fields include microwave ovens, radar, industrial heaters and
sealers, and various medical applications.

The RF spectrum range is further splitted into sub bands as listed in Table 2.1. Trans-
mission systems work in the RF spectrum range including analogue radio, aircraft
navigation, marine radio, amateur radio, TV broadcasting, mobile networks and satel-
lite systems.

Frequency Range Description Abbreviation

3kHz ∼ 30kHz very low frequency VLF

30kHz ∼ 300kHz low frequency LF

300kHz ∼ 3MHz medium frequency MF

3MHz ∼ 30MHz high frequency HF

30MHz ∼ 300MHz very high frequency VHF

300MHz ∼ 3GHz ultra high frequency UHF

3GHz ∼ 30GHz super high frequency SHF

30GHz ∼ 300GHz extremely high frequency EHF

Table 2.1: Information from different measurements used for positioning.

RF-based indoor positioning systems utilize the propagation of Radio Frequency (RF)
signals. The system is composed of transmitter nodes and receiver nodes. The link
between these nodes includes the origin transmitting antenna, propagation medium (the
air), and the destination receiving antenna. The simplest form of Friis transmission
equation describes the radio propagation in free space:
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Pr
Pt

= GtGr(
λ

4πR
)2 (2.2)

Where Gt and Gr represent the antenna gains on the transmitter and the receiver
respectively. Pt is the output power to the transmitting antenna and Pr is the input
power of the receiver antenna. R defines the distance between two antennas.

But this is an ideal model that is inaccurate for ordinary terrestrial condition, where
RF signals generally propagate between the transmitting antenna and the receiving
antenna in the following patterns: line-of-sight (LoS, direct propagation), refraction,
or reflection (NLoS, multipath). Dominant propagation characteristics vary with the
frequency (or wavelength) of the transmitted signal involved. Metals and fluids tend
to be highly reflective surfaces for electromagnetic waves and thus influence the path
of propagation, resulting in multipath fading, especially significant in urban or indoor
environments. In multipath conditions, both the direct and reflected signals are present
at the antenna. What’s worse, in some situations, the direct signal may be obstructed
or greatly attenuated to a level well below that of the received multipath signal. These
effects make the multipath phenomenon the most problematic obstacle in developing a
high precision indoor positioning system. A careful site selection, better antenna design,
multipath reduction algorithms, special receiver hardware implementation and other
methods have been investigated for the multipath influence mitigation.

Nevertheless, the suitability in NLoS propagation, low cost hardware and relatively
easy development encourage a huge amount of engineers and resources on developing
RF-based positioning system. Three kinds of information can be in principle used for
determining the location: signal strength, angle of arrival and time of arrival. Technolo-
gies using Radar, GNSS, Wifi, Bluetooth, RFID, FM Radio, UWB, ZigBee, etc. have
been able to achieve accuracy ranging from centimeter to meter, with various coverages.
[45, 51]

2.2. Positioning Principle

There is no universal model to characterize the indoor environment [9], due to the
localized and dynamic nature of each individual circumstance. This complexity and
unpredictability result in fragmented indoor positioning technologies to meet diverse re-
quirements, such as accuracy, update rate, latency, cost etc. Several commercial systems
have been developed using different signals in context. Then what information can be
extracted from those signals for positioning? There are three fundamental measurements
of a propagating wireless signal that can be carried out: intensity, propagation direction,
time information. These measurements determine three primary positioning principles:
single strength-based, angulation-based and time-based. This section discusses each of
these methods. The position estimation based on aforementioned measurements signal
strength and time involves the triangulation positioning scenario (Figure 2.2). Figure
2.2(A) assumes the distances from the target to the fixed access points APi are esti-
mated, then each of this distance defines a circle in 2D or a sphere in 3D, surrounding
APi. Intersection of these circles or spheres determines the target’s location. Figure
2.2(B) assumes the distance differences from the target to the pairwise fixed access
points APi are estimated, then each distance differences defines a hyperbola in 2D or a
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hyperboloid in 3D. Intersection of these curves or surfaces gives the positioning solution.

Figure 2.2: Concept of triangulation positioning, using distance information (A) and distance
difference information (B).

2.2.1. Signal Strength-based Method

Received signal strength (RSS) is a measurement of the power level detected by the
receiver. With the knowledge of received signal strength and the path loss model, the
distance can be estimated in an ideal noise-free condition. One of the factors influencing
RSS values obtained by a wireless device is the distance between emitter and receiver,
the further the signal propagates, the lower the signal strength. Generally, sound, radia-
tion, magnetic and light source from a point source propagates spherically, the energy is
distributed over the ever-increasing surface diameter of the wave front surface (Inverse
Square Law, Figure 2.3).

Figure 2.3: Field intensity is inversely proportional to the square of the distance from the source
in free field.

It concludes that for every doubling of the distance from the source in a free field
situation, the signal intensity will diminish by 6 decibels. The accuracy depends on the
suitability of the propagation models used for the actual propagation conditions. The
multi-path and the shadowing effect can be modeled with Rayleigh or Rician decaying
model [71] for RF systems. Many researches attempted to model the RF propagation in
an multi-path-rich environment [72, 73, 74, 75, 76, 77]. But there is no universal model
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for the vastly diverse indoor environments. Recapitulatively, the signal attenuation,
caused by the propagation distance, is known as path loss, and the intensity is modeled
to be inversely proportional to the distance between the emitter and the receiver raised
to a certain exponent known as path loss factor. An average pass loss factor P̄loss for
signal propagating from the location at distance d0 to the location at distance d can be
summarized as:

P̄loss(d0 → d) ∝ (
d

d0
)n (2.3)

Where the exponent n indicates the power decaying speed, depending the exact envi-
ronment. n equals to 2, obeying the Inverse Square Law when signal propagates in free
space, otherwise, it is greater than 2. The pass loss law of signal strength used for indoor
localization can be formulated as:

RSS = RSS0 − 10nlog‖p− p0‖+e (2.4)

where RSS is the detected power by the receiver located at p, and RSS0 refers to the
signal intensity at the reference position p0. e is the induced error.

An offline calibration and real time adjustment are usually necessary for obtaining a
promising performance. Fingerprinting is one method to use RSS for positioning, where
the vector of the RSS values at a point is called the location fingerprint of that point.
The basic idea is to build a map of fingerprints that are empirically obtained by taking
exhaustive RSS measurements. Position estimation is determined by matching online
measurements with the best position in a database that approaches the percomputed
fingerprint [45, 78]. The maximum likelihood is evaluated for the matching process.
The system searches for the most probable combination of RSS values and determines
the closest position, according to the fingerprint map. The more the collected RSS
information at each position, the more accurate the fingerprint data can guarantee.

RADAR [79] is one of the first positioning systems, making use of RSS. The advantage
of RSS-based positioning system is the simplicity of implementation and its low cost.
It can be built on many existing infrastructures such as cellular network [80], WLAN
[81, 82, 83], Bluetooth [84, 85, 86]. The widely spread smart phone can be used as the
mobile device, thus it requires almost no extra hardware. Li proposed an visible light
based positioning system using RSS with a small scale hardware [87].

The RF RSS-based method is commonly used in low accuracy applications, because
the accuracy is significantly impacted by multi-path effect especially the short delay
components. Additionally, objects such as doors, furniture, and people are even more
problematic, as they can affect the signal strength dynamically and randomly. Magnetic
field on the other hand shows more robustness for implementing a RSS-based system.
Joerg and Abdelmoumen proposed a system based on artificial fields, which is free of
NLoS error and multi-path effects and achieved an accuracy of a few centimeters in short
range (< 10m) [68].
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2.2.2. Angulation-based Method

The propagation direction of the wireless signal is also used in many positioning systems
to locate the object. By measuring the angle of arrival (AoA) of the incident signal
at multiple anchor units, the target’s location can be determined as the intersection of
directions lines (Figure 2.4). This method reduces the hardware infrastructure, compar-
ing to other methods, as no time synchronization is needed. Only 2 measurement nodes
for 2D positioning, while minimum 3 nodes are required for 3D. In principle, the AoA
mechanism could be introduced in any systems, involving any listed signals in context.
This adaptability provides the developers a high flexibility in hardware implementation
and scenarios optimization. However, when the target object to be located is far away,
the precision of non-light systems degrade significantly, due to the geometric dilution [88].

Figure 2.4: Localization by angle of arrival.

Optical Systems
The biggest advantage of implementing an optical positioning system is the straight
propagation nature of light, enabling a precise AoA estimation. Cameras are able to
capture the object features with a high update rate. Centimeter or even sub-millimeter
accuracy can be achieved by optical systems [89, 52]. However, the shortcoming of AoA
method in optical system is also obvious: it fails in NLoS condition, due to the straight
propagation nature again.

Acoustic Systems
A low cost microphone array is capable to locate the sound source [90]. The acoustic
signal processing is much easier comparing to the image processing where resource
hungry processors are usually required. The key disadvantage of this method is the
sensitivity to ambient interference, sourcing from multi-path fading in the complicated
indoor environment. Moreover, positioning quality degrades as the mobile target moves
farther from the measuring units.

RF Systems
Estimation of AoA in RF-based positioning system can be accomplished either with
directional antennas or with an array of antennas (Figure 2.5) [91, 92, 93]. The angle θ
can be computed by estimation of the propagation delays at different antenna elements.
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θ = arccos(
∆dij

(j − i) ∗ d
) (2.5)

Where ∆dij refers to the propagation range difference which can be derived by multiply-
ing the propagation delay with the speed. d is the space between neighboring antenna
elements.

Figure 2.5: Angle estimation using antenna array.

For narrow-band RF systems, time differences can be represented as phase shifts. There-
fore, the combinations of the phase shifted of signals arrives at different antennas can be
measured for AoA estimation. However, for wideband systems, time delays of received
signals should be involved instead, due to the large span of phase differences for a
wideband signal [94].

2.2.3. Time-based Method

The third category is time-based positioning. It refers to these three measurements:
time of arrival (ToA), round trip time (RTT) and time difference of arrival (TDoA).
(Figure 2.6). The ToA and RTT measurements only involve two nodes, while the TDoA
measurement involves three nodes.

ToA
The signal propagation time from the emitter to the receiver is directly proportional to
the distance. The distance between two nodes can be derived by multiplying the signal
travel time with the propagation speed. Many RF positioning systems, such as GPS [6]
and Loran-C [4], are based on ToA measurements.

The Measurement of ToA requires a precise synchronization between emitter and re-
ceiver. Generally, it is more challenging to implement synchronization in a RF system
than in a acoustic system, due to the much higher propagating speed. For acoustic-based
positioning systems, a radio signal is usually involved for synchronization purpose and
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Figure 2.6: Time measurements: time of arrival (ToA) (A), round trip time (RTT) (B), time
difference of arrival (TDoA) (C).

the sound signal is used for ranging [95]. Some semiconductor imagers can do ranging
without synchronization between nodes by measuring the time of flight of the light
[96, 97, 98].

In a ToA positioning system, the measured ToAs are defined as ToAi. A set of ranges
(Cartesian distance) between the target node and the ith anchor node: di can be com-
puted:

di =‖ P − Pi ‖= ToAi ∗ v + ei (2.6)

where P represents the target location and Pi are the known coordinates of the anchor
nodes. v is the signal propagation speed and ei refers to the inaccuracy caused by all
kind of process noises and measurement error.

RTT
RTT refers the duration from the signal emission on the first node to the moment of
receiving the acknowledge signal sent by the second node. It includes the internal delay
within the node which answers with an acknowledgment And in a RTT-based position-
ing system, the measured RTTs are defined as RTTi, then a sets of range (Cartesian
distance) between the target node and the ith anchor node: di can be computed:

di =‖ P − Pi ‖=
RTTi − TDi

2
∗ v + ei (2.7)

where TDi refers to the response delay in the ith node. A calibration of these delays is
critical in developing a RTT-based positioning system. Frequently, the RTT measure-
ments are used to estimate the ToA, with a priori knowledge of the response delay.
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TDoA
Comparing to a the ToA system where the transmitter-to-receiver synchronization is
necessary, the TDoA measurement on the contrary only need a synchronization between
the anchor nodes. This advantage reduces the implementation complexity and cost as
well. With the foreknowledge of signal propagation velocity, the range differences ∆dij
from the target device to the anchor nodes i and j can be derived:

∆dij =‖ P − Pi ‖ − ‖ P − Pj ‖= (TDoAij) ∗ v + eij (2.8)

Where eij refers to the inaccuracy caused by process noises and measurement errors on
anchor nodes i and j.

The range difference with two anchor nodes located at the foci defines a hyperboloid
(Figure 2.7 (A)), where the target location can be at any position on the surface. A
minimum of three range difference measurements is required, in order to estimate the
3D location by computing the intersection of three hyperboloids (Figure 2.7 (B)). Con-
sequently, the TDoA-based system is also known as hyperbolic positioning system.

Figure 2.7: The range difference to pairwise access points (anchor nodes) defines a hyperboloid
(A) and intersection of three hyperboloids derives the 3D location (B).

2.2.4. Summary

Each individual method has its limitation. The signal strength fluctuates unpredictably
in complex indoor environment, which degrades the accuracy in RSS range-based
positioning system. The angular resolution in AoA method depends on antenna config-
uration. Temporal methods such as ToA, RTT and TDoA rely on synchronization and
event estimator. These fundamental limitations imply a high dependency of accuracy
on the system implementation. A common obstacle for all these measurements is the
measurement inaccuracy caused by non-line-of-sight (NLoS) propagation. Higher posi-
tioning accuracy can be achieved in the presence of non-line-of-sight (NLoS) by using
hybrid positioning schemes that use combinations of available ToA, TDoA and AoA
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measurements to solve the location [99], such as RSS/AoA [100, 101, 99], ToA/AoA
[102, 103, 104] and TDoA/AoA [105, 106, 107].

Furthermore, all types signals presented in section 2.1 can be involved in a time-based
system. Each has its pros and cons. Sound systems have the simplest implementation
but are sensitive to ambient noise and have lower update rates. Optical systems have
the highest precision but are limited to LoS propagation and require more computation
effort. RF systems are a moderate method, lower cost compared to camera systems and
more robustness compared to sound systems, coming with meter down to millimeter
precision can be achieved by specific infrastructure hardware.

2.3. Positioning Algorithms

This section focuses on describing the mathematical perspectives of the positioning
systems, attempting to provide a comprehensive overview of existing positioning algo-
rithms. The study starts from the assumption of a specific indoor positioning system
infrastructure, constructed by multiple access points (APs) located at known positions
and a mobile device (MD) the object to be tracked. On the signal processing aspect, the
positioning can either be carried out on a central station or locally on the mobile device,
referring to the passive system and active system respectively. In a passive system, the
design of mobile device is significantly simplified and can have a long battery life, as
no computation effort is required. But the system capacity is limited by the frequency
resource. The active system on the contrary allows unlimited amount of mobile devices,
because the target device works as signal receiver and computes its position locally
similar to GNSS systems.

The determination of the MD coordinate is only possible when sufficient signal measure-
ments are obtained. These information can be any kind of the measurements discussed
in previous sections: RSS, AoA, ToA, RTT or TDoA. It can also involve a combination
of two or multiple sorts of measurement to achieve an enhanced performance.

Some notations are clarified as follows:
p: real coordinate of the mobile device (MD);
p̂: position estimation of the mobile device (MD);
pi: coordinates of the access points (APs).

A general relationship between the estimated MD position p̂, the measurements {mn}
and the known AP locations {pi} can be formulated as:

mn = h(p̂; pi) + en (2.9)

i = 1, ...NAP and n = 1, ...Nm, where NAP and Nm refer to the amount of AP and
the amount of measurements respectively. The transfer function h reflects relationship
between the positions and the measurement quantities. The error e includes the process
error, the measurement error and the signal processing error. The process error comes
from the signal distortion due to the multipath fading and the shadowing effect. The
error follows a distribution pe(e) which can be used to evaluate the accuracy performance
of the system. As Gaussian distribution can be motivated by asymptotic arguments or
the central limit theorem [108], the error is assumed to follow the gaussian distribution:
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pe(e) = N(µ, σ2) =
1

σ
√

2π
e−

1
2
( e−µ
σ

)2 (2.10)

The measurement has a mean error of µ and a variance of σ2. In a LoS situation, the
mean error µ = 0, thus pe(e) = N(0, σ2). For a error vector e, the error distribution in
LoS condition follows:

Pe(e) = N(0, σ2In) (2.11)

Table 2.2 summarizes the information that can be derived from the measurements for
positioning, including the geometric information such as range and angle, or the digital
summary like fingerprint.

Measurement Description Information for positioning

RSS Signal strength Range: ri = ‖p̂− pi‖+ei (power loss model)
or Fingerprint: {RSSi}

ToA/RTT Time of arrival/
round trip time of
arrival

Range: ri = ‖p̂− pi‖+ei (propagation model)

TDoA Time difference of
arrival

Range Difference: ∆rij = ‖p̂−pi‖−‖p̂−pj‖+eij
(propagation model)

AoA Angle of arrival Angle: αi = arccos(
−→
p̂ · −→pi ) + ei (geometric

model)

Table 2.2: Information from different measurements used for positioning.

Regression Model
Based on the relationship in formula 2.9, the positioning system can be modelled as a
regression process:

m ≈ h(p̂; pi) (2.12)

i) The geometry location as unknown parameters: p̂, with length of K, corresponding
to (x̂, ŷ) for 2D positioning and (x̂, ŷ, ẑ) for 3D positioning.
ii) The known AP locations as independent variables: pi, with size of N×3, i.e. N
nodes with 3D coordinate.
iii) The observed measurements as dependent variables: m = {mn}, with length of
Nm.

Carrying out regression analysis requires specification of the function h. And the form
of this function is based on knowledge about the relationship between mn and pi that
is determined geometrically or by Fingerprinting. In order to approach the position
estimation p̂, there should be enough amount of measurements available, i.e. Nm > K
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(length of vector p̂) for solving a non-linear function h.

Model Analysis
The error in formula 2.9 implies the distance of the measurements and the estimation
h(p̂; pi). In other words, the optimum position estimation is achieved by minimizing the
error. A standard approach in analyzing the system model is using the least squares
(LS) method, in terms of non-linear least squares (NLLS) for solving a non-linear model.
”Least squares” means that the estimation minimizes the sum of the squares of the errors
made in the results of every single equation in 2.16:

p̂ = argmin

Nm∑
n=1

(mn − h(p̂; pi))
2 (2.13)

An example of a model is the positioning system based on ToA measurements, referring
to Table 2.2:

p̂ = argmin

Nm∑
m=1

(rm − ‖p̂− pi‖)2 (2.14)

where rm denotes the distances between targets and access nodes.
The formula (2.13) describes a regular non-linear least squares regression where mea-
surement errors all have the same variance. In case that assumption is not true, it is
appropriate to use a weighted fit:

p̂ = argmin

Nm∑
n=1

W(mn − h(p̂; pi))
2 (2.15)

where W is a diagonal weight matrix, which is the reciprocal of error variance-covariance
matrix Σ = Cov(e) of the measurements:

W = Σ−1 (2.16)

The weighted non-linear least squares is also called cost function:

e = (mn − h(p̂; pi))
TΣ−1(mn − h(p̂; pi)) (2.17)

minimizing the cost function yields the position estimation:

p̂ = argmin(e) (2.18)

If the error probability distribution fe is known, the maximum likelihood (ML) estimator
can be used to find the optimal solution by maximize the joint probability, according to
Bayes’ theorem:
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p̂ = argmax

Nm∏
n=1

f(mn|p̂) (2.19)

where f(mn|p̂) is the probability distribution function of measurements mn conditioned
on position p, which is also the likelihood function for p. And the product

∏Nm
n=1 f(mn|p̂)

explain a collection of statistically independent measurements, thus the likelihood func-
tion factors into a product of individual likelihood functions.

Rewrite formula 2.19 in logarithm form for convenience:

p̂ = argmax

Nm∑
n=1

ln f(mn|p̂) (2.20)

where the likelihood function product can be represented with the sum of individual
log-likelihood

∑Nm
n=1 ln f(mn|p̂), whose derivative is often easier to be computed than

the derivative of a product.

As the maximum likelihood is equivalent to achieve a minimum error, it can be repre-
sented as minimizing the error:

p̂ = argmin

Nm∑
n=1

ln fe(mn − h(p̂; pi)) (2.21)

Optimization Criteria
The model analysis results in finding an optimization solution for one of the underlined
criteria: non-linear least squares (NLS), weighted non-linear least squares (WNLS),
maximum likelihood (ML) or gaussian maximum likelihood (GML) [109] (Table 2.2).
The desired solution is determined by either minimizing the least squares cost function
or maximizing the likelihood function.

Optimization
Criteria

Description Criteria Formulation

NLS Non-linear Least Squares VNLS(p) = (m − h(p; pi))
2 = (m −

h(p; pi)
T )(m− h(p; pi))

WNLS Weighted Non-linear Least
Squares

VWNLS(p) = (m −
h(p; pi))

TΣ−1(m− h(p; pi))

ML Maximum Likelihood VML(p) = ln fe(m− h(p; pi))

GML Gaussian Maximum Likeli-
hood

VGML(p) = (m−h(p; pi))
TΣ−1(m−

h(p; pi)) + ln det(Σ(p))

Table 2.3: Position can be estimated by optimizing one of these criteria: NLS, WNLS, ML or
GML.

Each of these methods is suitable for a specific stochastic condition, w.r.t the error dis-
tribution characteristics. Optimizing the 2-norm NLS criteria is the best approach, if the
errors are independent, identically distributed Gaussian variables, with fe = N(0, ρeI).
Otherwise when the errors variance have a dependency on geometry location or variable
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over time, the NLS should be weighted accordingly by involving the error covariance
matrix Cov(e) = Σ. The ML approach provides an efficient estimator, with a given
error probability distribution fe. In the special case of a Gaussian error distribution
with position-dependent covariance fe = Σ(p) , the GML is prefered, similar to the
WNLS, but with the term ln det(Σ(p)).

Root Mean Square Error (RMSE)
In order to evaluate the performance of the positional accuracy, the root mean square
error (RMSE) is frequently invloved, it describes the difference between estimation and
ground truth:

RMSE =
√
E[‖p̂− p‖2] (2.22)

Where the operation E calculates the mean value. The RMSE equals to the standard
variance of the error, when the estimator is unbiased.

Cramer-Rao Lower Bound (CRLB)
The CRLB expressed the lower bound on the variance (or covariance matrix) of any
unbiased parameter estimation [110]. It is the theoretical limits for the positioning
accuracy. The bound states that the variance of any unbiased estimator is not less than
the inverse of the Fisher Information Matrix (FIM) I(p):

I(p) = −E[
∂2

∂p2

Nm∑
n=1

ln f(mn|p)] (2.23)

(2.24)

This formula determines the Fischer information as the second order derivative of the
natural logarithm of the likelihood function with respect to the parameter p.
Then the CRLB is expressed as:

E[(p̂− p)(p̂− p)T ] ≥ CRLB =
1

I(p)
(2.25)

This comparison of matrices implies a definite condition:

(E[(p̂− p)(p̂− p)T ])ii ≥ CRLBii (2.26)

In practice, the RMSE of position estimation is determined as the euclidean distance,
so the following relation is always true:

RMSE2 = E[‖p̂− p‖2] ≥ tr(cov(p̂)) ≥ tr(CRLB) (2.27)

In a 3D positioning system, the deterministic parameter is the 3 elements vector p(x, y, z)
to be estimated from measurements mn. Then the FIM is a 3× 3 matrix:
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I(p) =

Ixx Ixy Ixz

Ixy Iyy Iyz

Ixz Iyz Izz

 (2.28)

With the matrix element at row r, column c:

Irc = −E[
∂2

∂pr∂pc

Nm∑
n=1

ln f(mn|p)] (2.29)

The variance of the spatial position is then bounded as:

var(x̂) ≥ 1

det(I(p))
(IyyIzz − I2yz) (2.30)

var(ŷ) ≥ 1

det(I(p))
(IxxIzz − I2xz) (2.31)

var(ẑ) ≥ 1

det(I(p))
(IxxIyy − I2xy) (2.32)

where det(I(p)) is the determinant of the matrix. If the estimator is unbiased, then
RMSE2 = var:

RMSE2(x̂) = var(x̂) ≥ 1

det(I(p))
(IyyIzz − I2yz) (2.33)

RMSE2(ŷ) = var(ŷ) ≥ 1

det(I(p))
(IxxIzz − I2xz) (2.34)

RMSE2(ẑ) = var(ẑ) ≥ 1

det(I(p))
(IxxIyy − I2xy) (2.35)

The impact on the CRLB is dependent on the likelihood function. In practice, different
measurement techniques, signal property, signal to noise ratio, effective bandwidth,
propagation model and infrastructure geometry lead to different CRLBs. A promising
IPS solution is based on a well-designed hardware architecture that is capable of achiev-
ing the measurement as accurate as possible.

Next section covers several existing algorithms dedicated to solve the likelihood function/non-
linear least squares equations derived from range-based system, i.e. RSS (power loss
model-based)/ToA/RTT/TDoA systems. These algorithms are grouped into two cate-
gories: analytical algorithms and numerical algorithms.

2.3.1. Analytical Algorithms

An analytical algorithm is intended to derive a explicit expression for the parameters.
With some assumptions or simplifications, non-linear least-squares positioning equa-
tions can be solved analytically, which are extensively documented in literature. The
solver is simplified when the APs are arranged linearly. Abel and Smith [111] provide
an explicit solution that can achieve the CRLB in the limit of small estimation errors.
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Hahn [112] provides an efficient estimator for localizing a distant noisy target. In the
situations where APs are placed arbitrarily, finding the solution is more difficult due
the non-linearity of the equations. Fand [113] presented an exact solution when the
number of measurements is equal to the number of unknown parameters, limited by
discarding extra measurements which can be used for accuracy improvement. Chaffee
and Abel [114], Bancroft [115] and Chan [116] exploited the quadratic character to get a
relatively simple algebraic solution. These methods, however lead to solution ambiguity
in computing the square root.

The analytical method for a range-based positioning system is motivated by the capa-
bility of accurate measurements. In this case, a set of equations established algebraically
are directly used to derive the geolocation. For demonstration simplicity, the following
discussion is dedicated for 2D range-based positioning system.

RSS/ToA/RTT System
A ToA/RTT based system determine the distances from the APs to the MD by mul-
tiplying the one way signal travel time measurements ∆ti with the propagation speed
v:

ri = ∆ti ∗ v + ei (2.36)

where ri is the range between APi and the MD, with error ei. In a range-based sys-
tem by measuring RSS, the ri is determined based on the introduced propagation model.

Assume the coordinates of three APs, one MD and its estimation as: p1(0, 0), p2(x2, y2),
p3(x3, y3), p(x, y), p̂(x̂, ŷ). The geometry relation is given as:

ri = ‖p− pi‖+ei (2.37)

The relation without the term ei determines a the ranges estimation r̂i:

r̂i = ∆ti ∗ v (2.38)

r̂i = ‖p̂− pi‖ (2.39)

squaring both sides of (2.39):

r̂1
2 = x̂2 + ŷ2 (2.40)

r̂2
2 = (x̂− x2)2 + (ŷ − y2)2 (2.41)

r̂3
2 = (x̂− x3)2 + (ŷ − y3)2 (2.42)

subtracting (2.40) from (2.41) and (2.42) respectively:

r̂2
2 − r̂12 = x22 − 2x2x̂+ y22 − 2y2ŷ (2.43)

r̂3
2 − r̂12 = x23 − 2x3x̂+ y23 − 2y3ŷ (2.44)

the position (x, y) can be estimated by solving the matricial form:
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Hp̂ = C (2.45)

where

H =

[
x2 y2

x3 y3

]
; p̂ =

[
x̂

ŷ

]
; C =

1

2

[
x22 + y22 − r̂22 + r̂1

2

x23 + y23 − r̂32 + r̂1
2

]
(2.46)

when more measurements are available, the eq. 2.45 is still valid with:

H =


x2 y2

x3 y3
...

...

 ; C =
1

2


x22 + y22 − r̂22 + r̂1

2

x23 + y23 − r̂32 + r̂1
2

...

 (2.47)

The least squares solution of eq. (2.45) is found by the pseudoinverse:

p̂ = (HTH)−1HTC (2.48)

When the error ei follows a zero-mean Gaussian distribution fe = N(0,Σ), with the
covariance matrix error Cov(e) = Σ2, the solution for (2.45) can be improved by solving
the WNLS problem with the weight matrix Σ−12 [47]:

p̂ = (HTΣ−12 H)−1HTΣ−12 C (2.49)

TDoA System
Different from the range-based method in the RSS, ToA or RTT system where the range
estimation involves two nodes, the TDoA system uses the time difference measurement
that is a quantity determined from 3 nodes. The range difference rij is computed by
multiplying the signal propagation speed with the difference of propagation time between
APi to MD and APj to MD:

rij = ri − rj = ∆tij ∗ v + eij (2.50)

similarly, the estimation rij :

r̂ij = ∆tij ∗ v = r̂i − r̂j (2.51)

As r̂2 = r̂2 − r̂1 + r̂1 = ˆr21 + r̂1 substituting the term r̂2
2 in (2.43) with (r̂21 + r̂1)

2, we
get:

( ˆr21 + r̂1)
2 = x22 − 2x2x̂+ y22 − 2y2ŷ + r̂1

2 (2.52)

−x2x̂− y2ŷ = r̂21r̂1 +
1

2
( ˆr21

2 − x22 − y22) (2.53)
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similarly, from (2.44), we get:

( ˆr31 + r̂1)
2 = x23 − 2x3x̂+ y23 − 2y3ŷ + r̂1

2 (2.54)

−x3x̂− y3ŷ = ˆr31r̂1 +
1

2
( ˆr31

2 − x23 − y23) (2.55)

rewriting eq. (2.53) and (2.55) in matricial form:

Hp̂ = r1C + D (2.56)

where

H =

[
x2 y2

x3 y3

]
; p̂ =

[
x̂

ŷ

]
; C =

[
− ˆr21

− ˆr31

]
; D =

1

2

[
x22 + y22 − r̂221
x23 + y23 − r̂231

]
(2.57)

The solution for eq. (2.56) yields to:

p̂ = r1H
−1C + H−1D (2.58)

Then the position (x, y) can be estimated by solving eq. (2.40) and (2.58).

Again, when more measurements are available, the eq. (2.56) also holds with:

H =


x2 y2

x3 y3
...

...

 ; C =


− ˆr21

− ˆr31
...

 ; D =
1

2


x22 + y22 − r̂221
x23 + y23 − r̂231

...

 (2.59)

Assuming a similar error possibility distribution function as previously discussed in the
RSS/ToA/RTT system, the corresponding intermediate solution is derived as:

p̂ = (HTΣ−12 H)−1HTΣ−12 (r1C + D) (2.60)

The position (x, y) can be estimated by solving eq. (2.40) and (2.60).

The analytical methods provide a closed form solution, but they are not strict least-
squares solutions to the used equations, since the relation between the non-linear term
and the unknown parameters is not rigorously exploited.

2.3.2. Numerical algorithms

In the general case, there is no closed-form solution to a non-linear least squares problem.
Rather than attempting to find the exact solution, numerical algorithms are used to find
the estimation p̂ that minimizes the error, i.e. a numerical solution of approximation.
There is a vast literature on this topic that covers a number of standard approaches
for constructing numerical solutions. Those general approaches are called numerical
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methods, such as the Newton’s method and the Levenberg-Marquardt method.

There are m non-linear functions on n unknown parameters x: f : Rn 7→ Rm, with
m ≥ n. The non-linear least squares problems can be modeled as minimizing the object
function or cost function F(x):

x̂ = argminxF(x) (2.61)

where

F(x) =

m∑
i=1

(fi(x))2 = f(x)T f(x) (2.62)

It has the same form as eq. (2.15), generated from geometry relation for a corresponding
positioning system. fi(x) is the residual function, reflecting the estimation error.

Several definitions have to be clarified before describing the methods. Assume that
the object function F(x) is differentiable and has continuous second partial derivatives.
Then we have the Taylor expansion [117]:

f(x+h) = f(x) + J(x)h +O(‖h‖2) (2.63)

where J is a m× n Jacobian matrix:

Jij(x) =
∂fi
∂xj

(x) =


∂f1
∂x1

(x) . . . ∂f1
∂xn

(x)

...
. . .

...
∂fm
∂x1

(x) . . . ∂fm
∂xn

(x)

 ; (2.64)

The gradient of the cost function:

F′(x) =


∂F
∂x1

(x)

...

∂F
∂xn

(x)

 = 2


∑m

i=1 fi(x) ∂fi∂x1
(x)

...∑m
i=1 fi(x) ∂fi∂xn

(x)

 = 2J(x)T f(x) (2.65)

Further, the Hessian matrix of the cost function can be derived as:

F′′(x) =


∂f1
∂x21

(x) ∂f1
∂x1∂x2

(x) . . . ∂f1
∂x1∂xn

(x)
∂f1

∂x2∂x1
(x) ∂f1

∂x22
(x) . . . ∂f1

∂x2∂xn
(x)

...
...

. . .
...

∂fm
∂xn∂x1

(x) ∂f1
∂xn∂x2

(x) . . . ∂f1
∂x2n

(x)

 = 2(J(x)TJ(x) +

m∑
i=1

fi(x)f′′i (x))

(2.66)

Since the cost function F is a sum of non-linear equations f(x), which is assumed to be
differentiable, the cost function itself is also differentiable:
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F(x+h) = F(x) + hTF′(x) + hTF′′(x)h +O(‖h‖3) (2.67)

The sufficient condition for the cost function has a local minimizer at position x∗:

1) zero gradient: F′(x∗) = 0 .
2) positive definite 2nd partial derivative: Hessian matrix F′′(x∗) is positive def-
inite, i.e. scalar zTF′′(x∗)z is positive for any non-zero scalar column vector
z.

All methods for non-linear optimization are iterative: from an initial guess x0 as
the start point to gradually converge to the final solution x̂:

Iterative Procedure

begin
Initiation: k := 0; xk := x0;
Condition: if criteria is met

then x̂ := xk, go to end
else go to Update

Update: compute hk;
xk+1 := xk + hk;
k := k + 1;
go to Condition

end

The choice of the update term hk leads to different iterative methods. The criteria
defines the condition for ending the iteration and yields the estimation x̂:

‖hk‖ is sufficiently small: ‖hk‖≤ δ
or
maximum iteration is reached k < kmax

The convergence rate is used to describe the efficiency of different iterative algorithms,
distinguished by the speed the error is decreasing in each step of the iteration (Table
2.3).

Convergence pattern Error decreasing rate

Linear Convergence ‖ek+1‖≤ β‖ek‖, when ek is small; 0 < β < 1

Superlinear convergence ‖ek+1‖/‖ek‖, for k →∞
Quadratic convergence ‖ek+1‖= O(‖ek‖2), when ek is small

Table 2.4: Different convergence rate of iterative methods.

Many approaches approximate parameters by iteratively descending the objective func-
tion:

F(xk+1) < F(xk) (2.68)

The parameter update in an iterative descent procedure follows the descent direction
hd:
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xk+1 := xk + hk := xk + αhd (2.69)

where the positive scalar α describes how fast the x will go in the direction hd. hk
denotes the update increment. The term αhd distinguishes different descent methods.
The first order Taylor expansion of the updated function is:

F(xk + αhd) = F(xk) + αhTdF′(xk) +O(α2hTd hd) (2.70)

We assume a small increment, i.e. α is sufficient small that leads to O(α2hTd hd) ≈ 0,
then we have:

F(xk + αhd) ≈ F(xk) + αhTdF′(xk) (2.71)

In order to have the function descending (eq. 2.71) at xk, the second term on the right
side should be negative:

αhTd F′(xk) < 0 (2.72)

This section describes some of the iterative descent algorithms, including the Steepest
Descent method, the Newton-Raphson method, the Restricted Descent Method, the
Gauss-Newton method, the Levenberg-Marguardt method and the Powell’s Dog Leg
method. The solution is updated iteratively from an initial guess, until a sufficiently
accurate value or the defined maximum iteration is reached. The descending condition
(2.72) ensures the convergence towards a minimizer, although there might be multiple
minimizers and the found one could be a local minimizer and also not necessarily the
closest one to the initial guess.

Steepest Descent Method
The Steepest Descent method is also known as gradient method, since the descent di-
rection is opposite to the gradient:

hd = −F′(xk) (2.73)

thus

xk+1 := xk + hk := xk − αF′(xk) (2.74)

The motivation of this direction decision is that the objective function descends fastest
in the opposite gradient direction at xk. Further, the scalar factor α is selected by linear
search method by minimizing the updated function [118]:

αexact = argminF(xk + αhd); α > 0 (2.75)
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this is also applied to other descent methods in literature to determine the step length,
i.e. the exact factor α is chosen to minimize the objective function or its approximation.

The parameter update in Steepest Descent method only involves the first order partial
derivative of the objective function, which leads to the advantage of low computation
complexity. This method faces the risk of failing to find the minimizer with exact line
search in case of F′(xk+1) being orthogonal to F′(xk). Some function has a narrow
curved valley which contains the minimum. The bottom of the valley is very flat. The
problem of using steepest descent method to estimate the minimum is that the opti-
mization is zig-zagging [119, 120] slowly with small step sizes towards the minimum,
because of the curved flat valley. Another drawback is the slow linear convergence, thus
in many cases, this method is used as the initial stage in a hybrid iterative process, where
the final stage introduces a faster convergence method like the Newton-Raphson method.

Newton-Raphson Method
Replace the gradient in eq. (2.73) with the product of the inverse of Jacobean matrix
and the observation functions:

hd = −J(x)−1f(x) (2.76)

Assume the scalar factor α = 1. Eq. (2.74) can be rewritten as:

xk+1 = xk − J(x)−1k f(xk) (2.77)

This method is called Newton-Raphson method.

To derive this method, recall the Taylor expansion:

f(x+h) = f(x) + J(x)h +O(‖h‖2) (2.78)

ignore the term O(‖h‖2), with sufficient small ‖h‖2, and let f(x+h) = 0. Then we get:

f(x) = −J(x)h (2.79)

and the descent direction h:

h = −J(x)−1f(x) (2.80)

The Newton-Raphson method approximates the root of the non-linear functions f(x)
by iteratively searching the root of its tangent at xk. But this tangent method requires
functions based on accurate measurements. Otherwise, the NLLS optimization is pre-
ferred. Fortunately, the quadratic convergence makes the Newton-Raphson method a
very efficient solution for the NLLS problem F(x), for which the update term:

hk = −F′′(xk)
−1F′(xk) (2.81)

eq. (2.81) can be derived from the derivative of the Taylor expansion of F(x):
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F′(xk + hk) = F′(xk) + F′′(xk)hk +O(‖hk)‖) (2.82)

When hk is sufficiently small:

F′(xk + hk) ≈ F′(xk) + F′′(xk)hk (2.83)

assuming a stationary point at xk+1, i.e. F′(xk + hk) = 0, we get:

F′′(xk)hk = −F′(xk) (2.84)

this yields eq. (2.81). If the Hessian matrix is proved to be positive definite and the
descending condition (eq. 2.72) is met, the stationary point is a minimizer. Newton-
Raphson method is very suitable in the final stage of a hybrid iteration algorithm, since
it is derived based on the assumption that the current position is located within a region
close to the stationary point. Furthermore, it has a quadratic convergence.

Restricted Descent Method
The motivation of so called Restricted Descent method is to figure out a measure which
ensures that the determined update term hk is sufficiently small to meet the approxi-
mation of the Taylor expansion:

F(xk + hk) = F(xk) + hTkF′(xk) + hTkF′′(xk)hk +O(‖hk)‖3) (2.85)

≈ F(xk) + hTkF′(xk) + hTkF′′(xk)hk (2.86)

In order to ignore the fourth term of the expansion O(‖hk)‖3), hk should be constrained.
There are two solutions for this purpose. The first one is setting a trust region Ah for
the hk update and the trust region itself should be also updated accordingly to ensure
the descending condition:

‖hk‖< Ah (2.87)

The second is to update hk by adding a damping adjustment γI:

hk = −(F′′(xk) + γI)−1F′(xk) (2.88)

where the damping factor γ is a non-negative scalar.

Both measures are dedicated to meet the descending condition, i.e. F(xk+1) < F(xk).
The update of the trust region Ah and damping factor γ depend on the ratio of the
increment to the approximated increment of the objective function:

r =
hTkF′(xk) + hTkF′′(xk)hk +O(‖hk‖3)

hTkF′(xk) + hTkF′′(xk)hk
(2.89)
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If r is too large, it means a large O(‖hk)‖3, the trust region should be increased or
the damping factor should be reduced and vice versa. In the case γ = 0, the damping
method is identical to the Newton-Raphson method. On the contrast, it is a Steepest
Descent method when γ is very large, with a step factor α = 1

γ .

Gauss-Newton Method
The derivation of the Gauss-Newton Method start with the observation functions f(x).
Recall the Taylor expansion:

f(x+h) = f(x) + J(x)h +O(‖h‖2) (2.90)

(2.91)

For sufficiently small h, we get the linear approximation l(h) on h:

f(x+h) ≈ l(h) = f(x) + J(x)h (2.92)

thus the approximation of the objective function F(x) as L(h):

F(x+h) =
∑

f(x)T f(x) (2.93)

≈ L(h) (2.94)

= l(h)T l(h) (2.95)

= f(x)T f(x) + 2hTJ(x)T f(x) + hTJ(x)TJ(x)h (2.96)

= F(x) + 2hTJ(x)T f(x) + hTJ(x)TJ(x)h (2.97)

The gradient of L(h) is:

L(h)′ = (h) = (l(h)T l(h))′ = J(x)T f(x) + J(x)TJ(x)h (2.98)

and the second order derivative:

L(h)′′ = (L(h)′)′ = J(x)TJ(x) (2.99)

Assume a stationary point x∗ for L(h):

H′(0) = J(x)T f(x) + J(x)TJ(x)h = 0 (2.100)

the update term h can be yielded from:

J(x)TJ(x)h = −J(x)T f(x) (2.101)

refer to the approximation of the Taylor expansion for small h:

F(x + h) = F(x) + hTF′(x) +O(‖h)‖2) (2.102)

≈ F(x) + hTF′(x) (2.103)
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refer to eq. (2.100) we have the second term:

hTF′(x) = J(x)T f(x) = −hTJ(x)TJ(x)h < 0 (2.104)

This implies the descent condition F(xk+1) < F(xk) is met.

Convergence of the Gauss-Newton method depends on the values of the functions f(x)
at the stationary point, i.e. the smaller the values, the faster it converges. This method
generally converges linearly, but in the case of zero value of f(x) at stationary point, it
has quadratic convergence as in Newton-Raphson method.

Levenberg-Marquardt Method
The Levenberg-Marquardt method is a restricted Gauss-Newton method, with the non-
negative damping factor γ. The stationary condition can be adjusted from eq. (2.100),
which yields:

J(x)T f(x) + (J(x)TJ(x) + γI)h = 0 (2.105)

The damping factor has effects on the update direction and convergence rate. A pos-
itive value ensures a descent direction as in the Gauss-Newton method. Its selection
determines an iteration process which alternates between Gauss-Newton method and
the Steepest Descent method. A general idea is to choose a large γ when the current
position is far from the solution, otherwise, a small γ is a better choice for iteration
when then position is very close to the solution to achieve quadratic convergence.

Powell’s Dog Leg Method
This method combines the Gauss-Newton and the Steepest Descent, with a constrained
update step using trust region. Assume the Gauss-Newton step hgn, the Steepest De-
scent direction hsd, the Dog Leg step hdl and a trust region ∆. The proposed update
scenario is:

Powell’s Dog Leg Method

begin
Steps Computation: Gauss-Newton Step hgn; Steepest Descent step hsd = αhd;
Condition: if ‖hgn‖≤ ∆

a = 1, b = 0, c = 0;
else if ‖αhsd‖≥ ∆

a = 0, b = 1, c = 0
else

a = 0, b = 1, c = argc(‖bαhsd + c(hgn − αhsd)‖= ∆)
Update: hdl := ahgn + bαhsd + c(hgn − αhsd)

end

The update of the trust region ∆ is similar to the Restricted Descent method. It is
considerably better than the Levenberg-Marquardt method for solving NLLS problems.
But it also has the disadvantage of slow linear convergence.
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2.3.3. Summary

The Steepest Descent method has the least computation complexity but with linear
convergence, and it might have the Zigzag problem in the case of an elliptically con-
toured objective function. The Newton-Raphson method on the contrary has the fastest
quadratic convergence, but the computation complexity is much higher in solving a
NLLS problem. It is an attractive candidate when the measurement is accurate enough
that a approximation of the observation equations is much simpler. The Restricted
Descent methods have comparable computation complexity as the Newton-Raphson
method but with conditional quadratic convergence. The last three methods have a
moderate complexity in computation and linear convergence, among which the Dog Leg
method is considered superior to others in solving NLLS problems. A hybrid method is
commonly considered to either achieve faster or reliable convergence.

2.4. Existing Indoor Positioning Systems

The previous sections demonstrate the basics for indoor positioning system in three
aspects: signal, principle and algorithms. Related work in the literature implemented
various of technologies. An attempt to describe all these systems is not possible, but
some representative examples are presented instead to draw an image of the variety of
solutions.

Four famous systems are described in this section: the IRIS system, the Cricket system,
the RADAR system and PAL605 UWB system. These examples cover three different
positioning signal types. The IRIS system is an optical system based on infrared, the
Cricket system introduce both RF signal and ultrasound, the RADAR system and the
PAL605 UWB system use RF signal with different frequency range.

IRIS-LPS
The first example is an optical system. The IRIS-LPS (Infrared Indoor Scout) [121]
locate the objects using infrared. Basic components in this system include a number of
IR emitting tags and a stationary mounted stereo camera. The stereo camera consists of
two USB cameras with 120 degree lenses mounted 20 cm from each other. The cameras
measure AoA of light emitted from the tags, and this is used to triangulate the tags.
The light results in a bright spot in the image, and the size and the density of the spot is
used to determine distance. The stereo camera is connected to a PC which decompresses
the images and performs the real-time image processing. For determination of system
accuracy it was installed in a lecture hall. The camera was mounted in front of the
blackboard, three metres above the floor, covering a room of 15m × 9m. The tag itself
consists of one LED with a narrow angle of 20 degrees and range over 10 metres. An
exposure time of 2 millisecond is enough for the camera to detect the signal. Reflected
infrared interference is excluded by using a mask image during signal processing. The
accuracy decreases with increasing distance and angle from the camera and was about
8 cm in near range and 16 cm when covering a room of about 100 m2.

In an demonstration application the users wore headsets with eight IR diodes mounted
on top of it, each covering 45 degrees in order to get a greater total coverage, as smaller
angle gives better range. Increasing the number of tags (up to about 100) does not have
a significant impact on processing time, since the sampling rate remains constant with
an increasing number of tags. The two USB cameras are not synchronized and therefore
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do not take pictures at exactly the same time, resulting in additional error to track fast
motions. A major disadvantage of IR optical systems is that a LoS signal propagation
from sender to receiver is required. This system proposed the solution by placing the
emitting diodes on the head, which however still limits its application where no obstacle
exists. IRIS-IPS can currently only locate the static object with acceptable accuracy.
Improvement is necessary for tracking moving objects.

Cricket
Compared to IR signal, Ultrasound does not require line of sight between tags and the
detector. The Cricket system [90] was developed by researchers from MIT by using
ultrasound as the positioning signal. It is actually not a pure acoustic system. RF
signal is used as the time stamp for ultrasound time of flight (ToF) measurement and
the communication is also done by RF module.

The infrastructure system consists of multiple beacons as transmitters placed on walls
and/or ceilings. Cricket listeners are attached onto mobile devices for positioning. The
beacon and listener hardware are identical, but running different softwares. The beacons
periodically broadcast ultrasonic pulse and their position information on a RF channel
simultaneously. Because RF travels about 106 times faster than ultrasound, the listener
can then use the time difference of arrival between the start of the RF signal and the
corresponding ultrasonic pulse to estimate its distance from the beacon. This is how
Cricket solve the problem with synchronizing the beacons and the listeners. The listener
provides the location information of the beacon and the associated distance to the host
device through an API, and the listener or host device infers its position from such
information from multiple beacons.

Since the Cricket beacons broadcast their location information, It has to be given to
them in advance when deploying the system. Configuring spatial information in the
beacons is easy, while measuring accurate position coordinates is cumbersome. Contin-
uous tracking of objects is harder because a listener hears only one beacon at a time,
and updating the position thus takes longer time and is more complex. The update rate
would not be high due to the slow propagation speed of ultrasound. Cricket also needs
a distributed beacon scheduling scheme to avoid RF and ultrasound collisions at the
listeners. Additionally, the power consumption of the Cricket units is high due to sound
mechanics, which should draw attention in deploying a practical power supply strategy.

The radios run at a frequency of 433 MHz. With the default transmit power level and
antennas, they provide a range of about 30 meters indoors when there are no obstacles.
The maximum ultrasound range is 10.5 meters when the listener and the beacon are
facing each other and there are no obstacles between them. Cricket can be as accurate
as between 1 and 3 cm in real deployments.

RADAR
RADAR [79] is an indoor positioning system developed by researchers from Microsoft
Research based on RF technology. The development of RADAR was motivated by
breaking the limitation of earlier systems: requirement of a specialized infrastructure.
Alternatively, this approach makes use of existing RF wireless local area networks
(WLANs) to provide accurate localization service. Thus the costs of the positioning
system can be dramatically reduced by simplifying the hardware development. It should
be noted that RADARs goal is the opposite of the network heterogeneity design goal of
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Cricket in the previous section. RADAR eliminates the need for such extra infrastruc-
ture but requires the knowledge of location information of WLAN devices for position
determination.

WLAN stations in the RADAR system are positioned in a way to provide overlapping
coverage. They are enhanced to broadcast beacons periodically. Beacon signal strengths
detected by mobile WLAN equipped receivers can be used to estimate the distances
for trilateration positioning. Determination of location by RADAR is based on radio
fingerprint database that maps measured signal strengths to position coordinates.

RADAR has been deployed in an area of 980 m2 with over 50 rooms, covered by three
base stations. The accuracy is about 2-3 meters. It could also use a radio propagation
model for distance estimation, but with a degraded accuracy about 4.3 meters.

The accuracy can be improved by using the past position estimation for continuously
tracking. With the knowledge of previous position, measurements with large deviations
can be discarded. This method is proper based on the assumption of slow motion. The
aliasing problem, that two locations that are physically far apart are close to each other
in signal strength, can be solved using this technique. The aliasing problem may arise if
for example there is an obstruction between a receiver and a base station that are close
to each other, while there is no obstruction between the base station and a receiver that
is farther away. However, the RADAR system like many other fingerprinting methods
would have the performance degraded, since the environment change could violate the
available RSSI to position mapping. Another limitation of the RADAR system is that
it does not take advantages of the existing WLAN infrastructure in indoor environments.

The Radar system represents the signal strength of an access point at a location by
a scalar value, for example, the mean value, and use non-probabilistic approaches to
estimate the user location. On the other hand, probabilistic techniques like the Horus
system [122] store information about the signal strength distributions from the access
points in the radio map and use probabilistic techniques to estimate the user location.
It achieves an accuracy performance of better than 60 cm. The Ubicarse system [123]
further improves the accuracy of a WLAN-based IPS to 39 cm by involving MIMO
antennas and motion sensors.

PAL650 UWB System
In order to deal with the fast fading of multi-path propagation, which make the most
problematic challenges for positioning indoors, the ultra wide band (UWB) RF signal
is introduced. The wide band system dramatically improves the resolution in time
measurement compared to narrow band system, offering distinct advantages in precision
time-of-flight measurement, multi-path immunity for leading edge detection. An example
of an UWB positioning system is the PAL650 system [124], which has been commer-
cially available and used for tracking service in hospitals, factories and military facilities.

The infrastructure of this system consists of a set of active UWB tags, UWB receivers,
and a centralized processing unit. One of these UWB tags is used as reference node.
Three or more receivers are placed at known positions within or around the area to be
monitored. At startup the system is calibrated by monitoring data from the reference
node which is placed at a known location. The tags produce bursts of short-pulse RF
emissions once every second, and the time difference of arrival (TDoA) of the bursts
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are measured at the various receivers and sent back to the central unit for position
computation. The tags consume approximately 90 µW for broadcasting UWB pulses,
thus tags powered by one 3V 1Ah Lithium cell battery could work for approximately
4 years. The range of an indoor environments is typically 60 meters. Between several
walls, an absolute positioning precision of better than 30 cm is routinely achieved. The
system works like many other RF-based systems in NLoS situation but has reduced
accuracy.

In recent years, commercially available UWB positioning systems like Ubisense [125],
Bespoon [126] and Decawave became very popular. By implementing a two-way ranging
(TWR) time-of-flight (ToF) measurements, the Pozyx [127] system based on Decawave
[128] achieves a ranging precision of 10 cm .

Summary
In this section, 4 existing location systems were basically given, covering three different
positioning signals: infrared, ultrasound and radio frequency. Corresponding positioning
principle and example implementation are described. Performance and challenges are
briefly discussed to show a comprehensive view of individual technology. The next
chapter focuses on presenting the methodology in developing the indoor positioning
system as base of this work. The complete design procedure of the proposed system is
described.
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3. Research Methodology

This chapter demonstrates the development of a high precision indoor positioning system
(Figure 3.1). It starts from formulating the system strategy by setting the requirements,
discussing the challenges and proposing the underling system scenario. The developed
system is further demonstrated in two sections: system hardware and signal processing
system. The first section provides the detailed procedure of the hardware development,
including the introduction of the architecture of the hardware system, the involved com-
ponents and especially the design of the customized RF front-end. The signal processing
system section presents the involved key algorithms of the proposed IPS system.

Figure 3.1: Work flow of developing the methodology.

3.1. System Strategy

Related work in literature has proposed a number of technologies to develop indoor
position systems that meet diverse application requirements. Therefore the strategy
formulation is initiated by prescribing the requirements of our objective system in terms
of performance, such as accuracy, coverage, update rate, cost and so on. Once the list
of parameters to capture the requirements is derived, the subsequent challenges need to
be thoroughly studied and an appropriate system scenario allocated to deal with these
challenges and to fulfill the predefined requirements. The determined scenario decides
three essential issues, i.e. signal, principle and algorithm, which lead to specific system
architecture and hardware implementation.
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3.1.1. Requirement Analysis

It is important to state requirement parameters for figuring out suitable technologies.
Generally, the derivation of user requirements is accomplished by firstly investigating
the potential user groups, thus to determine their associated services. For instance,
the robotics control of a production line in a factory require high accuracy in range of
mm ∼ cm or better, while the latency in sport analysis is a more important criteria
and personnel navigation in a shopping mall might be more interested in large capacity.
The issue can be concluded by answering the question ”Where to apply the system for
whom/what, providing what service”. Table 3.1 gives the high level requirements of
some example applications.

Example Appli-
cation

Where Whom/What Service

Sport Analysis Gym Personal Tracking

Intelligent Ware-
house

Warehouse Forklift Truck Tracking

Shopping Mall
Navigation

Shopping
Mall

Customers Indoor Navigation

Table 3.1: High level requirements for example applications.

Evaluation of the high level requirements determine an explicit form of parameters. Ta-
ble 1.2 in Chapter 1 gives a list of most concerned parameters for a positioning system.

It is clear that the intended system is an indoor application, thus the system will be
applied to many indoor environments such as office, shopping mall, factory, warehouse,
hospital etc. The object expected to be tracked or provided positioning service can be
a robot, a forklift truck, personnel or any moving item. Limited by the indoor space,
an object’s motion wouldn’t be as fast as many movements outdoors like a driving car.
For example, personnel navigated in a shopping mall moves normally less than 5 km/h,
forklift trucks drive at a speed of less than 20 km/h, etc.. On the other hand, the
physical nature of indoor environments implies a relative small region compared to the
outdoor application which typically covers kilometers size or even global, the indoor
positioning in contrast only requires functionality within meters, tens of meters or max-
imum multiple hundred meters in some special cases. Furthermore, indoor positioning
usually demands higher accuracy compared to outdoor applications.

An adequate definition of requirements comes from the thorough study of the potential
applications, aiming at accomplishing the expected performance with limited budget
and/or acceptable complexity. It is impractical to set up these requirements freely, due
to the large number of criteria which need to be compromised by weighting one against
others. The list of different parameters in Figure 3.2 can be used as a general basis for
the system assessment.

There is no straightforward method to identify the exact system requirements for a
particular application. Additionally, not every parameter in the list is considered crit-
ical in an application. As a matter of fact, only some of the listed parameters are
explicitly stated as hard requirements, which need to be fulfilled to ensure the expected
functionality.
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Figure 3.2: List of most concerned requirements of an indoor positioning system.

In order to demonstrate the derivation of the parameters, an example application is
given for discussion: sport analysis in the gym. The basic ideal of this application is to
track the motion of a person in a gym for sport analysis. The parts of the body like arms
and legs are to be accurately tracked for purposes like training, medical treatment or
scientific research. Firstly, the coverage requirement can be easily set according to the
gym space, i.e. the positioning signal should be detected within the gym, thus it can be
quantified as ”> 10 m”, assuming a gym with maximum conversation distance of 10 m.
Secondly, arms and legs are to be tracked in this application, which leads to an accuracy
requirement comparable to the size of corresponding body parts. The accuracy is ac-
cordingly defined as ”< 1 cm”. Thirdly, another concerned property of sport analysis is
speed. The associated requirements include latency and update rate. Latency is a most
demanding requirement for a real-time tracking system. It implies the delay between
the time of event and when it is available to the user. The record of human footspeed
was 44.72 km/h (12.4 m/s or 27.8 mph), seen during the final 100 meters sprint of the
World Championships in Berlin on August 16th, 2009 by Usain Bolt. For indoor sport
analysis, we set the up limit of the motion to be half of the record, i.e. around 22 km/h.
The developed system should compute the position within the duration of a position
change of 1 cm, which means a latency of less than 1.64 ms (without implementing a
predictive model). Another criteria related to speed is the update rate. Higher update
rate indicates more precise tracking, resulting a smoother trajectory. With a update
rate of 50Hz, the track is maximally spaced by 12 cm, assuming the motion speed of 22
km/h. Additionally, the system should be able to work in NLoS situation, because the
body part might be blocked during movement.

Table 3.3 summarizes some of the requirement parameters that our developed system
is expected to accomplish. Other function irrelevant criteria listed in table 3.2 are
not considered as hard requirements however could be evaluated during performance
analysis of the prototype implementation.
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Criteria Criteria Description Goal Value
Accuracy Estimation Error < 1 cm
Coverage Applicable environment size > 10 m
Update rate Object position update rate > 50 Hz
Latency Time to determine the position < 1.64 ms
NLoS Posi-
toning

Positioning capability during NLoS sit-
uation

Yes

Table 3.2: Design requirements for the developed system

3.1.2. Challenges Analysis

Key problematic issues forming the bottleneck in precise positioning indoors are sourced
from the complicated indoor environment and the limited hardware solutions. Typical
indoor environments like an office, a laboratory or a warehouse are usually equipped
with many furnitures, instruments or any obstacles that cause several challenges for
positioning: multipath interference, Non-Line-of-Sight (NLoS) situation, attenuation
and scattering, dynamic environment, limited hardware resource, high requirement for
positioning precision.

Multipath Interference
For those systems based on RF signal, the enclosed and furnished indoor environment
provides plenty of reflection sources, which induce sever multipath effects (Figure 3.3).
The small scale fading caused by multipath time delay spread is a characteristic of radio
propagation resulting from the presence of reflectors and scatterers that cause multiple
versions of the transmitted signal to arrive at the receiver, each distorted in amplitude,
phase and angle of arrival.

Figure 3.3: Multipath propagation in an indoor environment.

The receiving antenna collects many different rays from different directions, producing
a rapidly fluctuating RF signal.

Non-Line-of-Sight (NLoS) Propagation
The the line-of-sight (LoS) path between transmitter and receiver may be obstructed, es-
pecially in case of dense multipath propagation environments, which are full of obstacles,
walls, and other objects. A LoS path, also called a direct path (DP), is a straight line
path that connects the transmitter and the receiver. Without the presence of the LoS
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path, the transmitted signal could only reach the receiver through penetrated, reflected,
diffracted, or scattered paths called non-line-of-sight (NLoS) paths.

Figure 3.4: Line of sight signal is blocked by some obstacle.

However, if the innermost Fresnel zone is not completely obstructed, the receiver could
actually detect the LoS signal but partially deflected.

Attenuation and Scattering
The strength of waves decreases with distance between transmitter and receiver. Based
on certain propagation models, the attenuation can be used to determine the distance.
However, in indoor environments with many obstructions, distance estimation using
attenuation is usually less accurate than by time measurement, and the signal scattering
worsens the accuracy in addition.

Dynamic Environment
The presence of moving objects like a person and a robot in motion may cause fast tem-
poral changes of the environment. This dynamic behaviour makes the signal strength
measurement less reliable and might also lead to presence of NLoS propagation.

Limited Hardware Resource
The implementation of the designed system involves the usage of various hardwares,
including commercial standard components and customized modules. Each hardware
is expected to accomplish a specific function, e.g. signal preprocessing, computation,
communication, etc. Selection of these components severely depends on the underlying
positioning technologies. Compromises are frequently made between cost, complexity,
performance, etc., while ensuring the functionality of the system. In many cases, some
special technique requirements could not be met by any of the existing standard mod-
ules. Thus developers have to design their own hardware instead of attempting to obtain
them from the market. The limitation of available components make it challenging to
develop a customized hardware. For example, the sampling rate of analog-to-digital
chip might not be high enough, the sensitivity of the receiver might be too low and so
on.

Higher Precision Requirement
Accurate position measurement is a critical requirement for indoor positioning tech-
niques. Compared to the positioning outdoors, sensing location in indoor environments
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requires a higher precision (typically in range of sub-meter, centimeter or even milime-
ter) and is a more challenging task in part because various objects reflect and disperse
signals.

3.1.3. System Scenario

This section describes the procedure of determining an appropriate positioning technol-
ogy. The proposed system scenario aims to figure out three essential issues discussed in
chapter 2: positioning signal, positioning principle and positioning algorithms.

Positioning Signal
The existing technologies that have been reported involve four different positioning
signals, i.e. Optical, Radio Frequency, Magnetic Field and Acoustic Signal. Based on
some performance matrices comparisons of these technologies are summarized in Table
3.3.

Comparison of different technologies for IPS

Optical
System

Acoustic
System

RF System Magnetic System

Typical Cover-
age [m]

1− 10 2 ∼ 10 1 ∼ ’global’ 1 ∼ 5 5 ∼ 300

Typical Accu-
racy

0.1mm
∼ m

cm ∼ m cm ∼ m mm ∼ cm dm ∼ m

Update Rate high low high high high

NLoS Posi-
tioning

no yes yes yes yes

Cost high medium
/low

medium
/low

high medium
/low

Table 3.3: Comparison of different technologies for indoor positioning system.

The RF-based system turns out to be a suitable option to meet the requirements listed
in Table 3.2.

The RF system in context covers a set of technologies that can be distinguished either
by frequency allocation or by specific wireless communication standard. Some well
known technologies like WLAN, ZigBee, Bluetooth, Radar, UWB, Cellular Networks,
Pseudolites, etc. have been long investigated. Generally, wider bandwidth results in
more accurate positioning. This is based on the foundation that the wider bandwidth
signal could achieve a higher temporal resolution compared to the narrow band system.

Table 3.4 compares the accuracy and coverage performance of some popular RF-based
indoor positioning technologies. The pseudolite system and the UWB system perform
superior to other approaches on the aspect of accuracy. However, there are some funda-
mental issues that limit further improvement of a pseudolite system. These include the
legality of transmitting on GPS frequencies (L1/L2 bands) and the limited multipath
mitigation offered by GPS positioning codes (C/A codes). Other problems inherent
to all pseudolite systems such as near-far effect and synchronization complicates the
design and deployment of such systems and places limits on its operational effectiveness
[132]. The UWB technology achieves the highest accuracy among all the listed candi-
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Comparison of different RF-based technologies for IPS

Frequency Typical Accuracy Typical Coverage References

RFID 125KHz ∼
134.2KHz,
13.56MHz,
860MHz ∼
960MHz,
2.45GHz

15cm ∼ 3m 1m ∼ 50m [28, 29, 30, 31,
32]

Pseudolite 1GHz,
1.57GHz,
2.4GHz

2cm ∼ 10cm 3m ∼ 50km [129, 130, 131]

Wifi 2.4GHz
band,
5.8GHz
Band

1m ∼ 30m 20m ∼ 50m [21, 22, 23, 24,
25, 26, 27]

Bluetooth 2.4GHz
band

5m ∼ 100m 20m ∼ 50m [33, 34, 35, 36]

UWB 3.1GHz ∼
10.6GHz

1cm ∼ 1.5m 1m ∼ 100m [37, 38, 39, 40,
41]

Table 3.4: Comparison of different RF-based technologies for indoor positioning system.

dates, since it has a bandwidth of greater than 500 MHz. The main concern regarding
UWB technology is the potential interference that they could cause to existing RF
systems in the frequency domain as well as to specific critical wireless systems that
provide an important public service. Thus the usage of UWB has to be compliant
with local regulations (ETSI, FCC etc.). For example, the FCC Part 15.209 rules limit
the emissions for intentional radiators to 50µV/m measured at a distance of 3 meters
in a 1MHz bandwidth for frequencies greater than 960MHz. This corresponds to an
emitted power spectral density of -41.3dBm/MHz. The low power emission limits the
coverage or requires a complicated high sensitive receiver design. Typical UWB-based
systems which realized the centimeter accuracy work promisingly within a range of less
than 10 meter. The detection of the UWB signal require a long data acquisition dura-
tion, which results in a low position update rate typically less than 25 Hz [133, 134, 135].

Based on the previous considerations, the development of a narrow band RF system is
thought to be an appropriate approach, using UHF within the license-free ISM band.
The UHF signal is capable of providing an excellent temporal resolution and the narrow
bandwidth minimizes the possible interference to existing frequency users. The high
allowed effective radiated power (ERP) relaxes the RF link loss budget and reduces the
hardware complexity. It makes the system more robust by improving the signal-to-noise
ratio (SNR) and increasing the dynamic range.

Positioning Principle
The functionality of an IPS is accomplished based on sensing the positioning signal.
And the interested information carried by the signal can be classified into two categories
intensity and time, as demonstrated previously in chapter 2. All these either signal
strength based measurements or time based measurements lead to diverse positioning
principles, including RSS (progation model, fingerprinting), AoA, ToA, RTT and TDoA.
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Figure 3.5: Radio frequency is chosen as the positioning signal for the IPS.

Firstly, the RSS-based methods measure the received signals strength from/to several
reference nodes. The RSSI information is either used to estimate the distance using
certain propagation model or used to map the fingerprint that was calibrated in ad-
vance. However, the inaccurate propagation model and severe multipath interference in
the indoor environment result in meter-level positioning error, which makes it not suit-
able for the target system. Secondly, the AoA-based approaches determine the position
by intersection of several signal propagation direction lines. An optical system could
perform the best accurate positioning by AoA method, since the propagation of light is
strictly a line. But when it is applied in an RF system, the signal reflections turns to
be a problematic issue degrading the angle estimation. Additionally, the requirement of
LoS transmission also excludes the AoA method from our options. Thirdly, ToA sys-
tems rely on precise propagation time measurements. The harsh requirement on precise
synchronization between all the transmitters and receivers is difficult and expensive.
Moreover, clock jitter is an important factor that affects the accuracy of the ToA esti-
mation because clock synchronization is needed between the nodes to estimate the time
of arrival accurately. In contrast, although no synchronization between the transmitters
and receivers required in RTT methods, it is difficult for the measuring unit to know
the exact delay/processing time caused by the responder. 1 ns error in time estimation
leads to 30cm error in range. The last one is the TDoA-based system which measures
the delta in time between the signal’s transmission time, thus estimates the position by
computing the intersection of hyperbolas. Compared to ToA approach, it doesn’t require
synchronization between transmitters and receivers, but only between reference nodes
instead. TDoA is a more effective solution as there is no synchronization between the
target nodes and the reference nodes when the reference nodes are synchronized among
themselves [136, 137, 138]. A comparison is summarized in the table 3.5.

The ToA and TDoA methods have higher accuracy compared to other systems [139].
Related study shows an identical theoretical lower bound of positioning accuracy by
using TDoA method and ToA method [140]. The TDoA method requires processing of
more information, compared to ToA method. But the system architecture of a TDoA
system is much less complex than that of a ToA system due to the eased synchronization
requirement. Thus the TDoA solution was proposed for IPS implementation.

Positioning Algorithms
Hyperbolic positioning is accomplished in two stages. The first stage involves estimation
of the TDoAs of the signal from a source, between pairs of receivers by using time delay
estimation techniques. In the second stage, the estimated TDoAs are transformed into
range difference between reference nodes, resulting in a set of non-linear hyperbolic
equations. Thus the key processing phases involved in a TDoA-based indoor positioning
system include the TDoA estimation and the Hyperbolic equations solver.
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Methods RSS AoA ToA RTT TDoA

Measurements Signal
strength

Signal prop-
agation
direction

Signal propaga-
tion time

Signal prop-
agation time

Difference
of signal
propagation
time

Position Fix Trilateration
or fingerprint-
ing

Intersection
of direction
lines

Intesection of
spheres

Intesection
of spheres

Intersection of
hyperbolas

NLoS Posi-
tioning

yes no yes yes yes

Synchronization
Requirement

no no Snychronization
bewteen
senders and
receivers

no Synchronization
between refer-
ence nodes

Accuracy m dm ∼ m cm ∼ m m cm ∼ m

Disadvantage Channel
inconsistency

Complicated
antenna
array

Relative clock
drift

Fluctuation
of de-
lay/pro-
cessing
time

Computation
complexity

Table 3.5: Comparison of different RF-based technologies for indoor positioning system.

Figure 3.6: The proposed positioning system is based on the TDoA technology.

I. TDoA Estimator
The literature review chapter discusses the technical background of a hyperbolic posi-
tioning system, like Loran-C and many other well known systems. The essential task
for achieving high positioning precision is an accurate delay estimation, specifically, the
TDoA estimation. Several existing methods are investigated in [141] to extract TDoA
information from radio signals. Some of the possible candidates include peak detection,
leading edge detection, envelope detection, cross correlation detection and use of tem-
plate waveforms.

• Leading Edge Detection (Threshold Detection)
Times, at which a certain defined threshold is met by arriving edges of received signals
within respective cycle, are noted. The difference of these times is termed as TDoA. Let
t1 be the time at which threshold is crossed by first received signal and t2 be the time
at which second received signal reaches the threshold then TDoA = t2 − t1.

• Peak Detection Methods
Estimation of peak position has huge impact on accuracy of estimated position. Some
peak detection methods have been reported in literature including Iterative Peak Sub-
traction, Matched Filter (MF), Leading Edge Detection, First Peak Detection and Re-
ceived Signal Strength [2]. Table 3.6 compares the listed peak detection methods.
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Peak/Edge Detection Methods

Algorithm RMSE(mm) Max Error(mm) Min Error(mm)

Received Signal
Strength

44.9 234 1.01

Matched Filter 89.2 421 3.38

First Peak 4.85 10.7 0

Iterative Peak
Subtraction

9.27 53.0 .182

Leading Edge 0.920 4.9619.4 0.121

Table 3.6: Simulation results of positioning (3D) error using peak detection and leading edge
detection algorithms[2].

Let tp1 be time at which the highest peak of first received signal exists and tp2 be the
time at which the highest peak of second received signal exists. Then the time difference
of arrival is measured as:
TDoA = tp1 - tp2

• Envelope and Threshold Detection
An envelope is obtained for each received signal using half wave rectification and low pass
filtering. Threshold detection is applied to these envelopes to find the time difference of
arrival. Let tET1 be the time at which threshold is met on envelope of the first received
signal and tET2 be the time at which the envelope of the second received signal achieves
the threshold then:
TDoA = tET1 - tET2

• Threshold+Cross Correlation Detection
A certain window length also called correlation window is selected using the thresh-
old method. Applying cross correlation on long signals will require high computational
complexity. Time index of correlation peak gives time difference of arrival of two signals.

Summary
In a dense multi-path environment, the earlier the signal feature (leading edge or peak)
extracted the more precise the moment of arrival detected, thus a more accurate TDoA
estimation could be achieved. On this basis, the leading edge would perform the best
as depicted in the Table 3.6. However, the leading edge method severely depend on the
effective bandwidth and is sensitive to the amplitude interference, damping and atten-
uation. The first peak approach on the contrast is more reliable than the leading edge
method. We developed a TDoA estimator based on the first peak approach, together
with a threshold crossover arbitrator for rough event detection.

II. Hyperbolic Equations Solver
The hyperbolic positioning system estimates the target position by finding the inter-
section point of two or more hyperbolas formed by range differences of multiple anchor
nodes from the target [142]. At least three anchor nodes are required to resolve a 2D
position in a hyperbolic positioning system, while minimum four nodes are necessary for
3D. Once the TDoA estimates have been obtained, they are converted to range differ-
ences by multiplying them with the signal propagation speed. These range differences
can be converted into hyperbolic equations. As these equations are non-linear, solving
them is not a trivial operation. Many non-linear equation solver have been studied in
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chapter 2.

Let the p̄(x, y, z) be the target position and q̄(xi, yi, zi) be the ith anchor node position
then range between p̄(x, y, z) and q̄(xi, yi, zi) can be given as:

‖p̄(x, y, z)− q̄(xi, yi, zi)‖ = (ti − t0)× v + ei (3.1)

Where ‖p̄(x, y, z)− q̄(xi, yi, zi)‖ =
√

(x− xi)2 + (y − yi)2 + (z − zi)2

i = 1, 2, 3, .....N
N is Total number of anchors, ti is time of arrival at anchor node i, t0 is the start of
the transmission from target node, v is the speed of the transmitting signal and the N
is the total number of anchors. ei represents the overall error due to the process and
measurement. Assuming an ignorable ei, the range between target and jth anchor node
is given as:

‖p̄(x, y, z)− q̄(xj , yj , zj)‖ = (tj − t0)× v (3.2)

The distance difference between the target to the pairwise anchor nodes can be derived:

‖p̄(x, y, z)− q̄(xi, yi, zi)‖ − ‖p̄(x, y, z)− q̄(xj , yj , zj)‖ = (ti − tj)× v
(3.3)

‖p̄(x, y, z)− q̄(xi, yi, zi)‖ − ‖p̄(x, y, z)− q̄(xj , yj , zj)‖ = TDoAij × v
(3.4)√

(x− xi)2 + (y − yi)2 + (z − zi)2 −
√

(x− xj)2 + (y − yj)2 + (z − zj)2 = TDoAij × v
(3.5)

Many algorithms have been investigated in Chapter 2 to solve the non-linear equations
(3.5), including the analytical and the numerical approaches. Solving non-linear equa-
tions analytically leads to great computation complexity. Among the referred numerical
methods, the Newton-Raphson method is an efficient and light algorithm to estimate
the position on the basis of ignorable TDoA error.

Figure 3.7: The processing unit implements the peak detection for TDoA estimation and
Newton-Raphson method to solve the hyperbolic equations.
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3.2. System Hardware

As illustrated in the first part of the strategy section, we proposed a narrow band RF
system in UHF range of the ISM band. The hardware development section details
the design of the system hardware, including brief introduction of some commercial
components and design procedures of the customized RF front-end. A specific hard-
ware architecture is demonstrated, which details the fundamental system structure and
design of the customized RF front-end. The circuit design procedure of the customized
front-end, including the circuit simulation, elements selection and PCB fabrication is
described in detail. PCB measurements for individual modules and the completed design
are also presented.

This section introduces the system architecture and hardware design. It deploys a RF
receiver network within an indoor environment. In this system, all receivers in the
network are synchronized by the same clock source via cables. A high-performance, low
additive phase noise LVCMOS clock buffer is involved to replicate multiple clock signals
from the common source. No synchronization between target and receiver is required.
The customized receiver front-end is fabricated on a 4 layer stack PCB with material
FR-4. It works as the interface between the RF antenna and the data acquisition board
(FMC108). At least 4 receivers are necessary for 3D positioning by hyperbolic position
fix method.

Figure 3.8: Signal chain of the proposed system, multi-channel receivers are required to deter-
mine the coordinate of the transmitter.

The proposed system consists of the transmitter section and the receiver section. The
RF signal generator is introduced to generated the positioning signal in the interested
frequency with OOK modulation. The receiver is constructed by a customized RF
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front-end, a fast data acquisition board FMC108 and a signal processing platform.

Figure 3.9: Block diagram of the signal chain components.

The developed RF front-end is dedicated to sub-sample the UHF radio signal, enabling
the data acquisition board to sample the signal with high equivalent time resolution.
The acquisition ADC board supports maximum 8 channels, 14 bits resolution at max.
250 Msps. Data is forwarded to the signal processing platform ML605 via FMC inter-
face. The algorithms can be either implemented on the ML605 FPGA evaluation kit or
on a work station.

Developing Tools
The tools invoked in this work are intended to accomplish these developing tasks: cir-
cuit simulation, high frequency component simulation and PCB design. Simulations are
carried out separately for the high frequency part and the low frequency circuit. The
sub-sampling mixer is simulated in Advance Design System (ADS), the lowpass filter
and Op-amps circuit are simulated using LTspice and the high frequency component
is simulated in HFSS. For the circuit fabrication, the Altium Designer is involved to
develop the PCB layout.

3.2.1. RF transmitter

Based on the consideration of system verification and design flexibility, the signal
generation for the developed prototype system involves two instruments instead of a
customized transmitter design. One is an arbitrary waveform generator M8190A, used
to generate the baseband signal. The other is the RF signal generator N5181B intended
to modulate the baseband signal with a specific UHF carrier.

Arbitrary Waveform Generator M8190A
It benefits from the flexibility in baseband signal generation as to evaluate different
signalling strategies. The Keysight M8190A is a powerful instrument, ensuring accuracy
and repeatability with 14-bit resolution, up to 8 GSa/s sampling rate and up to 90 dBc
Spurious Free Dynamic range (SFDR). It provides digital and analog outputs, either
single-ended or differential. The remarkable bandwidth enables a frequency resolution
of 100 mHz. In addition to the baseband signal generation, this instrument is also
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used to generate the clocks, which drives the pulse strobe signal for the customized RF
front-end board.

RF Analog Signal Generator N5181B
The RF analog signal generator N5181B MXG X-Series is used as the transmitter. It
is working in frequency range from 9 kHz to 6 GHz, with the output power scalable
from -144 dBm to +26 dBm at 1 GHz. Many modulation schemes are supported, e.g.
AM, FM and PM. External baseband signal input can be used, which is provided by
the M8190A.

Signal Pattern
The transmitter is supposed to continuously emit a periodic positioning signal. A sim-
ple modulation scheme on-off keying (OOK) is proposed in our prototype system for
verification purpose (Figure 3.10).

Figure 3.10: The transmitter emits periodic OOK modulated signal.

3.2.2. Sampling ADC

The component interfacing the RF front-ends and the digital signal processing unit is
the FMC108.

The FMC108 is an eight channel ADC FMC daughter card. It provides eight 14-bit
250Msps ADC channels which can be clocked by an internal clock source (option-
ally locked to an external reference) or an externally supplied sample clock. There is
one trigger input for customized sampling control. The FMC108 is mechanically and
electrically compliant to FMC standard (ANSI/VITA 57.1). The card has a high-pin
count connector and front panel I/O. It can be used in a conduction-cooled environment.

The design is based on TIs ADS62P49 dual-channel 14-bit 250Msps ADC with pro-
grammable DDR LVDS or parallel CMOS outputs. The analog signal input can be
either AC- or DC-coupled, connecting to SSMC coax connectors on the front panel. The
AC- or DC-coupling is a build option that must be specified at the time of order.

The FMC108 allows flexible control of sampling frequency, analog input gain, and offset
correction through serial communication busses. The card is also equipped with power
supply and temperature monitoring and offers several power-down modes to switch off
unused functions or protect the card from overheating.
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3.2.3. DSP Platform

The positioning computation is carried out on a digital signal processing platform. There
are minimum 4 channels signals (corresponding to receivers) are involved in this system
for 3D positioning, with the sample rate in range of megahertz. A FPGA platform is
preferred to the DSP or MCU solutions, as it has a higher processing speed and more
I/O resources. What’s more, as the algorithms are modeled and simulated in MAT-
LAB/Simulink, the implementation can be accelerated with the usage of the HDL Coder.

The Virtex-6 FPGA ML605 Evaluation Kit includes all the basic components of hard-
ware, design tools, IP, and a pre-verified reference design for system designs that
demand high-performance, serial connectivity and advanced memory interfacing. The
included pre-verified reference designs and industry-standard FPGA Mezzanine Con-
nectors (FMC) allow scaling and customization with daughter cards.

This Kit collect the digitized signal from ADCs daughter board FMC108 via FMC con-
nector. Positioning algorithms can be implemented either locally or on a work station.

3.2.4. RF receiver

This section presents the development of customized receiver front-end. Components
are individually discussed.

Data acquisition of high speed signal is a major challenge in developing a high accu-
racy Indoor Position System (IPS) based on Ultra High Frequency (UHF) Radio. The
proposed front-end is developed to achieve a high time resolution for Time Difference
of Arrival (TDoA) estimation in a hyperbolic position fix IPS. This component works
as the interface component embedded in the distributed receiver nodes of the IPS and
is dedicated to convert the incoming UHF signal down to low frequency typically less
than 1 MHz that enables the use of conventional relative low speed ADCs. The output
low speed analog signal is fed into the ADCs card FMC108.

Figure 3.11: The proposed front-end block diagram, stretching and forwarding the low speed
signal to ADCs acquisition board.
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The block diagram in Figure 3.11 shows the architecture of the customized front-end.
Two antenna channels detect two separate frequencies. One of the frequency is used for
positioning, the other is power correlated with the positioning frequency and is intended
to build up the Automatic Gain Controller (AGC).

The developed receiver front-end is splitted into two functional stages, i.e. the
Filters&LNAs stage and the Signal Stretch stage. The incoming RF signal is filtered
and amplified in the Filters&LNAs stage. The proposed Signal Stretch stage further
amplifies the filtered signal with a AGC loop and stretches it down to a desired low
frequency range for data acquisition.

Signal filtering and amplifying
The basic functionality of this stage is to filter and amplify the incoming RF signal,
which consists of two frequency tones. One is the positioning frequency (modulated UHF
signal) used for target positioning, while the other is an Continuous Wave (CW) signal
dedicated for the power sensing in the AGC loop. A wide-band directional coupler with
less than 0.30 dB insertion loss in the bandwidth (698 MHz to 2700 MHz) is placed next
to the antenna output. It feeds a portion of the received signal into the power detector
in the AGC for detecting the signal strength. The LNA stage for the positioning tone
is constructed by 3 stages Infineon BGA825L6S and has an overall gain of 45 dB and
a noise figure of less than 0.7 dB. Two surface acoustic wave (SAW) band-pass filters
are connected to both output of the directional coupler for filtering. Meanwhile, the
power sensing route following the coupler is connected to another SAW filter centering
at 869MHZ.

Figure 3.12: The filter and amplifer stage is constructed by SAW filters and low noise amplifers.

Automatic Gain Controlling
In a RF system, the transmitted signal is attenuated in propagation distance and in-
fluenced by the channel. In order to achieve a large dynamic range, an automatic gain
controller (AGC) is implemented. The proposed AGC loop introduces the wideband
variable gain amplifier from Analog Devices ADL5330. It is a high performance, voltage-
controlled variable gain amplifier/attenuator for use in applications with frequencies up
to 3 GHz. A wide gain control range from -34 dB to 22 dB at 900 MHz can be reached.
The variable gain amplifier (VGA) collaborates with the logarithmic power detector
AD8318, which is a demodulating logarithmic amplifier, capable of accurately convert-
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ing an RF input signal to a corresponding decibel-scaled output voltage. It has a high
detection input range of typically 60 dB with an error of less than ±1 dB.

Figure 3.13: The AGC loop is constructed by the power detector AD8318 and the variable gain
amplifier ADL5330, increasing the dynamic range.

Figure 3.13 shows the location of the AGC module. It increases the dynamic range
of the system by 40 dB (Figure 3.14). The frequency for power sensing is in range of
869.7∼870 MHz and is generated as continuous wave.

Figure 3.14: The measured linear range of the AGC is about 40dB .

Quasi Time Stretching
This subsection describes the circuit which follows the AGC. It is constructed by a
sub-sampling mixer and a baseband filtering & amplification circuit (Figure 3.15).

In order to develop a high precise IPS based on time measurement methods, a high
time resolution is required. For instance, a positioning precision of 1 mm needs a time
resolution of 3 picoseconds. This can be realized by direct sampling of the UHF radio
signal, which in return requires high speed Analog-to-Digital Converters (ADC) device
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Figure 3.15: The proposed signal stretch circuit is constructed by a sub-sampling mixer and a
baseband filtering & amplification circuit

that are capable of 330 GSPS conversion rate. A photonic time-stretched ADC concept
was proposed by Yan Han and Bahram Jalali [143], but it requires a complicated optical
front-end design and a large bank of electronic ADCs. I.e. 330 ADCs at 100 MSPS are
required to accomplish an effective sampling rate of 33 GSPS. That number would be
increased by 4 times if implemented into the depicted 4 sensors system (Figure 3.16).
Another limitation of a conventional ADC is that the ADC should avoid directly sam-
pling the UHF signal due to the signal distortion [144], as the typical aperture time of
a relatively low speed ADC is in order of ns. The proposed technology is developed to
achieve an effective sampling bandwidth that is broad enough for sampling UHF signals
using only one conventional ADC for each sensor. It converts the pulse modulated UHF
(∼ GHz) signal down to low frequency (∼MHz) signal, meanwhile keeping the timing
information. The high time resolution is achieved by stretching the pulse modulated
UHF signal, with a factor of N(∼ O(103)). Specifically, the time resolution is the result
of ADC sampling interval divided by stretch factor N, without any interpolation process.

The intuitive view of the developed component is probing the pulse modulated radio
signal periodically and rebuilding a single period signal from the continuous N periods
(Figure 3.17).

The receiver receives periodic pulse modulated UHF signal S(t), with a signal period of
T . It is sampled by the sub-sampling mixer with sampling interval Ts = T + ∆T . X(n)
is the resulted set of samples:

X(n) = S(n ∗ Ts) = S(n ∗ (T + ∆T )) = S(n ∗∆T ) (3.6)

where n = 0, 1, 2, · · ·. As the period of S(t) is T, the repetition rate of X(n) is the ratio
N = T/∆T , which leads to a period of N ∗ Ts. Formula 3.6 can be rewritten to:

X(n) = S(n ∗ Ts) = S(n ∗ (T + ∆T )) = S(n ∗ (N + 1) ∗∆T ) (3.7)
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Figure 3.16: Example sensor network for a hyperbolic position fix indoor positioning system.
RF receivers are placed at known positions (left). The target emitter is located
by TDoA information of pairwise receivers (right).

Figure 3.17: Reconstruction of one wavelet from N signal periods. The transmitter emits OOK
modulated signal. The receiver reconstructs one period signal from sampling N
periods (in analog domain).

Formula 3.7 implies that the signal X(t) is a time scaled version of S(t), with the scaling
factor of N + 1. Feeding X(n) to an appropriate low pass filter results in the stretched
signal X(t):

X(t) = α(t) ∗ S[(N + 1) ∗ t] (3.8)

Where α(t) is the attenuation function due to filtering. According to the scaling prop-
erty of the Fourier transform, the frequency of the signal is compressed by N + 1 times.
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This stretched signal can be sampled by a conventional low speed ADC. The following
chapters outline the circuit design, present the simulation results and close with conclu-
sion.

Circuit Design
The key requirement of a high precision time-based IPS is the high time resolution. In
order to meet the positioning requirement, a dedicated front-end circuit is expected to
capture the high speed signal. But it is difficult or costly to accomplish this task with
conventional techniques. An alternative solution is to reconstruct the signal pattern
rather than the signal itself. The basic idea is implementing a sampling interval close to
the signal period. Consequently, one period signal (signal pattern) can be reconstructed
by sampling multiple period signals.

The aperture time of low speed ADCs is in range of ns, which means the ADCs are
too slow to sample high speed positioning signal (UHF). The signal samples are dis-
torted due to the mismatch. The proposed solution is sampling the incoming signal
by the sampling bridge, which is widely used in oscilloscopes. The sampling bridge
works as a track and hold module. Charge is stored by a fast RC loop and discharged
by a slow RC loop. Filtering the output of the sampling bridge with a low pass filter,
a stretched signal is obtained. It can be sampled by conventional low speed ADC directly.

The underlying circuit consists of four functional blocks (Figure 3.18). They are a
sub-nanosecond pulse generator, a sampling bridge, a solid arc shape Wilkinson power
combiner and a wave former which consists of low pass filter and amplifiers. The out-
put is a rebuilt signal which is equivalently time stretched by a factor of N. The factor
N is determined by the difference of the probing clock rate and the signal repetition rate.

The pulse generator is designed to generate a pulse sequence with the pulse width of
around 100 ps. It introduces the SRD (Step Recovery Diode) SMMD837 and two trans-
mission lines to generate a pair of oppositely polarized pulses. The Wilkinson power
combiner is used to minimize the energy loss of the intermediate frequency signal by
matching impedance of the IF output to the IF amplifier input. The low pass filter and
op-amps then produce a quasi time stretched pulse modulated signal.

A. Sub-nanosecond Pulse Generator
Ultra short pulse generators in order of sub-nanosecond have long been researched. A
number of reports documenting technologies using tunnel diodes [145], field effect tran-
sistors [146], bipolar transistors [147], or step recovery diode [148] have been presented,
among which the generator based on the step recovery diode is capable of achieving a
fast transition time while consuming moderate power [149]. The pulse generator de-
scribed in this work introduces the step recovery diode SMMD837 to generate oppositely
polarized pulses with pulse width of 100ps and amplitude of 5 V (Figure 3.19). Instead
of implementing large area HF transition structure, this component invokes two short
microstrip delay lines, simplifying the generator design and producing strong and clean
pulses.

The circuit comprises three functional blocks. The driver circuit generates a sharp falling
edge by switching the transistor BJT1 and the differential element C3. C1 works as an
acceleration capacitor and R1 limit the transistor base current. RC circuit elements R2
and C2 configure the conducting duration of the transistors. The negative driving pulse
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Figure 3.18: Simplified block diagram of the proposed system, including pulse generator, sam-
pling bridge, power combiner and baseband Signal Processing module.

turns on the Schottky diode DIODE1, meanwhile the SRD diode DIODE2 is turned
off which is previously forward biased by the bias current sourced from circuit R9 and
L1. The SRD will keep low impedance until the stored charge is removed. During
the storage time, the current through the SRD will keep almost constant but reversely
flow away from the diode. The falling edge on the anode traveling back through the
transmission line TL1 and is inverted to rising edge by reflecting from the ground. The
combination of the edges thus generates a negative Gaussian-like pulse. Analogously,
the reversed current flows via TL2 generating another Gaussian-like pulse but positively
polarized. Diodes in the pulse shaper unit suppress the unwanted ringing. Capacitors
C7, C8 and resistors R11 and R12 block the DC offset and match the circuit to decrease
the insertion loss and pulse distortion. The lengths of the implemented microstrip delay
lines determine the pulse width. Delay lines of 4 mm are implemented in the example
design. The resultant pulses have amplitude of 1.2 V and width of 100 ps, with desirably
small ringing (Fig. 3.20). The generated pulse sequence is used as the sampling switch
control signal for the sampling bridge.

B. Sampling Bridge
The sampling bridge employed in this design implements a symmetric structure which
consists of two sampling diodes [150] (Figure 3.21).

In order to accomplish a broad bandwidth and low conversion loss, the sample and hold
capacitor should be of appropriate value that is small enough for wide band frequency
and big enough for charge storage. Here capacitors of 0.5 pF are used referring to
simulation results to achieve a small conversion loss and charging time. Input strobe
pulses are fed from the SRD pulse generator. The trigger pulses will forward-bias the
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(a)

(b)

Figure 3.19: Circuit diagram of sub-nanosecond pulse generator, which is modeled and simu-
lated in Advance Design System (ADS) (a). Simulation result of generated oppo-
sitely polarized pulses of small ringing and high amplitude (b).
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Figure 3.20: Measured pulses, with Vp-p of 1.2V and gating window of less than 100 ps, as-
suming a threshold of 0.6V.

Schottky diodes and start charging the two signal capturing capacitances C1 and C2 by
sampling the RF signal. Detector Schottky diode SMS7261 from Skyworks Solutions,
Inc. is introduced to build up the sampler. It has a junction capacitor of 0.1 pF and
a series resistor of 12 Ohm. This capacitance is sufficiently small compared to C1 and
C2, resulting fast charging process and less conversion loss.

C. Wilkinson Power Combiner
Because of the symmetric structure of the sampling bridge, there are two identical IF
outputs, which are further converged at the Wilkinson power combiner [151] to minimize
the power loss. Due to the routing restriction of the PCB design, the employed power
combiner spans over four layers (Figure 3.22b), with the matching resistor on the top
layer and a solid arc shape input branches on the bottom layer (Figure 3.22a). The
arc shape combiner arms make it flexible to adjust the phases of the two input IF signals.

The proposed power combiner obtains an insertion loss of 1 ∼ 3 dB in frequency range
of 800 MHz to 1.8 GHz (Figure 3.23a) and a phase difference between two arms is less
than 2 degree (Figure 3.23b).

D. Low Pass Filter and Amplifiers
A 3rd order Chebychev low pass filter is employed to filter out the unwanted harmonics
and high frequency components. It is constructed by three capacitors and two induc-
tors. The simulated result shows a 3 dB bandwidth of 1.1 MHz and ripple of 0.05 dB in
pass band. A baseband amplifier is required to amplify the quasi time stretched pulse

63



3. RESEARCH METHODOLOGY

Figure 3.21: Sampling bridge consists of two sampling diodes. It samples and holds the incom-
ing RF signal.

modulated signal. Two Op-amps (LT6230) are cascaded as the baseband amplifier. The
amplification gain is configured to 59 dB.

Simulation
The simulation involves a diode model BAT15 based on the Schottky diode SMS7261.
A continuous wave of 1575 MHz is used as the carrier frequency. The modulation pulse
repetition rate is 3 MHz, deriving a period T = 333.33 ns. The modulation pulse width
is set to 5 ns. The modulated signal is fed into the RF signal input of the sampling
bridge and output an intermediate signal from the IF ports of the sampling bridge. By
setting the strobe pulse repetition period offset with respect to the signal period to be
δt = 0.05 ns, the stretch rate will be T/δt + 1 = 6667.67, i.e. 6667.67 times stretched
to be smaller than 1 MHz (Figure 3.24). Figure 3.24(a) refers to one segment of the
received periodic RF signal Figure 3.24(b). Figure 3.24(c) is the stretched signal by
sub-sampling the received signal Figure 3.24(b). An equivalent time resolution of 1.5 ps
can be achieved by sampling the baseband signal with ADC at 100 MSPS. This means
a better performance than expected can be realized.

The presented design is embedded in an IPS receiver analog front-end. It is fabricated
on a 4 layers stack (Figure 3.22b) of 1.6mm thick (refer to appendix for stacks detail).

Example measurement
RF input is sourced from a signal generator with a frequency of 1.575GHz and amplitude
of -10dBm. AGC gain is fixed to 20 dB. The stretch rate K can be determined:
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(a)

(b)

Figure 3.22: (a) Employed power combiner with signals input from p1 and p2 then output
from p3. (b) PCB layers stack structure with conductor of copper and dielectric
material of FR-4.
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(a)

(b)

Figure 3.23: Simulation results of scattering parameters (a) and phase characteristics (b) of
proposed power combiner. Result shows a 1∼3 dB loss within range of 800 MHz
to 1.8 GHz and a phase offset of less than 2 degree.
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Figure 3.24: Example simulation result of the signal stretching. (a) refers to one segment of
the received periodic RF signal (b). (c) is the stretched signal by sub-sampling
the received signal (b).

K = Ts/(Ts− T ) (3.9)

where, Ts is the sub-sampling interval. T refers to the repetition interval of the peri-
odic RF signal. Formula 3.9 can be rewritten by replacing the time information with
frequencies:

K = f/(f − fs) (3.10)

where fs is the sub-sampling frequency and f represents the signal repetition rate. The
example measurement involves a signal repetition rate f of 5MHz. A clock of 5MHz−δf
is used to generate the sub-nanosecond sampling pulses, i.e. fs = 5MHz − δf , where
the difference δf = f − fs. Figure 3.25 demonstrates the measurements with different
stretched rates. These rates are obtained by setting different pulse repetition period
offsets. The carrier signal (1.575GHz) is stretched by 50000 times to 31KHz by setting
the offset to 100Hz (Fig. 3.25a). Likewise, 200Hz and 300Hz offset lead to 63KHz and
93KHz respectively. Figure 3.26 shows the relation between the frequency offsets and
resulted frequencies. The measurements match well with the calculations.

Summary
The developed conversion system is composed of a SRD based sub-nanosecond pulse
generator, a broadband sampling bridge, a two layer Wilkinson power combiner and a
baseband wave former. It is suitable for application of periodic pulse modulated UHF
radio. A simple implementation of strobe pulse generator is presented. It introduces
standard discrete elements and microstrips to generate oppositely polarized pulses with
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(a)

(b)

(c)

Figure 3.25: (a)Measurement result with factor of 49999, corresponding to 100 Hz offset, output
frequency at 31 KHz. (b)Measurement result with factor of 24999, corresponding
to 200 Hz offset, output frequency at 63 KHz. (c)Measurement result with factor
of 16666, corresponding to 200 Hz offset, output frequency at 94 KHz.
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Figure 3.26: Relation of stretch factor with clock offset δf (up) and with output frequency
(down). Measured output frequencies match quite well with the computed result
(down).

width of 100 ps, resulting in a corresponding small sampling aperture. The broadband
sampling bridge is capable of sampling UHF signal due to its fast charging RC circuit.
The power combiner achieves a low conversion loss of 2 dB in the interested frequency
range. The baseband wave former consists of low pass filter and Opamp, producing an
equivalently stretched signal. This circuit can be applied to a TDoA based positioning
system using low speed data acquisition device only to obtain a high time resolution.
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3.3. Signal Processing System

This section focuses on the digital signal processing. Key modules of the signal pro-
cessing system include raw data filtering, baseline estimation, event arbitrator, TDoA
estimation and hyperbolic equations solver. Each of these is individually discussed and
evaluated in the following subsections.

The proposed algorithms are developed and evaluated in MATLAB/Simulink environ-
ment. In the complete signal processing chain, some fundamental processes are discussed
from the raw data aspect to the non-linear equations solver for coordinate determination.
The raw signal is sampled by ADCs with 14 bits resolution, using two’s complement
data representation. A dynamic baseline estimator is required to compensate the level
shifting due to thermal effect and non-identical hardware of receivers. As the signal is
continuously fed into the data acquisition system, an arbitrator is needed to determine
the event and trigger a data storage enable signal, which also starts up the core posi-
tioning algorithms. Because the receivers together construct a synchronized network,
the trigger signals are also synchronized. The very first trigger signal established by
the network is recognized as the highest priority and is broadcasted to all receivers for
controlling. The core positioning process in context consists of two modules. These
are TDoA estimator and non-linear equation solver respectively. The accuracy of the
TDoAs estimation will directly effect the positioning precision. Minimum 4 pairwise
TDoA estimations are required to uniquely determine a 3D coordinate of a target,
according to the hyperbolic positioning principle. Each of the TDoA quantity define a
hyperbolic equation. In order to resolve the generated non-linear equations, a numer-
ical Newton-Raphson algorithm is introduced, which will be discussed in the following
sections.

The last but not the least task desired to be accomplished is the event arbitrator. An
event detection system proposed to monitor the received signal and to issue a trigger
at the moment of detecting a symbol start. The very first trigger is taken as a control
signal to enable the core hyperbolic positioning algorithm, the TDoA estimation and
non-linear equation solver.

Initiative position estimation converges within 7 iterations, with an error of less than 100
ppm. Subsequent estimations require only 3 iterations to achieve the similar accuracy
by substituting the initial guess with previous estimation. This dissertation presents a
Simulink model where the iteration length can be dynamically configured during pro-
cessing, reducing the computation complexity on demand.

The positioning algorithms presented in this work accomplish two fundamental func-
tions: TDoA Estimation, Hyperbolic Positioning (Figure 1.1).

Softwares/Tools
As previously mentioned, the complete processing system is firstly modeled in MAT-
LAB/Simulink environment. The high level synthesis tool HDL Coder is involved in
HDL code generation from the Simulink model. Simulation results are provided, includ-
ing the co-simulation which concludes the identical functionality of the algorithm model
and the firmware model. Additionally, the toolbox HDL verifier is necessary to carry
out the co-simulation. The involved HDL Simulator ModelSim is used for co-simulation.
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The final firmware is synthesized in Xilinx ISE environment.

3.3.1. TDoA Estimator

The algorithms development starts with the TDoA estimation. The TDoA estimator
contains a set of algorithms, including the baseline compensation, normalizer, filter,
thresholding, first peak detection, ambiguity eliminator, etc. (Figure 3.27)

Figure 3.27: Simplified signal processing chain

The first step is baseline compensation. The existence of noise along with the level shift
on the ADC board requires an approach to suppress its influence on actuating baseline
estimation. To deal with this issue, a threshold Restricted Moving Average mechanism
(RMA) is implemented for the baseline computing. The baseline of each time point
can be derived by averaging the samples which are within certain threshold (Offset)
away from former baseline, e.g. the standard deviation. This method could exclude
the contribution from signal pulses almost entirely. The second step is to normalize
the received OOK signal. Taking advantage of the sinusoidal nature of the signal, the
squared amplitude of the signal can be computed by summation of square of two quar-
ter period spaced samples: A2 = (St

2 + St+T
4

2). A low pass filter is implemented after

the normalization step to reshape the modulated signal. The next step is to estimate
the TDoA by subtracting the arriving time of the first period peak with thresholding
at pairwise receivers. The last step is to adjust the TDoA estimation, based on the
assumption that the target moves within a periods range during the update interval.

This section presents the detail of each step with the mathematical backgrounds, the
modeling and the related simulation results for each sub-system.

Step. 1: Baseline Compensation
The raw data in context refers to the digitized signal from the underlying data ac-
quisition ADC board. Besides the quantization error caused by the sampling devices,
some other sources also introduce noise to the analog signal before sampling. For
instance, the additive Gaussian white noise (AGWN), the interference from the neigh-
boring signal routes, and unwanted harmonic components. Together with the analog
filters implemented in the circuit board, digital filters are highly recommended for fur-
ther filtering out the disturbing interference. The estimated baseline is subtracted from
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the signal for compensation. An efficient baseline estimator is demonstrated in this work.

The noise sources consist of the random inherent noise from the electrical elements and
the interference noise from the unwanted interaction between different routing signals.
In this project we only deal with random noise that has a probability density function
as the Gaussian distribution [152]. E.g. the Gaussian probability distribution function
in a variable x with mean µ and variance σ2:

f(x;µ, σ) =
1

σ
√

2π
e−

1
2
(x−µ
σ

)2

The threshold Restricted Moving Average (RMA) is a simple mechanism to suppress the
influence of the noise on baseline estimation. The following example shows an imple-
mentation of this strategy. The current baseline is derived from the mean of the former
N samples, which are located in the restricted region. The threshold can be determined
dynamically or fixed.

Baseline =
1

N

i+N∑
k=i

Xk

where Xk ∈ [Baseline− −Offset, Baseline− +Offset] and Offset ∈ [σ, 4σ]

The implementation of this baseline estimation algorithm in Simulink is displayed in
Figure 3.28. The first 256 samples (number of sum elements) are all counted to initialize
the baseline. Subsequent samples within the restricted region make effort to the baseline
update, using the threshold of 0.05 from the training data. The enable signal of evalu-
ating a new baseline is determined by the comparison result. This baseline estimation
is activated if the new signal sample is located within the restricted region. Instead of
being divided by 256, the arithmetic shift right operator is introduced to reduce resource
cost.

Figure 3.29 shows an example baseline compensation result. The blue signal represents
the original signal, the red signal is the the compensated result by subtracting the
baseline (black curve).

Step. 2: Normalization
In a RF-based indoor positioning system, the propagation of the signal causes attenu-
ation according to the inverse square law. The receiver closer to the transmitter will
receive more power. Moreover, the reflection and scattering increase the difference and
uncertainty of the signals’ amplitude arrives at the reference receivers. A practical
method to decrease this difference is implementing an automatic gain controller (AGC)
circuit, which is constructed by a power detector and a variable gain amplifier. A section
in the hardware development part presents an AGC design and the performance anal-
ysis. In addition to the AGC, a digital gain controller is proposed to further suppress
this amplitude imbalance. The solution presented here is a digital normalizer, which
normalizes the received signal by dynamically dividing its amplitude.

As the signal to be processed is an amplitude-modulated sinusoidal signal, it is im-
portant to estimate its amplitude. There are many techniques available for amplitude
estimation, including the least square method [153, 154], the adaptive state observers
[155, 156], and the well-known fast Fourier transform (FFT). The frequency of the sig-
nal is accurately known. A simple algorithm for the amplitude estimation of sinusoidal
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Figure 3.28: Baseline Estimation Subsystem, average 64 restricted samples

Figure 3.29: Baseline estimation with noise influence, the blue signal represents the original
signal, the red signal is the baseline compensated one and the black line refer to
the estimated baseline.
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signals is proposed where two samples are enough to calculate the amplitude.

Consider a sinusoidal signal y(t) with amplitude A, frequency fc, arbitrary phase φ and
DC offset A0 denoted by:

y(t) = Asin(2πfct+ φ) +A0 (3.11)

With an ideal baseline compensation, the DC offset A0 = 0, we get:

y(t) = Asin(2πfct+ φ) (3.12)

define two points:

y1 = y(t0) (3.13)

y2 = y(t0 +
1

4fc
) (3.14)

based on (3.7)-(3.9), y1, y2 can be expressed as:

y1 = Asin(2πfct0 + φ) (3.15)

y2 = Asin(2πfc(t0 +
1

4fc
) + φ) (3.16)

denote Φ = 2πfct0 + φ, y1, y2 can be expressed as:

y1 = Asin(Φ) (3.17)

y2 = Acos(Φ) (3.18)

Summing squared yi yields:

y21 + y22 = A2sin2(Φ) + A2sin2(Φ +
π

2
) = A2 (3.19)

Then we get the squared amplitude:

A2 = y21 + y22 = y2(t0) + y2(t0 +
1

4fc
) (3.20)

= y2(t0) + y2(t0 +
T

4
) (3.21)

where T denotes the signal period.
As the estimation is based on digitized signals, thus the equation (3.16) has to be rewrit-
ten as:

A2 = y2(N0) + y2(N0 +
N

4
+ ∆) (3.22)

where N0 is the first sample index, N refers to the integer samples of a period calculated
by N = fix(fs/fc). fs denotes the sampling frequency and correspondingly Ts refers to
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the sampling interval. ∆ is the error caused by the ”fix” operation which rounds to the
closest integer, i.e. ∆ = Tc − NTs, where Tc is the carrier’s period. With a large the
oversampling rate, the error caused by the difference is neglectable, thus:

A2 ≈ y2(N0) + y2(N0 +
N

4
) (3.23)

Referring to the algorithms strategy explained in the scenarios section, the TDoA esti-
mation in our system deploys a threshold and peak detection approach. Peak searching
is applied to the squared signal, avoiding computing the square root of the A2. Thus,
the normalization process actually involves the squared samples:

s(n) = sign(y(n))
y2(n)

A2
= sign(y(n))

y2(n)

y2(n) + y2(n+ N
4 )

(3.24)

where the new signal s(n) will keep the sign of the instant sample y(n). A Simulink
model for the normalization sub-system is depicted in the Figure 3.30. And the Figure
3.31 displays an example normalization result. As can be seen in this figure, in the region
where there is smaller SNR, the result saturates due to the noisy and small amplitude
estimation. A low pass filter is proposed in the next step for filtering the normalized
signal.

Figure 3.30: Simulink model for the proposed normalization sub-system.

Step. 3: Low Pass Filter
The normalization process produces the result is depicted in Figure 3.31. It is a noisy
signal. In order to precisely determine the time of arrival, a low pass filter is required
to filter out the high frequency components. As the temporal information is critical to
estimate the TDoA, the phase response of the filter should be linear. Hence, deployment
of a FIR filter is proposed for this purpose. The mathematical filter background is

75



3. RESEARCH METHODOLOGY

Figure 3.31: Example result of the normalization sub-system. Original signal (up) and the
normalization of the squared signal (down).

demonstrated in the appendix. The Filter Design & Analysis Tool from MathWorks is
used to design the FIR filter. It provides plenty of options to optimize the requirements,
referring to the resource and performance. A detailed design process is described in the
appendix as well.

Here we only present some key setting for the filter design. The oversampling rate in
our system is set by the ADC sampling rate. To give an example setting for the process,
we implement a 2 Msps sampling rate and our signal is the sub-sampled signal at 17.42
KHz. There are three frequency parameters need to be set in MATLAB FDATool:
sampling frequency, pass frequency and stop frequency.

Frequencies:
1. ADC sampling rate fs = 2MSPS(MHz)
2. Analog front end outputs signal frequency fsignal = 17.42KHz
3. pass band frequency fpass = 3 ∗ fsignal
4. stop band frequency fstop = 10 ∗ fsignal

In digital domain, if we define the signals frequency as 1 (17.42KHz ), then the sampling
rate is fs/fsignal, which is round to 114. The pass band and the stop band are 3 and
10 respectively. Figure 3.32 is generated in FDATool. The unit displayed in Figure 3.32
refers to the basis of 17.42KHz.

The magnitude response is set to be 0.5 dB at passband and 80 dB attenuation for
the stop band. A low pass FIR filter type is selected. The filter result is shown in
Figure 3.32. It has a very good magnitude response for suppressing the noise to very low
level and a linear phase response within the pass band for keeping the timing information.
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Figure 3.32: The designed filter response for our TDoA estimator. Magnitude response (up)
and phase response (down).
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Apply this filter to the system after normalization. A filtering result is demonstrated in
the Figure 3.33.

Figure 3.33: The normalized signal is filtered by the designed FIR low pass filter. Original
signal (up), normalized squared signal (middle) and filtered signal (down)

Step. 4: Thresholding (edge detection)
The proposed system is designed to continuously update the position of the target. It
means that the target which is designed as a RF transmitter is correspondingly contin-
uously broadcasting the patterned radio signal. As there is no synchronization between
transmitter and receivers, an event detection mechanism is required to determine the
incoming of a new positioning event, named event arbitrator. In the case of OOK mod-
ulation radio system, an arbitration process can be simplified by setting an appropriate
threshold. An event of threshold overshooting can be recognized as a positioning alert
and issue a trigger. The next arbitration process can only be restarted after the position
fix.

An efficient method is necessary for the threshold over cross detection. it should avoid
false event detection due to amplitude disturbance. The proposed method recognizes
a valid arrival of signal as sequentially crossover the thresholds, where two different
threshold levels are used. The procedure is illustrated in the Algorithm 3.1, where k
denotes the time index of the samples. si are the samples used for comparisons, with
length I. N is the length of each carrier period. Two threshold levels are predefined:
Th1 and Th2, where Th1 > Th2 to set a tolerance for amplitude fluctuation caused by
noise, filter etc.
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Algorithm 3.1:

begin
Initiation: k := 0;
Condition: if sI > Th1

and si > Th2, for even i
and si < −Th2, for odd i

then Arrival Detected, go to HIT
else go to Update

Update: k := k + 1;
si := x(k + (I−i)

2 ∗N);
go to Condition

HIT: wait (duration < period)
go to Initiation

In the test, the values are set to 0.7 and 0.2 respectively. The example result is
displayed in the Figure 3.34.

Figure 3.34: The normalized signal is filtered by the designed FIR low pass filter. Original
signal (up), normalized squared signal (middle) and filtered signal (down), two
thresholds are introduced to determine a event.

Sequential threshold crossover detection of the signal with strong sinusoidal pattern
avoids the false detection of an amplitude disturbance as shown in the example in Figure
3.35.

Figure 3.35: A simple threshold crossover detection could result in false detection, due to the
amplitude disturbance.

Step. 5: First Peak Detection
Once the rough catch (step 4) is accomplished, the first peak can be found with multiple
comparisons. The TDoA is estimated as the time delay between first peaks received by
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two receivers.

Figure 3.36: First peak is located after the threshold crossover detection.

Step. 6: Ambiguity Eliminator
The disadvantage of first peak detection of an OOK signal is the potential peak ambiguity
due to the selection of the first threshold. A smaller first threshold might result in an
earlier first peak and vice versa. The ambiguity ∆t is a multiple of the carrier period
plus a quantization uncertainty:

∆t = n ∗ Tcarrier + nq ∗ Tadc (3.25)

where n = 0, 1, 2, 3, ..., and Tcarrier denotes the carrier period, the quantization un-
certainty nq = 0, 1,−1, and TADC represents the equivalent ADC sampling interval
(sampling interval divided by stretch factor).

The proposed approach to avoid the ambiguity is adjusting the TDoAs based on the
motion speed limitation, i.e. the position change within a update interval is limited by
the object moving speed:

‖pnew − pold‖< ∆max (3.26)

Estimated TDoAs should meet the condition (3.21), otherwise, they should be adjusted
by adding or subtracting integer multiple of Tcarrier to meet the requirement (3.21).

3.3.2. Hyperbolic Equations Solver

A position represented in three dimensional Cartesian coordinate system (x,y,z) is re-
quired for many IPS applications. It can be obtained by solving the non-linear equa-
tions (3.5). Chapter 2 has discussed about solving the positioning model analytically
and numerically. The Newton-Raphson method is proposed in this work to estimate
the position from the TDoAs iteratively. Assume a system of 4 reference nodes, i.e.
4 RF receivers. And the pair-wise time difference of arrival are estimated TDoAij for
i, j = 1, 2, 3, 4 and i 6= j. Let RDij be the range difference from the target device to
the pair-wise receivers. The relation holds: RDij = TDoAij ∗ v + eij where eij denotes
the estimation error. With a sufficient accurate TDoA estimation, the error eij can be
neglected: RDij = TDoAij ∗ v. Recall the equation (3.5):
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√
(x− xi)2 + (y − yi)2 + (z − zi)2 −

√
(x− xj)2 + (y − yj)2 + (z − zj)2 = TDoAij × v

(3.27)

substitute the time difference terms with the range differences:

√
(x− xi)2 + (y − yi)2 + (z − zi)2 −

√
(x− xj)2 + (y − yj)2 + (z − zj)2 = RDij

(3.28)

Because the TDoAs are represented by multiples of the equivalent sampling interval
(ADC sampling interval divided by stretch factor), an accurate information of this quan-
tity in addition to the accurate signal propagation speed v are required to calculate the
range differences. Alternatively, as the linear relationship between these quantities, the
range difference can also be computed by calibrating a 1D measurement:

RDij = α ∗∆Nij (3.29)

where the weight α represents the transformation relation. ∆Nij is identical to TDoAij ,
but with the unit of ’1’. Note that the weight factor α changes with the equivalent
sampling interval, which is determined by the ADC sampling rate and the actual stretch
factor.

Newton-Raphson Method
As discussed previously, we propose the Newton-Raphson algorithm to solve the hyper-
bolic non-linear equations. With accurate TDoA measurements, the range difference
from the target device to the pair-wise receivers can be obtained. Given the priori knowl-
edge of the reference receivers’ location, the target device’s position can be estimated
by solving the equations (3.23). This section is intended to derive the mathematical
solution based on the Newton-Raphson method for our indoor positioning system, i.e.
a TDoA-based IPS using UHF frequency in ISM band.

The basic setup of the proposed indoor positioning system is depicted in Figure (3.16),
composed of 4 receivers located at the known positions and the transmitter as the target
device. Assume the coordinates of the receivers: (xi, yi, zi) (i = 1, 2, 3, 4). Distances
from the receivers to the target transmitter: di (i = 1, 2, 3, 4). And the range differences
referring to the receiver 1 are estimated: RD1j (j = 2, 3, 4).

Rewrite equation (3.23) by moving the right item to the left:

(3.30)
f(x, y, z) =

√
(x− xi)2 + (y − yi)2 + (z − zi)2

−
√

(x− xj)2 + (y − yj)2 + (z − zj)2 −RDij

= 0

Applying three range differences to the equation (3.25) yields to:
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F(x, y, z) =

f1f2
f3

 = 0 (3.31)

with

f1 =
√

(x− x1)2 + (y − y1)2 + (z − z1)2 −
√

(x− x2)2 + (y − y2)2 + (z − z2)2 −RD12

(3.32)

f2 =
√

(x− x1)2 + (y − y1)2 + (z − z1)2 −
√

(x− x3)2 + (y − y3)2 + (z − z3)2 −RD13

(3.33)

f3 =
√

(x− x1)2 + (y − y1)2 + (z − z1)2 −
√

(x− x4)2 + (y − y4)2 + (z − z4)2 −RD14

(3.34)

The Newton-Raphson method update the position estimation by:

p̂(xk+1, yk+1, zk+1) = p̂(xk, yk, zk)− J−1(F(xk, yk, zk)) ∗ F(xk, yk, zk) (3.35)

Where, J is the Jacobean matrix of size 3 × 3 holding the partial derivatives of hy-
perbolic equation F, p̂(xk+1, yk+1, zk+1) is the solution after k iterations, updated from
p̂(xk, yk, zk). The Jacobean matrix is defined as:

J =


∂f1
∂x

∂f1
∂y

∂f1
∂z

∂f2
∂x

∂f2
∂y

∂f2
∂z

∂f3
∂x

∂f3
∂y

∂f3
∂z

 (3.36)

The equations (3.27 ∼ 3.31) are the complete set for the position estimation from range
difference measurements, with the priori knowledge of the receivers’ locations (refer to
the appendix for more details). As this positioning method is iterative we need to set a
certain criteria to break iteration. If this criteria is fulfilled, the iteration will break and
the current result is the estimated position. At this point, the value of the error, which
is ∆ in our case, is so small that it does not have significant impact on the estimated
position. If criteria is not met, the loop will continue till the maximum number of
iterations are reached. The iterative process is shown in Figure 3.37.

3.3.3. Kalman Filter

The unpredictable indoor environment and the limitation of the measuring system con-
tribute to the estimation error as process noise and measurement noise. The Kalman
filter (KF) for object tracking is widely used in positioning and navigation systems. A
thorough introduction of this filter can be found in [157].

The KF is applied in our system as the last stage of the TDoA estimation to improve
the performance in dynamic state estimation. Instead of the position, the range dif-
ferences RDs are the states this filter is working on. It implements a feedback loop,
constructed by two fundamental elements: position estimation and feedback from TDoA
measurements (or range differences RDs). Correspondingly, there are two basic pro-
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Figure 3.37: Flow chart of the proposed iterative estimation process.

cesses involved in the KF: time update and measurement update. The time update
process computes both a priori RD estimation X̂−k and a priori estimation error covari-
ance P−k from the old RD estimation and old error covariance. They together with the
new TDoA measurements are used in the measurement update process for a posteriori
improved RD estimation X̂k and update the error covariance Pk as well. They are
lately involved in the next time update. This procedure goes round and round again.
In another words, the time update is responsible for prediction and the measurement
update is used to correct that prediction to obtain a better estimation.

Where the estimation X̂k has two elements: the new range difference estimation R̂Dk

and the old one R̂Dk−1:

X̂k =

(
R̂Dk

R̂Dk−1

)
(3.37)

The matrix A reflects the relation between the new estimation and the old estimation.
As we have a high update rate, any movement within a short interval is assumed to
have a constant speed, thus a linear model is assumed. Based on that consideration, the
linear extrapolation is involved in our system to update the estimation. That yields to:

A =

(
2 −1
1 0

)
(3.38)

The measurements used in the filter refer to the range differences:

Zk =

(
RDk

RDk−1

)
(3.39)

As matrix H relates the state X̂−k to the measurement Zk for error computation. It
yields to:

H =

(
1 0
0 1

)
(3.40)

83



3. RESEARCH METHODOLOGY

Figure 3.38: The Kalman filter improves the estimation by two processes: time update and
measurement update.

Vm represents the variance of the measurement noise and Vp is the variance of the
process noise.

In the initialization phase, both historic states of X̂k−1 were set to 0. (zero range
differences assumed). A non-zero covariance Pk−1 is reasonable, because we are not
sure about our state assumptions. We will start with an error covariance of 100, which
corresponds to an identity matrix to evaluate two historic states in X̂k.

By tuning the parameters Vp and Vm, different filter performance can be obtained. A
smaller parameter setting results in an increasing dependency on the related criteria,
process noise or measurement noise. A bigger Vm makes the filter react slower to the
measurement, i.e. it takes longer to approach the real state. According to our measure-
ments, an error variance of 18.5mm2 was observed. Set Vp = 12mm2 and Vm = 200mm2.
For an update rate of 100 Hz, the simulation result is depicted in the Figure 3.39. The
error variance is decreased by the filtering, reduced from 19 mm2 down to 12 mm2. As
the implemented filter is based on linear model, it performs better in situations of slower
motion. Based on the current configuration, it has already shown a good performance
when maximum speed doesn’t exceed 100 km/h.
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Figure 3.39: The filtering performance is improved with a slower motion.
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4. Prototyping and Evaluation

The previous chapter presents the design procedure of the system by demonstrating
the hardware development and the underlying signal processing algorithms. In order to
verify the functionality and evaluate the performance, a prototype is developed. This
chapter describes the implementation and evaluation of the proposed indoor positioning
system. Section 4.1 presents the implementation of the complete system by describing
the hardware fabrication and configuration, designing the complete signal processing
model and the generation of the corresponding firmware, integrating all modules to a
function-ready prototype system. Section 4.2 and section 4.3 show the measurements of
1D and 3D respectively, including the test setup and detailed result analysis.

4.1. Implementation of the Prototype System

This is a TDoA-based RF system, with the usage of UHF frequency in ISM band. It
consists of minimum 4 receivers that are placed at known positions for 3D positioning,
and the mobile RF transmitter as the object to be located.

Figure 4.1: Prototype system implementation, consisting of 4 RF receivers and 1 RF transmit-
ter.

Figure 4.1 shows the basic architecture of the prototype system. All receivers are driven
by the clocks from the clock buffer (eval module for CDCLVC1112 from TI). The clock
input for this buffer is generated by an arbitrary signal generator (M8190A), which
also generates the baseband signal for the RF signal generator (N5181B). The OOK
RF signal from this generator is transmitted to an antenna for broadcasting. It is
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continuously broadcasting a periodic OOK-modulated signal. The receiver involves a
quasi time stretch technology to achieve high temporal resolution. The stretched signals
are transmitted to an ADCs board (FMC108) for digitization. Digital signal processing
is carried out on the FPGA platform. By estimating the time difference of arrival of
the RF signal at the pair-wise receivers, a hyperbolic positioning model is obtained.
The developed signal processing implemented on FPGA is capable of computing the
transmitter’s position with high precision, high update rate and low latency.

4.1.1. Hardware System Implementation

The hardware implementation of the prototype system refers to the receiver board fab-
rication. The block diagram and fabricated PCB is displayed in Figure 4.2.

This board includes 3 voltage regulators, supplying +7V, +5V, and -5V respectively
(F). The AGC loop is constructed by a power detector (AD8318) (H) and a variable gain
amplifier (ADL5330) (G), increasing the dynamic range by 40 dB. The pulse generator
circuit (D) generates 100 ps width pulses, driving the sampling bridge (E) module to
probe the RF signal. Two branches signals are combined by a power combiner and
fed into the lowpass filter (A, C). Two lowpass filters are identical, both are 3rd order
Chebychev filters, with 3dB frequency at 1.1MHz and a ripple of 0.05dB. The two stages
Op-amps circuit (B) is built using LT6230, configured to 59 dB amplification gain. This
circuit is fabricated on a 4 layers PCB with dimension of 15cm×8cm×1.6 mm. The
complete schematics and PCB layout design can be found in the Appendix A and the
Appendix B respectively.

4.1.2. Signal Processing System Implementation

The underlying signal processing algorithms have been thoroughly explained in the sec-
tion 3.3. This section aims to develop a complete processing system ready for run on a
FPGA platform. Beside the key algorithms presented previously, the internal communi-
cation and controlling sub-systems will be discussed. A demonstration of the processing
model from the top layer down to the individual modules and their interconnections is
provided. In addition to the signal processing system, some external HDL modules are
necessary for the final implementation, including the ADC controlling module and the
LCD display module.

System Architecture
The functionality of this positioning system is accomplished by three operations: data
acquisition, position computing and result output. The architecture, correspondingly, is
constructed by three top layer modules as the simplified block diagram depicts in Figure
4.3.

The data acquisition refers to the digitization of the analog signals. The sampling
module FMC108 has 4 duo-channel ADC (ADS62P49 from Analog Devices), with 14
bits resolution and maximum 250 Msps speed. Clocks are synthesized using the PLL
AD9510. The configuration of this sampling module can be done on-demand via Eth-
ernet with a vendor provided API. 4 channels data are fed into the signal processing
core. These are digitized RF receiver output signals, packed to 16 bits width with sign
bit. The position computation outputs three 24 bits signals, which carry the estimation
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Figure 4.2: Block diagram of the receiver board (a) and fabricated PCB (b) . Blocks are
mapped by labels.

coordinate (x̂, ŷ, ẑ) ready for the LCD to display. The data is formatted as in Table 4.1:

Table 4.1: Output data format

bits 23 ∼ 20 bits 19 ∼ 16 bits 15 ∼ 12 bits 11 ∼ 8 bits 7 ∼ 4 bits 3 ∼ 0
thousands hundreds tens digits fractions sign

The involved LCD module is a 2 × 16 character display HD44780U. Resolution of the
displayed coordinates with unit cm, e.g. 113.3 cm. Driving signals for the display
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Figure 4.3: Simplified block diagram of the processing system, including three modules: Data
Acquisition System Controller, Signal Processing System Core and LCD Controller.

include a 3 bits control signal and a 4 bits data signal.

The signal processing system core is modelled in Simulink environment. Besides the key
algorithms discussed in the previous chapter, the interconnections and particularly the
signal timing is the focus of this section.

Signal Processing System Core
The top layer model consists of 3 sub-systems. They are the Interfacing sub-system, the
Positioning Core sub-system and the Hex2Dec sub-system (Figure 4.4). Functionality
and realization of each sub-system will be demonstrated in this section.

Figure 4.4: The processing system model includes three sub-system: Interfacing, Positioning
Core and Hex2Dec.

The purpose of each sub-system is summarized:

• Interfacing sub-system

– Data rate conversion: interface the ADC data rate to the data processing
rate.

– Data type conversion: keep the useful bits.
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• Positiong Core sub-system

– Implement the proposed positioning algorithms.

• Hex2Dec sub-system

– Convert the estimation result to the data type that could be displayed on the
dedicated LCD.

Interfacing Sub-system
Due to the limitation of synthesizable clock frequencies of the sampling module FMC108,
the minimum samping clock rate feasible on this board is around 40 MSPS. But the
demonstration of this prototype system is to utilize a data sampling at 2 Msps. For
bridging this data rate differences, a data buffer memory can be used. Alternatively,
we convert the date rate down to 2 Msps by undersampling, avoiding the usage of large
memory resource and meanwhile process the signal in real-time. Additionally, the data
type from the acquisition system is of 16 bits width, of which only the lower 14 bits are
the ADC conversion output. Thus, only the lower 14 bits of the incoming data will be
kept for further processing. Figure 4.5 depicts an example interfacing process, including
two basic operations: rate transition and data type conversion.

Figure 4.5: An example process in the interfacing module. Two basic operations are involved:
rate transition and data type conversion.

Positioning Core Sub-system
The main processing module performs the underlying algorithms and some necessary
controlling and routing operations. Figure 4.6 shows the block diagram of this model,
where the black arrows refer to data signals and the red arrows to control signals. The
Kalman filter is implemented within the Range Difference Estimator module to improve
the range difference estimation. Descriptions of the highlighted signals are summarized
in Table 4.2.
The modelling of Baseline Compensation, Normalization and FIR Lowpass Filter have
been described in the section 3.3. Considering the Thresholding module, some extra
information need to be illustrated that the arrival status signals (A1 en, A2 en, A3 en,
B en) are set high if corresponding signal’s arrival was detected. These signals are reset
after certain duration (e.g. a measurement interval or shorter period). The TDoA
estimation indicator signals (tdoa1 ready, tdoa2 ready, tdoa3 ready) are set high when
the computation of range differences is accomplished, and this will trigger an enable
signal to start the Newton-Raphson optimization process to estimate the coordinate of
the target device in (X,Y,Z). The purpose of the Iteration Controller is to count the
iterations. Once the maximum number of iterations is reached, a positioning status
signal (pos ready) is set high for one clock cycle. It is detected by the Range Difference
Estimator module to reset all TDoA estimation indicator signals. Meanwhile, this signal
enables the output of the estimation result. The Signal Routing module controls the
data inputs to the Newton-Raphson Optimization engine. Within one complete iterative
process, the range differences (RD) will be kept unchanged and the previous estimation
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Figure 4.6: Block diagram of the processing core sub-system.

Table 4.2: List of the interconnections in the processing core sub-system.

signals description signals description
A1,A2,A3,B digitized signals S1,S2,S3,S4 data forwarded from FIR

filters
RD1, RD2,
RD3

range differences X0, Y0, Z0 initial guess for the itera-
tion process

Xk−1, Yk−1,
Zk−1

last state estimation X, Y, Z position estimation

A1 en,
A2 en,
A3 en, B en

threshold crossover detec-
tion indicator

tdoa1 ready,
tdoa2 ready,
tdoa3 ready

status of individual TDoA
estimation

pos ready status of the position esti-
mation

enable enable signal for iterative
process

Ini set the computation to ini-
tial state

is fed into the iterative engine for position update. The external initialization signal
(Ini) is used to start the iterative estimation from the initial guess (X0,Y0,Z0), which
we set to the middle of all receivers.

Hex2Dec Sub-system
The invoked LCD displays the content by characters, e.g. display the number 1235 as
”1235”, which contains 4 characters: ’1’, ’2’, ’3’, ’5’. The LCD Contoller module is
in charge of controlling the LCD and converts the individual element to corresponding
ASCII symbols. Before sending the data to the LCD Controller module, it should be
converted to the Hexdecimal data type that each nibble represents a decimal number,
e.g. 123510 => 123516. As with all bases there is a simple algorithm for converting a
representation of a decimal number to strings in hexadecimal by doing integer division
and remainder operations in the source base. Let d be the decimal number to be display,
and the series hihi−1...h2h1 be the hexadecimal digits representing the number strings.
(note that each digit is less than 10)

The Hex2Dec Sub-system firstly converts the signed fixed-point data to unsigned fixed-
point data and extracts the sign. The sign nibble is either ”0” for positive numbers
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or ”1” for negative numbers. It outputs the coordinate in 24 bits data format (Table 4.1).

LCD Controller
This module is programmed in ISE to interface the 2× 16 characters LCD display. The
data from the Hex2Dec module is converted to ASCII symbols that can be displayed by
the LCD hardware. The 3D position estimation is shown on the screen in the manner as:

X sign * * * * . * Y sign * * * * . *

Z sign * * * * . * c m

Three control signals RS, R/W̄ and E are generated for the hardware controlling. Refer
to the data sheet of the LCD controller ”HD44780U” for detailed programming infor-
mation.

4.1.3. Firmware Architecture

The complete processing system implementation (Figure 4.7) involves the reference de-
sign for controlling the data acquisition board FMC108 from the vendor 4DSP. An API
is provided to access this module. Communication is done via Ethernet, providing the
possibilities to remotely perform: ADC sampling rate control, ADC signalling pattern
contrl, data transfer, etc. The positioning module (IPS Top) reads 4 channels from the
module ”FMC10x Ctrl”. Displaying the final estimated position result is managed by
the LCD Controller module.

Figure 4.7: Firmware architecture, including the data acquisition board controlling, interfacing
and the positioning core, etc.

The firmware is synthesized in ISE environment and downloaded to the ML605 plat-
form for system evaluation. The rest of this chapter demonstrates the measurements,
including the 1D ranging test and the 3D positioning test.

4.2. 1D Ranging Measurement

The proposed system estimates the position based on the measurement of TDoAs.
Therefore, the positioning accuracy depends on the measurement quality. In order to
evaluate the accuracy of the TDoA estimation, 1D ranging test is performed. The im-
plemented firmware is a simplified version of the complete positioning system, excluding
the components for 3D positioning.
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4.2.1. Test Setup

The measurement of a single TDoA involves a basic system constructed by two RF
receivers and a target RF transmitter to be located (Figure 4.8). The receivers are
placed in a line at known position and the transmitter moves in between. TDoA is
estimated and converted to range difference and further the transmitter’s position on
the line.

Figure 4.8: The range difference from the transmitter to the pairwise receivers is to be deter-
mined.

The setup of the measurement system based on the configuration:

• Linear track from -350 mm to +350 mm

• Two receivers located at -500 mm and +500 mm respectively

• Static position estimation

• 50 samples captured at each position with space of 50 mm, i.e. -350 mm, -300 mm,
-250 mm, etc.

• 1
2 wavelength (λ2 ) narrowband dipole antennas are used (centerring at 868 MHz).

• Data acquisition rate of 2 Msps.

• 5MHz OOK, with carrier of 870 MHz.

• Transmission power of 0 dBm.

• Sampling pulse rate at 4.9999 MHz.

The measurement setup in the Lab is depicted in Figure 4.9. Two receivers are located
on both sides and one transmitter moves in between. The 870 MHz carrier frequency
is modulated by a 5 MHz baseband signal. The repetition rate of sampling pulses on
the receiver is 4.9999 MHz. The offset of 100 Hz to the baseband repetition rate results
in a signal stretch factor of 49999, generating an output signal with a repetition rate of
100 Hz and a carrier of 17.42 KHz. The stretched signal is further digitized by the data
acquisition system. A firmware is implemented to estimate the range difference between
the transmitter to the pairwise receivers, which is used to compute the 1D position on
the line.

4.2.2. Result and Analysis

The transmitter is moved from the left side towards receiver I, in 50 mm. In total
15 positions are estimated. 50 estimations of each position are obtained. The his-
togram in Figure 4.10 shows the statistic results of these estimations, i.e. the error
distributions and the respective counters. As can be seen on this chart, the error dis-
tribution is biased, i.e. it doesn’t center at 0. The phase center variation (PCV) of
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Figure 4.9: 1D test in a Lab environment, consisting of two receivers and one transmitter.

the receiver antenna causes the bias, which is the key contributor to the estimation error.

Figure 4.10: Estimation error histogram from position -350 mm to position +350 mm.

Figure 4.11(a) displays the RMSE of the estimations along the track. The green curve
on the first chart is the estimated locations and the red one on represents the real track.
The estimation error is plotted on the second chart. A RMSE of 4.3 mm is obtained.
Figure 4.11(b) shows the corresponding estimation variances.
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4. PROTOTYPING AND EVALUATION

(a)

(b)

Figure 4.11: 1D position estimation (up, green), linear fitting (up, red), estimation error (down)
(a). Variance of estimation error at different positions (b).
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4. PROTOTYPING AND EVALUATION

The estimation error shown in Figure 4.11(a) shows a strong sinusoidal pattern. The
reason for this phenomenon is the PCV of the involved receiver antennas.

Phase Center Variation (PCV)
In practice, the antenna is not an ideal point where the signal is received. Instead, the
effective point so called phase center will change, depending on many factors, e.g. the
arrival angle of the signal, the phase of the arrival signal, the frequency, etc.. For mil-
limeter (mm) ranging applications, this shift has to be compensated, in order to achieve
precise (sub-millimeter) position of the antenna. Antenna phase center variation (PCV)
is a parameter to describe the deviation of the antenna phase center beyond the antenna
offset. The PCV problem is significant for applications requiring the highest attainable
precision. Figure 4.12 depicts the phenomenon of antenna phase center variation. The
antenna reference point (ARP) is the ideal point where all signals are transmitted or
received. All signal sources from the ideal equal phase sphere (EPS) have the same prop-
agation distance to the ARP. But in reality, this real measured phase sphere (EPSreal)
will have deviations from an ideal phase sphere (EPSideal) centered on ARP as shown in
Figure 4.12. For example, the phase center for signal from source S2 is located at coinci-
dentally at the ARP, but the signals from S1 and S3 have the same propagation range as
S2, because the corresponding phase center offsets (PC1, PC2, PC3) are counteracted
(Figure 4.12(a)).

Figure 4.12: Antenna phase center variation, dependency on angle of arrival (a), dependency
on signal phases (b).

There is no real isotropic antenna. The RF field is radiated from the source and only
a portion of the power is detected by the receiver antenna. From the receiver’s point
of view, only the signals passing through the antenna aperture can be detected and
generate a current. Furthermore, a RF signal reception refers to the detection of field
superposition of the signals passing through the antenna aperture (Figure 4.13(a)). And
the different gains for signals from different angles contribute to the variance. The
signal superposition detection causes another parameter effecting the phase center: signal
phases. As illustrated in Figure 4.12(b), the phase center vibrates on a line as the signal
moves on the same line. This phenomenon is observed in the 1D measurement, referring
to the result shown in Figure 4.11(a). The prototype system use half wave dipole antenna
with the aperture of approximately λ

2 ×
λ
4 (as 1.64λ2/4π in [158]) along the antenna axis.

Figure 4.13(b) illustrates the behavior the phase center variation due to range change
from the transmitter to the receiver in one dimension.
The antenna PCV can be modeled as:
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4. PROTOTYPING AND EVALUATION

Figure 4.13: Detection of RF field (a). PCV dependency on movement.

∆PC = Ψ(
∑

(βn)Bn)−Ψ(
∑

(αnAn))−∆Ψ(A→ B) (4.1)

∆PC : phase center variation (PCV).
Ψ(
∑

(βn)Bn): phase of the superposition signal of all Bi.
Ψ(
∑

(βn)An): phase of the superposition signal of all Ai.
∆Ψ(A→ B): phase change of the corresponding movement from point A to point B.

To demonstrate the effect on 1D ranging measurement, we assume the RF field propa-
gation is decomposed into components and all components arrive at the aperture region
have the same gain. A simulation result is illustrated in Figure 4.14(a). The green
line represents the linear behavior assuming no phase variation. The red curve is the
simulated result, with 2 margin signal components and 1 direct component taken into
account. A RMSE of 10.9 mm is computed. For more accurate simulation, usage of
physical field simulator is suggested. However in reality, the situation is much more
complex, due to complex antenna radiation pattern. Figure 4.14(b) is the 1D ranging
measurement in an anechoic chamber where no multi-path interference exists. The red
curve on the first chart is the measured position and the phase fluctuation is depicted as
the green curve on the second chart. A RMSE of 7.5 mm is observed. It also indicates
that the PCV effect on 1D ranging is suppressed in the Lab environment, referring to
the RMSE of 4.3 mm. The possible reason is the complicated indoor environment result
in a complex EM field propagation, which weakens the phase center vibration pattern
by receiving reflected RF signals.
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Figure 4.14: The simulated result shows a 1D ranging fluctuation due to the antenna phase
center vibration (a). The measurement result in an anechoic chamber (b).

RMSE vs ADC Sampling Frequency
Because the equivalent temporal resolution depends on the stretch factor and the ADC

98



4. PROTOTYPING AND EVALUATION

sampling frequency, i.e. Tsampling/N , the performance of 1D ranging is also influenced
by the ADC sampling frequency. Figure 4.15 shows the 1D ranging measurement re-
sult of configuring the sampling rate from 1MHz to 10MHz. It was carried out in an
anechoic chamber. The RMSE is approaching a limit after 3MHz at around 7mm. The
error variance is approaching at around 25 mm2. As increasing the ADC rate requires
more computation effort in the digital signal processing system, the selection of the sam-
pling rate should be considered carefully. In the demonstrator system, 2MHz sampling
frequency is implemented.

(a)

(b)

Figure 4.15: The 1D ranging performance in an anechoic chamber is improved by increasing
the ADC sampling rate, but tend to be limited after 3MHz.
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4.3. 3D Positioning Measurement

Compared to 1D ranging, the 3D positioning is more useful, considering applications.
Because most IPS applications require location information in 3D format, e.g. (x,y,z).
For instance, a set of coordinates with index in time domain defines an object tracking
system. This section shows the 3D positioning measurement of the prototype system in
a Lab environment.

4.3.1. Test Setup

A TDoA-based 3D positioning system requires minimum 4 reference nodes, i.e. 4 re-
ceivers in the prototype system. A RF transmitter is the target to be located. All the
receivers are placed at known locations with the measured coordinates. The signal gen-
eration and other settings are identical to the condition in 1D test. The setup of the
measurement system is based on the following configuration:

• Four receivers located at (1.443 m, 0.435 m, 2.405 m), (3.083 m, 4.925 m, 2.405
m), (1.433 m, 4.925 m, 1.45 m), (3.083 m, 0.435 m, 1.45 m) respectively (with
unknown measurement error), referring to the ground corner of the lab (see setup
pictures on the next page).

• 1 Transmitter moves in a space of 60cm× 90cm× 60cm.

• 64 Static potion estimation.

• 10 measurement at each position, with spaced by 20cm/30cm/20cm (X/Y/Z).

• Update rate of 100 Hz.

• 1
2 wavelength narrowband dipole antennas are used (centering at 868 MHz).

• Data acquisition rate of 2 Msps.

• 5MHz OOK, with carrier of 870 MHz.

• Transmission power of -3 dBm.

• Sampling pulse rate at 4.9999 MHz.

Figure 4.16 depicts the experiment setup for the 3D positioning test. The connections
between different modules are shown in Figure 4.1. Receivers’ locations are fixed and
the transmitter can move in 3 directions. The position change of the transmitter can be
read from the rule marks printed on the wood framework, with millimeter resolution.
The signal processing system firmware involves the complete design discussed in the
subsection 3.3. It is able to estimate the real-time position.

4.3.2. Result and Analysis

The experiment demonstrates the measurement result of placing the transmitter on a
grid of 64 positions (Figure 4.17). 10 estimations are obtained for each position. An
estimation RMSE of 0.807 cm and variance of 0.197 cm2 are observed. Figure 4.18 shows
the statistics of the estimation error. Around 82% of the estimation error is smaller
than 1 cm (Figure 4.19).
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Figure 4.16: 3D test in a Lab environment, 4 receivers and 1 target transmitter.

In order to investigate the influence of the geometry of the receivers’ locations to the
positioning performance, the estimation in 3 dimensions are separately studied. Figure
4.20 shows the estimation error distribution along three directions. RMSE of 0.386cm,
0.224 cm, 0.672 cm respectively are observed. And the variance of the estimation er-
rors are 0.149 cm2, 0.050 cm2, 0.453 cm2 respectively. It can be seen that the system
performs the best in Y axis, but worst in Z axis. The reason for this difference is the
geometric dilution of precision (GDOP) effect.

Geometric Dilution of Precision (GDOP)
The TDoA measurements used to compute target device’s coordinate always have some
error. These measurement errors are reflected as errors in the computed coordinates.
The magnitude of the final error depends on both the magnitude of the measurement
error and the geometry of the structure induced by the receiver nodes. The contribution
due to geometry is called the geometric dilution of precision (GDOP) [159]. It is defined
as:

GDOP =

√
ρ2x + ρ2y + ρ2z

ρ
(4.2)

And the contribution of GDOP on the position dilution of precision (PDOP) can be
expressed as [160, 161]:

PDOPTDoA =
√

((HTH)−1)1,1 + ((HTH)−1)2,2 + ((HTH)−1)3,3 (4.3)

where H refers to the TDoA-based geometry matrix. It can be computed by applying
the receivers coordinates:
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Figure 4.17: 10 measurements for each positions (green dots), mean positions (red stars), ref-
erence positions (green circles).

H =

x2 − x1 y2 − y1 z2 − z1
x3 − x1 y3 − y1 z3 − z1
x4 − x1 y4 − y1 z4 − z1

 =

1.64 4.49 0

0 4.49 0.955

1.64 0 0.955

 (4.4)

we compute ((HTH)−1)1,1 = 0.279, ((HTH)−1)2,2 = 0.037, ((HTH)−1)3,3 = 0.822. As-
suming the measurement is sufficient accurate (GDOP=PDOP), the estimation error
variance in respective axis (ρ2x, ρ

2
y, ρ

2
z) is proportional to ((HTH)−1)1,1, ((HTH)−1)2,2,

((HTH)−1)3,3 respectively [162]. The computation result explains the estimation perfor-
mance difference shown in Figure 4.20. It concludes that the estimation is more accurate
in the dimension that the reference nodes are farther apart from each other.
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Figure 4.18: 3D estimation error statistics, absolute error distribution.

Figure 4.19: Cumulative distribution function of the estimation error.
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Figure 4.20: Estimation error statistics in 3 directions (X,Y,Z).
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5. Conclusion

This work presents a guideline for developing an indoor positioning system, in aspect of
positioning signal, principle and algorithm. A complete development of a high precision
indoor positioning system is described. The design, implementation and evaluation
of the proposed mm-precision indoor positioning based on TDoA measurements are
demonstrated. Underlying hardware, algorithms and system integration are explained.
The proposed system is an accurate real-time positioning with high update rate, and
provide flexibility in frequency usage.

This chapter concludes the contributions achieved in this work. The challenges and the
possible error sources encountered when developing the proposed system are summarized.

5.1. Contributions

The complete developing procedure of a sub-centimeter indoor positioning system is de-
scribed in this work, including the design, implementation and evaluation of the system.
A basic system for 3D positioning consists of 4 receivers placed at known locations and
a transmitter to be located. It realized positioning based on TDoA measurements. The
transmitter emits periodic on-off keying modulated radio frequency signal. This system
measures the time difference of arrival of the signal arriving at pairwise receivers, and
computes the coordinate of the transmitter.

The following contributions are made to achieve the expected performance.

Hardware System
The proposed hardwares include RF transmitters, RF receivers and a DSP platform.
The developed receiver introduces a narrowband architecture and provides the flexibility
in frequency usage. A customized front-end is implemented on the receiver to stretch
the received OOK signal with a specific stretch factor configured by manipulating the
signal’s and the sampling pulse’s repetition rate, realizing a temporal resolution in range
of pico seconds. It enables the accurate TDoA measurements.

Signal Processing System
The signal processing includes two key process: TDoA Estimation, Hyperbolic Position-
ing Algorithm.

The TDoA estimator involves the sequential thresholding and first peak detection ap-
proach. A Kalman filter is used as the last stage to improve the estimation performance.

A numerical algorithm based on the Newton-Raphson method is proposed for solving
hyperbolic non-linear equations to determine the 3D coordinate of the transmitter.

The firmware development is accelerated with the usage of HDL Coder. Its functionality
is tested in the prototype system.

Prototype Sytem Evaluation
A prototype system is fabricated for concept verification. The system is installed and
tested in a lab environment. A positioning RMSE of 0.807cm is achieved in a standard,
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fully equipped office/Lab environment, with a variance of 0.197cm2. Table 5.1 presents a
comparison of the various research and commercial RF-based indoor positioning systems
which achieve sub-meter level accuracy. Time-based systems using higher frequencies
have shown the potential of better accuracy.

Table 5.1: Comparisons of RF-based IPS techniques

Indoor Position-
ing Systems

Positioning
Technique

Positioning Signal Accuracy Test Environ-
ment

Horus [122] RSSI WLAN 60cm Office space

Ubicarse [123] AoA WLAN 39cm Indoor library

PAL650 [124] TDoA UWB 30cm Indoor

Ubisense [125] TDoA and
AoA

UWB 15cm Indoor

Pozyx [127] ToF UWB 10cm Office room

Cricket [95] ToA 418MHz RF and
40kHz Ultrasonic

2cm Office space

This work [42] TDoA 870MHz RF 0.807cm Indoor labora-
tory

KINETIQ [163] TDoA UWB 1mm∼2cm Indoor

5.2. Challenges

Challenges encountered in development of the proposed system includes:

Multipath Interference
The receiving antenna collects many different rays from different directions, producing
a rapidly fluctuating RF environment. The multi-path effect makes it hard to achieve
high accuracy.

Antenna Phase Center Variation
The positioning performance depends on the reliability of the references’ locations. An
unstable antenna phase center degrades the accuracy of TDoA measurements.

High Frequency Circuit Design
The front-end processes high frequencies, including the RF signal and the sub-nanosecond
sampling pulse. Design of high frequency components is a difficult task. The signal
paths for the pair pulses must be balanced. The phase difference between two branches
of the through layer power combiner must as small as possible. Current noise should be
carefully considered during PCB development. Individual modules should be fabricated
and tested separately before being integrated into a complete system.

Limited Computation Resources
Accurate estimation of the position requires a large amount of computation. A com-
promise between computation resource and processing speed needs to be made when
developing the signal processing system. The firmware implements a fixed-point system,
and the data types of the interconnections are automatically inherited via internal rule
in the Simulink model. But inspection on these signals’ range is necessary to decrease
the low level resource utilization by setting appropriate data types. Redundant fraction
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bits for the dividend is usually required for precise division operation.

Higher Precision Requirement
Accurate position measurement is a critical requirement for indoor positioning tech-
niques. This requires the configuration of the system should be as precise as possible,
including the measurement of the references’ coordinates, calibration of the time to
range coefficient, timing within the digital processing system, etc..

5.3. Error Sources

Many sources contribute to the overall positioning error. Identifying these issues could
help improving the performance in future development. This section discusses some
major error sources arising from the signal generation to the final signal processing
stage.

Clocks
The clocks refer to three different signals: pulse generator driver clocks (clk1), baseband
signal (clk2) and ADC sampling clocks (clk3). A stable stretched signal is ensured by
stable clk1 and clk2, the repetition offset of which determined the signal stretch rate.
Together with ADC sampling clock it effects the accuracy of the TDoA measurement.

Signal Repetition Rate
The reason of invoking the OOK modulation scheme is to minimize the influence of
the short delayed multi-path components. But it couldn’t avoid the effect of long term
delayed components. Increasing the symbol interval or decreasing the duty cycle may
suppress this effect. However, lower repetition rate results in lower position update
frequency.

Receivers’ Locations
Two folds influences of the receivers’ locations on the positioning error need to be
considered. First, the accuracy of the receivers’ coordinates, which are used for 3D
position computation in non-linear model solver. Second, the geometry of the receivers’
placement. A specific arrangement could reduce the GDOP contribution.

Antenna Phase Center Variation (PCV)
The PCV phenomenon is difficult to model. The uncertainty of the antenna phase center
cause the same problem as inaccurate receivers’ coordinates. What’s worse, it depends
on many factors, such as signal arriving angle, frequency and phases.
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6. Future Work

Improvement Methods
The measurements of the prototype system have shown a promising performance. But
there are multiple conditions that can be considered for further improvement: fre-
quency, repetition rate, ADC sampling rate, ADC resolution, new antenna, etc. Higher
frequency results in better temporal resolution by giving earlier peaks. It results in less
effect due to short multipath components. The repetition rate in context refers to the
signal and the probing pulse as well. Manipulation of these repetition rates results in
different update rate and stretch factor. The trade off of a higher update rate is smaller
positioning area. A bigger stretch factor leads to a higher temporal resolution but re-
quires a longer measurement duration. With a fixed stretch factor, increasing the ADC
sampling frequency could also achieve a better temporal resolution. An antenna with
more stable phase center is preferable. Deployment of antenna arrays is a possibility to
eliminate or supress the PCV effect. A more precise receivers placement will improve
the estimation. Furthermore, an investigation on geometry of the placement is worthy
to improve the precision.

Transmitter
The signal in the prototype system is generated by the usage of signal generator in-
struments. In order to apply the proposed technology to an application, a stand alone
transmitter is necessary. As the signal pattern is simple, the development can be ac-
complished with low cost commercial components. A key consideration is selection of a
frequency synthesiser with low phase noise.

Multiple Access
Implementation of multiple access is necessary for many applications that multiple
objects are tracked simultaneously. Possible options include time division multiple ac-
cess (TDMA), frequency division multiple access (FDMA), carrier sense multiple access
CSMA, etc. The final decision is up to the user requirement on update rate and capacity.

Wireless Synchronization
Synchronization in the prototype system is accomplished by deploying cable connections.
It refers to two separate tasks. Firstly, the clocks for pulse generation on receivers. The
requirement is that they should have the same frequency, phase offset between clocks is
not critical. Secondly, the clocks for ADC sampling on receivers. Their frequency is in
range from hundreds of kHz to multiple MHz. Offset between these clocks is important,
as the time index represent the time of arrival. But due to the low frequency, synchro-
nization between these clocks is not a difficult task. Based on the previous discussions,
the implementation of a wireless synchronization can be realized by identical clock
generation components and self-calibration processes.

Development of an Inversed Architecture
Another possibility for future improvement is deploying an inversed architecture, i.e.
transmitters as reference nodes and receivers as the mobile device to be located. It is
similar to a pseudolite system but with different signal pattern and positioning scenario.
The advantage of this change is that the number of mobile devices would be, in principle,
unlimited.
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A. Schematic
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B. PCB Layout
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C. Bill of Material
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D. Lowpass Filter Design

For electronic applications, digital filters [164] are broadly involved components of sig-
nal processing systems. In contrast to analog filters, digital filters are electronic circuits
operating on discrete-time signals. Due to different topologies of the digital filter, there
are two categories of digital filters: the recursive filter and the nonrecursive filter, refer-
ring to infinite impulse response (IIR) filters and finite impulse response (FIR) filters,
respectively. Both are well known for their pros and cons. Comparing to FIR filters, IIR
filters cost less hardware but can be unstable and suffer from nonlinear phase response,
which is challenging to predict and compensate. This disadvantage induces unexpected
delays in time domain to the signal, whereas the linear phase response property of FIR
filter makes the algorithm selection obvious, because the allowable tolerance for timing
discriminators are expected be as small as possible. Four types of FIR filter have the
ability to achieve linear phase response [164] :

Impulse Response Number of Coefficients H(ω) Type

h(n) = h(M − 1− n) Odd e

−jω(M − 1)

2 (h(
M − 1

2
) + 2

(M−3)/2∑
k=1

h(
M − 1

2
− k) cos(ωk) I

h(n) = h(M − 1− n) Even e

−jω(M − 1)

2 2
(M−3)/2∑
k=1

h(
M

2
− k) cos(ω(k − 1

2
)) II

h(n) = −h(M − 1− n) Odd e

−jω(M − 1)

2
−π/2

2
(M−1)/2∑
k=1

h(
M − 1

2
− k) sin(ωk) III

h(n) = −h(M − 1− n) Even e

−jω(M − 1)

2
−π/2

2
(M−1)/2∑
k=1

h(
M

2
− k) sin(ω(k − 1

2
)) IV

Table D.1: Four types of FIR filters, with linear phase response

Type II in D.1 is implemented in this project, because of its versatile usage [164]. The
even symmetric impulse response reduces the usage of multiplications by half which will
significantly save the resource cost, as each multiplier can be shared by two product
operations in the FIR filter algorithm.

There are currently pretty various references available for designing digital filter. Ana-
logical to the Laplace transformation in continues domain, the Z-transform is introduced
to characterize transfer functions for discrete systems. Each Z-domain function is equiv-
alent to a difference equation in discrete domain. The produced design should have the
transfer function that can satisfy the filter property specifications. A general digital
filter has a transfer function as:

Y (z) = −
N∑
k=1

akY (z)z−k +

M∑
k=0

bkX(z)z−k

Filter input x(n), output y(n). Y (z) and X(z) are their Z transformation respectively.
ak and bk are the filter coefficients, N is the feedback filter order, M is the feed forward
filter order.
As FIR filters do not have the recursive network, N = 0:

Y (z) =

M∑
k=0

bkX(z)z−k

The transfer function of FIR filter:
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H(z) =
Y (z)

Xz()
=

M∑
k=0

bkz
−k

Converse Z-transform of FIR filter:

y(n) =

M∑
k=0

bkx(n− k) (D.1)

bk in (D.1) is called filter coefficients. It implies that the dedicated filter system leads to
the architecture of summation of delayed samples, weighted by filter coefficients. Figure
D.1 diagrams the topology of the FIR filter, with input x[n], output y[n] and filter
coefficients bk.

Figure D.1: FIR filter direct form diagram

Assume an impulse input signal x(n) = δ(n). The impulse response is derived:

h(n) = y(n) =

M∑
k=0

bkδ(n− k) = bn

Firstly, we need to know how the detector signal looks like both in time-domain and in
frequency domain.

Secondly, approximate the frequency range of the pulses which we are interested in. The
related frequency is referred to the digital frequency defined as:

ω = 2π
fcarrier
fsample

= 2π
Tsample
Tcarrier

The period of pulse can be approximated by the pulse width. In the condition of N
oversampling rate, it derives a digital frequency ω of 2 ∗ π/N .

In this project, the window based method is introduced for the filter design. Filter co-
efficients can be computed by the element-wise multiplication of ideal filter coefficients
and appropriate window function.

An ideal frequency response with respect to the stop frequency can be formulated as:
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Windows Transition Region Ca. Minimum Stop Band Attenuation

Rectangular 4π/L −21dB

Hanning 8π/L −44dB

Hamming 8π/L −53dB

Blackman 12π/L −74dB

Table D.2: Four types window functions for designing FIR filters.

Hideal(ω) =

{
1 when |ω|< ωc

0 otherwise
(D.2)

The ideal filter coefficients can be derived from the Inverse Discrete Fourier Transform
(IDFT) of (D.2)

hideal(n) =
1

2π

π∫
−π

Hideal(ω)ejωnδω =
sin(nωc)

nπ
where n ∈ Z (D.3)

The ideal filter has an infinite length, which is not practical realizable, whereupon some
special shaped windows [165] (e.g. Rectangular window, Hanning window, Hamming
window, Blackman window, etc.) are contrived to restrict the filter length, meanwhile
close the delta Dirac mass close to the ideal frequency response Hideal(ω). The induced
window is sampled with finite length L. The value L−1

2 is called the order of this filter.

As practical filters should also be casual, another restriction is put forward, that the
system is delayed by L−1

2

hideal(n) =
1

2π

π∫
−π

Hideal(ω)ejωnδω =
sin((n− L−1

2 )ωc)

(n− L−1
2 )π

where n ∈ Z

Desired filter response:

Hideal(ω) =

{
1 when |ω|< ωc

0 otherwise
(D.4)

Coefficients of the ideal window (L order), derived by IFFT of Hideal(ω).

hn =

{
sin( 2π

N
(n−L/2))

π(n−L/2)
ωc
π = 2

N when n = L/2

Hamming window function:

Wn =

{
0.54− 0.46 cos(2πnL ) when 0 0 n 0 L

0 otherwise

The filter coefficients:
bn = hn ∗Wn
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Result Design can be implemented by applying the coefficients in to filter system func-
tion:

y(n) =

N∑
k=0

bkx(n− k)

A convenient way as suggested in this work for designing a filter is with the assistance
of a MATLAB tool. The Filter Design & Analysis Tool provided by MathWorks free
the algorithm developer from manually modelling (Figure D.2) Part A gives some basic
setting about the filter types and design methods. Settings in B specify some pref-
erences. Frequencies and magnitude specifications in C/D define the response of the
expected filter. The result filter is summarized in region F and its magnitude/phase
response graphs are displayed in zone E. This design tool provides many other op-
tions listed in G, including realizing the filter, zeros and poles editor, multirate filter,
filter quantization, etc. The filter quantization function is important for further devel-
opment when generating a HDL code from this filter, where fixed point data is expected.

Figure D.2: Interface of the Filter Design & Analysis Tool from MathWorks.

Realizing the designed filter in Simulink model is shown in Figure D.3. There are two
modules included in this filter module: a filter and a quantizer. The filter designer will
automatically quantize the coefficients and adjust the input to the data type that was
set previously.
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Figure D.3: Realize the designed filter in Simulink, including two basic modules: a filter and a
quantizer.
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E. Newton-Raphson Equations

Assume the coordinates of the receivers: (xi, yi, zi) (i = 1, 2, 3, 4). Distances from the
receivers to the target transmitter: di (i = 1, 2, 3, 4). And the range difference referring
to the receiver 1 are estimated: RD1j (j = 2, 3, 4).

Rewrite equation (3.23) by moving the right item to the left:

(E.1)
f(x, y, z) =

√
(x− xi)2 + (y − yi)2 + (z − zi)2

−
√

(x− xj)2 + (y − yj)2 + (z − zj)2 −RDij

= 0

These range differences are applied to the equation (E.1) yields to:

F(x, y, z) =

f1f2
f3

 = 0 (E.2)

with

f1 =
√

(x− x1)2 + (y − y1)2 + (z − z1)2 −
√

(x− x2)2 + (y − y2)2 + (z − z2)2 −RD12

(E.3)

f2 =
√

(x− x1)2 + (y − y1)2 + (z − z1)2 −
√

(x− x3)2 + (y − y3)2 + (z − z3)2 −RD13

(E.4)

f3 =
√

(x− x1)2 + (y − y1)2 + (z − z1)2 −
√

(x− x4)2 + (y − y4)2 + (z − z4)2 −RD14

(E.5)

The Newton-Raphson method update the position estimation by:

p̂(xk+1, yk+1, zk+1) = p̂(xk, yk, zk)− J−1(F(xk, yk, zk)) ∗ F(xk, yk, zk) (E.6)

Where, J is the Jacobean matrix of size 3×3 holding the partial derivatives of the hyper-
bolic equation F, p̂(xk, yk, zk) is the solution after k iterations, updated from p̂(xk, yk, zk).
The Jacobean matrix is defined as:

J =


∂f1
∂x

∂f1
∂y

∂f1
∂z

∂f2
∂x

∂f2
∂y

∂f2
∂z

∂f3
∂x

∂f3
∂y

∂f3
∂z

 (E.7)
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The partial derivatives of these functions w.r.t x, y and z:

∂f1
∂x

= x−x1√
(x−x1)2+(y−y1)2+(z−z1)2

− x−x2√
(x−x2)2+(y−y2)2+(z−z2)2

(E.8)

∂f1
∂y

= y−y1√
(x−x1)2+(y−y1)2+(z−z1)2

− y−y2√
(x−x2)2+(y−y2)2+(z−z2)2

(E.9)

∂f1
∂z

= z−z1√
(x−x1)2+(y−y1)2+(z−z1)2

− z−z2√
(x−x2)2+(y−y2)2+(z−z2)2

(E.10)

∂f2
∂x

= x−x1√
(x−x1)2+(y−y1)2+(z−z1)2

− x−x3√
(x−x2)2+(y−y2)2+(z−z2)2

(E.11)

∂f2
∂y

= y−y1√
(x−x1)2+(y−y1)2+(z−z1)2

− y−y3√
(x−x2)2+(y−y2)2+(z−z2)2

(E.12)

∂f2
∂z

= z−z1√
(x−x1)2+(y−y1)2+(z−z1)2

− z−z3√
(x−x2)2+(y−y2)2+(z−z2)2

(E.13)

∂f3
∂x

= x−x1√
(x−x1)2+(y−y1)2+(z−z1)2

− x−x4√
(x−x2)2+(y−y2)2+(z−z2)2

(E.14)

∂f3
∂y

= y−y1√
(x−x1)2+(y−y1)2+(z−z1)2

− y−y4√
(x−x2)2+(y−y2)2+(z−z2)2

(E.15)

∂f3
∂z

= z−z1√
(x−x1)2+(y−y1)2+(z−z1)2

− z−z4√
(x−x2)2+(y−y2)2+(z−z2)2

(E.16)

The inverse of the Jacobian matrix J (eq. E.7):

J−1 =
1

det(J)
adj(J) (E.17)

det(J) is the matrix determinant and the adjugate matrix of J is represented as adj(J).
The computation of these two terms:

det(J) =
∂f1
∂x

(
∂f2
∂y

∂f3
∂z
− ∂f3

∂y

∂f2
∂z

)− ∂f1
∂y

(
∂f2
∂x

∂f3
∂z
− ∂f3
∂x

∂f2
∂z

)− ∂f1
∂z

(
∂f2
∂x

∂f3
∂y
− ∂f3
∂x

∂f2
∂y

)

(E.18)

adj(J) =


∂f1
∂x

∂f2
∂x

∂f3
∂x

∂f1
∂y

∂f2
∂y

∂f3
∂y

∂f1
∂z

∂f2
∂z

∂f3
∂z

 (E.19)

The equations (E.3 ∼ E.19) are the complete set of one iteration for the position esti-
mation from range difference measurements, with the priori knowledge of the receivers’
locations.
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Forschungszentrum

10.2011 - 03.2012 Praktikum im Fraunhofer-Institut für Mikroelektronische Schal-
tungen und Systeme (IMS), Duisburg

Studium und Ausbildung

04.2013 - heute Elektrotechnik und Informationstechnik (Doktorand), Universität
Kaiserslautern

04.2010 - 03.2013 Elektrotechnik und Informationstechnik (Master), Universität
Kaiserslautern

10.2008 - 03.2010 Kommunikationstechnik (Gast Program), Universität Bremen
09.2005 - 07.2008 IC Design, Shandong Universität, ChinaInternationale Wirtschaft,

Shandong Universität, China
09.2003 - 07.2005 Yongan Nr.9 Oberschule der StadtYongan
09.2000 - 07.2003 Yongan Nr.1 Oberschule der StadtYongan
09.1997 - 07.2000 Yongan Mingzu Mittelschule der Stadt Yongan
09.1991 - 07.1997 Yongan Mingzu-Grundschule der Stadt Yongan

144



Schriften des Forschungszentrums Jülich  
Reihe Information  

 
Band / Volume 49 
Redox processes and ionic transport in resistive switching  
binary metal oxides 
K. Skaja (2017), VII, 203 pp 
ISBN: 978-3-95806-236-8 
 
Band / Volume 50 
Investigation of switching mechanism in Ta2O5 -based ReRAM devices 
K. Wonjoo (2017), iii, 138 pp 
ISBN: 978-3-95806-261-0 
 
Band / Volume 51 
Development of ReRAM-based Devices for Logic- and  
Computation-in-Memory Applications 
T. Breuer (2017), x, 179 pp 
ISBN: 978-3-95806-270-2 
 
Band / Volume 52 
Resistive switching memory devices from atomic layer deposited binary 
and ternary oxide thin films 
N. Aslam (2017), X, 172 pp 
ISBN: 978-3-95806-274-0 
 
Band / Volume 53 
Operando X-ray photoemission electron microscopy (XPEEM) 
investigations of resistive switching metal-insulator-metal devices 
C. J. Schmitz (2017), IX, 153 pp 
ISBN: 978-3-95806-283-2 

Band / Volume 54 
Optimization of powder and ceramic processing, electrical 
characterization and defect chemistry in the system YbxCa1-xMnO3 
M. Rahmani (2018), XIV, 164 pp 
ISBN: 978-3-95806-323-5 
 
Band / Volume 55 
Organic-Metal Hybrid Interfaces at the Mesoscopic Scale 
G. Zamborlini (2018), xi, 133 pp 
ISBN: 978-3-95806-328-0 

Band / Volume 56 
Configurable frequency synthesizer for large scale physics experiments 
N. Parkalian (2019), xxi, 114 pp 
ISBN: 978-3-95806-393-8 



Schriften des Forschungszentrums Jülich  
Reihe Information  

 
Band / Volume 57 
Resistive switching phenomena in stacks of binary transition metal oxides 
grown by atomic layer deposition 
H. Zhang (2019), ix, 196 pp 
ISBN: 978-3-95806-399-0 

Band / Volume 58 
Element-Selective Investigation of Femtosecond Spin Dynamics in NixPd1-x 
Magnetic Alloys using Extreme Ultraviolet Radiation 
S. Gang (2019), 93, xx pp 
ISBN: 978-3-95806-411-9 

Band / Volume 59 
Defect engineering in oxide thin films 
F. V. E. Hensling (2019), 10, 164 pp 
ISBN: 978-3-95806-424-9 

Band / Volume 60 
Chemical control of the electrical surface properties of n-doped transition 
metal oxides 
M. Andrä (2019), X, 150, XXXVIII pp 
ISBN: 978-3-95806-448-5 

Band / Volume 61 
Digital Signal Processing and Mixed Signal Control of Receiver Circuitry for 
Large-Scale Particle Detectors 
P. Muralidharan (2020), xv, 109 pp 
ISBN: 978-3-95806-489-8 

Band / Volume 62 
Development of Electromagnetic Induction Measurement and Inversion 
Methods for Soil Electrical Conductivity Investigations 
X. Tan (2020), ix, 124 pp 
ISBN: 978-3-95806-490-4 

Band / Volume 63 
Novel System Approach for a mm-range Precision Indoor  
Positioning System 
R. Xiong (2020), xi, 144 pp 
ISBN: 978-3-95806-517-8 

 

Weitere Schriften des Verlags im Forschungszentrum Jülich unter 
http://wwwzb1.fz-juelich.de/verlagextern1/index.asp 





Information
Band / Volume 63
ISBN 978-3-95806-517-8

Information
Band / Volume 63
ISBN 978-3-95806-517-8

Novel System Approach for a mm-range Precision  
Indoor Positioning System
Renhai Xiong

63

m
m

-r
an

ge
 P

re
ci

si
on

 In
do

or
 P

os
iti

on
in

g 
Sy

st
em

Re
nh

ai
 X

io
ng

In
fo

rm
at

io
n


	List of Figures
	List of Tables
	Introduction
	Motivation
	Objective and Challenges
	Contribution of this Work
	Dissertation Structure

	State-of-the-Art Indoor Positioning Technologies
	Positioning Signal
	Positioning Principle
	Positioning Algorithms
	Existing Indoor Positioning Systems

	Research Methodology
	System Strategy
	System Hardware
	Signal Processing System

	Prototyping and Evaluation
	Implementation of the Prototype System
	1D Ranging Measurement
	3D Positioning Measurement

	Conclusion
	Contributions
	Challenges
	Error Sources

	Future Work
	Appendices
	Schematic
	PCB Layout
	Bill of Material
	Lowpass Filter Design
	Newton-Raphson Equations
	Bibliography
	List of Abbreviations
	Leere Seite
	Leere Seite



