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Preface
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Kurt Binder
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Alexander Trautmann
John von Neumann Institute for Computing, Jiilich Supercomputing Centre,
Forschungszentrum Jiilich, 52425 Jiilich, Germany
a.trautmann @fz-juelich.de

On February 27 and 28, 2020 computational scientists will present their exciting research
results at the 10" NIC symposium in Jiilich. About 20 years after the first NIC symposium
on December 5 and 6, 2001, this series of biannual meetings has established a valued
tradition, highlighting a diverse range of some of the best, modern, computational science
at the von Neumann Institute for Computing (NIC). The compilation of recent activities in
this accompanying proceedings showcases the extraordinarily broad scope of research on
supercomputers, ranging from fundamental aspects of physics such as elementary particle
physics, nuclear physics, astrophysics, and statistical physics of hard and soft condensed
matter, as well as computational chemistry and life sciences to applied disciplines such as
materials physics, fluid-dynamics engineering, and climate research. The symposium and
proceedings address both, computational scientists and practitioners as well as the general
public that is interested in the advancement of computational science and its applications
in diverse, contemporary research fields.

In 1998 the NIC has been founded by the Forschungszentrum Jiilich (FZJ) and the
Deutsches Elektronen-Synchrotron (DESY), and in 2006 the Helmholtzzentrum fiir
Schwerionenforschung (GSI) joined. Ever since the NIC has served the community by
providing state-of-the-art supercomputer resources, training and technical support. Within
the framework of the Gauss Centre for Supercomputing (GCS), the federal government,
and the states North Rhine-Westphalia, Baden-Wiirttemberg, and Bavaria committed
450 Million Euro until 2025 for the development of supercomputing in Germany with
equal shares to the three Tier-1 centres, the Jiillich Supercomputing Centre (JSC), the
High Performance Computing Center Stuttgart (HLRS), and the Leibniz Supercomputing
Centre (LRZ) in Munich. The rapid development of computational science is impressively
visible in the hardware development: When the NIC was founded, it provided the
community with computing resources of 1 tera-flop peak performance through a parallel
Cray T3E system and a Cray SVlex vector computer. In June 2018, the Jiilich Wizard for
European Leadership Science (JUWELS) — a versatile cluster module of 2500 dual Intel
Xeon Platinum nodes with 2 x 24 cores each, as well as 56 nodes, equipped with 4 Nvidia



V100 Graphics Processing Units (GPUs) — has been installed at JSC, providing a peak
performance of 12 peta-flop — 12 000 times faster than in 1998. In November 2019 this
module is placed at rank 31 on the TOP500 list of supercomputers in the world. Thus, it
remains challenging to keep up with the fast pace of development in the U.S.A., China,
and Japan, as well as other European countries. Continuous support will be crucial to
position the NIC (and the entire GCS) in the European High-Performance Computing Joint
Undertaking (EuroHPC) that aims at developing a pan-European exascale supercomputing
infrastructure.

In November 2019, the JSC announced the significant extension of JUWELS by a booster
module (to be available to NIC users in fall 2020), where most of the nodes will be accel-
erated by Nvidia GPUs. The peak performance of this modular supercomputer, comprised
of cluster and booster, is expected to surpass 70 peta-flop. This new concept provides
the scientific community simultaneously with an all-round, easy-to-use component and a
component for particularly compute-intensive program parts or for analysing big scientific
data. This universal tool will push the frontiers of established simulation techniques,
e. g. in elementary particle physics or extremely large, particle-based simulations in mate-
rials physics and engineering and also enable new applications employing, e. g. strategies
of machine learning.

With these new opportunities come new challenges such as the efficient parallel use of
multiple GPUs on a large scale and the development of strategies for efficiently extracting
information of large data sets. The training and much appreciated user support that the
JSC offers to NIC users play a key role in enabling the community to seize these exciting
opportunities. Also the NIC symposium will not only provide a fascinating account of
supercomputing-based research at its best, but it will additionally foster cross-fertilisation
with respect to application of algorithms and computational strategies in different fields of
natural science and engineering. These efforts will also prepare the NIC user community
to contribute to and benefit from the Nationale Forschungsdateninfrastruktur (NFDI) that
emphasises the efficient (re)use of information contained in the large amount of scientific
data, produced by experimental and computational science.

Only a fraction of all projects at the NIC are compiled in this proceedings volume.?
The contributions in the proceedings and in the NIC symposium have been selected by
the reviewers and represent the diversity of outstanding research enabled by the NIC
supercomputing resources. The computing time is granted by a stringent peer-review
system, considering only the scientific quality of the research. The NIC peer-review board,
headed by Prof. D. Wolf, and the international pool of expert reviewers play a crucial role
in sustaining the quality of the projects at this very high level and in fairly and effectively
allocating the valuable resources. Therefore it is a great pleasure to sincerely thank the
distinguished reviewers for their engagement and time that they invest in fulfilling this
vital task.

”b

Semiannually, the NIC peer-review board selects one “NIC excellence project” ¥ out of

http://www.john-von-neumann-institut.de/nic/ProjectDistribution
bhttp://www.johnfvonfneumannfinstitut.de/nic/ExcellenceProjects



all proposals. These particularly noteworthy projects are compiled in a special section,
featuring the following projects:

e M. Moseler, Fraunhofer Institute for Mechanics of Materials, Freiburg — Quantum
Chemical Modelling of Water Splitting: From Photoelectrochemistry to Superlubric-

1ty

e S. Trebst, University of Cologne — Machine Learning Transport Properties in Quan-
tum Many-Fermion Simulations

e F. Lechermann, University of Hamburg — Cooperation of Many-Body Physics and
Defect Chemistry in Transition-Metal Oxides

e L. Pastewka, University of Freiburg — SDS Adsorptions Films at the H,O—-Au(111)
Interface: Molecular Dynamics Study of AFM Tip—Surface Contact

The NIC also supports 5 research groups at the member institutions.© They cover a
spectrum of research disciplines, provide key contributions to the research focus of the
respective Helmholtz centre, and develop and apply sophisticated simulation strategies for
these important research topics. Their recent results are highlighted in a special chapter
comprised of the contributions of Prof. M. Bleicher, GSI Darmstadt, on nuclear matter,
Prof. O. Philipsen, Goethe University Frankfurt, on lattice QCD, Prof. R. Sommer, DESY
Zeuthen, on elementary particles physics as well as Prof. H. Gohlke, JSC liilich, on
computational biophysical chemistry and Prof. A. Schug, JSC Jiilich, on computational
structural biology.

We hope that you will enjoy reading about the latest research highlights at the NIC that
were made possible by the excellent computing environment and user services that the
JSC provides to the NIC community. The contributions are arranged by scientific topics,
and it is a pleasure to thank all the authors who have contributed to this book for their
careful work. We also thank the eminent experts who wrote the introduction to the
different chapters for providing a perspective on the wide spectrum of applications of
modern supercomputing to diverse scientific disciplines.

Moreover, we are very grateful to Ms. Martina Kamps who compiled all the texts and
produced this high quality book. Finally, we want to thank Dr. Florian Janetzko, Ms. Britta

HoBfeld, Ms. Sarah Hansen, and Ms. Gina Bongartz for their valuable help in organising
the 10" NIC Symposium in Jiilich.

Jiilich, February 2020

M. Miiller K. Binder A. Trautmann

Chttp://www.john-von-neumann-institut.de/nic/ResearchGroups
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The first Exaflop-capable systems will be installed in the USA and China beginning in 2020.
Europe intends to have its own machines starting in 2023. It is therefore very timely for com-
puter centres, software providers, and application developers to prepare for the challenge of
operating and efficiently using such Exascale systems. This paper summarises the activities
that have been going on for years in the Jiilich Supercomputing Centre (JSC) to prepare the
scientists and users for the arrival of Exascale computing. The Jiilich activities revolve around
the concept of modular supercomputing. They include both computational and data manage-
ment aspects, ranging from the deployment and operation of large-scale computing platforms
(e. g. the JUWELS Booster at JSC) and the federation of storage infrastructures (as for example
the European data and compute platform Fenix), up to the education, training and support of
application developers to exploit these future technologies.

1 The Exascale Challenge

The numerical simulation of scientific and industrial challenges has become a cornerstone
of science and engineering. Sophisticated algorithms are required to deliver solutions that
are accurate, fast, safe, and affordable. This traditional modelling is nowadays increasingly
accompanied by and fused with data-driven modelling and simulation and complemented
by artificial intelligence techniques. As a consequence, the current scientific evolution
relies increasingly on advanced computing technologies to process, analyse, and translate
information into knowledge and technological innovations.

This observation was the starting point for the latest Scientific Case! of PRACE, the
Partnership for Advanced Computing in Europe, which conducted a detailed study on a
number of areas of major scientific, technical and societal relevance for Europe, including
fundamental sciences, climate, weather and Earth sciences, life sciences, energy, infras-
tructure and manufacturing, future materials and many more. In all these areas, Exascale
computing will for sure be required to reach major breakthroughs, such as climate predic-
tions with sub-kilometre resolution, the design and manufacturing of accurate digital twins
for new materials, the understanding of molecular biology on biologically relevant time
scales, the analysis and simulation of the human brain at the micrometre scale along with
the translation of results to advanced medicine and brain inspired Al up to fully simulating
the formation of galaxies and black-holes to advance the understanding of our origin and
future.



Exascale Missions

As a consequence of such analyses and conclusions being performed worldwide, High Per-
formance Computing (HPC) systems able to execute 108 floating operations per second
will soon be deployed around the world. The first system is already planned for 2020 in
China, with the US and Japan following in 2021. In Europe the EuroHPC Joint Undertak-
ing (EuroHPC JU?) — an initiative supported already by 29 countries — aims to deploy two
Exascale systems starting in 2023.

Germany’s Gauss Centre for Supercomputing (GCSb) is a leading candidate in Eu-
rope to participate in EuroHPC’s initiative for Exascale systems. The three GCS part-
ners, together with their funding ministries, the German Federal Ministry of Education
and Research (BMBF) and the corresponding ministries in the GCS partner hosting states
Baden-Wiirttemberg, Bavaria and North Rhine-Westphalia, are currently working on a par-
ticipation model competitive under EuroHPC’s regulations.

A large part of the mission of the JSC at Forschungszentrum Jiilich (FZJ) is to col-
laborate with hardware and software vendors, including application experts, to conduct
research in the field of supercomputer technologies by means of co-design. JSC’s specific
goal is to advance the novel Modular Supercomputer Architecture (MSA) for the benefit of
future computing. The MSA relies on the principle of composability. On the one hand, it
allows to integrate future computing modules, like quantum computers, on the other hand,
its major advantage is its ability to operate disaggregated resources, which allows to in-
clude boosters of highest scalability that are more energy efficient, compute effective and
affordable than previous technologies.

To achieve this, JSC has launched the Dynamical Exascale Entry Platform (DEEP®)
series of EU-funded development projects already in 2011 and is leading them ever since.
In addition, JSC is involved in the European Processor Initiative (EPI) for the creation of
a European processor. As far as future computing technologies are concerned, JSC is very
active in the European Quantum flagship and will host its OpenSuperQ prototype system.
JSC’s modular architecture and the entire data centre are designed to integrate high-end
computing and data analytics with Al and quantum technologies in order to achieve highest
flexibility and benefit from a EuroHPC Exascale supercomputer.

To give some examples as to Exascale applications, JSC has become the scalability
spearhead of German Earth system modelling for both data and simulation applications,
is a founding member of the European Human Brain Project (HBP), where it leads the
HPC simulation and data activities, and is deeply liaising with materials sciences. For
these fields, JSC creates joint research labs with the respective communities, anchored in
its institutional funding program.

Operational Challenges

Let’s take a look at the challenges an Exascale system poses to facility operations by in-
specting and extrapolating the Top500 list of the fastest supercomputers worldwide. Sum-
mit — the number one at the time of this writing located at the Oak Ridge National Lab-
oratory — achieves a peak performance of about 200 PFlop/s with a power consumption

Ahttps://eurohpc-ju.europa.eu

bhttps://www.gauss—centre.eu
Chttp://www.deep-projects.eu



of 13 MW on about 520 m? usable floor space. A peak-Exaflop-system with the same
technology would require more than 60 MW of electrical power and an area of ~10 tennis
courts (without GPUs the power and space requirements of the Summit technology would
more than triple). Clearly, technological advancement improves power efficiency and inte-
gration density. So is the Japanese Fugaku system at RIKEN’s R-CCS going into operation
with about 500 PFlop/s in 2020, based on new far advanced Fujitsu ARM CPUs, estimated
to consume between 30 and 40 MW, i. e. between 60 and 80 MW when extrapolated to
ExaFlop/s.

Obviously, energy efficiency and integration density will be most crucial aspects of any
Exascale system design. As a consequence, extensive infrastructure research and prepa-
rations will be needed. Moreover, measures to lower operational costs - e. g. through the
use of warm water cooling technologies with free-outdoor cooling - will be mandatory. In
these areas, JSC has collected broad experience through the operation of prototype sys-
tems (e. g. DEEP) and Petascale community servers (e. g. QPACE in the field of particle
physics).

Heterogeneity Challenging Programmability

The emergence of cluster computing, starting as a disruptive technology around the year
2000 with components-off-the-shelf based on standard general purpose processors, has
uplifted supercomputing from the Teraflop/s to the Petaflop/s era. However, due to the
relatively high power consumption of general purpose CPUs relative to their peak perfor-
mance, Exaflop-capable clusters built in this manner have extremely high energy require-
ments. The 3 to 5 times higher Flop/watt ratio of accelerator processors, however — of
which GPUs are the most commonly used — made them very attractive and since 2010
has led to cluster systems that are heterogeneous on the node level, combining CPUs with
accelerators, but are built as a homogeneous or monolithic system architecture. In fact,
all published Exascale roadmaps foresee such heterogeneous nodes with monolithic sys-
tem architectures — with the very new exception of the purely CPU-based Fugaku system
(Japan) as to its node architecture. JSC’s strategy for Exascale computing is unique: it is
based on the MSA, which is able to combine CPUs and accelerated resources at system
level (see Sec. 2).

Data vs. Flops

Despite all above arguments as to Exaflop-performance, it would be wrong to drive the
Exascale race purely based on the number of floating point operations per second. Efficient
data management is critical, especially now that deep learning (DL) is increasingly being
used to generate knowledge directly from data rather than from theory or by modelling the
data in order to simulate the phenomena based on such models.'

It is evident that data-driven approaches lead to applications requiring drastically in-
creased data storage and I/O bandwidth capabilities. These codes and their users need
new data-management services as well enabling them to exploit long-term storage and to
share their data across sites and communities (Sec. 3 shows some developments driven
at JSC to tackle these requirements). Data-intensive applications also benefit from hard-
ware optimised to train neural networks in order to classify data and predict properties.



In particular, systems providing high performance for reduced precision (16 bit or 8 bit
integer) operations in the form of tensor products on GPUs are very advantageous for such
codes. These requirements, together with the need for high computing performance within
a limited power budget call for modular system designs.

Application Challenges

It is becoming increasingly urgent that HPC applications take into account the complex
architectures of (future) Exascale systems. A decisive factor will be the correct use of
multi-level heterogeneity in parallel programming. The approaches implemented so far in
a number of applications, which complement the MPI-based parallelisation with a further
parallelisation level on the node, mostly via OpenMP, must be further pursued and ex-
tended. Another central goal is the inclusion of programming models for accelerators such
as GPUs, for which the traditional node-level strategy still offers only limited support.

The expansion of JSC’s JUWELS system with a GPU Booster mid of 2020 represents
a first cornerstone for modularity (see Sec. 2.2 for a description of JUWELS, Sec. 4.2 for
JSC’s activities in GPU porting, and Sec. 4.4 for some examples of applications being
adapted to heterogeneous architectures). JSC has designed the JUWELS MSA in such a
way that the Booster can be operated as an autonomous, accelerated, homogeneous cluster
system with nodes of CPU-driven GPUs. At the same time, the JUWELS Cluster with its
CPU nodes can be operated autonomously. In addition, the two systems can be operated
as a single machine, with the ability to dynamically reconfigure partitions that can interact
with each other in workflows or even within one code on both modules. In this way, the JSC
is approaching disaggregation and composability without compromising the advantages of
traditional approaches.

Deep Learning is Transforming Scientific Computing

GPU-based acceleration is crucial for the strongly uprising field of DL.'* Training the mod-
els on very large amounts of data requires running in parallel across hundreds or thousands
of GPUs to be able to carry out training in reasonable amount of time. Different challenges
arising from the demand to massively scale up data-driven DL model training are high-
lighted in Sec. 4.3. At JSC, distributed training of different DL models over hundreds of
GPUs has been performed since 2017, reaching scaling close to linear without loss of task
performance. Recently, Exascale-size distributed DL model training was demonstrated,
using only GPUs.? Further development will be to transfer such successes of distributed
training techniques to training of very large models that require heterogeneous accelera-
tors, for instance, when coupling complex physics-based simulations or virtual environ-
ments and DL neural networks within closed-loop, end-to-end training pipelines. Modular
Exascale supercomputers will provide the hardware and software infrastructure necessary
for undertaking this effort.

The research focus and long-term agenda driven by JSC in the Al field aims on enabling
large-scale self-supervised, multi-task and active continual learning. This line of research
pursues to create methods capable of growing generic models from incoming streams of
diverse data, extracting knowledge and skills quickly transferable across different tasks and
domains — a grand and open scientific question. Executing and maintaining a continual



learning system over many weeks or months will be the task of future supercomputing
centres and require performances and robust stability such as targeted by modular Exascale
architectures.

The topics presented are intended to give an impression of the complexity and chal-
lenges of Exascale computing for data centres and their users. Aware of its responsibility
as a candidate for the Exascale site, the JSC, together with user communities and partners
from industry and academia, is making quite a number of efforts to prepare the operation
of the first Exascale system.

2 The Modular Supercomputing Architecture

The JSC’s strategy for Exascale is based on the MSA,># which has been developed in the
DEEP series of EU-funded projects.’ The MSA comprises a number of distinct compute
modules (see Fig. 1). These modules can be potentially large parallel clusters of CPUs,
CPU-accelerator nodes or Al-adapted nodes, whose hardware configuration meets the re-
quirements of a particular type or part of an application, a large storage element, or a
future computing system such as a quantum computer. Connecting all of these modules
via a high-speed network and a unified software environment allows application codes to
be distributed across different modules. This approach gives users full flexibility by allow-
ing them to choose the right mix of computing resources. Of course such a system is well
suited for workflows of different, increasingly complex, and emerging applications for a
particular research issue.

To maximise the performance in this pool of computer resources, code adjustments are
of course required. To support developers, JSC introduced specific support mechanisms to
port code to acceleration technologies (especially GPUs) and promote the adoption of the
MSA paradigm. In this context, a series of seminars on MSA began in 2019. Among the
topics covered were the historical development of the MSA in the DEEP project series, the
description of hardware systems used or to be used according to this paradigm, first appli-
cation results on the modular JURECA system, specific use cases for machine and deep
learning, efc. The aim of the seminar series was to raise awareness and pass on knowledge
about the MSA to all members of the JSC. The high participation in the weekly presenta-
tions was a clear sign of the increased interest and triggered additional application porting
activities around JSC codes (see some examples in Sec. 4.4), which serve as precursors for
future actions for external code developers.

2.1 JURECA: The First Ever (Tier-1) Modular Supercomputer

The JURECA Cluster module put into operation in 2015 was completed with the instal-
lation of the Booster module in early 2018.° While the cluster uses multicore processors
(Intel Xeon Haswell) and 100 Gb/s Mellanox (EDR) InfiniBand, the Booster uses multi-
core processors (Intel Xeon Phi KNL) and 100 Gb/s Inte]l Omni-Path. Bridging the two
different high-speed connection technologies is possible in JURECA through a customised
development in the ParTec ParaStation Software Suited and is continuously researched and
optimised.” While the use of different processor technologies for clusters and boosters is a

dhttp://www.parftec.com/products/parastatioan.html
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Figure 1. Sketch of the Modular Supercomputing Architecture. Note that this diagram does not represent a
specific computer, but the general concept. Example modules: Cluster (CN: Cluster node), Booster (BN: Booster
node), Data Analytics (AN: Data Analytics node), Neuromorphic (NN: Neuromorphic node), and Quantum (QN:
Quantum node). The amount of modules in the future JSC Exascale platform and their configuration is subject to
formal decisions.

key principle of MSA to optimise the highest scalability, it is also possible to benefit from
MSA when considering the interaction of two or more partitions on the same machine.

2.2 JUWELS: The First Tier-0 Modular Supercomputer in the World

With the JUWELS system, JSC has further developed the MSA for the design of efficient,
scalable and versatile high-performance platforms for national and European users.® It
builds on the results of the DEEP projects and JURECA developments, with an emphasis
on wider application. The Cluster module replaced the aging BG/Q system JUQUEEN in
summer 2018, and with the Booster module planned for mid 2020, the modular system
continues JSC’s tradition of leadership class computing, particularly associated with the
three past deployments of the BlueGene/L, /P and /Q generations. Provided by JSC as a
GCS member, JUWELS serves as a national Tier 1 and European Tier O resource.

The configuration of both modules is summarised in Tab. 1. The JUWELS Cluster was
designed to provide computing resources to a very wide range of application and to en-
able a swift and tight integration with the future Booster module, which targets workloads
exposing a very high degree of parallelism.

The high-speed interconnects of Cluster and Booster are based on compatible Mellanox
Infiniband interconnect technologies and will be directly integrated to enable easy and
efficient inter-module MPI jobs without additional software routing. The system software
stack based on the ParTec ParaStation Modulo is used to enable users to fully leverage the
capabilities of the JUWELS modular supercomputer.



JUWELS Cluster Booster
Time of deployment 2018 2020
Project partner(s) Atos, ParTec Atos, ParTec, Nvidia, Mellanox
Node count 2559 >900
Peak performance 10.4 PFlop/s >60 PFlop/s
(plus 1.6 PFlop/s from GPU)
Accumulated mem. capacity 271.6 TB >500 TB
Avg. power consum. 1.4 MW 2 MW (estimated)
CPU type Intel Xeon “Skylake” AMD EPYC “Rome”
Cores per processor 24 24
Accelerator 56 nodes with 4x Nvidia V100 4x Next-gen Nvidia GPUs per node
Network technology Mellanox 100 Gb/s EDR-IB Mellanox 200 Gb/s HDR-IB
Network topology Fat-tree DragonFly+
Cluster-Booster interface Single global high-speed network domain
Bandwidth ...
... to capacity storage tier 250 GB/s >400 GB/s
... to performance storage tier >1TB/s >1TB/s
Integration technology Atos BullSequana X1000 Atos BullSequana XH2000
Cooling technology Direct-liquid cooling with warm water (free cooling possible)
System Software ParaStation Modulo
MPI ParaStation MPI, Open MPI
Job Scheduler SLURM
Resource Manager SLURM + ParaStation psmgmt
Others Various compiler and optimisation libraries

Table 1. Key features and characteristics of the modular Tier-0/1 supercomputer JUWELS.

It is again emphasised that the JUWELS modules can be operated autonomously with-
out performance losses, i. e. as a pure CPU system for the Cluster and as a CPU-driven
multi-GPU system for the Booster. The new dimension of modularity leads to the advan-
tage of the combined use of both modules in overlapping workflows and split codes. This
can be achieved with very little additional hardware effort.

2.3 From JUWELS to Exascale

The JUWELS system also serves as a prototype of JSC’s vision for the first European
Exascale system. Despite its much smaller size, JUWELS has the key components required
to cross the Exascale limit in 2023 and shows an evolutionary path to an affordable and
effective MSA-based Exascale device.

The exact configuration of the modular Exascale platform has not yet been determined,
but as with JUWELS, it is expected that a cluster component with standard CPUs will be
combined with a booster module characterised by an accelerator-oriented node design and
a balanced network architecture. Further modules for data analysis applications could be
integrated, while the possible use of disruptive technologies such as quantum computers
and neuromorphic devices intended for inclusion in the modular system over a larger pe-
riod of time is being investigated. A unified common software stack supports the execution
of heterogeneous jobs across modules and facilitates applications to map their execution
to hardware according to requirements. In addition, tight component integration and an
efficient cooling approach will be critical to the cost-effective operation of the future Ex-
ascale platform. Following JUWELS’ example, the Exaflop-computer will operate with
high-density system integration technology and direct hot water cooling.
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3 Data-Centric Activities

The Exascale era is by far not just about achieving a certain peak performance. In recent
years, there has been a paradigm shift from computational to data-centric HPC applica-
tions, and scientists rely heavily on data services in their daily work. This applies both
to large amounts of experimental data generated in large-scale facilities and to the mere
exchange of everyday documents or intermediate data. The boundaries of these needs
disappear over the data life-cycle and require tighter integration between data and HPC
infrastructures. Important elements of this combined computing data environment are the
secure delivery of the software environment required by data-driven applications, the ho-
mogenisation of access to data management services, the optimal organisation of storage
diversity and storage technologies in advanced storage infrastructures, and the federation
of such storage infrastructures across data centres to facilitate access to and sharing of data
sources. The following subsections describe some of the activities carried out at JSC in
these areas.

3.1 Containerisation

Containers — a lightweight virtualisation technology — are a convenient way to simplify
the deployment of complex software stacks (e. g. for deep learning frameworks), increase
portability for users using multiple systems, and place specific system software require-
ments over the bare-metal software stack of supercomputing centres. Today, JSC uses the
runtime system Singularity® to support the execution of containers on its supercomput-
ers. Singularity is a container runtime system designed with the security and functional
requirements of HPC environments in mind. In early 2020, a comprehensive container
infrastructure will be deployed and research into the most appropriate container support
model for the future is underway. Options range from cloud-like bring-your-own-container
to community-managed images. Pilot applications for containerised workload execution
are currently being explored with selected JURECA and JUWELS projects and communi-
ties, and accessibility will be extended to the wider JSC user community by 2020.

3.2 OpenStack

JSC has complemented its Tier-0/1 HPC infrastructure with a versatile environment based
on the OpenStack cloud platform, enabling users to deploy a variety of community-specific
services, which can interact with data or even running applications in the existing HPC in-
frastructure. Most prominently, three types of infrastructure resources are available: com-
pute, storage, and network.

To interact with the memory in the HPC domain, individual virtual machines of the
OpenStack cluster can be connected to the HPC memory layer (see Sec. 3.3), which is also
available as a file system on the HPC systems. It is now possible to use data generated
in the high-security HPC domain — without compromising security — within the cloud
environment and e. g. via a service. Conversely, it is possible to offer service interfaces
for data interventions that are more sophisticated than a simple copy command. This can

®https://singularity.lbl.gov



help set up quality assurance processes before the data is finally transferred to a repository.
In addition, the approach allows the combination of service-based, community specific
environments with the computational HPC environment, a scenario that has been difficult
or impossible until now.

3.3 JUST: Storage Hierarchy

Since 2015 the Jiilich Storage (JUST) Cluster is the central storage provider for super-
computers at JSC.? Over the years, JUST has evolved rapidly in response to technological
developments and increasing user demand for capacity, performance and access require-
ments. The use of the multitude of storage technologies — each with different functions and
price categories in terms of capacity and bandwidth per euro — requires customised archi-
tectures. JSC has organised these storage options into layers or tiers that are characterised
by the performance, capacity, and retention time of the target data.

At the top of the performance hierarchy sits the high-performance storage tier, an I[/O
acceleration system installed in 2019 to provide very high bandwidth using non-volatile
memory technology. A unique feature of this tier will be the tight integration with the client
systems, still maintaining a coherent name-space across computer platforms to facilitate
high-performance workflows spanning multiple systems in the modular supercomputing
facility. The mid-range tiers consist of the existing high-performance storage components
— updated in 2018 to achieve 2x the bandwidth and over 3x the capacity — and a new
capacity-focused storage cluster — providing a campaign storage file system DATA that
enables online access to data for longer time frames. The storage hierarchy is rounded off
by the archival service, which provides reliable long-term storage.

Portions of the DATA file systems can be readily exported to a cloud infrastructure to
support the deployment of community data services. Utilising the same underlying storage
system, JSC will provide an object-storage data management service in 2020. This service
will be accessible to the users of the Fenix federation (see Sec. 3.4) as well as the users of
the local facility.

JUST will continue to evolve to meet the increasing performance of the supercomputers
and further expand its service portfolio to provide the required ingress and egress points,
enable data management and sharing as well as support community services and platforms
providing data access and analysis capabilities.

3.4 Data Federation

An important step towards facilitating sharing data between computer sites and commu-
nities is the federation of storage infrastructures. JSC is involved in various projects that
target this goal at national and European level.

Helmbholtz Data Federation (HDF)

In the HDF project, six Helmholtz research centres Alfred-Wegener-Institut (AWI),
Deutsches Elektronen-Synchrotron (DESY), Deutsches Krebsforschungszentrum (DKFZ),
FZJ, Helmholtzzentrum fiir Schwerionenforschung (GSI), and Karlsruher Institut fiir Tech-
nologie (KIT) have enhanced their computing and data-management facilities with consid-
erable resource capacities and capabilities to satisfy the additional resource needs of a wide



spectrum of scientific domains. Two major components to satisfy these needs have been
installed at JSC: an OpenStack-based cloud environment (see Sec. 3.2) and an extended
capacity storage tier (see Sec. 3.3). These new elements complement the already exist-
ing HPC resources to build an infrastructure supporting the full life-cycle of data-centric
science.

Helmholtz Infrastructure for Federated ICT Services (HIFIS)

Whereas HDF is targeted at data from large-scale scientific challenges, HIFIS! has been
created to support a more general set of use cases. Eleven Helmholtz centres have partnered
in this activity to offer cloud, backbone, and software services for a broader scope of
activities. HIFIS aims to integrate services that already exist at a subset of the partner
sites and make them available for a wider audience, sharing the load of offering individual
services among the partners. At JSC, the existing HDF resources are made available in the
HIFIS infrastructure.

Federated European Network for Information eXchange (Fenix)

The Fenix research infrastructure is a federated data and computing infrastructure with
components geographically distributed across Europe.

Fenix, built since 2018 as part of the EU-funded ICEI (Interactive Computing
e-Infrastructure) project, brings together five major European supercomputer centres:
BSC (Spain), CEA (France), JSC (Germany), CSCS (Switzerland) and CINECA (Italy).
Fenix combines interactive computing, cloud-based virtual machine hosting and a dis-
tributed data infrastructure with or close to supercomputing resources. This unique com-
bination of services enables Fenix to support the construction of higher-level, community-
driven platform services, such as an analysis or simulation workload that accesses large
data pools controlled by a web front-end. The first user community of this infrastructure
is the HBP, where resources in Fenix are available to European neuroscientists. However,
Fenix is generally beneficial to European scientists through PRACE, as it offers a new
program-driven access model with peer-review-based resource allocation. At the same
time, the project will continue the development and deployment of key infrastructure com-
ponents.

In order to enable a truly federated infrastructure, without introducing a strong oper-
ational dependency between centres, a decentralised approach with web and cloud tech-
nologies was chosen. A federated authentication and authorisation infrastructure is being
devised that shall enable the use of multiple site and community identity providers.

Fenix data stores are separated into two different classes: Local active data reposito-
ries and archival data repositories. While the former are strictly site-local and typically
optimised for high-performance, the latter are federated and exposed at all sites via the
same type of object-storage interface. This enables distributed data access with a uniform
user interface and consistent control of access to data objects.

While resources have been provided since 2019, several components of the Fenix in-
frastructure are in development and will be incrementally deployed in the next two years.

fhttps://www.helmholtz.de/en/research/information—data—science/helmholtz—federated-it—services—hiﬁs/
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This encompasses a centralised web-portal for the management of users and resources of
the infrastructure as well as data movement and transfer technologies.

A key focus of the Fenix infrastructure is sustainability, both in the technical design
and in the governance structure. Fenix is expected to be an important part of the Euro-
pean supercomputing and cloud strategy well beyond the end of the ICEI project in 2023.
Fenix will be able to provide the adhesive between the geographically distributed EuroHPC
systems in Europe, including an Exascale system at JSC.

4 Application-Related Activities

The increasing parallelism and complexity of HPC systems has motivated large user groups
to modernise their entire code base and apply more flexible and portable programming
strategies. At the same time, it has become clear to HPC architects that the requirements
and limitations of end users must be carefully considered when building future HPC sys-
tems. This close interaction between system, software and application developers — coined
with the term co-design — has therefore become a decisive element in the HPC landscape.
Co-design, application modernisation and porting must be intensified in view of the ex-
pected high heterogeneity in Exascale systems on all levels, the desire for compatibility
and the still unclear landscape of programming paradigms for support. Some of the activi-
ties carried out at JSC in these areas are described below.

4.1 Co-Design

The JSC team is actively driving technology development for Exascale in Europe, in col-
laboration with key industrial and academic partners. Projects such as the DEEP series,
the European EPI, Mont-Blanc 2020, Maestro, or Sage are just some examples in which
JSC plays a major role in the co-design strategy.

The DEEP projects — coordinated by JSC — have delivered a blue-print for a stringent
co-design approach for system-level architectures. This approach included twelve applica-
tion domains and over twenty individual codes. Their requirements, collected through nu-
merous interviews and intensive co-design discussions, determined the components used
in the hardware prototypes and the functionalities to be provided by the software stack,
strongly influencing the evolution of the MSA over time.

JSC is also the driving force behind the co-design effort in the EPI project, which
aims at developing processor technologies with IP-control in Europe and constitutes a key
element of the EuroHPC JU Exascale strategy. A large selection of applications, mini-apps,
and benchmarks have been chosen to be part of the EPI benchmark suite. In combination
with processor-architecture models, simulators, and emulators the EPI benchmark suite
will serve to evaluate design trade-offs and find the best chip configuration for the future
HPC users.

4.2 Programming GPUs

The JUWELS Booster (see Sec. 2.2) will be the first large-scale GPU system at JSC, fol-
lowing the GPU partitions of the JUWELS and JURECA Clusters.

Ehttps://www.european—processor—initiative.eu
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Several programming models are available to enable the use of GPUs. The simplest
way is to replace libraries with GPU-accelerated versions, e. g. using Nvblas during run-
time as a GPU-accelerated drop-in replacement for a dynamically linked BLAS library,
or using cuBLAS during compilation for the same effect. If libraries are not available,
compiler directives can be used to mark the parts of the code that should run on the GPU,
as it is done in CPU code when parallelising loops with OpenMP. In fact, OpenMP provides
directives that enable offloading of code segments to GPUs. OpenACC offers an alternative
set of directives that enable a higher level of abstraction specifically for GPUs. In both
cases it is important to pay attention to memory management and data structures.

Nvidia’s own programming environment CUDA is available for multiple languages
including C++, Fortran, and Python. It provides tools and documentation, and it is the
platform that exposes all new hard- and software features and makes them available first.
Unfortunately, CUDA is limited to Nvidia GPUs. A more portable alternative is HIP,
developed as an Open Source project by AMD. HIP is very similar to CUDA and compiles
for Nvidia and AMD GPUs. Last, but not least, a number of programming models based
on C++ programming paradigms (like functors and lambdas, C++ data containers, and
basic algorithms) are currently developed to enable programmers to write code that will
run efficiently and is portable on GPUs from different vendors and other parallel platforms

h

including CPUs. Examples of these high level abstractions for C++ are Kokkos" and

SYCL!.

None of the models discussed above deal with more than a single node, but, luckily,
they play nicely with MPI. The MPI versions to be installed on the JUWELS Booster mod-
ule are GPU-aware. This means that they can transfer data directly from a GPU belonging
to rank A to a GPU belonging to rank B. Depending on the locations of ranks A and B,
the data is transferred in the most efficient way. This is transparent to the user, making
MPI a useful model for programming multi-GPU systems both for intra-node as well as
inter-node communication.

While the abundance of programming alternatives is indicative of the thriving GPU
ecosystem, it may be hard for the programmer to decide which one to choose for their
project. JSC offers courses for learning CUDA and OpenACC. Investigation of the other
available programming models are also ongoing to be able to advise our users on the best
choice for their applications and to extend the range of training that we can offer. Many
of JSC’s GPU activities are concentrated through a GPU-related Exascale lab, but consul-
tation on a per-application basis is also provided. In addition, application-oriented high-
intensity training for GPU-enabling is offered in the form of week-long GPU Hackathons
hosted at JSC. At the multi-node level, a large amount of available parallelism needs to be
expressed. As part of the High-Q clubl, applications have managed to scale up to about 2
million tasks and threads. This corresponds to the parallelism needed to feed about 100 of
the GPU nodes. JSC plans to enable more applications to achieve this kind of parallelism
and hopes to see some that will scale far beyond this.

JSC is not alone in its effort to target GPUs for highly scalable systems. CSCS in
Switzerland, and the current and upcoming systems in the US are using GPUs to accelerate

hhttps://github.com/kokkos
"https://www.khronos.org/sycl/
Jhttps://www.fz-juelich.de/ias/jsc/EN/Expertise/High-Q-Club/_node.html
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their scientific applications. Many of the improvements made at other sites will benefit
JSC’s users as well. This is already obvious for users of GROMACS, AMBER, and of a
variety of DL methods, who were able to take advantage of the new GPU nodes right away.

4.3 Deep Learning

Especially in DL!'* GPUs became the dominant accelerators used by all major software
libraries like TensorFlow, PyTorch, MxNet and Chainer. A widespread class of learning
models called convolutional neural networks (CNNs) ' relies heavily on the efficient exe-
cution of very large sets of higher order matrix or tensor operations during learning, which
are efficiently supported by GPU libraries such as cuDNN. State-of-the-art DL. methods
require extensive training on the available data. Even with the latest generation of GPUs,
this takes a long time to create a suitable model and achieve a satisfactory level of per-
formance for a particular task, such as visual object recognition or speech understanding.
To train such a SOTA DL model, even a workstation equipped with the latest generation
NVIDIA graphics processors (V100) will require a runtime of many hours to many days
or even weeks, depending on the model type.

Acceleration can be achieved by increasing training to a large number of GPU nodes'’
without compromising trained model accuracy. This so-called distributed training requires
efficient communication between the different nodes during learning. In this case, effi-
cient inter-node communication is handled via CUDA-aware MPI routines implemented
in low-level libraries like NCCLk, which in turn can be used by high-level libraries like
for instance Horovod!! to implement efficient al1gather and allreduce operations
necessary for the updates of the learning model during distributed training.

At JSC, the Cross-Sectional Team Deep Learning (CST-DL) has employed Horovod
since its appearance in 2017, enabling successful distributed training for different DL
methods across hundreds of GPUs, reaching almost linear scaling without loss of model
accuracy. Recent work suggests that scaling can be extended also to Exascale machines
using the same methods.> Therefore, JSC is well prepared to perform distributed train-
ing of DL models over the thousands of GPUs available with the arrival of the JUWELS
Booster. The next challenge will be to employ distributed training on MSAs that will
contain heterogeneous accelerators.

With new computational demands put forward by effort to couple physics-based sim-
ulations and DL, parallelisation and scaling issues will face new challenges, as the type
of computations to be performed efficiently may differ from component to component of
such a closed-loop end-to-end simulation-Al pipeline. These challenges have to be met by
the design of the MSA that has to provide means to orchestrate the parallel execution of
such heterogeneous components in an efficient manner.

4.4 Porting Applications to Modular Supercomputers

A number of applications are being adapted at JSC to test them on the JURECA modular
supercomputer (see Sec. 2.1), to demonstrate its capabilities, and to show, on the one hand,
the possibility, and on the other hand, the advantages of mapping different parts of an

khttps://developer.nvidia.com/nccl
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application onto different compute modules of an MSA system. A selection of applications
and results obtained in this area is described below.

44.1 1D-NEGF

The 1D-NEGEF code, based on the Non-Equilibrium Green’s Functions framework, is used
to simulate inelastic quantum charge transport phenomena in semiconductors such as novel
nano-transistors and quantum photovoltaic devices. The need of open boundary conditions
to account for scattering effects, non local dependencies of the Green’s function variables,
and two nested self-consistent loops results in a large numerical problem, which demands
a highly parallel and efficient code, scalable up to hundreds of thousands of cores.

The structure of the NEGF code has a number of distinct tasks exhibiting different
computational properties. Tasks are divided into two classes based on their scalability, and
the corresponding kernels are partitioned accordingly: Less scalable kernels are mapped to
the Cluster and higher scalable kernels to the Booster.

The rationale for this Cluster-Booster mapping comes from the observation that cluster
CPUs have fewer cores, higher frequencies, and are better suited to computing tasks that
can degrade performance and scalability. On the other hand, booster GPUs have a much
higher core count at lower frequencies and are better suited for highly parallel tasks. In
a conventional design, the serial tasks set an upper limit for acceleration by Amdahl’s
law. In modularity, the division of tasks between cluster and booster nodes, which we call
“modular execution”, minimises the influence of serial tasks on scalability. This leads to
an increased overall scalability of the application, better energy efficiency and an improved
FLOPs/W performance ratio.

The modular design of the application requires a few further steps compared to the
normal cluster-only workflow. Based on the same source code, an executable file with
different architecture-dependent compiler options is created for each module. To run a
modular job on an MSA platform such as JURECA, two separate jobs must be started
simultaneously — one for each executable file — via a co-schedule mechanism.

Since communication between the modules is crucial, the modular implementation of
the 1D-NEGF code performs a modular logic that splits the common MPI_COMM_WORLD
into a sub-communicator for the Cluster, one other for the Booster, and an inter-
communicator, which is used for inter-module communication and separating tasks.

The modular execution of 1D-NEGEF so far has been tested on 1 Cluster node (Haswell)
and by increasing the number of Booster nodes (KNL) to up to 64. The Haswell node
has a theoretical peak performance of about 1 TFlop/s while a KNL node provides about
3 TFlop/s. The modular execution used only one additional Haswell node — meaning
merely 960/(64 x 3046.4) ~ 0.5 % additional resources in terms of peak performance —
and remarkably turns out to be 6 % faster than the conventional execution running on the
corresponding number of KNL nodes only.

4.4.2 xPic

xPic is a particle-in-cell code developed by KU Leuven as a new implementation of
iPic3D'? to perform kinetic simulations of non-collisional plasma. The main application
field is space weather forecasting, which simulates the interaction of solar plasma with the
Earth’s magnetosphere in order to predict conditions on Earth and in orbit.
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Figure 2. xPiC: strong scaling experiments running the field-solver on four nodes of the JURECA Cluster and
the particle-solver on a varying amount of JURECA Booster nodes. In the last point of the graph a configuration
is reached, in which a very similar amount of compute time is employed on Cluster and Booster, opening up the
opportunity to largely overlap executions. This new option could not yet be exploited in traditional supercomput-

ing.

The xPic code is essentially divided into two components: the field solver and the par-
ticle solver. Given the absence of interaction between the computational particles, each
particle can be treated independently, making the particle mover in the second compo-
nent embarrassingly parallel. This makes it particularly suitable for accelerators and co-
processors. On the JURECA Booster, a Hybrid MPI/OpenMP approach is used to dis-
tribute work over the cores of the KNL processors, while using SIMD directives to exploit
the large vector registers available. The field solver consists of a sparse linear solver, and
it is expected to be less scalable than the particle solver. Therefore, on JURECA the field
solver runs on the Cluster module. The Cluster-Booster implementation of xPic uses MPI
(non-blocking point-to-point intercommunication) to exchange data between the field and
particle solvers. Depending on the size of the problem and on the numerical algorithm, this
intercommunication can take a substantial portion of the runtime.

In previous works it was shown how the particle solver could benefit from the KNL
features.!> More recent tests on JURECA with larger node counts highlight the different
scalabilities of field and particle solver, and show how the flexibility of the Cluster-Booster
approach could be used to control the scaling of the two sides of the applications indepen-
dently (see Fig. 2).

4.4.3 Lattice QCD

The SimLab Nuclear and Particle Physics (SLNPP) group prepares LQCD codes for new
and future architectures, focusing on GPU porting and MSA.
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A large part of the effort to optimise LQCD codes for GPU-usage is based on QUDAI, a
CUDA-based library of LQCD kernels and sparse matrix inverters. Working together with
QUDA developers (including Nvidia experts), the SLNPP team aims to identify further
code hot spots which could be offloaded to GPUs.

In parallel to the GPU-focused activities, the SLNPP group is preparing community
LQCD simulations codes to run on future modular supercomputers. As an initial step,
the group has developed the QMOD library containing functions that can pass global data
structures (e. g. a lattice gauge fields, or propagators) from one hardware partition to an-
other. This library interfaces with the widely-used USQCD software stack™ and its various
architecture-specific back-ends, such as QUDA. QMOD should make it possible for any-
one using a LQCD code linked against the USQCD software stack to develop and test
concurrency schemes in a modular supercomputing environment.

S User Support

Supporting users is a key element to reach the efficient use of the current HPC system
and upcoming Exascale systems. In addition to offering training courses and workshops
— described at the end of this section — direct contact with users and cooperation with them
in solving problems and optimising application codes are essential.

The three GCS partners Hochstleistungsrechenzentrum Stuttgart, JSC and Leibniz-
Rechenzentrum have developed a HPC application support structure as an evolution of
well-established user support services, tailored to suit the need of HPC-users on Exascale
systems. As shown in Fig. 3 the services are offered at four different levels.

In support Level 1 the service desk is the most important component. Its staff and user
administration can rely on a ticket system as the main tool to process service requests.
More complex issues are handled at support Level 2. The close collaboration within JSC
between HPC experts (cross-sectional teams and system administrators) and experts from
various scientific fields (SimLabs) has proven to be an efficient strategy for solving prob-
lems or improving user applications by means of code analysis and optimisation. JSC pro-
vides tools and web-based services (LLview job-reporting™) which enable users to monitor
performance and other HPC-relevant metrics of their jobs. In this way staff members as
well as users themselves can detect if codes are consistently running inefficiently and ini-
tiate support actions. JSC provides in support Level 3 detailed support in restructuring
and optimising user codes, again using in-house tools like Score-P or Scalasca. Within the
scope of joint research projects, the priority of support level 4 is to establish long-term col-
laborations among the GCS centres, academia, and researchers. Every large-scale project
is assigned a mentor who acts as a permanent point of contact and has a detailed under-
standing of the users project, its history, its resource consumption, as well as the projects
associated challenges. The mentor coordinates communication between users and support
staff and serves as a complementary service to the support offered at levels 2 and 3. The
user profits from a more efficient and personalised support structure for his or her project
while the centre benefits from more efficient use of valuable HPC resources.

1http://lattice.github.io/quda
Mhttps://www.usqged.org/software.html
Dhttp://www.fz-Jjuelich.de/jsc/llview
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Figure 3. The new HPC application support structure developed by GCS. Level 1: support for basic function-
alities and services; Level 2: more complex issues, e. g. application code analysis and optimisation; Level 3:
detailed support in restructuring and optimising user codes; Level 4: long-term collaboration with users.

To be prepared for Exascale architectures and in particular for data-centric computing,
JSC introduced a new user model for the HPC systems in 2018. In contrast to the former
model, data management has been moved from a project-centric to a user-centric view that
allows for more flexibility, and self-manageable and easier mapping of users to compute
and data projects.

In addition to all these support vehicles, JSC provides a wide portfolio of training
courses and workshops addressing all relevant topics of HPC from a user perspective. In
particular, to foster the collaboration with users on performance optimisations, the VI-HPS
workshop series on performance tuning and Porting and Optimisation workshops have
been organised. In addition, extreme scaling workshops, Big Blue Gene Weeks and the
High-Q Club — all initiated during the Blue Gene era at JSC — focus on extreme scaling of
HPC applications.

Finally, JSC is member of the Performance Optimisation and Productivity Centre of
Excellence (POP CoE®), which offers free performance assessment services for parallel
scientific applications, performance measurement and analysis training (also in the form
of webinars), and develops new and simplified methods to portably describe and assess the
performance of parallel applications.

6 Outlook

JSC is preparing to establish itself as one of the first sites in Europe to operate an Exascale
system. Although formal decisions are still pending, the JSC team takes up the respon-
sibility to already prepare for the technical challenges that such a task poses for the data

Ohttps://pop-coe.eu
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centre and its users. In this context, a variety of activities are underway in the areas of hard-
ware, software and application development. This paper describes a subset of important
activities ranging from general code modernisation strategies for adaptation to modular
systems including GPU programming to approaches aimed at coping with the flood of data
emanating from existing applications. Areas and upcoming data-oriented approaches will
contribute to the Exascale Computer and Computing Centre.

The overarching concept on which JSC’s entire Exascale strategy is based is the MSA.
Through the novel and composable arrangement of traditionally heterogeneous computing
resources, it offers solutions adapted to a broader range of applications, from traditional,
closely coupled simulations to emerging data analysis, machine learning, and artificial in-
telligence codes. The further development of the MSA, its implementation in the JUWELS
Tier-0 system and the preparation of applications are core elements of the JSC Exascale
strategy.

Disruptive technologies such as neuromorphic and quantum computer devices are un-
likely to provide the computational and data management functions required to build an
Exascale system alone and in a short time. However, they evolve rapidly and can already
be used very efficiently to solve specific application tasks such as pattern recognition or
problem optimisation. JSC’s focus is therefore on enabling their integration into an HPC
environment, facilitating their introduction, and investigating new use cases for these tech-
nologies. Here, too, the MSA concept plays a decisive role, as it allows disruptive modules
without disturbing the operation of the traditional compute modules.

The next immediate step in JSC’s Exascale strategy is to fully deploy the JUWELS
Booster and help users leverage its capabilities in conjunction with the existing JUWELS
Cluster. In parallel to the operational and support tasks, JSC will further develop the MSA
and its software and programming environment, understand the specific requirements of
the users and bring this knowledge into the design of the modular Exascale platform.
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Heavy ion collisions are an excellent tool to test Quantum Chromo-Dynamics, the theory de-
scribing the fundamental interaction that allows the formation of the atomic nuclei. Ions of
heavy elements like gold or lead are smashed together at relativistic speeds and the particles
constituting the debris of the collision are captured by huge detectors to analyse their basic
properties. The kinetic freeze-out is the final stage of heavy ion collisions, when the emitted
particles cease to interact with each other and their momenta do not change anymore, until the
detection by the experimental devices. Therefore, a full understanding of this process is crucial
to properly reconstruct the dynamics of the system. In this study we exploit the UrQMD/coarse
graining approach to estimate the thermodynamic properties of the system during the kinetic
freeze-out. We focus on central Au+Au collisions at five significant reaction energies, from
VNN = 2.4GeV (GSI-SIS) to /syn = 200 GeV (RHIC). We determine the average
temperature (7") and the average baryon chemical potential (1) at the moment of the last
hadronic interaction, based on a Hadron Gas EoS, and we evaluate what is the distribution of
the kinetic freeze-out process with respect to these quantities. The results highlight the nature
of the kinetic freeze-out as a continuous process that may take place under very different con-
ditions, an aspect often shadowed in its common representation as a single point in the phase
diagram.

1 Introduction
As the name itself suggests, in relativistic heavy ion collisions atomic nuclei of heavy

elements, like gold or lead, are accelerated to nearly the speed of light and smashed to-
gether. During the initial stages of the collision, the matter becomes very compressed
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and extremely hot, with temperatures around 2000 billion Kelvin. Under these conditions,
matter is believed to form a new state, called the Quark and Gluon Plasma (QGP). The
existence of QGP, hypothesised decades ago,"? is now confirmed by solid experimental
evidences.>** What makes the QGP so interesting is that, under normal conditions, quark
and gluons, the elementary particles which also form neutrons and protons, are bound to-
gether into composite particles called hadrons. The fundamental interaction to which they
are sensitive, called strong and described by the theory of Quantum Chromo-Dynamics
(QCD),’ has a peculiar property, called confinement, that prevents the existence of isolated
free quarks or gluons, which, in fact, have never been observed.® However, in the QGP
quarks and gluons are not confined into hadrons anymore and they exhibit a collective
behaviour similar to a fluid with low viscosity,” which can be effectively modelled using
relativistic hydrodynamics.®® The QGP is extremely ephemeral: due to the huge gradi-
ents of pressure, the QGP medium expands at supersonic speed, quickly cools down and
converts again into hadrons. Essentially, in heavy ion experiments we reproduce a state
similar to that existing in the whole Universe until a few microseconds after the Big Bang
and then we observe how matter clumps together. It’s no surprise that sometimes the ex-
plosion of the fireball created in heavy ion collision is also referred as the Little Bang.'% !
Certainly, mastering a full knowledge of how matter forms would represent not only an
admirable achievement of the human intellect, but there would be also a plethora of un-
precedented technological applications. Indeed, heavy ion collisions are a very powerful
tool to accomplish this long term goal, but, unfortunately, their study presents also several
difficult challenges. The main problem is that, given the small dimensions of the QGP
system under investigation (= 10"'* m) and its extremely fast evolution (= 10? s), direct
observations are not possible. Even with the most advanced experimental apparatus, we
are limited to the detection of hadrons at distances many orders of magnitudes larger than
the typical size of the colliding ions. Therefore, physicists have to resort on dynamical
modelling to connect the theory with the experimental data. Quite often this dynamical
modelling is based on numerical simulations that, given the many possible variants in the
initial conditions and in the parameter space, require significant computational resources,
which only a few centres, like the John von Neumann Institute for Computing, are able to
provide.

2 Scope

In this study we focus on the final stage of the collision event, the so called kinetic or ther-
mal freeze-out,'>'> when the emitted hadrons stop interacting and their momenta do not
change anymore until detection. This phase follows the chemical freeze-out,'* !> which,
instead, refers to the ceasing of the inelastic scatterings and the stabilisation of the abun-
dances of the hadronic species. In principle, the kinetic and the chemical freeze-out are
two different concepts,16’ 17 albeit some models estimate their occurrence at similar tem-
peratures'® or consider them a single phenomenon.'>?° In our model, we identify the
kinetic freeze-out with the last interaction of a hadron (inelastic, elastic or strong decay).
A common approach to determine the properties of the medium at kinetic freeze-out is
based on the so called Blast-Wave model,?' in which temperature, baryon chemical poten-
tial and radial velocity are obtained by fits of experimental data to an assumed phase-space
density distribution of hadrons.?> %3 In the present study®* we adopt a somewhat opposite
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approach.? 2® We employ the numerical transport code UrQMD?” 28 to numerically com-
pute the evolution of the system in terms of microscopic quantities (i. e. the scatterings of
the hadrons composing the system), we retrieve the corresponding macroscopic quantities
by using a coarse-graining method®” *° and, finally, we associate them to the kinetic freeze-
out event points. Our current approach has a few shortcomings,?* nevertheless they do not
hinder the main goal of this study: highlighting the nature of the kinetic freeze-out as a con-
tinuous, dynamical process, by evaluating the distribution of a few basic thermodynamic
quantities. We examine collectively the most abundant hadron species and we concentrate
on central Au+Au reactions at five relevant collision energies, from /syy = 2.4 GeV,
slightly below the QGP threshold production, to \/syy = 200 GeV, already a bit above
the limit of applicability of a pure hadronic model without an intermediate hydro phase.’!

3 Description of the Model

The model adopted for this study is based on the Ultra-relativistic Quantum Molecular
Dynamics (UrQMD) transport model, which is able to simulate the dynamics of a heavy
ion collision based on the covariant propagation of hadrons, taking into account both elastic
and inelastic interactions. For details, the reader is referred to Ref. 27, 28. UrQMD is used,
in the first place, to simulate a large number of heavy ion collision events, from which
we extract the average thermodynamic properties of the system during its evolution by
exploiting a coarse-graining method. Then, UrQMD is used again to determine the time
and the position of the kinetic freeze-out of the hadrons. The UrQMD coarse-graining
method has been successfully employed to study dilepton and photon production from GSI-
SIS to RHIC energies®” 32 as well as to compute the evolution of the background medium
for heavy quark Langevin simulations.?? In the coarse-graining method one approximates
the hadronic phase space distribution function by performing averages on a low resolution
spatial grid over the total ensemble of hadrons produced in a large set of heavy ion collision
events. For each cell of the coarse grained grid, these averages are made at constant times
with respect to the momenta of the hadrons contained inside that cell. To be more precise,
we evaluate the net-baryon four current jj; and the energy momentum tensor 7" as

1 NLeAV P 1 NLeAV plpy
- _ R v _ 1 g
JB<w7t)—Av< ; sz9>7 T (w,t)—AV< ; ra > (1)

in which AV stands for the cell volume, B; and p!' for the baryon number and the
component of the four momentum of the hadron 4, respectively, and the sums are done
over all hadrons Nj,. We choose the frame defined by the net baryon current j# as the
reference fluid frame (Eckart’s definition3*). The baryon density pp and the energy density
€, with respect to the fluid rest frame, are then computed from the net-baryon current
and the energy momentum tensor by a Lorentz transformation. Once these quantities are
known, it is possible to obtain the temperature T'(¢, pg) and the baryon chemical potential
us (e, pg) by interpolation from a tabulated Hadron Resonance Gas EoS.? The final step
of the procedure consists in associating these quantities with the microscopic freeze-out
distribution in space and time computed with UrQMD.
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4 Results

We perform numerical simulations of Au+Au collisions with impact parameter
b = 0 — 3.4 fm, approximately corresponding to the 0-5 % centrality class, from /sy ny =
2.4GeV to \/syn = 200 GeV, exploring a range of energies relevant for the HADES? at
GSI, NA49%7 at CERN and RHIC/BES* at BNL experiments. The setup parameters of the
simulations are summarised in Tab. 1. For each collision energy we also run 10* UrQMD
events to calculate the collections of freeze-out points. In this study we limit our interest
to the most abundant and important hadron species, i. e. pions, kaons, protons, neutrons,
lambdas and their antiparticles, including the feeddown of resonance decays.

Vnn (GeV) Noo. | At (fmic) | Az (fm) | Nuy | No | tomae (fm/c)
2.4 | 1.8-10° 0.5 0.8 | 70 | 200 80

45 | 7.4-10° 0.5 0.8 | 80| 250 90

7.7 | 6.6-10° 0.5 0.8 | 80| 250 90

19.6 | 3.6 - 10° 0.5 0.8 | 86| 276 100

200 | 6.4-10% 0.5 1.0 | 200 | 402 200

Table 1. List of the main parameters used in the UrQMD/coarse-graining numerical simulations. We report the
values of the collision centre-of-mass energy /sy N (GeV), the number of events Ney ., the time resolution
At (fm/c), the spatial resolution Az (fm), the number of cells along in the transverse plane (N, ,) and in
longitudinal direction (IV,), and the time ¢mq2 (fm) after the collision at which we stop the simulations.

4.1 Freeze-Out Time Distributions, Temperature and Baryo-Chemical Potential
Variations on the Decoupling Hyper-Surface

As a first step, we explore the distribution of the kinetic freeze-out with respect to the time
t, defined in the centre-of-mass frame starting from the beginning of the collision, focusing
on central rapidities (Jy| < 0.2). We recall that the rapidity y of a particle is defined as
1/21log[(E+p.)/(E—p.)], where E and p, are its energy and its longitudinal momentum,
respectively. So a particle with y ~ 0 has a small longitudinal momentum (compared to
its energy). Fig. 1 shows the normalised time distributions of the hadronic last interaction
in central Au+Au collisions from 2.4 GeV to 200 GeV, corresponding to the decoupling
probability of a hadron from the rest of the system. The figure clearly indicates that the
kinetic freeze-out is reached within a quite large interval of time, with a typical duration of
the process of roughly 15 — 20 fm/c and a probability peak between 10 and 30 fm/c. There
are two main effects that determine the position of the decoupling peak: I) the transition
time of the initial nuclei and II) the dynamics of the rapidly expanding new hot matter
created in the collision. At low energies, the dominant effect is due to the transition time,
i. e. the time needed by two initial nuclei to pass through each other. At higher energies, the
higher longitudinal velocity of the nuclei, and the consequent relativistic length contrac-
tion that makes the nuclei thinner, strongly reduce the transition time. In the high energy
regime, it is rather the dynamics of the meson? dominated matter that mostly influences

4L oosely speaking, mesons are hadrons formed by two quarks, while baryons are composed by three quarks. The
most common mesons are pions and kaons, the most common baryons are protons and neutrons.
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Figure 1. Freeze-out time distribution of hadrons at midrapidity (Jy| < 0.2) for central Au+Au reaction at
centre-of-mass energies of \/syn = 2.4,4.5,7.7,19.6, 200 GeV (full line, short dashed line, dashed line, long
dashed-dotted line, dotted dashed line). The distributions are normalised to unity.
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Figure 2. Emission probabilities as a function of temperature at midrapidity (Jy| < 0.2) for central Au+Au
reaction at centre-of-mass energies of \/syn = 2.4,4.5,7.7,19.6, 200 GeV (full line, short dashed line, dashed
line, long dashed-dotted line, dotted dashed line). The distributions are normalised to unity.

the decoupling time, making it shorter and, at the same time, extending the tail of the
distribution with increasing energy.

The UrQMD/coarse graining procedure makes possible to express the decoupling prob-
ability also in terms of distributions with respect to the temperature and the baryon chemi-
cal potential.

Fig. 2 depicts the normalised distributions of the temperatures at kinetic freeze-out
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Figure 3. Emission probabilities as a function of baryo-chemical potential at midrapidity (|y| < 0.2) for central
Au+Au reaction at centre-of-mass energies of \/syn = 2.4,4.5,7.7,19.6,200 GeV (full line, short dashed
line, dashed line, long dashed-dotted line, dotted dashed line). The distributions are normalised to unity.

in central Au+Au collisions from 2.4 GeV to 200 GeV (from left to right). The plots
exhibit well defined maxima, associated with rather broad distributions. We notice that the
maximum of the temperature distribution increases with increasing collision energy, in a
way similar to the chemical freeze-out curve,* yet never exceeding a certain threshold of
roughly 150 MeV, even at the highest energies, with a tail that can exceed 170 — 180 MeV.
We recall that we are using a simple Hadron Gas EoS, an appropriate choice for a purely
hadronic state, but that might have some issues in describing accurately a system at the
limit of the QGP phase or not completely in chemical equilibrium.

Fig. 3 shows the normalised distribution of the kinetic freeze-out points with respect to
the baryon chemical potential yp in central Au+Au collisions from 2.4 GeV to 200 GeV
(from right to left). The curves exhibit a clear peak structure, tied with the amount of
baryon density in the late evolution of the system. As expected, the distribution shows a
sharp peak at high up for low collision energies and at low pp for high collision energies.
In the intermediate collision energy region, the distributions tend to be somewhat broad
due to the transition from a baryon dominated system to a meson dominated system.b This
kind of behaviour is consistent with the picture of the kinetic freeze-out as the outcome of
the non trivial interplay between the complex dynamics of the system and the scattering
cross sections of the hadrons, resulting in a process that is not only continuous in time, but
also non-isothermal in the temperature and density.

4.2 Temperature and Baryon Chemical Potential Diagrams

Now we summarise the present results for the average kinetic decoupling temperature and
chemical potentials in the T-y p-diagram, so to make it easy to compare them with chemical

b1n the collision process, a relevant part of the initial kinetic energy is converted into particles. For a particle at
rest, the conversion obeys the famous £ = mc? Einstein’s equation. At high collision energy many new particles
are produced and most of them are mesons, because in general they have a smaller rest mass than baryons and
therefore their production is statistically favoured.
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Figure 4. Kinetic freeze-out temperature with respect to the baryon chemical potential in Au+Au reactions at
different centre-of-mass energies in the rapidity range |y| < 0.2.

freeze-out curves or Blast-Wave fits. Fig. 4 depicts the average temperature and baryon
chemical potentials for the five reaction energies analysed in this study. Here we can
devise a clear pattern traced by the ((T), (up)) points, with increasing (T') and decreasing
(uB) as the collision energy increases. Yet, we would like to remark that the common
representation of the kinetic freeze-out as a single point in the phase diagram, despite being
a convenient way to summarise its key properties, might induce to overlook its complex
structure. To this aim, in Fig. 5 we show the density of the kinetic freeze-out events in the
(T, uB) plane for central Au+Au reactions at \/syy = 19.6 GeV. It is evident that the
process is neither homogeneous nor narrowly localised, but different parts of the system
decouple at different (7', up) points, albeit a certain degree of correlation between (up)
and (T") can be also identified.

S Summary and Conclusions

In this work we studied the kinetic freeze-out process using the UrQMD transport
model?”> 8 combined with a coarse-graining approach,*® focusing on Au+Au central col-
lisions at five significant reaction energies in the range /syy = 2.4 — 200GeV. We
evaluated the kinetic decoupling distributions with respect to time, temperature and baryon
chemical potential. In addition to showing these distributions, we presented the sequence
of the average temperature and baryon chemical potential points at kinetic freeze-out with
varying collision energy and a map of the density of the kinetic freeze-out points in the
(T, up) plane. The results are in reasonable agreements with the expectations based on
physical considerations and with the concept of kinetic freeze-out as continuous process
happening under different conditions due to the complex intertwining of the hadronic cross
sections and the dynamics of the system. More details can be found in Ref. 24.

Finally, we would like to stress that the work that we just presented required a signifi-
cant effort in terms of CPU time and data storage. High level computational facilities, like
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Figure 5. Profile of the kinetic freeze-out temperature and baryon chemical potential at |y| < 0.2 for Au+Au
collisions at \/syn = 19.6 GeV.

those available at the John von Neumann Institute for Computing, are not only necessary
for the mere feasibility of this kind of studies, but, once the model has been developed and
the code optimised in order to avoid any waste of resources, the quality and the accuracy of
the results are directly correlated with the available computing power: the more, the better.
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We report on the status of a long term project to determine the nature of the thermal transi-
tion in QCD (the fundamental theory of strongly interacting matter composed of quarks and
gluons) as a function of the number of quark flavours, their masses, imaginary chemical po-
tential for baryon number and the lattice spacing. Our knowledge on the order of the thermal
QCD transition depending on these parameters is summarised in what is known as Columbia
plot. Besides showing the structure of the theory, it is important to constrain the QCD phase
diagram realised by nature, which cannot be simulated directly due to a severe sign problem at
real baryon chemical potentials. Having determined the qualitative structure of the Colombia
plot in earlier studies, current efforts focus on reducing the lattice spacing and understanding
discretisation effects, which need to be removed to arrive at continuum results.

1 Introduction

Quantum Chromodynamics is the fundamental theory of the strong interactions governing
the forces between nuclear and subnuclear particles. Its fundamental degrees of freedom
are light u- and d-quarks, a heavier s-quark and gluons, which are the force carriers in
this quantum field theory. The coupling strength of the interactions depends on the energy
scale of a scattering process. For energies below a few GeV, the coupling is large and
quarks and gluons combine into numerous tightly bound states, the hadrons, among them
the familiar proton and neutron. On the other hand, at large temperatures or densities, the
average energy per particle is higher and the theory enters a weak coupling regime, where
the constituents form a so-called quark gluon plasma. The QCD phase diagram determines
the form of matter under different conditions as a function of temperature, 7', and matter
density parametrised by a chemical potential i for quark number, which is one third that
of the conserved baryon number. Whether and where the hadronic phase and the quark
gluon plasma are separated by true phase transitions has to be determined by first principle
calculations and experiments. Since QCD is strongly coupled on scales of hadronic matter,
a non-perturbative treatment is necessary. The most reliable approach is by Monte Carlo
simulation of a reformulation of the theory on a space-time grid, lattice QCD.
Unfortunately, the so-called sign problem prohibits straightforward simulations at fi-
nite baryon density. For this reason, knowledge of the thermal phase transition at zero
density as a function of the theory’s parameters, also for unphysical values, is of great im-
portance to constrain and anchor research in the finite density direction. It is well-known
that the physical point of QCD (with quark mass values realised in nature) displays only an
analytic, smooth crossover between the hadronic and the plasma regions, without a non-
analytic phase transition.! However, the order of the finite temperature phase transition at
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Figure 1. Two possible scenarios for the order of the QCD thermal phase transition as a function of the quarks
masses. Indicated in Fig. 1(b) are also plausible universality classes for the second order line at m,, 4 = 0.

zero density depends on the quark masses as is schematically shown in Fig. 1(a), where
Ny denotes the number of mass degenerate quark flavours. In the limits of zero and in-
finite quark masses (lower left and upper right corners), order parameters corresponding
to the breaking of some global symmetry can be defined, and for three degenerate quarks
one numerically finds, on rather coarse lattices, first order phase transitions at small and
large quark masses at some finite temperatures T,.(m). On the other hand, one observes an
analytic crossover at intermediate quark masses, with second order boundary lines separat-
ing these regions. Both lines have been shown to belong to the Z(2) universality class of
the 3d Ising model.>™* The critical lines delimit the quark mass regions featuring a chiral
or deconfinement phase transition, and are called chiral and deconfinement critical lines,
respectively. The former has been mapped out on N, = 4 lattices® and puts the physical
quark mass configuration in the crossover region. The chiral critical line recedes with de-
creasing lattice spacing,% 7 which is parametrised by increasing temporal lattice extent N,
(see below): for Ny = 3, on the critical point, the quark masses correspond to pion mass
values m, (N, = 4)/m,(N,; = 6) ~ 1.8. Thus, in the continuum the physical point is
deeper in the crossover region than on coarse lattices. An open question to this day remains
the order of the transition in the limit of zero light quark masses, called the chiral limit.
As explained below, this limit cannot be directly simulated. Consequently, it is still not
known whether the chiral phase transition for two quark flavours is of first or second order.
Hence an alternative scenario is Fig. 1(b). Clarifying this question is important because of
the proximity of the critical line to the physical point.

2 The General Strategy

All numerical simulations have been performed using the publicly available? OpenCL-
based code CI2QCD,’ which is optimised to run efficiently on AMD GPUs and provides,
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Crossover 1%¢ triple Tricritical 3D Ising

B, 3 15 2 1.604
v - 1/3 1/2  0.6301(4)

Table 1. Critical values of v and By = B4 (8, X, 0o) for some universality classes.'!

among other features, an implementation of the (R)HMC algorithm for unimproved (rooted
staggered) Wilson fermions.

In our studies, the chemical potential has been kept fixed at either = 0 or at the
purely imaginary value y = iufW, W = 7 /3. The latter choice is motivated by the fact
that there is no sign problem at imaginary chemical potential, and that u*"V' constitutes
a Roberge-Weiss phase boundary between different centre-sectors of the QCD symmetry
group, which are periodically repeated as imaginary chemical potential is increased.'?

Temperature 7' is related to the lattice gauge coupling 5 and the temporal lattice extent

according to

T =1/(a(B)N-) (1)

Approaching the continuum limit at fixed temperature is realised by taking 5 — oo,
a(B) — 0, N, — oo. Our studies in Sec. 5 and in Sec. 4 are conducted at a fixed tempo-
ral extent N, of the lattices (no continuum limit is attempted in these cases), while for the
study described in Sec. 3 three different values of NV, are considered. The ranges in mass m
or hopping parameter ~ (parametrising mass in the Wilson discretisation) and gauge cou-
pling constant 3 are always dictated by our purpose of locating the chiral/deconfinement
phase transition.

In order to locate the chiral/deconfinement phase transition and to identify its order, a
common strategy is adopted, which consists of a finite size scaling analysis (FSS) of the
third and/or fourth standardised moments of the distribution of an order parameter for the
transition. The n" standardised moment, given the distribution of a generic observable O,
is expressed as

(© - ()"
(© - 0"

and we analyse its dependence on some parameter X € {m,k, [} and on the volume.
We will introduce an exact or approximate order parameter O for each investigation in the
corresponding sections. However, in all cases, in order to extract the order of the transition
as a function of the bare quark mass and/or number of flavours, we considered the kurtosis
B4 (0O) of the sampled distribution of O.

In the thermodynamic limit N, — oo, the universal values taken by the kurtosis By
and by the critical exponent v for our cases of interest are well known results listed in
Tab. 1. However, the discontinuous step function characterising the thermodynamic limit
is smeared out to a smooth function as soon as a finite volume is considered and a FSS
is needed. In all cases we varied the spatial extent of the lattice N, such that the aspect
ratios, governing the size of the box in physical units at finite temperature, was in the range

B,(0) = 2

35



/_Z_\ 35 . .

Z3 2
a . ”[Ig,h( ”Ih:.um/
0 o0
3 -~
Zy Zy -
m m "
d<a e—&m hgavy T } —
o0 Ta25 b % - 4
= T~
: i
= Ll = il
= //i 1
Mg, My 1 A
..'/ L 2 /f/ f
0 o0 15— = 4
a—0 Zs Ny =2
My Eavy
. FS 1 L L L L L L L L
0 G 0.105 0.11 0.115 0.12 0.125 0.13 0.135 0.14
S "
(a) Shift of the critical m z, masses at (b) FSS of By and fit

N¢ = 2 towards the continuum limit

Figure 2. Features and preliminary results on the Z2 boundary in the high mass corner of the Columbia plot.

N, /N, € [2—5]. In the vicinity of a critical point, the kurtosis can be expanded in powers

of the scaling variable x = (X — XC)N;/ ¥ and, for large enough volumes, the expansion
can be truncated after the linear term,

Bi(Be, X, Ny) = By(Be, Xe, 00) + ¢(X — X )N 3)

In our case, for the studies described in Sec. 3 and in Sec. 4, the critical value for X, = k, m
corresponds to a second order phase transition in the 3D Ising universality class, so that
one can fix By =~ 1.604 and v =~ 0.63 and perform the fit to Eq. 3 with the sole aim of
extracting X, (and c).

3 Updates on the Columbia Plot: Z> Boundary in the High Mass
Corner

The cut-off effects that quantitatively affect our picture of the QCD phase structure have
been investigated in previous studies in the upper right corner of the Columbia plot, and
the Zs transitions were already observed to shift to smaller masses for Ny = 2,2+ 1,3 at
p = 0.%1271% A sketch of this behaviour for Ny = 2 is given in Fig. 2(a). No continuum
extrapolation is available yet.

In this case the norm of the Polyakov loop, ||L||, was used as approximate order pa-
rameter for the deconfinement phase transition. The case of Ny = 2 degenerate quarks was
addressed and, with a scan in &, the location of the critical ”hZezavy endpointon N, = 6, 8,10

z
Nr "hcfvy a [fm] amqg ma [MeV] Viin (31 Lo, [fm]
6 0.0834(64) [0.1175(6):0.1232(5)] [347093):224113)]  [5910(30):3638(15)] 76 423
8 0.1145(32) 0.0882(4):0.0960(8)] [2.1310(6):1.2325(4)]  [4830(20):2570(20)] 44 3.54
10 0.1255@3)  [0.0690(101:00762(11)]  [1.8734(3):0.9284(5)]  [5430(80):2440(40)] 2 349

Table 2. Results on Viy,;, from fits of the kurtosis.
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was investigated with the aim to monitor and possibly model cut-off effects. A previous
report on this project is to be found in Ref. 15, while here we focus on the impact of finite
size effects in this investigation. It is an additional difficulty of the heavy mass region that
pions cannot be resolved on our lattices up to N, = 10. And, while a — 0 with growing
N, the necessity of keeping the relation 1 < N, < N, satisfied forces us to use larger
N, values to keep the size of the box fixed in physical units. This has to be satisfied already
for the smallest of the volumes in our FSS analysis.

In view of the increasing cost of simulations, some work was invested in devising an
alternative and possibly cheaper strategy to locate n}iivy. One could, indeed, first identify
at any fixed value of the bare mass some minimal physical volume Vi, characterised by
that it allows a reliable extraction of /iliiwy from a linear fit of the kurtosis. At a different »
or N, it should then be enough to e. g. reweight the effective potential V¢ at just one fixed
V' 2 Viin as in Ref. 13 to locate the phase transition and understand its nature. In practice
we start by using a modified fit ansatz for the kurtosis in the vicinity of the critical point!®

[oa

B4("{1 Na) = B4(Kli:

2
avy’

0) +c(k — /i}lzeflvy)N(l/”)} (1+ BNY:—vm)

which incorporates the finite volume effect for generic observables which are a mixture of
energy-like and magnetisation-like operator and where the value of the exponent y; — yy, is
fixed by universality. Then we estimate Vp,i, by excluding one-by-one the smallest physical
volumes in the fit, until the value of the coefficient of the correction term is compatible with
zero. Preliminary results are collected in Tab. 2 and one example of the performed fits is
provided in Fig. 2(b).

4 Updates on an Alternative m,, 4—/Ny Columbia Plot: Z, Boundary
in the Chiral Limit

In this study we treat N as a continuous real parameter of some statistical system behaving,
at any integer Nt value, as QCD at zero density, with N mass-degenerate fermion species'”

Zn,(m) = / DU [det M (U, m)]N eS¢ (4)

Within this framework, the two considered scenarios for the Columbia plot can be put
in one-to-one correspondence with the two sketches for the order of the thermal phase
transition in the (m, N¢)-plane displayed in Fig. 3.

We employ unimproved staggered fermions and use the RHMC algorithm'® to simulate
any number Nt of degenerate flavours. Our original strategy was to find out for which tri-
critical value N the phase transition displayed by this system changes from first-order to
second-order, by mapping out the Z» phase boundary. The extrapolation to the chiral limit
with known tricritical exponents can then decide between the two scenarios, depending on
whether N[ is larger or smaller than 2.

While the tricritical scaling region was found to be very narrow already on coarse
N, = 4 lattices, results at larger m and N; were found to feature, over a much wider
region, a remarkable linear behaviour, which was not expected on universality grounds,
see Fig. 4.

What our findings suggest is that, if it is reasonable to expect both linearity within some
range in Ny and tricritical scaling more in the chiral limit, then one would be able to make
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Figure 3. The two considered possible scenarios for the order of the QCD thermal phase transition as a function
of the light-quarks mass and the number of fermion flavours.
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Figure 4. The Z2 boundary in the m/T — Nt plane for N = 4, 6. The dark blue line represents the tricritical
extrapolation to the chiral limit as in Ref. 17. The orange line represents a linear extrapolation based on mz, in
the Nt range 2.4 — 5 using also newly simulated points. The violet line represents a linear extrapolation on the
basis of m z, in the Ny range 3.6 — 4.4. The magenta point at N = 6 and Ny = 3 is borrowed from Ref. 6.

use of a linear extrapolation to m = 0, to at least get N}/ as an upper bound for N[, out
of much more affordable simulations and possibly without even simulating at noninteger
numbers of flavours.

For as long as the upper bound from the linear extrapolation keeps lying at Ny < 2,

while one simulates at larger and larger N, values towards the continuum limit, one can
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infer that the transition in the Ny = 2 chiral limit is of first order. However, should our
linear extrapolation give N/ > 2, then knowledge of the size of the scaling region is
necessary to draw conclusions.

Our results are reported in Fig. 4. The first important thing to observe is that, while
tricritical extrapolation for N, = 4 resulted in N < 2, providing an independent confir-
mation for the first order scenario being realised on coarse lattices, a linear extrapolation to
the chiral limit using N € [2.4,5.0], results in N}/" = 2 within errors. Strictly speaking,
by just considering IV, = 4 results, one would conclude that the linear extrapolation alone
cannot give conclusive answers on the order of the Ny = 2 transition in the chiral limit.
However, results on finer lattices were produced as well. On N, = 6, what we observe is
that data within the range N € [3.6, 4.4] certainly do not fall in the tricritical scaling re-
gion, but they do exhibit linear scaling. Moreover, if we consider the result for Ny = 3 for
the same discretisation from the literature,® we can see it is fully consistent with our linear
extrapolation. Finally, the most important aspect of this result is that, linearly extrapolating
at N, = 6, we get NIi" < 3, namely quite far to the right of Ny = 2.

5 Updates on the Extended Columbia Plot: Roberge-Weiss Endpoint

The Columbia plot at ; = pl*"V displayed in Fig. 5(a) looks similar to the one in Fig. 1(a),
but with the Zs lines replaced by tricritical lines, first order triple regions that are wider than
at 4 = 0 and a second order Z3 region at intermediate values for the quark masses. In this
case the imaginary part of the Polyakov loop Ly, was measured as order parameter for the
Roberge-Weiss phase transition. Once again, we focused on the case of Ny = 2 degenerate
unimproved staggered quarks, and tried to locate, with a scan in mass, the tricritical points
m}fé‘;rvy and m{f}‘jf[ on N, = 6 lattices as already done for other discretisations and N,
values.'”2!" A previous report on this project is to be found in Ref. 23.

For each value of m,, 4, simulations were performed at a fixed temporal lattice extent
N, = 6 and at a fixed value of the chemical potential a2V = /6. The extraction of
the critical exponent v was accomplished both with the kurtosis fit procedure and with
a quantitative data collapse described in Ref. 24. Results for the critical exponent v are
reported in Fig. 5(b). Since results from either kind of analysis happen to agree within
a 1o discrepancy in all (but one) case, they are combined to obtain the final answer on
v. To comment more on our results, it is important to stress that for the FSS at least
three volumes are necessary for safe conclusions and we used N™" = 12,18,24 and
NP> = 30, 36, 42, depending on the mass. For each lattice size, 3 to 8 values of 8 around
the critical temperature were simulated, each with 4 Markov chains.

In order to decide when to stop accumulating statistics, for large (small) masses the
kurtosis of the imaginary part of Polyakov loop was required to be compatible on all the
chains within 2 (3) standard deviations. Since this condition can be fulfilled also at a very
poor statistics, due to large errors, a further empirical requirement is that values of the
kurtosis from different chains must span, errors included, an interval not wider than 0.5.

As indicated in Fig. 5(b) it is still not possible to give the two tricritical masses with
their statistical error, because in the light mass range no simulation point falls on the first
order triple line. This is because larger and larger volumes are needed in ranges where
the transition goes from tricritical to weakly first-order. We can4£10wever quote a result

+

with asymmetric errors to reflect this uncertainty, mtfriﬁ;ht = 328755 MeV.?* One can now
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Figure 5. Features and preliminary results on the tricritical endpoints in the Roberge-Weiss Columbia plot.
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compare with results from other discretisations and/or at other /N, values, as we do in
Fig. 6. We now clearly see the shift of mg‘lf’ht towards smaller masses when going from
N, = 4to N, = 6. One can also compare the Wilson versus staggered discretisations:
the shift amounts to 35 % (14 %) of the value for Wilson (staggered). At large masses the
value found for m‘frifl‘éavy is still affected by large cut-off effects, as indicated by am, > 1.
This means finer lattices are necessary to resolve the pion.
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6 Conclusions

Our systematic study of the order of the QCD thermal transition and its dependence on
the parameters of the theory as well as on the simulation volume and lattice spacing has
revealed two main insights: the first of these is rather unfortunate technically, as it indicates
very strong cut-off effects on the second-order boundary lines in the Columbia plot, both at
zero and non-zero baryon density. Combined with the large volumes required to decide on
the order of the transition, this renders future investigations extremely compute-expensive,
and thus slow, before one can extrapolate to the desired continuum results. On the positive
side, we have at least arrived at a full understanding of the qualitative features of cut-off
effects on the Columbia plot. In particular, the chiral first-order region shrinks strongly
with decreasing lattice spacing, for all N; and at zero as well as non-zero baryon density.
This is valuable input also to constrain the physical QCD phase diagram. Finally, at least
in the heavy mass region one might hope to find a continuum limit for the second-order
boundary within the next couple of years, which would serve as valuable benchmark for,
e. g. functional renormalisation group methods in the continuum.
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The particle physics group at the John von Neumann Institute for Computing (NIC) is concerned
with quantum field theories, in particular with their non-perturbative aspects. Here we describe
recent efforts of the group to develop and consolidate methods and concepts to reach the goal to
understand non-perturbative phenomena in quantum field theories and to calculate observables
with a high precision.

1 Introduction

The group covers a large range of topics, from the exploration of new strategies to treat
quantum field theories non-perturbatively (Tensor networks, quantum computations) to
the development of ever more efficient algorithms for Markov chain Monte Carlo to high
precision applications concerning the determination of fundamental parameters of QCD,
the muon anomalous magnetic moment, or weak decays of hadrons. In this contribution we
give a short summary of recent work on three subjects: Tensor network methods, multilevel
Monte Carlo and heavy sea quarks (quantum effects of heavy quarks).

2 Tensor Network Methods

Nowadays, the path integral is clearly the method of choice to evaluate lattice quantum
field theories (LQFT). Still, in the beginning of LQFT it has been the Hamiltonian for-
malism which was used frequently. In practice, this approach was abandoned, due to the
untractably large size of the Hilbert space. However, it has been realised in the last years
that it is only a small set of all possible states which is relevant to obtain ground state prop-
erties. This small corner of the Hilbert space is build by states which obey the so called
area law. These states can, in general, be constructed through tensor network states which
become matrix product states (MPS) in one dimension. In this approach, the very high
dimensional coefficient tensor needed in the Hamilton formalism is replaced by a product
of complex matrices. By systematically increasing the size of these matrices and comput-
ing their entries through a variational method, minimising the energy as a cost function,
ground state properties can be computed very precisely. In fact, mathematical theorems
state that this procedure converges exponentially fast to the ground state of the consid-
ered Hamiltonian. In practice, the size of the used matrices are of order 100 which make
such computations completely feasible and tensor networks have been used for condensed
matter systems very successfully, see e. g. Ref. 1 for an introduction into tensor network
techniques.
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Figure 1. Phase diagram in the m/g - 7 /27 plane with m denoting the fermion mass, g the coupling and p 1
the chemical potential. The black X’s mark the computed data points, the different colours indicate the different
phases.

As one of the first, the NIC group has adapted this approach of the Hamilton formalism
using MPS for models in high energy physics, see Ref. 2 for a recent review. Since the
Hamilton formalism is free of the sign problem, it offers the exciting possibility to study, in
principle, questions where conventional Monte Carlo (MC) methods fail and which include
non-zero baryon density as relevant for understanding the early universe; topological terms
for the matter anti-matter asymmetry and real time evolutions of physical systems.

By computing the low-lying particle spectrum of the Schwinger model,® which has
one space dimension, as a benchmark, a proof of principle could be provided that MPS
can be used also for gauge theories. Followed by a calculation in this model at non-zero
temperature,* the Schwinger model for two flavours of fermions was studied with a non-
zero (isospin) chemical potential.> Addressing this question by conventional Monte Carlo
methods is impossible due to a severe sign problem. It has therefore been very important to
test, whether MPS can overcome this difficulty, or, whether the sign problem re-appears in
a different way. Indeed, it was shown that the technique of MPS performs very well also in
the situation with a non-zero chemical potential. Working first with a zero fermion mass,
MPS results could be confronted with an analytically known expression and a complete
agreement was found, demonstrating that MPS solves the problem of a non-zero chemi-
cal potential. Switching on a fermion mass, the phase diagram in the plane of chemical
potential and fermion mass could be established,’ see Fig. 1. Here no analytical result
is available and only the usage of MPS made it possible to obtain this phase diagram
making MPS or tensor networks the most promising tool to address important and so far
intractable problems in high energy physics. Tensor network techniques were also used for
non-abelian theories® and for studying the Schwinger model in presence of a topological
term.” Still, a warning is in order since the computational cost of calculations for higher
than one (space) dimension is presently too large to study systems of realistic size. How-
ever, there is a substantial amount of research ongoing to find better techniques for high
dimensions as discussed in a recent workshop? co-organised by the NIC group. There, sev-

Ahttps://indico.desy.de/indico/event/21941/overview
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eral new ideas were presented which have the potential to make tensor networks practical
also in higher dimensions.

3 Towards Multilevel Monte Carlo Methods for QCD

In this section we directly consider three space dimensions and remain within the frame-
work of Monte-Carlo importance sampling methods for lattice field theory computations.
In this framework, a major obstacle to progress is the deterioration of the signal of n-point
correlation functions with increasing distance of these points. Large distances are needed
to effectively study the ground state properties of the theory. Since lattice computations
employ Monte Carlo sampling, uncertainties decrease with the inverse square root of the
number of measurements — an expensive technique in the face of a noisy signal. By us-
ing the locality of the underlying theory, and designing algorithms where this fundamental
property is manifest even in the presence of fermions, sampling strategies can be devised
which have an improved convergence: depending on the number of regions, a convergence
with the inverse number of measurements, or even a higher power becomes possible.

Such methods have been available since some time for pure gauge theory, where the
formulation is manifestly local and also observables are typically easily decomposed into
products of local contributions.®° Each of these local components can then be averaged
over independently, leading to an exponential speed-up in the size of the observable.

Fermions are fundamentally different from bosons. They are integrated out analytically
before formulating the Monte Carlo and thus lead to non-local contributions. Using domain
decomposition techniques, we managed to propose a strategy that these multilevel methods
become amenable to theories with fermions.!% ! In order to achieve this, the hadronic two-
point functions as well as the contributions from the fermion sea to the path integral had to
be factorised, such that the independent averages of each of the factors can be taken.

Figure 2. One-dimensional decomposition of the lattice into regions. If the thickness of the black regions is
chosen sufficiently large, the red regions can be updated independently.

Contrary to the pure gauge case, the regions in which the independent updates are
performed need to be separated by a certain distance, given by the correlation length (the
inverse of the pion’s mass). An illustration of the geometry is found in Fig. 2, where
one envisions independent updates in the red regions, with the field variables in the black
regions kept fixed. If one thinks of fermionic contributions in terms of paths on the lattice,
itis obvious that as long as the quark does not travel between the red regions forth and back,
such a path is trivially factorised in contributions which can be associated to a single red
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region, together with the neighbouring black ones. Since longer paths typically contribute
less than shorter ones, good approximations can be found which fulfil this property.

It becomes more difficult once we have to consider quark loops, as is necessary for
the determinant. Here we managed to rewrite the corresponding terms using integrals over
scalar fields, an idea which has already been used in the multiboson algorithm'? and could
demonstrate that the idea works in dynamical simulations.

Ordinary Monte Carlo simulations lead to uncertainties which are reduced with the
inverse square root of the number of measurements 1/v/N. In the ideal case, for updates
in n independent regions, such a method leads to a scaling with 1/N /2 However, as we
have seen, for fermions such regions will have to be sufficiently thick in order to profit
from this technique. It needs to be seen if for a given observable a decomposition into
sufficiently many regions can be found to profit from this algorithm.

4 Effects of Heavy Fermions on Low-Energy Physics and
High-Energy Strong Coupling

The discretisation of space-time on a regular lattice leads to a Brilloin zone just like in
crystals. Thus the high momentum, high energy behaviour is distorted. Also particles with
large masses can’t be simulated properly. For this reason lattice simulations include up,
down and strange quarks, while the bottom and top quarks with masses above 4 GeV are
excluded since they would contribute more distortion effects than physical effects. The
charm quark with a mass of around our M¢pam=1.6 GeV is in between the typical scale
of hadronic physics Ey,q ~ 0.5 GeV and the achievable cutoffs (the edge of the Brilloin
zone) of F.,t ~ 4 GeV. It is thus a good question whether it is better to include the charm
quark (often called 2+ 1+ 1 simulations) or not (24 1) and what are the uncertainties
introduced by leaving it out.

In general, the answer to this question will depend on many details, from how one
discretised QCD to which process one wants to predict from the simulations. Fortunately,
there are also some rather universal statements which can be made. These have been the
subject of our recent investigations and we give a brief account of them here.

4.1 The Effective Theory: decQCD

At low energies and momenta, say at Ey,q and below, there is a systematic expansion in
terms of y = E/Mharm, given in terms of an effective field theory, which excludes the
charm quark, but has a few additional terms in its Lagrangian with coefficients proportional
to 1/ tharm'

The leading order low energy effective theory is QCD,,,, where ny is the number of
quarks in the Lagrangian. So far we had talked about n, = 3. Next-to-leading order terms
in the local effective Lagrangian are gauge-, Euclidean- and chiral-invariant local fields.
These invariances allow only for fields, ®;(x), of at least dimension six. The Lagrangian
may then be written as

1
Lace = Laop,, + 375 qu@i +OM™) (1

with dimensionless couplings w; which depend logarithmically on the mass M.

46



At the lowest order in 1/M, a single couplingb, TJdec» 18 adjusted such that the low
energy physics of QCD,,, and QCD,,, match for energies £ < M. It then suffices to
require one physical low-energy observable to match, e. g. a physical coupling. Discussing
the issue in perturbation theory,'? Bernreuther and Wetzel chose the MOM-coupling as a
physical coupling and worked out the matching of the MS coupling. Meanwhile, the latter
is known to high perturbative order,'*?" which we use.

4.2 Non-Perturbative Investigation for nf =2 — ny, =0

The main question is now, whether the effective theory is accurate at values of the quark
mass around the charm mass, i. e. around 1.6 GeV. A direct test would require to simulate
the 2+14-1 theory which would be very expensive because of the light quarks.

We therefore investigated a very closely related model, namely QCD with ny = 2
heavy, mass-degenerate quarks.?"2? The decoupling is then 2 — 0 and the Lagrangian of
the effective theory, Lec, is the Yang-Mills one up to 1/M 2 corrections. in ny = 2 we use
quark mass values up to 1.8 GeV, slightly above the charm.

In principle any low-energy hadronic scale S(M) can be used to test decoupling, but in
practice some choices are far superior to others. We want them to have good precision in
the MC and have controllable lattice artifacts. In our purely gluonic effective theory, very
good scales are defined in terms of the gradient flow.?*?* Here we report on two scales
explicitly, which probe the theory in the low energy region at £ ~ 1/+/8ty ~ 0.5 GeV and
E ~1//8t, ~0.7GeV.

4.2.1 Simulations

In order to avoid the freezing of the topological charge for simulations with lattice spacings
below a = 0.05 fm,> we adopt open boundary conditions in time and use the openQCD®
package.?¢

Even after solving the topological charge problem, simulations remain difficult. An
impression is given in Fig. 3. It shows the integrated autocorrelation times 7, of two
observables, O. Their meaning is that (on average) after 275, MC iterations a statistically
independent value of the particular observable is obtained. 7y, itself is difficult to obtain,
but the trend in the figure is clear and confirms theoretical expectations, Tin; ~ a=?. We
then need many thousand MC iterations for reliable and precise results at the smallest a.
Our error analysis adds a tail to the autocorrelation function as an estimate of the slow
mode 9 contribution.?’ Tt is thus robust with respect to long autocorrelations.

Note also that due to the expensive nature of the simulations it is very important that
projects with different physics goals coordinate and share resources, namely gauge con-
figurations. In our case the group of F. Knechtli extended the simulations to larger quark
masses in a separate NIC project whose gauge fields we were able to use.

bAgain we refer to the theoretical situation where the first n, flavours are mass-less. In general, also the light
quark masses have to be matched.
Chttp://luscher.web.cern.ch/luscher/openQCD/

dhttp ://www-zeuthen.desy.de/alpha/public_software/UWerrTexp.html
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Figure 3. Autocorrelation times derived from observables which are expected to have large overlap with the
slowest modes in the simulation are plotted as a function of to (M) /a?.

4.3 Results

We turn to the results. The left part of Fig. 4 shows the ratio of two low energy scales in
the ng = 2 theory as a function of the squared lattice spacing and for four different quark
masses. The continuum extrapolated values are indicated at & = 0. In dimensionless ratios,
such as the one shown, the value of the gauge coupling in the effective theory is irrelevant
and as M — oo they approach the n, = 0 value. The corresponding behaviour is shown in
the right part. Where the data are, a linear behaviour in 1/M looks more plausible than the
prediction of the EFT, which is ~ 1/M? for large M. After our pioneering work, Knechtli
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Figure 4. Left: The continuum extrapolation of the ratio \/t./to (c = 0.2) at mass values (from top to bottom)
A/M =0,04,0.78, 1.59, oo. Right: Its mass-dependence including a linear and quadratic fit in A /M between
the largest mass and Ny = 0 (A/M = 0).
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Figure 5. The mass-dependence of the ratio \/to(M)/to(0) in the theory with two mass-degenerate quarks.
Monte Carlo data after continuum extrapolation are compared with the perturbative predictions for 1/(QP) at
large M. The dashed line is the 4-loop curve adjusting the value of @ to go through the point at M/ /A = 5.7781.
The vertical dotted lines mark the values of the quark mass Mc, Mc/2 and M. /4.

et al.”’ extended the computation to larger mass and found agreement with 1/M2. But the

most relevant result is that the corrections due to finite mass are very small, few per-mille
level, when one rescales to the decoupling of a single quark. This holds for the scale ratios
which were investigated, which are a few.?! %’ It s justified to conclude that for low energy
physics, also in QCD as realised in nature, one may safely leave out the charm quark and
work with the 2-+1 theory.

Also the M-dependence of dimensionfull scales themselves are predictable by the ef-
fective theory. Now the matching of the coupling of the fundamental, n, theory and the n,
theory is relevant. It turns out that for large M, the mass scaling function n™ = ﬂ%((z))
is computable in perturbation theory and the perturbative series looks very well behaved.
A comparison of the shape obtained in the fundamental theory to the one predicted by per-
turbative matching is given by the comparison of squares and dashed line in Fig. 5. The
shape is very well reproduced by PT.

From this non-perturbative test of the quality of perturbative decoupling at the charm

quark, we can deduce®” two important things:

1. The effects of charm, bottom and top-quarks in the running coupling can indeed be
added perturbatively as it has been done in Ref. 28 and a number of other works.
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2.

The heavy quark contribution to the coupling of “scalar dark matter” to hadrons is
accurately given by perturbation theory and therefore known more accurately than
previously thought.
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Binding modes for two amyloid-(1-42) fibril tracers, namely Thioflavin T and Congo red,
were identified using unbiased all-atom molecular dynamics simulations and binding free-
energy computations. Both dyes bind to primarily hydrophobic grooves on the amyloid fib-
ril surface, perpendicular to its -strands. Binding affinities computed by the MM-GBSA
method are in excellent agreement with experimental values and corroborate the proposed bind-
ing modes. The binding modes can guide the rational design of novel biomarkers for amyloid
fibrils.

1 Introduction

Alzheimer’s disease (AD) is a progressive, unremitting, neurodegenerative disorder, and
the leading cause of dementia.'™ In 2018 it was estimated that more than 50 Mio. people
in the world are living with dementia, with two-thirds associated with AD.> ¢ There is a
new dementia patient around the world every three seconds, and it is estimated that by
2030 more than 80 Mio. will be diagnosed with dementia.® The considerable number of
dementia patients is directly associated with the healthcare system facing high costs, and it
is estimated that the costs will rise to worldwide $2 trillion by 2030.° Thus, dementia and
AD, in particular, are significant challenges for the modern healthcare system.

Since 1998, more than 100 drug candidates have been tested, but only four have been
approved for therapeutic applications in AD.>® The authorised drugs, however, only help
to manage some of the symptoms but do neither stop nor slow the progression.>® Thus,
currently, there is no cure for AD, and considering the underlying pathologic causes of AD,
there is not going to be a cure in near future.> ¢

The AD type of dementia has been related to an imbalance between the production and
elimination of the protein fragment amyloid-beta (AB).” Accumulation of AP outside of
the nerve cells (neurons) is associated with cell death in AD.>¢ The consequence is that
neurons essential for cognitive function are damaged or destroyed and, because AD is a
progressive disease, more and more neurons will be destroyed over time.>

Currently, there is no test available that conclusively diagnoses AD. Diagnostic strate-
gies focus on multiple tools and aspects, such as detecting key biomarkers for AD.> ¢ For
AD, the accumulation of AP has been recognised as a biomarker.>® As changes in the
brain begin 20 years or more before any AD-related symptoms are expected to occur,® a
conclusive test for AD-related biomarkers will be essential. This is all the more so as a
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therapeutic intervention in the very early stages is currently considered necessary to slow
or stop the progression of AD.>¢

Under high concentration, A3 peptides can aggregate to more senior oligomeric com-
plexes or arrange to symmetric and periodic fibrils, which denote pathological hallmarks
in AD.*7-9 10 Thus, molecular probes that detect amyloid fibrils in vitro or in vivo, such
as Thioflavin T (THT, Fig. 1A) and Congo red (CGR, Fig. 1B),!'""!2 are essential for an
accurate and conclusive diagnosis of amyloid fibrils-related diseases. THT and CGR are
potent fluorescent dyes that form fluorescent complexes with amyloid and amyloid-like fib-
rils.’315 For both probes, previous studies suggested binding modes,'"> 1> 16 but the exact
nature of how both probes bind to the AD-related AP3(1-42) fibril remained elusive. Such
knowledge is, however, essential for the rational search for novel molecular probes.'! 12

Recently, the first high-resolution structure of the A3(1-42) fibril was obtained by cryo-
electron microscopy and nuclear magnetic resonance spectroscopy,'’ opening up the pos-
sibility to predict the binding modes of THT and CGR at the atomistic level. Here, we
used molecular dynamics (MD) simulations of free diffusion of THT and CGR in the pres-
ence of the AP3(1-42) fibril to derive such binding mode models. The probes were not
biased throughout the binding process by any prior knowledge of the binding epitopes.
That way, the probes spontaneously recognise energetically preferred binding epitopes,
yielding binding mode models that are in agreement with previous observables.
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Figure 1. Structures of amyloid biomarkers. Structure of Thioflavin-T (THT, A) and Congo red (CGR, B) with
protonation states according to pH 2.

2 Methods

System preparation and molecular dynamics simulations

To investigate THT and CGR binding to the AB(1-42) fibril (PDB ID 50QV!7), we per-
formed unbiased MD simulations. The protonation states of all residues of the fibril at pH 2
were resolved by NMR spectroscopy and incorporated in our setup. That way, the proto-
nation states in the simulations match those in in vitro experiments. THT and CGR were
also prepared for pH 2 using Epik!® ! (Fig. 1). We randomly placed one dye molecule
and the AB(1-42) fibril structure into an octahedral box using PACKMOL,? and neu-
tralised and solvated the systems with chloride atoms and TIP3P?! water, respectively. For
both dyes, we prepared 45 different initial configurations, in which the distance between
the dye molecule and the AP (1-42) fibril ranged from 13 A to 62 A. The systems were
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subjected to production simulations of 1 us length each, to study THT and CGR bind-
ing to the A3(1-42) fibril. The minimisation, thermalisation, and equilibration protocol
is reported in Ref. 23, which was already applied previously to study ligand binding pro-
cesses.”* 2> All minimisation, equilibration, and production simulations were performed
with the pmemd.cuda module®®?” of Amber16* on JUWELS.?

During visual inspection of the MD trajectories, we observed multiple binding and
unbinding events of the dye molecules to and from the A{3(1-42) fibril (the workflow is
exemplarily shown for THT in Fig. 2). We determined all stably bound dye poses by
calculating the Root Mean Square Deviation (RMSD) of the dyes after superimposing the
A[3(1-42) fibril structure. That way the RMSD becomes a measure for the spatial displace-
ment of a dye molecule between two snapshots. THT poses with RMSD < 1.2 A and CGR
poses with RMSD < 1.5 A, respectively, were defined as stably bound. The stably bound
poses were subjected to hierarchical clustering, using the minimum distance between the
clusters as cluster criterion. Starting from ¢ = 2.0 A, we gradually increased ¢ in 0.5 A
intervals until the population of the largest cluster remained unchanged (eryr = 5.0 A and
€CGR = 4.5 A)
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Figure 2. Schematic workflow to identify a binding mode from an MD simulation of ligand binding. From left to
right: In the starting configuration, the Ap(1-42) fibril structure (cartoon-surface representation) and Thioflavin-
T (THT, sphere model) are spatially separated. During MD simulations of ligand binding, the A{3(1-42) fibril
and THT molecules diffuse freely and without guiding force (only the diffusion of the THT is shown for clarity
purposes). The THT diffusion (shown as stick models) is coloured according to the simulation time (see the colour
range). The resulting trajectory is analysed with respect to THT binding to or unbinding from the A(3(1-42) fibril.
In this study, the RMSD between two consecutive THT conformations, after superimposing the fibril, was used
to characterise the (un-)binding events. The larger the RMSD, the larger is the spatial displacement between two
consecutive THT conformations, as indicated on the right. In this example, THT is considered stably bound, if
the RMSD < 1.2 A (indicated by the red line).

Molecular mechanics generalised Boltzmann surface area (MM-GBSA) calculations

The most-populated clusters were further investigated by binding free energy calculations,
performed with MMPBSA.py,?> % yielding AGpina.>3! We obtained the standard free
energy of binding AGY;,,, for a standard state of 1 M,** which is directly related to the
dissociation constant K according to Eq. (1)

AGY;a = RTIn(Kp) (1)
where R is the universal gas constant (R = 0.001987 kcal K™' mol!), and T = 300 K.

55



3 Results

Unbiased MD simulations of THT and CGR binding to the AR(1-42) fibril and subse-
quent binding free energy calculations were applied to determine the binding epitope and
a binding mode in full atomic resolution for both probes.

During MD simulations of THT and CGR binding, we observed multiple binding and
unbinding events of the dyes to and from the A(3(1-42) fibril structure. The unbinding
events are more likely in the case of THT, suggesting that THT binds weaker to the
AB(1-42) fibril structure than CGR. To identify the binding epitopes of THT and CGR,
we focused our analyses on the bound probe conformations. As to THT, stable bound
structures were predominant around amino acids V18, F20, and E22. Due to the sym-
metric organisation of the Af3(1-42) fibril, high THT concentrations are observed at both
protofibrils (Fig. 3A). As to CGR, by contrast, the stably bound poses are distributed across
the complete AP (1-42) fibril surface (Fig. 3B), and CGR conformations parallel and per-
pendicular to the fibril axes are observed. In contrast to THT, the area around V18, F20,
and E22 is less populated by CGR molecules, suggesting that both probes most likely bind
to two distinct epitopes.

To extract the predominant binding pose from all stable bound conformations of THT
and CGR, all structures shown in Fig. 3A + B were subjected to hierarchical clustering.
The ten most populated clusters were further subjected to binding free energy calculations,
yielding a dissociation constant K" (Eq. (1)) for each cluster. Based on both the
cluster populations and K ;""" we extracted a binding mode model for either probe, which
revealed several interesting facts.

As to THT, the largest cluster contains 11% of all considered configurations and also
shows the most favourable binding affinities. The THT conformations in this cluster bind
to V18, F20, and E22, such that the protonated amino function of THT is stabilised by a
hydrogen bond interaction with E22, while the aromatic moieties of THT interact with F20
and V18 (Fig. 3C). Interestingly, the side chains of F20 adapt a V-shaped orientation, such
that the phenyl rings in F20 align almost parallel to the aromatic rings in THT, forming
w-m-stacking interactions. THT binds across four layers of Ap3(1-42) peptides with its axis
oriented almost perpendicular to the orientation of the stacked (3-strands of the AP (1-42)
fibril. The observation that multiple segments are essential for THT binding also provides
an explanation why THT recognises fibrillary structures, but no single A{3(1-42) peptides.
For the reported binding mode, AGY, , =-9.06 kcal mol’!, yielding K7;""? = 251.21 nM,
which is in agreement with experimentally derived binding affinities of THT to A3(1-40)
fibrils ranging from 790 nM - 1740 nM.?*3* As to CGR, clustering resulted in many but
rather weakly populated clusters, which is not surprising considering the broad distribu-
tion of stably bound CGR conformations. We thus primarily focused on the interpretation
of the calculated binding affinities to derive a reasonable binding mode. Experimentally
derived binding affinities of CGR to AP(1-40) range from 48 nM - 1500 nM3>3% and
we identified a CGR conformation (Fig. 3D) with AGY, , = -9.78 kcal mol!, yielding
K™ =74.77 nM. In this conformation, CGR binds to the groove between Y10 and V12.
In this pose, the amino groups of CGR form hydrogen bond interactions with the backbone
carbonyl oxygen of E11, while the charged and polar phosphate groups are exposed to the
solvent (Fig. 3D). The CGR biaryl core forms hydrophobic interactions with Y10 and V12,
such that the biaryl core and the Y10 side-chain adopt an edge-to-face configuration. CGR
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Figure 3. Binding modes of fluorescent dyes at the APB(1-42) fibril. A, B: Distribution of Thioflavin-T (THT,
A) and Congo red (CGR, B) molecules bound to the AB(1-42) fibril. THT is shown as green stick-model and
CGR as red stick-model, respectively. The AP(1-42) fibril is shown as cartoon-surface representation with each
protofibril coloured differently. C, D: Dominant THT (C) and CGR (D) binding poses from side- and top-view
shown as sphere models. Amino acids involved in THT or CGR binding are depicted as stick-model.

binds across six layers of A3(1-42) peptides with its axis oriented almost perpendicular to
the orientation of the stacked {3-strands of the A3 fibril, providing an explanation of why
CGR recognises fibrillary structures.
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4 Discussion

Binding epitopes and atomistic binding mode models for the fluorescent dyes THT and
CGR at the A3(1-42) fibril have been identified through unbiased MD simulations and
binding free energy calculations. This procedure has been successfully applied to study
ligand binding processes before,* 3740 also in the field of amyloid research.!® 4!

Our binding mode model suggests that THT likely binds on the surface of the A3(1-42)
fibril to amino acids V18, F20, and E22, which is in agreement with previous observations
on multiple accounts. For example, relative fast binding kinetics of THT binding to fibrils
suggests that the dye can easily access its binding site,*> which can be explained by THT
binding to a solvent-exposed surface. Former studies on THT binding to fibrils also sug-
gest a minimal binding site on the fibril surface that covers four consecutive 3-strands,*> 44
a feature we also find for our binding mode of THT (Fig. 3C). THT binds fast and specif-
ically to AP(1-40) fibrils, but does not bind to monomers or other oligomeric states,*
supporting the view that multiple (3-strands may be involved in THT binding. THT is
reported to bind with its long axis almost parallel to the long axis of the fibrils.*> This ori-
entation was also observed in an X-ray structure of THT bound to a PSAM ladder,** during
MD simulations of THT binding to protofibrils forming two-layered 3-sheets,'® and in the
present study (Fig. 3C).

As to CGR, our results suggest that it binds on the surface of the AP3(1-42) fibril to
amino acids Y10, E11, and V12, which is in excellent agreement with previous findings.
Two structural features are essential for CGR binding to A3 aggregates; first, two negative
charges that are separated by a fixed distance of 19 A,'! and, second, a biaryl core frame-
work.!!" Modifying the gap between the negative charges reduces the binding affinity,!!
while modifying the substituents of the biaryl core does not influence the binding affinity
dramatically.'" 35 The spacing of 19 A corresponds to the spacing between five pleated and
stacked {3-strands,'> 7 suggesting that CGR binds across multiple layers, thereby forming
ionic interactions. The observation was corroborated by Schiitz er al. who showed that
CGR binds to the surface of stacked (3-strands, thus creating ionic interactions between the
sulphonic groups of CGR and lysine residues of the HET fibril.*¢ As the CGR molecule
considered in our simulations, however, does not carry two negatively charged groups (Fig.
1B), it is also not surprising that we did not observe the ionic interaction model. Neverthe-
less, similar to the results from Schiitz et al.,*® we find that CGR binds across six layers of
A[(1-42) peptides (Fig. 3D). In our case, however, the interactions between CGR and the
A[(1-42) fibril are mainly hydrophobic, which may be explained by a suggested second
binding site for CGR-type ligands.!! For the second binding site, prior studies underline
the importance of hydrophobic interactions for CGR binding,!'* 1647 as some experimental
observables cannot be explained by the ionic model.!! Interestingly, for CGR derivatives
where no ionic state is expected at physiological pH, the binding affinity is even increased
relative to CGR,'! supporting the view that hydrophobic interactions are crucial for CGR
binding. Finally, most studies suggest that CGR binds with its long axis perpendicular to
the direction of the B-strands,'>*® as it was observed in the present study (Fig. 3D).

We validated the binding mode models by comparing computationally derived binding
affinities with experimentally derived binding affinities. In general, the binding affinities
are in good agreement, although, to the best of our knowledge, there is currently no study
available that determined binding affinities for the probes in the presence of the recently
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resolved AB(1-42) fibril structure at pH 2.!7 This may be of relevance in the case of THT,
as the affinity decreases at acidic pH conditions, suggesting a weak pH dependency for
THT binding as observed for THT binding to insulin and HET fibrils.!> 4% As to CGR,
there is no evidence suggesting a pH dependency, although most of the affinity studies
are done at neutral pH as CGR tends to be insoluble at acidic pH.'? In our preparation
process of CGR, the pK, values of the sulphonic acids were predicted'® '° with pK, =2.13
and pK, = 1.53, such that CGR tends to be in a deprotonated and charged state at pH 2
(Fig. 1B).

In conclusion, we suggest binding sites and binding modes for the fluorescent dyes
THT and CGR to the AR(1-42) fibril. The binding sites were identified by unbiased MD
simulations and subsequently corroborated by calculations of binding affinities. The bind-
ing sites and modes agree with previous experimental observations. The binding mode
models may provide a starting point for the systematic search and design of novel and
improved molecules that bind to A3(1-42) fibrils, which is essential for conclusively diag-
nosing amyloid fibrils-related diseases.
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The temporal and spatial resolution in the microscopy of tissues has increased significantly
within the last years, yielding new insights into the dynamics of tissue development and the
role of single cells within it. Still, the theoretical description of the connection of single cell
processes to macroscopic tissue reorganisations is lacking. Especially in tumour development,
single cells play a crucial role in the advance of tumour properties. We developed a simu-
lation framework that can model tissue development up to the centimetre scale with micro-
metre resolution of single cells. Through parallelisation, it enables the efficient use of high-
performance computing systems, therefore enabling detailed simulations on 10.000s of cores.
Our generalised tumour model respects adhesion driven cell migration, cell-to-cell signalling,
and mutation-driven tumour heterogeneity. We scan the response of the tumour development
depending on division inhibiting substances such as cytostatic agents. Furthermore, we are
investigating the interaction with radiotherapy to find a suitable therapy plan. Currently, the
emergence of ever-more-powerful experimental techniques such as light sheet microscopy al-
ready offers unprecedented subcellular insight into tissue dynamics. Combined with powerful
machine learning techniques, such large data sets (TB’s +) can be effectively evaluated promis-
ing realistic parameters for our simulations for topics ranging from cancer development to em-
bryogenesis or morphogenesis with considerable impact both for basic science and applied
biomedical fields.

1 Model

Especially in tumour development, the behaviour of single cells plays a significant role
in the tumour characteristics and progression. This microscale can be essential for the
emergence of macroscopic tumour growth and the emergine tumour properties. Simulta-
neously, tumours that are clinically relevant consist of millions of cells thereby setting the
upper border for the simulated spatial resolution.

Over the last decade the theoretical and computational description of cell and tissue dy-
namics and processes has developed to be a valuable tool to complement experiments.' ™
Models are applied in embryogenesis and tissue patterning® as well as tumour develop-
ment®!! and treatment.'> '3 At the same time the experimental accessibility of entire tis-
sues and its properties has greatly increased through modern microscopic techniques such
as light-sheet microscopy'# and confocal microscopy!® as well as CRISPR techniques.!®
The combination of contemporary experimental techniques with the recent advances in
machine learning enables the analysis of large datasets in various spacial regimes!”!° and
translating the properties into model parameters.?® 2!

However, the computational models that are published so far either concentrate on the
detailed descriptions on a small number of cells or a coarse grained description of cells for
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cell division,
mutation,
cell death,
etc.

Figure 1. A two-dimensional schematic diagram shows the three different model levels. The lowest layer, the
microscale, contains a grid based cellular Potts model to model tissue dynamics. On the highest layer, the
macroscale, an agent-based model is acting. In between, on the mesoscale, the transport of signals is processed.

larger tissues. To be able to simulate both, the individual cellular geometry as well as the
macroscopic tumour a high degree of parallelism is needed, which we introduce with our
model. We use the massively parallel NAStJA framework?> 23 to implement a multi-model
solver with a cell-geometric resolution for the simulation of tissue growth in general and
cancer in particular.

The model consists of three layers to accommodate for this large spatial range. On
the microscale layer a cellular Potts model simulates adhesion driven cell movements, cell
dynamics and cell-to-cell interactions. On the most coarse layer, an agent-based model is
used, where each cell corresponds to one agent. On this macroscale layer, the signals are
processed, and cell death and cell division, including mutations, are simulated. Another
model layer lies between these two scales. It represents the mesoscale and ensures signal
diffusion through the surfaces of the cells. Fig. 1 shows an overview of the different model
levels. Following the three model layers are described in detail. Each model layer acts on
its specific scale.

Microscale The model is based on a regular rectangular grid. Each voxel has an integer
number that represents the cell ID. All voxels with the same cell ID are assigned to a
biological cell. The cellular Potts model is a Monte Carlo method:** The system evolves
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Figure 2. Diffusion of the nutrient signal, the four black squares are blood vessels, that supply the nutrient.
Yellow cells have high nutrient concentrations and blue ones low.

under random changes of nearest-neighbour voxels at cell surfaces. These changes are
accepted according to a Metropolis acceptance criterion. A Hamiltonian defines the energy
of the system. It is the sum of several energy functions:

Hepy = Z Z Jr(ci),r(c;)(l - 5(%9")) 6]
1€Q JEN (i)
+A ) (v(s) = Vir(s)
ieQ
+A Y (s(s) = S(r(s)?
ieQ

Here, the first sum corresponds to the cell adhesion, the second to the volume, and
the last corresponds to the surface of individual cells. While the system evolves, each
cell has a target volume V' and a target surface S. Possible Monte-Carlo steps are nearest
neighbour interactions of adjacent grid points, leading to small changes on the cells surface
geometries. Therefore the Monte-Carlo propagation of the system corresponds to a time
step, that can be mapped to a physical time. This is modelled by the energy minimisation
of the whole non-steady-state system. The implementation of the Hamiltonian is versatile
so that the single terms of the energy can be replaced by other terms, e. g. different kinds
of volume estimations. Besides, the energy sum can be extended by several other terms,
e. g. adaption to a local or global potential (introduced by the Glazier-Graner-Hogeweg
model?).

Mesoscale On this scale, the diffusion of signals is simulated. Signals can be among others
oxygen, nutrients or therapeutic drugs. Based on the common surface with neighbouring
cells, the signals diffuse from one cell to the other, see Fig. 2.
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Macroscale At the most coarse level, each cell is assigned to an agent. The individual
agents are then responsible for signal processing, e. g. usage of nutrient, producing of sig-
nals. These agents also control the cell cycle of the individual cell. Events such as cell
death and cell division can be induced depending on internal and external parameters of
the cell, such as the signal concentration, cell age and therapeutic agents. A set of cell types
is defined, each cell type has a specific set of parameters, determining the behaviour of the
individual cell belonging to that cell type. Parameters of a single cell type include micro,
meso, and macroscale parameters such as the target volume and surface V, S, as well
as division rate pg;, and diffusion constants D, erc. After cell division, cells may mutate,
depending on external parameters as well as predefined rates. A mutation alters the cell
properties, which is implemented by a change of the cell type with defined transition rates
between each cell type. The agents take the domain distribution into account and can thus
perform cell division correctly, even if the geometric resolution of the cell is distributed
over several processes.

2 Scaling

The code is implemented within the NAStJA framework so that it can benefit directly from
the excellent scalability. The domain is divided into subdomains and distributed to the MPI
ranks. Each MPI rank then holds a block containing the field on the microscale with the
cell IDs and additional cell data, which are held for the higher scales, per cell. After each
calculation sweep, a halo exchange to the first 26 neighbour blocks is used for the field
of cell IDs. Initially, the additional data of the cells must be exchanged globally, since it
is not known where the cells are located. That would result in a poorly-scaling collective
communication. Domain knowledge about the size of the cells gives the possibility to
chose the size of the blocks at least three-fold larger compared to the cells. With this, it
can be ensured that a cell is never distributed over more than eight blocks, i. e. two per
dimension, at the same time, compare Fig. 3. With this knowledge, it can be ensured that

a) 1 1 b) 1

Figure 3. A cell (blue) is distributed to several blocks. (a) shows an inadequate distribution and (b) shows an
allowed distribution.

the bookkeeping of the additional data can be handled by local communications to the
next 26 neighbours. The efficiency of this exchange is excellent, as shown in Fig. 4(a).
Fig. 4(b) right shows an efficiency of > 80 % for blocks with an edge length of 100 and
even an efficiency of > 90 % for an edge length of 200. This result was measured on
JURECA with up to 256 nodes corresponding to 6144 processes.
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Figure 4. (a) The efficiency of the data exchange on ForHLR II and (b) the efficiency for the whole simulation
on JURECA, using up to 256 nodes with 24 cores each. It is shown for a subdomain distribution with a block
edge length of 100 and 200.

3 Application

To validate our model implementation we model adhesion driven cell sorting, as it was
described in two dimensions in the initial paper of Graner and Glazier.?* We use a three-
dimensional spherical arrangement of randomly mixed cells. Two cell types with differ-
ential adhesion are introduced and randomly assigned to the cells. The cell-to-cell adhe-
sion of cells belonging to the same cell type is larger than the adhesion between different
cell types. This leads to a demixing of the cell types and formation of clusters as can
be seen in Fig. 5. Reproducing the expected behaviour and showing accordance of our
three-dimensional implementation with the initial two-dimensional model.

We apply the model on the growth of heterogeneous tumours. A domain is filled with
non-dividing tissue cells, that make up the surrounding in which the tumour develops. Each
cell has a volume of about 1000 voxels. A network of blood vessels spanning the entire
domain is introduced and serves as the source of nutrients and medication. A small nucleus
of cancer cells is placed in the centre of the simulated tissue. The cancerous cells prolif-
erate and develop a tumour through cell division. Cells divide when abundant nutrition
is present, leading to an increased growth adjacent to blood vessels and hypoxic regions
where is a sparse vascularisation. In hypoxic regions cell-division is down-regulated while
cell death is up-regulated leading to a negative growth.

Tumour cells can mutate after cell division into one of the 30 predefined cell types.
Each cell type provides different properties and therefore enhances or hinders the prop-
agation of the tumour depending on the localisation within the tissue. A heterogeneous
tumour forms with its composition of sub-populations of different cell types depending on
external conditions. Tumour heterogeneity is a pivotal property of tumours since it enables
the specialisation and adaptation of the tumour and leads to complications in tumour treat-
ment. In order to recreate those properties observed in vivo, two different treatment types
are incorporated into our model:
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Figure 5. Adhesion driven cell sorting. Time evolution of a two dimensional slice of the three dimensional
simulation. The colours represent different cell types. Times are initial condition and after 20 - 105, 45 - 106 and
110 - 10% Monte Carlo sweeps.

Chemotherapy is realised by the introduction of a cytostatic drug that down-regulates cell-
division. The drug is distributed via the blood vessels. Since only cell-division is affected
by the drug, the tumour shrinks due to cell-death still being present.

Radiation therapy reduces the division rate globally and immediately initiates the
cell-death of a fraction of the tumour cells.

With these mechanisms established, treatments can then be optimised for different tu-
mours. This is done by scanning different treatment protocols such as single pulse, mul-
tiple pulses and combinations of chemo- and radiotherapy. The effect on the total tumour
volume as well as the tumour composition is analysed and can give valuable information
about the generation of heterogeneity development of a tumour. This is illustrated in Fig. 6,
where chemo- or radiotherapy individually do not lead to success, but a combination does.
Multiple pulses of chemo- or radiotherapy lead to the development of a nearly homoge-
neous tumour, with one dominating cell type.

4 Conclusion

We were able to show that with a highly parallel framework and a multiscale model, the
development of tumours can be simulated. We are able to simulate heterogeneous tumour
growth and development in a domain measuring 1000 x 1000 x 1000 voxels corresponding
to a tissue of 1 mm?®. The cell-geometric resolution was chosen to reproduce the tumour
characteristics, which depend significantly on the adhesion between the individual cells.
Besides, we have shown that different treatments can be performed. Thus, many different
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Figure 6. Change of volume of the tumour under different treatment plans of chemotherapy and radiation, single
or in combination. The colours represent different cell types.

treatment plans can be simulated before the treatment on the patient, and then the best one
can be selected for the patient.

Due to the flexibility of the framework, the model can be easily extended, and further
effects can be considered, in future versions.
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Within the project the electronic structure and chemical reactions at interfaces are investigated
by using the quantum chemical methods density functional theory (DFT) and density-functional
tight binding (DFTB). The research covers a broad spectrum of topics ranging from sustainable
energy materials for solar hydrogen production to the wear and friction in tribological contacts
including mechanically induced chemical reactions of lubricant and additive molecules at sur-
faces. A common feature of the different studies are surface reactions of molecules induced by
different driving forces such as excited charge carriers or external mechanical load. Here, se-
lected examples of our studies are presented where the splitting of water molecules at surfaces
and interfaces plays a key role. We start with the ab initio DFT investigation of unconventional
U30g//Fe; O3 heterostructures which are used to split water molecules with the purpose of solar
hydrogen production and conclude with DFTB simulations of water lubricated carbon coatings
where water splitting can lead to extremely low friction, also known as superlubricity.

1 Introduction

Materials play a crucial role for the transition of an economy based on fossil fuels to an
economy based on renewable energies. This is also true for a more effective usage of re-
sources by reducing energy consumption and wear of mechanical machinery. Atomistic
simulations can help to better understand and predict the microscopic processes determin-
ing the functional properties and have thus become a main pillar in materials science. Here,
we demonstrate with the aid of two selected examples conducted within this project the
abilities of DFT and DFTB simulations to describe systems with very different composi-
tions and functionalities. We first give a short report on our research activities in the field of
semiconductor heterostructures for solar water splitting applications and then present a re-
cent study where again water molecule degradation at interfaces is the main concern. How-
ever, instead of excited charge carriers, in the second example mechanical load drives the
splitting of water or lubricant molecules in tribological contacts of tetrahedral amorphous
carbon (ta-C). This induces surface modifications which lead to extremely low friction.

75



2 Unconventional U;Qg//Fe,O; Metal Oxide Heterostructures for
Water Splitting Applications

Solar energy conversion is a safe, eco-friendly and world’s most abundant renewable
source of energy. Direct synthesis of chemical fuels like hydrogen by photoconversion
processes can overcome the strongly unequal temporal and geographic availability of con-
ventional solar technologies such as photovoltaics. Hydrogen is considered to have a large
potential to replace fossil fuels as main primary energy source, which will have a major
impact on the global energy systems and the environment.! There are various ways of
producing solar hydrogen such as, thermo-chemical water splitting, use of photobiological
systems, and photoelectrochemical (PEC) water splitting. All pathways can contribute to
renewable hydrogen production for future green economies. However, hydrogen gener-
ation by PEC reactions is regarded as the “Holy Grail” of the hydrogen economy. PEC
water splitting by semiconductor materials is based on a simple principle (Fig. 1): upon
photo excitation of an electron-hole pair, the excited electron in the conduction band drives
the reduction of water to H,, whereas the hole in the valence band oxidises water to O,
such that the net effect is the dissociation or splitting of water into gasses of its constituent
elements. The minimum theoretical electrical potential required to oxidise water under
standard conditions is 1.23 V (vs. a standard hydrogen electrode). However, owing to sev-
eral factors such as cell resistance, polarisation losses, efc. in general an over-potential is
needed. As a consequence, the actual voltage required to achieve water electrolysis is typi-
cally in the range of 1.8 - 2.0 V. Hence, semiconductor systems with sufficiently large band
gaps are required for photoelectrochemical (PEC) water splitting. On the other hand, band
gaps far beyond 2 eV only exploit a small part of the solar spectrum for photoelectrolysis
and therefore result in low solar energy to hydrogen efficiencies.

In addition to band gap requirements, in total a unique combination of properties has
to be satisfied by the employed materials to be well suited for large-scale PEC hydrogen
production. The most important are: i) high absorption of solar energy, ii) proper alignment
of conduction and valence band edges w.r.t. water redox potentials, iii) long life-time
without material degradation and finally iv) earth abundance and low production costs.

So far, no single semiconductor system is known which satisfies all of the mentioned
preconditions at the same time. Metal oxides such as Fe,O5; or TiO, are abundant and
stable under PEC conditions but have limitations regarding charge transport properties
(Fe,0O3) or optical absorption in the visible range (TiO,). Material modifications such as
doping or hydrogen treatment processes are one way to enhance the PEC performance
of metal oxides and several such approaches were studied theoretically in our group.>~®
Another approach is the combination of different metal oxides in heterostructure devices,
where synergetic effects can drastically increase the PEC performance. Within this project
the mechanisms leading to an enhanced water splitting performance of two different metal
oxide heterostructures, BiVO,4//TiO, and U;O0g//Fe,03 were investigated by DFT calcula-
tions in collaborative experimental/theoretical studies.”® The latter study is presented in
the following.

The use of uranium oxides for renewable energy conversion might look peculiar on a
first glance. However, there is a huge amount of depleted and hence low-radiation uranium
available as waste from the nuclear economy.’ Due to the problems with the long-term
storage of the uranium waste in the form of highly toxic UFg, it is highly desirable to find
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Figure 1. Water splitting is based on the separation of electrons and holes after the photo excitation of elec-
tron/hole pairs in semiconductors immersed in an aqueous electrolyte. After photoexcitation and electron-hole
separation water molecules can be dissociated if the redox potentials of the water splitting reactions are properly
aligned with the semiconductor band edges. The use of semiconductor heterostructures based on two semicon-
ductors with the proper band alignment leads to enhanced electron/hole separation and helps to increase the solar
energy to hydrogen conversion efficiencies.

applications of the uranium in a closed environment such that the deconversion of UFg to
uranium oxide becomes economically viable. Hence, the application of uranium oxides as
semiconductors or catalysts has been an active research field over the last twenty years.!-13
Together with our experimental partners from the research group of Prof. Sanjay Mathur at
the University of Cologne, the properties of U3Og//Fe, 03 heterostructures as photoanodes
for solar water splitting were investigated.® Here, the Fe,03 side of the heterojunction
was exposed towards the aqueous electrolyte and supposed to catalyse the water oxidation.
Experimentally, a strong enhancement of the PEC performance of U;Og//Fe,O3 based pho-
toanode was found compared to the conventional PEC material Fe;O3. Pure U303 even
showed negligible photocurrents. Transient absorption spectroscopy (TAS) measurements
revealed largely improved charge carrier separation properties of the Uz Og//Fe,O3 hetero-
junction. Using the DFT+U approach,? extensive simulations of U3Og//Fe,0; interfaces
were conducted. The calculated interfacial electronic structure revealed a so called type
IT alignment between the U3Og and Fe, O3 band edges which favours the fast separation
of electrons and holes, see Fig. 2. The holes favour transport towards the Fe,O3 surface
to promote the oxidation of water. The electrons are transferred to the counter electrode
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Figure 2. Interfacial electronic structure of different U3Og//Fe2O3 interface models with varying interfacial Fe
and O ion concentration. The projected density of states (PDOS) over the interface shows that the conduction
band minimum (CBM) and the valence band maximum (VBM) in Fe; O3 are higher than in U3Og except at high
interfacial Fe ion concentration and low oxygen concentration (Model III, 9 Vo, where Vo indicates the number
of oxygen vacancies in comparison to the original structure). This so called type II alignment favours efficient
charge carrier separation of photoexcited electron/hole pairs and leads to enhanced water splitting performance.
The atomistic structures of the various interface models are shown on the top. U ions are indicated by blue, Fe
ions by brownish and O ions by red spheres. Hydrogen atoms (white spheres) are used to saturate the free U3Og
surface. Each interface model contained approximately 700 atoms.

where the actual hydrogen evolution reaction takes place. Interestingly, our simulations
revealed that the relative band alignment between Fe,O3; and U3 Og can be controlled by
the concentration of Fe ions at the interface. This behaviour can be traced back to the mul-
tivalency of U ions within U3QOg. At low enough interfacial concentrations of iron, all Fe
ions are in the 3+ state, whereas U3Og intrinsically contains U°* and U®" jons and the 5+
valence state readily switches to the 6+ state due to oxidation by interfacial oxygen species.
Hence an interfacial dipole is building up due to charge transfer from O to U ions that tends
to lift the Fe, O3 electronic states with respect to U3Og. The reverse effect only appears at
rather high Fe ion concentrations when also Fe** ions are present which can be oxidised.
Our DFT calculations predicted that high interfacial Fe concentrations are favoured under
more reducing conditions and the interesting question arises whether the band alignment
can thus be controlled by changing the synthesis conditions. The dependence of the band
alignment on the Fe ion concentration could also be quantitatively captured by a simple
classical electrostatic model taking into account the valency of the interfacial Fe and U
ions and allowed a simple interpretation of the DFT results.

3 Tribochemical Water Splitting for Superlow Friction

The minimisation of frictional losses in mechanical components is of paramount impor-
tance to a more efficient use of energy.'* Very significant reductions of fuel consumption
and CO, emissions could be achieved by reducing friction in passenger cars to ultralow
(friction coefficient  in the 0.1 — 0.01 range) or even to superlow levels (1 < 0.01)."
Thanks to the increased scientific effort devoted to this subject in recent years, such ex-
tremely low friction levels can be nowadays achieved in tribological systems that are tech-
nologically relevant. For instance, in order to optimise the tribological performance of
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components that operate under severe environmental or loading conditions, there is an ever
increasing use of hard surface coatings made of carbon, both with crystalline (nanocrys-
talline diamond, NCD) and amorphous (tetrahedral amorphous carbon, ta-C) structure.
Not only do these coatings offer very high resistance to wear and corrosion but they can
also yield superlow friction coefficients when used in combination with water'® and other
OH-containing molecules, such as hydrogen peroxide or glycerol.!”

Understanding the atomic-scale mechanisms leading to superlow friction is crucial to
be able to control the friction behaviour of the system (e. g. by introducing the optimal
quantity of OH-containing molecules in the system) and to understand whether superlow
friction conditions can be transferred to other materials interfaces. However, tribologi-
cal interfaces are hardly accessible by spectroscopy and microscopy techniques and these
have to be used ex situ, on surfaces after they have experienced the tribological load. This
is why atomistic simulations that can directly “look into” tribologically loaded interfaces
are an ideal tool to complement experimental characterisation. Following this concerted
approach, and combining experimental and atomistic simulations results,'®!° first steps
forward were taken towards an explanation of superlubricity of water-lubricated carbon
coatings. In vacuum, covalent bonds form between unpassivated diamond or ta-C surfaces.
This results in plastic deformation of the interface region through a sp-to-sp? rehybridi-
sation’’?? and in very high shear stresses, needed to make one surface slide against the
other. In presence of water at the sliding interface, tribochemical dissociative chemisortion
reactions lead to H/OH-passivation of the carbon surfaces. This prevents the formation of
covalent bonds across the sliding interface and results in superlow friction.

In this project, we combined efficient density-functional tight-binding (DFTB) molecu-
lar dynamics (MD) and density functional theory (DFT) electronic structure simulations to
gain further insights into the mechanisms leading to superlow friction of water-lubricated
diamond films.?*2* In particular, our goal was to extend the time scale spanned by previous
DFT simulations'® and to systematically investigate how the quantity of water molecules
at the sliding interface can influence such mechanisms. First, we considered the unrecon-
structed (111) diamond surface, which is the most stable fracture surface and the least
prone to amorphisation. We performed sliding MD simulation under a normal load of
5 GPa and a sliding speed of 100 ms~" for water contents that vary from dry sliding condi-
tions to a quantity of water molecules that is larger than the quantity needed to chemically
terminate the two surfaces with H atoms and OH groups.

The results of the simulations are summarised in Fig. 3. We observed five different fric-
tion regimes that depend on the water quantity. Three of these friction regimes (I, IV and
V) are compatible with the conclusions of previous experimental and simulation studies.
For dry sliding or very low amounts of water, we observe cold welding and amorphisation
of the sliding region with resulting very high friction (friction regime I). If the quantity of
water molecules at the sliding interface is sufficient to passivate the two diamond surfaces
by dissociative chemisorption, friction can reach ultralow levels, in particular in the case
of full passivation of the surface dangling bonds (friction regime IV). The presence of fur-
ther water leads to the formation of a thin water film between the passivated surfaces with
an associated friction coefficient that is higher than in the case of full passivation without
water film (friction regime V).

Interestingly, our simulation unveils two friction regimes that were not mentioned in
the previous literature (I and III). Despite appearing at the same, low number of water
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Figure 3. (a) Shear stress o and friction coefficient y as a function of the number of water molecules nyj, o and
of the water surface density py, 0 for two initially unreconstructed diamond (111) surfaces. Five friction regimes
(I-V) are observed. Panels (b) to (f) show representative snapshots for friction regimes I-V. Gray, red and cyan
spheres represent carbon, oxygen and hydrogen atoms, respectively. Reused with permission from Ref. 23.

molecules (well below the quantity needed to partially passivate the surfaces), the two fric-
tion regimes are characterised by completely different friction coefficients. Friction regime
II is obtained when, after tribochemical splitting of the water molecules, ether groups form
across the sliding interface which remains crystalline. This is a cold-welding regime with
very high friction coefficient. Conversely, friction regime III can potentially lead to super-
low friction. After splitting of the water molecules, mechanochemical reactions involving
oxygen atoms cause local rearrangements of the surface structure and trigger the recon-
struction of one of the diamond surfaces. The surface reconstruction we observe is the so
called Pandey reconstruction, which is more stable than the unreconstructed (111) surface
when only a few surface dangling bonds are terminated. The aromatic character of the
Pandey reconstruction makes it chemically very stable, thus preventing the formation of
covalent bonds across the sliding interface.

To understand whether these friction regimes can be found on other crystallographic
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orientations of the diamond surface, we adopted the same approach to study the (110) and
(100) diamond surfaces.?* We found that the cold-welding regimes I and II, the H/OH-
passivation regime IV and the water film regime V are general to all of these low index
surfaces. Furthermore, new friction regimes were found on these two crystallographic ori-
entations. Due to the energetic stability of ether and keto groups on the (110) and (100)
surfaces, ether- and keto-passivation of these surfaces is possible and can lead to friction
coefficients that are very similar to those obtained in regime IV. Moreover, cross-linking
ether groups are much less probable at these two interfaces and only give rise to mild cold-
welding situations. Finally, superlow friction by aromatic passivation (regime III) was
not observed because the (110) and (100) surfaces do not show aromatic reconstructions.
However, since an amorphous layer forms on most diamond surfaces after deposition'®
or during tribological load,?® we performed further sliding simulations on ta-C sliding in-
terfaces. The simulations showed that passivating aromatic structures can form on ta-C
surfaces in sliding contact with glycerol,” thus proving the general importance of fric-
tion regime III for hard-carbon coatings whenever OH-containing molecules at the sliding
interface cannot provide full chemical termination of the surface dangling bonds.

4 Concluding Remarks

We hope that we could convince the reader that water splitting at surfaces and interfaces
is a fascinating research topic with a broad range of applications and possibly a large
impact on renewable energy conversion and in reducing energy consumption. Quantum
chemical methods proved as powerful tools to investigate the mechanisms which drive the
water splitting reactions under diverse conditions and for a plethora of different material
systems.

Acknowledgements

We gratefully acknowledge the computing time granted by the John von Neumann Insti-
tute for Computing (NIC) and provided on the supercomputers JURECA and JUWELS
at Jiillich Supercomputing Centre (JSC). We feel honoured that our project was selected
as John von Neumann Excellence Project 2017. T. K. acknowledges financial support by
JSPS Overseas Research Fellowships. A. H. and M. M. are grateful for funding by the
Deutsche Forschungsgemeinschaft within Grant No. Mo 879/17. A. H., L. M., and M. M.
kindly acknowledge financial support from the Insol Project (BMBEF, Grant 01DQ14011)
and the SOLAROGENIX Project (EC-FP7-Grant Agreement No. 310333).

References

1. T. Bak, J. Nowotny, M. Rekas, and C. C. Sorrell, Photo-electrochemical hydrogen
generation from water using solar energy. Materials-related aspects, Int. J. of Hy-
drogen Energy 27, 991-1022, 2002.

2. S. L. Dudarev, G. A. Botton, S. Y. Savrasov, C. J. Humphreys, and A. P. Sutton,
Electron-energy-loss spectra and the structural stability of nickel oxide: An LSDA+U
study, Phys. Rev. B 57, 1505-1509, 1998.

81



10.

11.

12.

13.

14.

16.

17.

M. Mehta, N. Kodan, S. Kumar, A. Kaushal, L. Mayrhofer, M. Walter, M. Moseler,
A. Dey, S. Krishnamurthy, S. Basu, and A P. Singh, Hydrogen treated anatase TiO;:
a new experimental approach and further insights from theory, J. Mater. Chem. A 4,
2670-2681, 2016.

A. Mettenborger, Y. Goniilli, T.Fischer, T.Heisig, A.Sasinska, C.Maccato, G.Carraro,
C.Sada, D.Barreca, L.Mayrhofer, M.Moseler, A.Held, and S.Mathur, Interfacial in-
sight in multi-junction metal oxide photoanodes for water-splitting applications,
J. Mater. Chem. A 4, 26702681, 2016.

D. Primc, G. Zeng, R. Leute, M. Walter, L. Mayrhofer, and M. Niederberger, Chemi-
cal Substitution — Alignment of the Surface Potentials for Efficient Charge Transport
in Nanocrystalline TiO, Photocatalysts, Chem. Mater. 28, 4223-4230, 2016.

X. Wang, L. Mayrhofer, M. Hofer, S. Estrade, L. LopezConesa, H. Zhou, Y. Lin,
F. Peir6, Z. Fan, H. Shen, L. Schifer, M. Moseler, G. Briuer, and A. Waag, Facile and
Efficient Atomic Hydrogenation Enabled Black TiO2 with Enhanced PhotoElectro-
chemical Activity via a Favorably Low Energy Barrier Pathway, Adv. Energy Mater.
9, 1900725, 2019.

A P. Singh, N. Kodan, B. R. Mehta, A. Held, L. Mayrhofer, and M. Moseler, Band
Edge Engineering in BiVO/TiO, Heterostructure: Enhanced Photoelectrochemical
Performance through Improved Charge Transfer, ACS Catal. 6, 5311-5318, 2016.

J. Leduc, Y. Goniillii, T.-P. Ruoko, Th. Fischer, L. Mayrhofer, N. Tkachenko,
C. L. Dong, A. Held, M. Moseler, and S. Mathur, Electronically Coupled Uranium
and Iron Oxide Heterojunctions as Efficient Water Oxidation Catalysts, Adv. Funct.
Mater. 29, forthcoming, 2019.

. A. K. Burrell, T. M. McCleskey, P. Shukla, H. Wang, T. Durakiewicz, D. P. Moore,

C. G. Olson, J. J. Joyce, and Q. Jia, Controlling Oxidation States in Uranium Oxides
through Epitaxial Stabilization, Adv. Mater. 19, 3559-3563, 2007.

A. R. Fox, S. C. Bart, K. Meyer, and C. C. Cummins, Towards uranium catalysts,
Nature 455, 341-349, 2008.

G. J. Hutchings, C. S. Heneghan, 1. D. Hudson, and S. H. Taylor, Uranium-oxide-
based catalysts for the destruction of volatile chloro-organic compounds, Nature 384,
341-343, 1996.

T. T. Meek and B. von Roedern, Semiconductor devices fabricated from actinide ox-
ides, Vacuum 83, 226-228, 2008.

Z. Sofer, O. Jankovsky, P. Simek, K. Klimova, A. Mackova, and M. Pumera Uranium-
and Thorium-Doped Graphene for Efficient Oxygen and Hydrogen Peroxide Reduc-
tion, ACS Nano 8, 7106-7114, 2014.

S. W. Zhang, Green tribology: fundamentals and future development, Friction 1,
186-194, 2013.

. K. Holmberg, P. Andersson, and A. Erdemir, Global energy consumption due to fric-

tion in passenger cars, Tribol. Int. 47, 221-234, 2012.

A. R. Konicek, D. S. Grierson, A. V. Sumant, T. A. Friedmann, J. P. Sullivan,
P. U. P. A. Gilbert, W. G. Sawyer, and R. W. Carpick, Influence of surface passivation
on the friction and wear behavior of ultrananocrystalline diamond and tetrahedral
amorphous carbon thin films, Phys. Rev. B 85, 155448, 2012

J.-M. Martin, M.-I. De Barros Bouchet, C. Matta, Q. Zhang, W. A. Goddard III,
S. Okuda, and T. Sagawa, Gas-phase lubrication of ta-C by glycerol and hydrogen

82



18.

19.

20.

21.

22.

23.

24.

25.

peroxide. Experimental and computer modeling, J. Phys. Chem. C 114, 50035011,
2010.

M.-1. De Barros Bouchet, G. Zilibotti, C. Matta, M. C. Righi, L. Vandenbulcke,
B. Vacher, and J.-M. Martin, Gas-phase lubrication of ta-C by glycerol and hydrogen
peroxide. Experimental and computer modelingFriction of diamond in the presence
of water vapor and hydrogen. Coupling gas-phase lubrication and first-principles
studies, J. Phys. Chem. C 116, 6966-6972, 2012.

G. Zilibotti, S. Corni, and M. C. Righi, Load-induced confinement activates diamond
lubrication by water, Phys. Rev. Lett. 111, 146101, 2013.

L. Pastewka, S. Moser, P. Gumbsch, and M. Moseler, Anisotropic mechanical amor-
phization drives wear in diamond, Nat. Mater. 10, 34-38, 2011.

T. Kunze, M. Posselt, S. Gemming, G. Seifert, A. R. Konicek, R. W. Carpick,
L. Pastewka, and M. Moseler, Wear, plasticity and rehybridization in tetrahedral
amorphous carbon, Tribol. Lett. 53, 119-126, 2014.

G. Moras, A. Klemenz, T. Reichenbach, A. Gola, H. Uetsuka, M. Moseler, and
L. Pastewka, Shear melting of silicon and diamond and the disappearance of the
polyamorphic transition under shear, Phys. Rev. Mater. 2, 083601, 2018.

T. Kuwahara, G. Moras, and M. Moseler, Friction regimes of water-lubricated di-
amond (111): role of interfacial ether gorups and tribo-induced aromatic surface
reconstructions, Phys. Rev. Lett. 119, 096101, 2017.

T. Kuwahara, G. Moras, and M. Moseler, Role of oxygen functional groups in the fric-
tion of water-lubricated low-index diamond surfaces, Phys. Rev. Mater. 2, 073606,
2018.

T. Kuwahara, P. A. Romero, S. Makowski, V. Weihnacht, G. Moras, and M. Moseler,
Mechano-chemical decomposition of organic friction modifiers with multiple reactive
centres induces superlubricity og ta-C, Nat. Commun. 10, 151, 2019.

83






Machine Learning Transport Properties in Quantum
Many-Fermion Simulations

Carsten Bauer and Simon Trebst

Institute for Theoretical Physics, University of Cologne, 50937 Cologne, Germany
E-mail: {bauer, trebst} @thp.uni-koeln.de

In computational condensed matter physics, the influx of algorithms from machine learning
and their combination with traditional numerical many-body approaches is one of the most
enticing recent developments. At this confluence novel techniques have been developed that
allow to characterise many-body wave functions and discriminate quantum phase of matter by
adapting concepts from computer science and statistics, which have proved tremendously prac-
tical in completely different contexts. However, in order to actually turn into a productive and
widely accepted tool for obtaining a deeper understanding of microscopic physics these novel
approaches must allow for meaningful, comprehensible inference and go beyond the applica-
bility of their traditional counterparts. In this contribution, we report on significant progress
made in this direction by discussing a novel algorithmic scheme using machine learning tech-
niques to numerically infer the transport properties of quantum many-fermion systems. This
approach is based on a quantum loop topography (QLT), and capable of distinguishing conven-
tional metallic and superconducting transport in quantum Monte Carlo simulations by learning
current-current correlations from equal-time Green’s functions. We showcase this approach
by studying the emergence of s- and d-wave superconducting fluctuations in the negative-U
Hubbard model and a spin-fermion model for a metallic quantum critical point. The presented
results, combined with the numerical efficiency of the QLT approach, point a way to identify
hitherto elusive transport phenomena such as non-Fermi liquids using machine learning algo-
rithms.

1 Introduction

State-of-the art machine learning techniques have not only become ubiquitous in our daily
life (sorting emails, suggesting movies to watch, or identifying users by the touch of a
button or the scan of a face), they also promise to become a powerful tool in quantum
statistical mechanics. Their core functions — dimensional reduction and feature extraction
— are a perfect match to the goal of identifying essential characteristics of a quantum many-
body system, which are often hidden in the exponential complexity of its many-body wave-
function or the abundance of potentially revealing correlation functions. The basic idea of
interpreting collective states of matter, such as superfluids, superconductors, or insulating
quantum liquids, as a source of complex data with unknown intrinsic structure immediately
opens up all of condensed matter physics as a playground for established machine learning
algorithms implementing supervised, unsupervised, or reinforcement learning schemes.
Groundbreaking initial steps in this direction! have demonstrated that convolutional
neural networks can indeed be trained to learn sufficiently many features from the corre-
lation functions of classical and quantum many-body systems? such that distinct phases of
matter can be discriminated and the parametric location of the phase transition between
them identified. In parallel, it has been demonstrated that machine learning of wave func-
tions is possible,*# which can lead to a variational representation of quantum states based
on artificial neural networks like restricted Boltzmann machines that, for some cases, out-
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performs entanglement-based variational representations.’ In a parallel development, ef-
forts to integrate machine learning perspectives into established numerical schemes have
led to many methodological improvements such as new quantum Monte Carlo flavours
with dramatically reduced autocorrelation times.>

This contribution reports on recent progress made in the use of machine learning to
identify transport characteristics of itinerant electron systems. We will showcase that an
innovative technique dubbed “quantum loop topography” (QLT), initially introduced by
Eun-Ah Kim’s group at Cornell to detect topological order in integer and fractional Chern
insulators,’ is capable of reliably distinguishing conventional metallic and superconduct-
ing transport by machine learning the essential features of longitudinal imaginary time
current-current correlations. It should be noted that electronic transport properties are no-
toriously difficult to calculate — in the context of Monte Carlo approaches this typically
asks for an analytic continuation, which is numerically ill posed, yielding no controlled
framework to probe transport properties. As such, the QLT approach offers an intriguing
alternative that is also vastly more efficient; the scaling of the computational cost differs by
multiple orders of the considered system size. When compared to other machine learning
protocols for quantum state recognition, the QLT stands out as a preprocessing step that, by
using a correlation loop topography as a filter, selects and organises the input data with the
physical response characteristic of the target phase in mind. It thereby distinguishes itself
from, e. g. the application of convolutional neural networks (CNNs) whose motivation has
been primarily rooted in image recognition techniques. Crucially, while making equally
good transport predictions as CNNs, QLT requires a considerably smaller fraction of the
input data, which is given by equal-time Green’s functions produced in quantum Monte
Carlo simulations. It has thereby become the method-of-choice for future applications in
quantum statistical physics.

Although QLT is generally applicable, we will restrict our demonstration in this article
to the particularly interesting case of transport in a quantum critical metal.® In the vicinity
of an antiferromagnetic quantum critical point, which marks the onset of magnetic order at
zero temperature, quantum critical fluctuations can interact with gapless excitations on a
finite Fermi surface. In previous work, our group has established in numerically exact stud-
ies?1? of sign-free microscopic models that this interplay can give rise to novel non-Fermi
liquid regimes and can lead to the emergence of unconventional d-wave superconductivity,
making it a candidate mechanism responsible for some of the physics of many actively re-
search materials such as the electron-cuprates, iron-pnictides, and heavy fermion materials
- the high-temperature superconductors. We have reported on these activities in a previ-
ous contribution to this series.!> As we will show in this article, QLT offers a new route
for the exploration of transport properties across the phase diagram of such quantum crit-
ical metals® — an insight made possible through our large-scale simulations on the Jiilich
supercomputing facilities.

2  From Convolutional Neural Networks to Quantum Loop
Topography

Arguably, one of the most striking applications of machine learning is pattern recogni-
tion in images, the prime examples being handwritten digit classification - for instance
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Figure 1. Neural network architectures. (a) QLT used as an input to a feed-forward fully-connected shal-
low neural network with one hidden layer of sigmoid neurons. Only triangular loops LjAk , are illustrated. (b)

Deep convolutional neural network that convolves and pooles the unprocessed Green’s functions }Sjk | before
threading them through a fully-connected layer of hidden neurons. Taken from Ref. 8.

of the famous MNIST data - and facial recognition. Conceptually, the employed strat-
egy is straightforward: given a set of pre-classified images, a statistical model is trained
until it has learned enough essential features to be able to distinguish between images of
different categories. Hereby, the training amounts to minimising a cost function, which
quantifies the deviation from the expected prediction across the training dataset, by a vari-
ant of gradient descent. However, despite its simplicity the performance of this approach
will generally largely depend on the specific machine learning model and in particular its
capability to extract and memorise correlation characteristics. As a consequence, many
different architectures like multi-layer perceptrons, support vector machines, and feed-
forward neural networks (FFNN) have been proposed over time. A key step in the success
story of automated image recognition has been to combine such artificial neural networks
with convolutional layers that systematically act as filters or preprocessors on the origi-
nal data set. This way the identification of patterns is facilitated by exploiting the locality
of correlations. In Fig. 1b we illustrate the typical architecture of such a so-called deep
convolutional neural network, which consists of multiple successive convolutional layers
eventually feeding into a regular FFNN.

Transferring this convolutional prefiltering approach to physics applications has al-
lowed our group to take the first steps in identifying and discriminating different quantum
states of many-fermion systems.? By interpreting the equal-time Green’s functions of a
spinful Hubbard-model, produced in quantum Monte Carlo simulations, as image snap-
shots of the physical system — real and imaginary parts are taken as separate colour chan-
nels, similar to the well-known RGB colour scheme — we were able to machine learn the
distinction between an antiferromagnetic insulator and a semi-metal.> This original ap-
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Figure 2. Illustration of the (i) triangular and (ii) quadralateral loop operators employed in the loop topography
of the longitudinal current-current correlation function. Taken from Ref. 8.

proach, which employed a supervised learning strategy can be further generalised into an
unsupervised setting, where the number of distinguishable quantum phases is not a priori
known and learned in the process'# — allowing for a semi-automatic determination of entire
phase diagrams.

Some of the more intriguing many-fermion states like superconducting states and topo-
logically ordered states, however, ask for more sophisticated, tailor-made “physics filters”
in lieu of the simple convolutional layers in order to allow for a deeper understanding.
In a recent work,® we have expanded one such approach dubbed “quantum loop topogra-
phy” (QLT) by its developers,” which substitutes the generic convolutional layers by a loop
topography scheme based on the specific physical response function of interest. More con-
cretely, targeting longitudinal transport properties we consider the zero-frequency current-
current correlation function

A (r1, 7250, = 0) = /dr (o (r1,7) Ju (x2,0)) (1)
where j.(r1,7) = e/7j,(r))e 7 with the current density operator j,(r;) =
—i[H (r1), Z]. The Fourier transform of A, is famously related to the superfluid density
ps which, when surpassing a certain critical value, indicates superconducting transport.'
For a gapped system it can readily be shown® that the current-current correlation at zero
temperature breaks into a weighted combination of four-vertex loops and triangular loops
of Green’s functions P/, = (ci,cr>,

Azm(rlarZ;wnZO) = Z Pr2r4Pr4r1Pr1r3Pr3r2 (‘rl - .’E4) (1'2 - 1’3)

rary
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The key idea of QLT is to approximate these current-current correlations by small loop
operators (Fig. 2),

L = PilaPulpPyly A3)
and

L5 = Pjklar Putl g Pim o Prjlsr 4
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in which the Green’s functions ]3]- k|o are typically obtained from individual samples « of
quantum Monte Carlo simulations. Pictorially, as shown in Fig. 1a, the QLT amounts to
constructing a loop vector field from the expectation values of LjAk ; and LjDk 1m for different
lattice sites in a preprocessing step before feeding the loop topography information into
a regular feed-forward neural network. By processing the loop operators during the sam-
pling process and avoiding an a posteriori Monte Carlo averaging, we quickly pass these
fluctuation-laden data, which encodes partial information of the current-current correlation
function, to the machine learning step.

Compared to regular convolutional layers, the QLT as a preprocessing unit has two
important advantages. First, since being based on a particular physical correlation function,
the information that is passed to the FFNN is transparent and physical. Hence one can draw
inferences about the importance of certain physical correlations and can systematically
improve the predictive powers of QLT by including higher order loop operators. Second,
the QLT approach is vastly more efficient as it operates only a small fraction of the full
Green’s function data: in two spatial dimensions it scales as L? x D(d.), where L is the
linear system size and D(d,.) denotes the loop vector dimension for a given maximal loop
length d., compared to the full L2 x L2 information. Remarkably, as we demonstrate below,
this increased efficiency does not come with a loss in prediction accuracy and thus gives
QLT a significant competitive edge over CNNss in transport characterisation applications.

3 Quantum Criticality in a Nearly Antiferromagnetic Metal

To showcase the power of the QLT approach for extracting transport characteristics of
itinerant electron systems, we will apply it to the case of a two-dimensional metal near the
onset of commensurate antiferromagnetic spin-density wave (SDW) order. Quantum phase
transitions in metals pose a substantial theoretical and computational challenge since, in
contrast to insulating systems, the order parameter modes can interact with gapless fermion
excitations. The quantum critical physics of the system can be captured!! by an effective
Euclidean action S = Sy, + S, + S, in terms of fermionic operators 1, 1 (spin and other
indices are left implicit) with dispersion ¢ and chemical potential x coupled to a bosonic
order parameter ¢,

Sw:/k¢11(37+6k*u)¢k

T 1 2 1 2 u
Sy = ¢+ - (V — (0, —(¢*)? 5
o= [ 505007 + 5 @08 + 56 ®
Sy = )\/ e'¥xg .yl (x)FP(x) + hec.
Here, & are spin Pauli matrices, Q = (m, 7) is the antiferromagnetic ordering wavevector
and ¢ is a 1-, 2-, or 3-component vector (depending on whether the SDW order parame-
ter has easy-axis, easy-plane, or isotropic character, respectively). S, is a usual Landau-
Ginzburg-Wilson ¢*-theory, written as an expansion in powers of the order parameter ¢
and its derivatives, where the tuning parameter r drives the system through a quantum crit-
ical point (QCP). The interaction term, S}, is of Yukawa type, linear in ¢ and quadratic in
the fermion operators.
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As wusual, the central quantity of interest is the partition function Z =
/D (z/J, YT, <p) e~ which after tracing out the fermion degrees of freedom can be written
in determinant quantum Monte Carlo (DQMC) form as'®

Z = /Dgp e 5% det G;l + O (AT2) (6)

Here, Gy = Pjls = (1;9])4 is the equal-time Green’s function and A7 is the usual
controlled Trotter decomposition error.

Generally, quantum Monte Carlo simulations of the partition function for a model of
interacting fermions will be hindered by a severe fermion-sign-problem - the integral kernel
cannot be safely interpreted as a probability weight, as G4 and its determinant are complex
valued. However, as identified by Erez Berg and collaborators in a seminal work,'” this
issue is lifted for model (5) by an intrinsic anti-unitary symmetry (much like time reversal)
which renders it amenable to a numerically exact analysis.

As our group was able to show in the first unbiased, numerically exact studies® '? of
model (5), which have been conducted on the JURECA and JUWELS supercomputers
over multiple funding periods (see also our contribution'? to this series in 2018), the phase
diagram of the antiferromagnetic quantum critical metal clearly reveals a dome-shaped
d-wave superconducting phase with a comparably high superconducting transition temper-
ature T, ~ F'r /30 compared to BCS theory (see the inset of Fig. 3). This transition from
metallic to superconducting transport, which has been established by (costly) explicit cal-
culations of the superfluid density, serves as a real-world benchmark for the QLT approach.

Applying a supervised learning scheme, we consider a finite-temperature scan cutting
into the superconducting dome close to the maximal 7, and train a basic feed-forward
neural network on QLT preprocessed equal-time loop correlations (Fig. 1a) at the extremal
temperatures 7' ~ 0.2 and T' ~ 0.03, where the system shows regular metallic and su-
perconducting transport character, respectively. In Fig. 3 we show the neural output of the
QLT architecture, which quantifies the confidence that the metal is in a superconducting
phase, as a function of the inverse temperature. Clearly, the QLT model is able to reliably
distinguish both transport regimes in the high and low temperature limits. Furthermore,
it correctly identifies superconducting transport properties over an extended temperature
range, as indicated by a high-confidence plateau. Remarkably, the entire trend of the neu-
ral output is in great agreement with quantum Monte Carlo results:® the notable increase of
the confidence coincides with the onset of diamagnetic superconducting fluctuations (grey
shaded region) before it indicates an extended superconducting phase at low temperatures,
B > B. = 12.5 (dashed line). In comparison to a conventional CNN (Fig. 3), which has
been trained on the entire equal-time Green’s function data, the QLT analysis provides
similar accuracy while only relying on a subset of the data, namely physical small-loop
correlations (Fig. 2). Overall, these findings suggest that the QLT model has efficiently
identified and captured the superconducting transport characteristics across the phase dia-
gram.

4 Concluding Remarks

In this article we have reported on a recent advance in the application of machine learn-
ing in condensed matter research: the probing of transport properties in itinerant quantum
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Figure 3. Neural network output for the superconducting transition near a metallic easy-plane antiferromag-
netic quantum critical point. The training points were at 5 = 30 for superfluid transport and 8 = 5 for
metallic transport. The vertical lines indicate the superconducting transition temperature 3. ~ 12.5 (dashed)
derived from the superfluid density measurements and the onset of diamagnetic fluctuations Bgi, ~ 6.9 (dotted)
where the orbital magnetic susceptibility changes sign.” The inset (modified from Ref. 9) illustrates the chosen
finite-temperature scan cutting into the superconducting dome. Taken from Ref. 8.

many-fermion systems by quantum loop topography.”-® In contrast to directly applying
feature extraction techniques (often originally developed for pattern recognition in images)
to physics problems, the QLT approach stands out as a preprocessing scheme that filters
the relevant correlations of a physical response function of interest. As we have showcased
for a quantum critical metal the QLT approach is capable of reliably identifying a change
in transport to reasonable accuracy while being vastly more efficient than traditional cal-
culations, based on the superfluid density, and convolutional neural network architectures.
Building upon these results, a natural question is whether, for a sufficiently suppressed
superconducting dome, QLT can be used for the exploration of a potential fan-shaped
quantum critical regime where transport is governed by the underlying QCP at 7' = 0. In
this regard, we believe that the transparent physical basis of QLT is a valuable step in the
implementation of machine learning methods that, when combined with analytical insight,
will allow us to draw inferences about the physical mechanisms at play.
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The problem of defects in correlated materials is at the heart of the fascinating phenomenology
of many of these compounds. A vast number of prominent features of strongly correlated sys-
tems, such as e. g. high-temperature superconductivity in cuprates and iron pnictides, or heavy-
fermion physics in Ce-based compounds is often directly associated with a defect-crystal state.
Already the very concept of a doped Mott-insulator builds up on the understanding of impurities
implanted in an otherwise perfect crystal lattice. However, a deeper understanding of the real-
istic physics is then connected to a faithful description of the defect chemistry underlying the
material under consideration. We here show that the combination of density functional theory
(DFT) with dynamical mean-field theory (DMFT) provides a proper tool to elucidate this real-
istic interplay between many-body physics and defect chemistry. Focus is on transition-metal
oxides which are well known to harbour diverse manifestations of electronic correlations. Two
prominent concrete examples, the paramagnetic metal-to-insulator transition in VoOg3 driven
by chromium doping, and the long-standing issue of lithium-doped NiO will be addressed in
some detail.

1 Introduction

Defects in crystal lattices drive very important phenomenology in condensed matter
physics. Prominent examples are for instance the impurity doping of semiconductors such
as silicon to facilitate conductivity or the movement of dislocations in metals as the ori-
gin for plasticity. Traditionally, one characterises such defects by their dimensionality:
zero-dimensional point defects (e. g. vacancies or antisite atoms), one-dimensional line de-
fects (e. g. dislocations) and two-dimensional planar defects (e. g. grain boundaries). In
this brief overview, we will focus on the aspect of point defects in prominent correlated
transition-metal oxides.

The effect of realistic point defects are believed to be at the root of many challenging
correlation phenomena. For instance, the high-temperature superconductivity of cuprates’
such as LasCuO,4 or YBayCusOy originates from hole doping the CuO, layers in these
systems. This is realised either by directly achieving oxygen deficiency in those layers,
or by introducing different-valence elements in the region in between, e. g. partially re-
placing La®>* by Sr?* in the case of LayCuQOy. As another example, the Ce defect com-
pound CeCug_,Au, is a paramount case of a heavy-fermion system, possibly harbouring
a quantum-critical point. Thereby, the concentration balance x between Cu and Au is a
key control parameter. Furthermore, the introduction of point defects is a proper and ver-
satile tool to modify, tune and engineer correlated materials properties in view of possible
technological applications. For instance, in the areas of photovoltaic materials and battery
materials, defect engineering of charge-gap sizes or redox potentials is an important opti-
misation procedure. Thus, a deeper realistic understanding of the interplay of electronic
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correlations and defect properties is relevant from both perspectives, basic research as well
as technological applications.

Of course, the theoretical modelling of point defects in materials has a long history. Yet
especially for correlated materials, the tools for an investigation on a realistic level have
been limited until recently. There are several limiting perspectives that are often utilised
to account for the impact of defects in quantum materials. These include e. g. volume
or lattice-parameter modifications, shifting of the chemical potential, effective-medium
or virtual-crystal considerations, or the sole formation of impurity bands. While those ap-
proaches to realistic doping may provide reasonable results in certain cases, they are surely
restricted, miss relevant aspects and even can be misleading. It is however also noteworthy
to state that a perfectly satisfying approach does yet not exit. Randomly-distributed point
defects break the translational invariance of the crystal lattice, which render usual k-space
approaches only approximate. Still, a sound first-principles modelling should be able to
tackle both, local as well as long-ranged effects of the defect introduction to the lattice.
Therefore, supercell approaches are generally believed to mark the best-tailored approxi-
mations to the problem. Though they necessarily introduce a periodical reproduction and
hence an artificial ordering pattern of defects, this failure can in principle be converged
to negligible contribution by further and further enlargement of the supercell. In prac-
tise, since a quantum-physical relevant defect impact usually arise only for concentrations
> 1%, supercell sizes of up to 100-200 atomic sites turn out sufficient for most materials
under consideration to obtain reasonable results. Note that we here do not aim at e. g. met-
allurgical problems such a dislocation dynamics or crack propagation on an atomistic level,
which often ask for more than 10° atoms in a (semi)classical molecular-dynamics simula-
tion. First-principles supercell approaches enable the description of local effects, such as
e. g. local distortions or local symmetry breakings, and global effects, such as e. g. lattice-
parameter changes or modifications of the lattice electronic structure.

2 Theoretical approach: multi-site DFT+DMFT

The proper first principles approach for defects in correlated materials asks for the fol-
lowing ingredients. A faithful description of the chemical bonding and lattice effects, a
general and accurate account of many-body physics, both with reasonable numerical per-
formance in a supercell architecture. The charge self-consistent combination of density
functional theory (DFT) with dynamical mean-field theory (DMFT) in a multi-site or so-
called “real-space” setting fits to these demands. We here provide only a brief review of the
DFT+DMFT framework, more detailed descriptions can be found elsewhere (e. g. Ref. 2).

Key to DFT+DMEFT is the interfacing of both methods, usually realised by subsequent
down- and upfolding between a general Bloch space and a chosen correlated subspace
C. The Kohn-Sham DFT treatment of the problem covers the whole Bloch space, while
DMEFT is explicitly active only in C. Charge self-consistency via an update of the Kohn-
Sham potential by including DMFT self-energy effects for the charge density, ensures a
thorough coupling within this hybrid scheme. The correlated subspace is obtained from
a Wannier(-like) construction for the correlation-relevant quantum space. The d shell of
transition metals or the f shell of rare-earth atoms usually form the latter, if they actively
take part in the charge fluctuations within the system. Locally, a multi-orbital Hubbard
Hamiltonian is applied C, usually parametrised in a spherical form by a Hubbard interaction
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U and a Hund’s exchange Jy.

In the supercell approach, the correlated subspace spans over all correlated sites,
whereby each of these sites defines an impurity problem in the DMFT sense.? The cou-
pling is realised via the DFT+DMFT self-consistency condition invoking the computation
of the complete lattice Green’s function. This multi-site or real-space framework gener-
alises DMFT to the problem of various coupled single-site impurity problems on a given
lattice. Note that it is only necessary to explicitly compute the impurity self-energy on
symmetry-inequivalent sites and then translate the self-energy to the equivalent sites.

The results discussed here were obtained with a mixed-basis pseudopotential code* for
the DFT part and by hybridisation-expansion continous-time quantum Monte Carlo (CT-
QMC)’ as implemented in the TRIQS package® for the DMFT impurity solution. For more
technical details on the DFT+DMFT implementation the reader is referred to Ref. 2. The
computational effort scales with the number of inequivalent sites to be treated in DMFT,
the CT-QMC part marking the main bottleneck of the calculation. However, the DFT part
of the problem may also become demanding in the supercell approach. Note that compu-
tationally, the calculations are challenging from both aspects, numerical performance as
well as memory issues.

3 Cr and Ti doping of V,03

The phase diagram of V5037 (see Fig. 1) poses a sophisticated condensed-matter prob-
lem for about 50 years. The correlated oxide at stoichiometry is a paramagnetic metal (PM)
at ambient conditions, but transforms into an antiferromagnetic insulator (AFI) well below
200 K. Application of pressure as well as doping with Ti stabilises the PM phase. Doping
with Cr leads to a paramagnetic insulator (PI) at a certain concentration threshold. Mea-
surements show that the introduction of Cr expands furthermore the lattice. Therefore, to
a first approximation, doped V503 has long been thought as a realistic case of a canonical
Mott system: applied pressure leads to strong hybridisation and hence stronger metallicity,
while negative pressure strengthens the localisation tendencies, hence stabilises the Mott

negative pressure positive pressure

paramagnetic
metal (PM)

Temperature (K)

Crdoping 004 002 0 002 004 006 Tidoping

Figure 1. Experimental phase diagram of VO3 as given by Refs. 7-9. Paramagnetic metal (PM) at ambient con-
ditions and with Ti doping, paramagnetic insulator (PI) with Cr doping and at negative pressure, antiferromagnetic
insulator (AFI) at low temperature.
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insulator. The localised spin degree furthermore orders antiferrormagnetically at low T’
due to the well-known kinetic-exchange mechanism.

However based on further experimental facts'® and recent DFT+DMFT calcula-
tions,> ''~1# it has become clear that this appealing simplistic picture falls too short. For
instance, it has long been shown that the Ti doping also expands the lattice,'> though not
that strongly as Cr doping. This is an important lesson: though applied pressure and Ti
doping have the same principal effect on the conductivity, that does not immediately mean
that the physical reason behind is identical, i. e. that both processes contract the lattice.
Furthermore, the recent DFT+DMFT!4 study revealed that for reasonable local Coulomb
interactions the lattice-expansion effect in the Cr-doped case alone cannot account for the
appearance of the PI phase. Thus there has to be something more to both doping scenarios,
in order to explain the long-standing phase-diagram findings. We here briefly review the
key content of Ref. 14, and refer to the original publication for further details.

The DFT+DMEFT investigation was performed with using the V(3d)-t2, threefold or-
bital sector, i. e. two e’gT and one a4 orbital, as the local correlated subspace. A Slater-
Kanamori Hamiltonian parametrised by U = 5eV and Jy = 0.7eV governs that space.
The doping scenarios are realised by 80-atom supercells, where one V site is replaced
by Cr or Ti, respectively (see Fig. 2a). This amounts to a defect concentration of 3.1 %,
matching experimental reality. Structural relaxation of the defect cells is performed within
DFT+U. Fig. 2b/c summarise the key findings of the theoretical study at 7" = 194 K. The
stoichiometric reference phase is verified metallic with sizeable correlations, visible by the
clear formation of lower and upper Hubbard bands in line with a renormalised quasiparticle

Cr doping Ti doping |-
stoichiometric stoichiometric
|- exp.-averaged-Cr |— exp.-averaged-Ti
— 3.1% Cr, unrelaxed|: — 3.1% Ti, unrelaxed
S [~ 31%Cr. relaxed = 3.1% Ti, relaxed
25 : -
<
0 P I P I T N N BT M
3 2 -1 0 1 2 3 2 -1 0 1 2
(b) o (eV)
3.1% Cr, relaxed |l stoich. e "|| 3.1% Ti, relaxed | ! -
’l stoich a : | \
S 5L = 9L : \
% 2 —V—eg ] | \
= - V-a, AN
8 i TN
< | | \
/ \
|
0 : b PR
3 2 1 0 1 2 3 2 1 0 1 2
(c) o (eV)

Figure 2. Theoretical modelling of 3.1 % Cr or Ti doping of V20Os3. (a) 80-atom supercell with V (blue), O (red)
and impurity (green). (b,c) DFT+DMFT result for the total (b) and local (c) spectral function for various settings
atT = 194 K.
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(QP) peak at the Fermi level. On the local level, there is polarisation towards eg, slightly
enhanced compared to the orbital polarisation within DFT.

Let’s then focus first on the Cr doping. The simplest treatment is still performed in the
original small primitive cell, but using the experimental averaged lattice data that comes
with the Cr-induced expansion. Correlations are further enhanced within this picture, yet
an insulating regime may not be realised. Next, a supercell calculation with still unrelaxed
atomic positions already leads to a further substantial spectral-weight transfer and a weak-
ened QP peak. Thus the sole substitution of V by non-isovalent Cr already leads to charge
fluctuations/transfers and symmetry reduction in the system, and increases electronic cor-
relations. Additional structural relaxations finally lead to the opening of charge gap of
size ~ 0.1eV in good agreement with experimental results.!® 7 The local spectral func-
tions show finally a very strong orbital polarisation towards ey, which qualitatively also
matches with an experimental comparison between the stoichiometric and the Cr-doped
phase.'® The chromium site nonetheless essentially remains in the expected Cr3* state,
with its to4 states located around ~ —2.5eV. However, fluctuations with the host atoms
are still very strong, as evidenced by a strong Cr resonance just above the charge gap. The
key reason for the Mott-insulating instability with Cr doping are local symmetry breakings
from trigonal to monoclinic that occur upon structural relaxation. Thereby, the degeneracy
of both ey states is lifted and the strong correlations are then very effective in driving the
system towards the insulating regime.

Turning to the Ti-doped case, the physics is quite different. The introduction of Ti
leads in the end to a correlated metal, in agreement with experiment. The Ti-t5, states are
well above the Fermi level, hence one is facing a Ti*+ oxidation state. In other words,
the titanium impurity is in a 3d° state and effectively dopes its surrounding with one ad-
ditional electron. From a low-temperature perspective, this charge-doping effect of Ti ren-
ders Mott-insulating VO3 eventually metallic and prohibits insulating tendencies also at
higher temperatures. Note that upon structural relaxation, the local monoclinic distortions
that take place for Cr doping are absent in the Ti-doped case.

This essential differences for Cr and Ti doping explain the key features of the experi-
mental Vo035 phase diagram. It becomes very clear that albeit the trends with doping seem
to roughly match with a simplistic lattice expansion vs. contraction picture, the underlying
physics is much more subtle.

4 Lidoping of NiO

In the second application to be discussed in this brief review we want to focus on the
late transition-metal oxide NiO. Contrary to early transition-metal oxides like V50Og3, the
charge-transfer energy A is much smaller in late transition-metal oxides, therefore a charge
gap with correlations is often set by A, and charge-transfer insulators instead of Mott-
Hubbard insulators are realised.!” For NiO indeed U > A holds, and the O(2p) states
reside in between the lower and upper Hubbard band of the Ni(3d) states.”® Yet Mott-
Hubbard physics is still also a vital player in determining the correlated electronic structure
for the insulator with a charge gap of ~ 4eV. Replacing part of Ni by Li in nickel oxide
has long been known to be effective in hole doping the compound.??> Recently, doped
NiO gained renewed interest in view of photovoltaic applications,>** since pronounced
in-gap states (IGS) appear at ~ 1.2eV.?> 26

97



Here, we briefly review the recent first-principles many-body study of Li-doped NiO,
for further details we refer to Ref. 27. In order to account for the stoichiometric and
doped electronic spectrum of NiO with state-of-the-art DFT+DMFT, the charge-transfer
tendencies have to be reasonably described. This means not only the electronic correla-
tions emerging from Ni(3d), but also from O(2p) have to be described beyond DFT. Yet
a full many-body account treatment of those ligand states together with the ones from the
transition-metal sites proves cumbersome for various reasons. A simpler static handling
of the O(2p) correlations is sufficient to a good approximation. In our DFT+sicDMFT
approach this is achieved by applying a self-interaction correction (SIC) to the O(2s)
and O(2p) states on a pseudopotential level within a complete charge self-consistent
DFT+DMFT scheme. This is very efficient since it does not ask for a major change of
the existing self-consistency procedure, and boils down to only one additional o parame-
ter for the SIC of O(2p). The latter is chosen o = 0.8 and should hold for a wide range
of transition-metal oxides. The DMFT correlated subspace consists still of the relevant
transition-metal orbital, i. e. here the complete Ni(3d) shell, with a nominal 3d® filling for
present Ni2*. A full Slater-Condon 5-orbital Hamiltonian for U = 10eV and Jg = 1.0eV
acts in the correlated subspace. Since Li can be doped at rather large amounts into NiO,
we choose a doping level of z = 0.125 for Li,Ni;_,O (see Fig. 3a).

Fig. 3b shows that we indeed find the IGS essentially right at the experimentally known
position of 1.2eV. Also the further features of the stoichiometric and doped spectrums
agree to a very large extent with the experimental data .2 2> 26 Moreover, it can be revealed
that the formation of the IGS is at the expense of part of the competing correlated charge-
transfer states, i. e. d® and ligand hole as well as Zhang-Rice doublet, in NiO.

total (x=0) Al
— total :
O(2p) projected
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Figure 3. Theoretical modelling of 12.5 % Li doping of NiO. (a) 16-atom supercell with Ni (blue), O (red) and
Li (grey). (b) DFT+sicDMFT result for the stoichiometric and doped case: total (top) and local (bottom) spectral
function at 7' = 582 K.
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5 Summary

It was shown that state-of-the-art DFT+DMFT as well as its extension to DFT+sicDMFT,
represent powerful tools to tackle prominent point-defect problems in correlated materials.
The results underline furthermore the often underrated very important effects of dopants,
sometimes referred to as “dirt”. Working with this “dirt” is an indispensable way to tai-
lor, tune and engineer correlated materials, and a deeper understanding of the associated
physics inevitable for designing new states of matter in the future.
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On the example of the anionic model surfactant sodium dodecyl sulphate at the idealised water-
gold interface, our present molecular dynamics simulations illuminate the interdependence of
adsorption film morphology and its mechanical properties at the nanoscale. Distinct film phases
exhibit unique force response features in modelled atomic force microscopy experiments.

1 Introduction

In aqueous solution, amphiphilic surfactants adsorb on immersed surfaces. Dependent on
the specific molecule and concentration, they form surface structures of varying morphol-
ogy: monolayers of flat-lying molecules, hemicylindrical stripes or full cylinders have all
been observed. These films exhibit morphology-dependent mechanical properties, such
as nanoscopic response under the atomic force microscope (AFM)! as well as macro-
scopic lubrication performance.”? Our work focuses on the model surfactant sodium do-
decyl sulphate (SDS) at the H,O—Au(111) interface, known to form flat-lying monolayers
at low concentrations and stripe-like hemicylindrical aggregates with increasing adsorption
mass.? This phase transition alters the boundary film’s mechanical properties, and it was
hypothesised that this facilitates stick-slip response* under frictional loading. We use an
existing SDS parametrisation to simulate AFM experiments by means of classical all-atom
molecular dynamics (MD), as illustrated in Fig. 1. Systematic exploration of the para-
metric space spanned by concentration, film morphology, as well as AFM probe approach
velocity reveals distinctive behaviour along each of these dimensions.

10 A ' 0A

Figure 1. v = 1 m s~ approach of model AFM probe towards hemicylindrical SDS aggregates on Au(111). A
purple velocity vector v implies the probe’s linear approach, while a blue force vector Fy illustrates the film’s
resistance felt by the probe. Snapshot labels indicate surface—surface distance between probe and substrate.
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2 Methods

We carry out classical MD simulations employing a valence force-field that allows mod-
elling of physisorption processes but does not include breaking of covalent bonds. Pa-
rameters are taken from CHARMM? 36 and the INTERFACE force-field.® CHARMM
has been reported to reproduce micellar properties of SDS well.” The rigid water model
TIP3P (CHARMM standard) constitutes our explicit solvent. An embedded atom method
potential by Grochola® describes the Au-Au interaction. A cubic Au block with one of its
{111} surfaces exposed to the solution containing the SDS serves as substrate. It is sized
as to accommodate three hemicylindrical surfactant aggregates of ~ 2.5 nm experimen-
tally determined radius® on its surface. Sampling the full adsorption process from solution
lies out of reach within the timescales accessible by brute-force MD. Hence, we preassem-
ble a set of monolayers and hemicylinders at appropriate surface concentrations covering
the adsorption isotherm’s region of film phase transition. After minimisation, NVT-, and
NPT-equilibration, all systems evolve for 10ns, with only the substrate Langevin-tempered
while pressurising the solution along the surface normal.

AFM probe models are prepared by melting gold spheres of 2.5 nm initial radius and
subsequent slow quenching from 1800 K down to 298 K over a time span of 100 ns at
5 fs time step. Insertion at surface—surface distance d = 3 nm — sufficiently far as not to
disturb the adsorption film structure — follows the parallel alignment of a probe’s {111}
facet with the substrate’s (111) surface. Note that all surface—surface distances are stated
with respect to perfect overlap of substrate’s and probe’s outermost atomic layer as zero
reference. Succeeding repeated minimisation, NVT- and NPT-equilibration, substrate and
probe are tempered by a dissipative particle dynamics (DPD) thermostat'® ' while holding
the system volume fixed. After 0.5 ns, the probe model’s frozen core of 2.4 nm diameter
is instantaneously set into motion at prescribed velocity, approaching the substrate with its
bottommost 1.4 nm layer immobile.

All calculations at the interface apply a 2 fs time step, 3D-periodic boundary conditions,
and particle-particle particle-mesh Ewald summation treatment of long interactions. In the
above, standard conditions of temperature 7' = 298 K and pressure P = 1013 hPa hold
wherever applicable.

3 Results & Discussion

Estimating the drag force of our model AFM probe in water at standard conditions by
means of Stokes’ law for a bead in viscous fluid, F; = 6mnrv, with probe radius

Stokes drag of the AFM probe
velocity v [ms™1] 10 1| 0.1
analytical estimate Fy; [nN] | 0.15 | 0.02 | ~0
MD average Fy [nN] | 1.27 | 0.15 | 0.02

Table 1. Viscous drag in TIP3P water as estimated for a bead of » = 2.5 nm by Stokes’ law and as recorded via
MD for our AFM tip model in bulk solution.
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r = 2.5 nm and dynamic viscosity of the TIP3P rigid water model,'” = 0.321 mPa s,
yields non-negligible drag for v = 10 m s~ compared to the expected magnitude of ad-
sorption film response. Tab. 1 shows estimated and measured viscous drag at slower speeds
to diminish in comparison to the encountered film resistance. Viscous drag was measured
as the average force acting on the probe for distances d > 2.3 nm above the substrate.
Deviations from Stokes estimate are likely due to hydrodynamic interactions between tip
and surface at the distances probed here.

Characteristic force response features are unidentifiable in the fast approach case of
10ms~!, as apparent in Fig. 2. Even the two slower approaches still exhibit non-negligible
quantitative discrepancies. Yet, the two slowest approaches produce comparable qualitative
features. From inset A of Fig. 2 (distance d ~ 17 A) to Fig. 2B (d ~ 13 A), the slightly
compressed monolayer begins to reorder laterally under applied load. This is accompanied
by a repulsive force on the indenter. For the slowest approach rate (0.1 m s~1), there is a
slight increase in force between snapshots A and B that we attribute to the initial triggering
of the lateral tilt of the molecules. From Fig. 2C (d ~ 11 A) to D (d ~ 9 A), a forcefully

C Displacement Magnitude
o AN s A

normal force F [ nN ]!

distance d [ A ]

Figure 2. Velocity dependency of AFM force response. Figure shows normal force F' on the AFM tip as a
function of tip—surface distance d. Values at large d correspond to Stokes drag on the AFM tip reported in Tab. 1.
The colour-coding of substrate atoms in the insets shows the displacement of each atom from its initial position
for this particular snapshot. Varying substrate colouring for insets at d > 10A (A-D) reflects thermal fluctuations.
Slight substrate deformation is evident for d < 10 A (E-H). Panel H shows a top-view of only the SDS molecules
in the contact area.
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restructured film pushes the surfactant’s hydrocarbon tails towards the surface, where they
partially adhere to the substrate. This is accompanied by a slight drop in the repulsive
force on the tip. At Fig. 2E (d ~ 7 A), the head groups of molecules remaining within the
gap protrude above a monomolecular hydrocarbon layer. Strong repulsion arises from the
resistance against becoming a fully flat-lying monolayer, which needs to be accompanied
by the movement of molecules out of the contact.

The colour-coded magnitude of substrate atom displacement (measured with respect
initial position) reveals an indentation of the substrate clearly distinguishable from thermal
fluctuations at this distance. While the colours in panels A-D are purely due to thermal
fluctuations, panels E-H (forces £ 10nN) reveal and extended region of finite displacement
that is due to the elastic deformation of the substrate. This means the surface does not feel
a significant force from the indenter during initial approach A-D, as the whole deformation
is localised within the thin adsorption film.

AtFig. 2F (d ~ 5.5 A), only a monomolecular layer remains between tip and substrate.
The stark drop in repulsive force is due to the onset of Au-Au interaction. Note that the em-
ployed EAM potential® has a cutoff radius of 5.5 A, corresponding roughly to the position
of the minimum in repulsive force marked by panel F. Events at closer distances, Fig. 2G to
H, correspond to the probe’s deformation around a few surfactant molecules trapped within
the contact area, visualised in the contact area’s top view of Fig. 2H at d = 0. It is remark-
able that most surfactant molecules have been “squeezed out” of the contact. We believe
that at even slower approach rates the remaining molecules should also be able to leave the
contact by surface diffusion. Compromising between computational costs and accuracy,
we use 1 ms~? as reference velocity for the simulations described in the following.

Fig. 3 shows the variation of force—distance curves with surface concentration dur-
ing approach of the AFM tip for homogeneous films. With increasing surface number
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Figure 3. Distinguished AFM response features of SDS monolayers for increasing concentrations at 1 m s—!
approach velocity. Insets show snapshots around surface—surface distance d ~ 10 A. At surface number concen-
trations as high as 2.9 nm—2, the morphology probed here does not constitute a realistic system anymore: The
monolayer will have undergone a phase transition to hemicylindrical aggregates, as discussed below in Fig. 4.
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concentration n, the simulated AFM force—distance curves exhibit transitions in char-
acteristic features. In Fig. 3, the onset of a repulsive force felt by the approaching tip
moves from below 15A at n < 1 nm~?2 towards 20 A with increasing concentration up
to n ~ 2.9nm~2. Highlighting only the most apparent distinction between the differ-
ent concentrations probed here, we attribute the attractive contribution for low coverage
n < 1nm~2 (Fig. 3A) between surface—surface distances of 8 to 10 A to the hydropho-
bic interaction between bare hydrocarbon tails lying flat at the substrate surface and the
approaching probe model. Note the absence of any interaction between the tip’s and the
surface’s gold atoms at this distance. At n ~ 1 nm~2 (Fig. 3B), the surface is homoge-
neously covered with surfactants and some head groups protrude into solution. The tip has
just made contact with the adsorption film and the attractive contribution at this position
has vanished. For even higher concentrations n > 1 nm~2 (Fig. 3C and D), the probe
compresses a densely packed film and forces surfactant molecules to tilt, thereby requiring
a rearrangement of their environment. Because of this, the feature that was attractive at
low concentrations is repulsive at high concentrations.

In experiments, homogeneous monolayers such as shown in Fig. 3D are not observed
at surface concentrations as high as 2.9 nm~2. Instead, the film will have completed its
phase transition to hemicylindrical aggregates. Within the timescales probed in these cal-
culations, both phases are (meta)stable when evolving from artificially preassembled initial
configurations. Fig. 4 contrasts probing of these different morphologies under otherwise
equivalent conditions, in particular under equal surface concentration. The curves exhibit
distinct behaviour within the d € [10, 15] A region. Cross-sectional views (Fig. 4 A1, B1)
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Figure 4. 1 ms~! AFM probe approach above hypothetical monolayer and experimentally observed hemicylin-
drical aggregates of SDS at 2.9nm 2. Insets show snapshot cross sections at gap widths d ~ 14A and d ~ 10A.
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at d ~ 14 A and (Fig. 4 A2, B2) at d ~ 10 A reveal different ordering of the surfac-
tant molecules that remain in the narrow gap between tip and surface: While surfactant
molecules strive to stand upright on the surface within the artificially dense monolayer
(Fig. 4 A1, A2), hemicylindrical configurations accommodate molecules that are aligned
parallel to the surface (Fig. 4 B1, B2). Only head groups are in contact with the tip in the
dense monolayer case. Contrastingly, the indented hemicylindrical aggregate allows tan-
gentially aligned hydrocarbon tails to wet the probe surface at d ~ 10 A (Fig. 4 B2). Con-
stituents of neighbouring aggregates stretch to adhere to the unpassivated probe with their
head groups in the case of striped aggregates (Fig. 4 B1, B2). The resulting force—distance
curves have qualitatively different features, in particular a peak in the repulsive force at
d ~ 14 A for the monolayer (Fig. 4 A1) that is absent for the striped aggregates (Fig. 4 B1).

4 Summary & Conclusions

For the example of the anionic surfactant SDS, we have shown that MD-simulated AFM
force—distance curves exhibit morphology-dependent characteristics. We systematically
explored the impact of probe velocity and surfactant concentration on measured normal
forces, showing that with changing surfactant concentration we expect qualitative changes
in the force—distance curves. Subsequently, comparison between the experimentally ob-
served hemicylindrical aggregates and purely hypothetical monolayers at high surface con-
centrations revealed distinct force response features. Thus, we have highlighted the impact
of three different parametric dimensions, namely probe velocity, surfactant concentration,
and film morphology on the manifestation of force—distance curves in MD simulations of
AFM experiments. These calculations demonstrate MD to be a promising tool in under-
standing the nanoscopic mechanisms behind mechanical properties of surfactant adsorp-
tion films.
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Many new exciting discoveries, such as gravitational waves showing mergers of black holes
with each other, or the detection of the shadow of the black hole in the galaxy M87, or a new
observational window at very low radio frequency, the European-wide LOFAR? telescope array,
share the requirement of the use of supercomputers such as at Jiilich Supercomuting Centre
(JSC). This is nowadays in parallel to the use of supercomputers to simulate the cosmos, such
as a merger of galaxy clusters,* including all non-thermal phenomena, such as the production
of magnetic fields and ultra-high energy particles at energies far beyond the LHC at CERN.

1 Introduction

The main excitement in Astrophysics today is from observations, that would not even be
possible without the use of supercomputers, such as the detection of the merger of black
holes through their gravitational waves,' and the detection of the shadow of the monstrous
black hole in the galaxy M87 through the data analysis of the interference fringes of mm-
telescopes the world over.2 A main example here is the low radio frequency telescope
array LOFAR, with telescope stations across all of Europe, that uses the supercomputers
at JSC. With LOFAR the sensitivity to weak non-thermal features is so strong, that we can
actually observe the merger of black holes through their spatial emission patterns due to
the spin-flip of the merging black holes. In contrast to that are the classical simulation
calculations of exploding stars, of binary orbits in very dense clusters of stars, and here
the merger calculation of galaxy clusters which may allow us to discern the effect of dark
matter so clearly, that perhaps we can finally discern what dark matter is; a fortiori such
calculations could perhaps begin to constrain the properties of dark energy on the larger
scales, and point to the origin of ultra high energy particles.

2 Observations and Supercomputers

The European-wide low frequency radio array LOFAR needs supercomputers, such as
at JSC to analyse their data, showing for instance radio galaxies during and after super-
massive black hole mergers, as well as the mergers of clusters of galaxies and the formation
of bridges between them. LOFAR detects active starbursts as well as normal galaxies to
high redshift, and can so trace their evolution from small to large galaxies via merging.
When black holes merge, both stellar mass and super-massive black holes, the final merged
black hole can get a substantial kick in some cases, also visible in the observations. LOFAR
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needs supercomputers in a first stage just to develop the key software, in a second stage
to run a pipeline for the huge amounts of data, and in a third to manage the data archive.
Observations by LOFAR may then lead to a better understanding of the origin of magnetic
fields and ultra high energy particles. Another aspect is to constrain where in the universe
life such as ours had a long peaceful time to develop.

3 Cosmological Simulations

The mergers of clusters of galaxies can be simulated and then be compared to observations,
such as by LOFAR, as regards both the galaxies and the intergalactic medium with all its
magnetic fields and energetic particle populations. This allows to constrain the properties
and statistics of the mergers of galaxies with both super-massive black holes, as well as
the mergers of stellar mass black holes, including their spin-flip generating huge sweeps
through the sky by the relativistic jets. As soon as rotation and fluid flow combine we
get a dynamo to generate magnetic fields; oblique shocks are just one example, accretion
to the centre of a galaxy another. Energetic particle populations are produced, lose their
energy in adiabatic expansion as well as via synchrotron and inverse Compton losses, and
get revitalised through intergalactic shocks. Going to larger scales the constraints due to
the dark matter distribution can be modelled and use to limit models of what dark matter
could be.

4 Conclusions

Today we need all three applications of supercomputers, (i) the analysis of the very com-
plex data, such as in interferometry (e. g. LOFAR), (ii) the simulation library of what the
data might show (e. g. in mergers of black holes of various masses, spins, and relative spin
orientations), and (iii) the theoretical simulations of scenarios such as merging clusters of
galaxies including the generation of magnetic fields and ultra high energy particles.
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The new generation of high-resolution broad-band radio telescopes, like the Low Frequency
Array (LOFAR), produces, depending on the level of compression, between 1 to 10 TB of data
per hour after correlation. Such a large amount of scientific data demand powerful compu-
ting resources and efficient data handling strategies to be mastered. The LOFAR Two-metre
Sky Survey (LoTSS) is a Key Science Project (KSP) of the LOFAR telescope. It aims to map
the entire northern hemisphere at unprecedented sensitivity and resolution. The survey consist
of 3168 pointings, requiring about 30 PBytes of storage space. As a member of the German
Long Wavelength Consortium (GLOW) the Forschungszentrum Jiilich (FZJ) stores in the Long
Term Archive (LTA) about 50 % of all LoTSS observations conducted to date. In collabora-
tion with SURFsara in Amsterdam we developed service tools that enables the KSP to process
LOFAR data stored in the LTA at the Jiilich Supercomputing Centre (JSC) in an automated
and robust fashion. Through our system more than 500 out of 800 existing LoTSS observa-
tions have already been processed with the prefactor pipeline. This pipeline calibrates the
direction-independent instrumental and ionospheric effects and furthermore reduces the data
size significantly. For continuum imaging, this processing pipeline is the standard pipeline that
is executed before more advanced processing and image reconstruction methods are applied.

1 Introduction

The Low Frequency Array' > (LOFAR) is a novel radio telescope. It has been developed,
built, and is operated by the Netherlands Institute for Radio Astronomy (ASTRON). In
addition, there is a strong contribution by institutes in other European countries. LOFAR
consists of 38 stations in the Netherlands, and 13 stations outside the Netherlands, six of
them in Germany, three in Poland, and one in each of France, UK, Sweden, and Ireland.
The array is still expanding with a new station in Latvia and Italy.> All LOFAR partners
together form the International LOFAR Telescope (ILT).
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LOFAR is an interferometer observing in the poorly explored frequency range between
10 and 240 MHz with unprecedented sensitivity and spatial resolution in comparison to
preceding telescopes operating at the low-frequency regime. It therefore opens up a new
window to the Universe.

2 The LOFAR Two-Metre Sky Survey (LoTSS)

For LOFAR several Keys Science Projects (KSPs) have been defined. These large projects
demand a large fraction of the available observing time to be granted. The LOFAR Two-
metre Sky Survey (LoTSS)*? is a project of the LOFAR Surveys KSP (SKSP) and is
observing the entire northern sky. At optimal declinations LoTSS produces 6" images
with sensitivities below 100 uJy beam~" at a central frequency of 144 MHz, using a band-
width of 48 MHz, see Fig. 1. To cover the entire northern sky 3 168 observations will be
carried out, each of which requires 8 hours of observing time. This will eventually lead to
an extraordinarily detailed map with 120 billion pixels and an expected amount of about
30 PByte of data to be stored in the archives.

The first data release was published in early 2019° and covers the HETDEX field,
which has a size of 424 deg?, i. e. 2 % of the entire survey, see Fig. 2. The source catalogue
derived from the first data release contains 325 694 sources with 231 716 optical and/or in-
frared identifications.” A special issue of the scientific journal Astronomy & Astrophysics
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Figure 1. Sensitivity versus frequency of selected recent (grey), forthcoming (blue), and LOFAR (red) radio
sky surveys. The size of the dot resembles the square root of the resolution of the survey. Image from T. W.
Shimwell.®
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Figure 2. Noise image of the HETDEX field published in the first LoTSS data release. The median noise level
is 71 uJy beam 1. Black circles mark the locations of bright radio sources from the 3Cr catalogue and indicate
problematic areas for the current calibration techniques. Image from Shimwell et al. (2019).°

(A&A) has been dedicated to the first twenty-six research papers describing the survey and
its first results.® Discoveries made in the framework of the LoTSS cover a multitude of re-
search topics, e. g. detailed studies of black holes in Active Galactic Nuclei (AGN), diffuse
radio emission in clusters of galaxies, and cosmic-rays in nearby galaxies, to mention a few
(see also Fig. 3). The second data release of LoTSS will offer the largest source catalogue
at radio frequencies to date. The current status of the processing is shown in Fig. 4.

The high sensitivity, resolution and survey speed of LOFAR comes with a price: the

Figure 3. Total intensity radio maps from the LoTSS (in red colour scale) overlaid on top of an optical image.
Credit: LOFAR Surveys Team. Left panel: The radio galaxy 3C 31. The observation reveals that the size of the
galaxy is more than 3 million light years (Heesen et al., 2018).!> Right panel: The galaxy cluster Abell 1314.
LOFAR reveals the presence of large-scale diffuse radio emission that traces highly-relativistic electrons in the
intracluster medium embedded in a ~ uG strong cluster-wide magnetic field. It is believed that such emission
was caused by a merger with another cluster. Thermal bremsstrahlung emission detected with the Chandra X-ray
observatory is shown in grey (Wilber ef al., 2019).13
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Figure 4. Status of the LoTSS as of 8" October 2019. Green dots mark pointings that are already observed and
processed.'*

large bandwidths, the large distance of stations and the large field of view require entirely
novel calibration techniques. LOFAR operates at low frequencies and thus suffers severely
from ionospheric disturbances, which can cause decorrelation of the signal and thus limits
the sensitivity of the instrument. These challenges are met with non-standard and com-
putational intense methods like advanced directional-dependent calibration techniques.”~!!
Moreover, averaging in time and frequency can only be performed moderately to permit
recovering the sky brightness distribution over the entire field of view. This ensemble of
large amounts of data and complex algorithms does not only demand big and robust data
archives, but also an efficient and automated data handling in order to achieve high-fidelity
radio maps within a reasonable amount of time and computational effort.

3 The LTA at JSC

The German institutes participating in LOFAR have formed the German Long Wavelength
Consortium" (GLOW), which coordinates the German LOFAR activities. Besides the
archival sides in Amsterdam and Poznan, the JSC operates a large part of the LOFAR LTA.
About 50 % of all LoTSS observations are archived in the tape archive at JSC, i. e. 800
observations occupying about 12 PByte of storage space on tape. Such an amount of data
needs to be processed in an automated, well reproducible and organised fashion within a
reasonable amount of time. An efficient processing therefore demands computing facilities
with a fast connection to the data storage in order to avoid unreasonably long transfer
times of the data to local computing resources via the internet. Thus, the storing of a large
amount of data and the processing of the data at JSC is a significant German contribution
to the ILT. The data in the LOFAR LTAs are among the largest collections of astronomical
data. Operating these LTAs allows facilities to explore strategies how to handle the vast
amounts of scientific data generated by radio interferometers. In particular, the staging

116



and the retrieval of the data from tape to the disk pool is a time critical step for the whole
processing.

4 The Automated Processing Scheme for JUWELS

In the framework of LoTSS the LOFAR Surveys Key Science Project (SKSP) developed
an automatised job management and execution system for the grid-computing facilities at
SURFsara in Amsterdam. These tools are described in Mechev et al. (2017)'® and Mechev
et al. (2018ab).'”-1® Since the biggest fraction of LOFAR data observed in the framework
of the LoTSS is stored in the LTA at JSC, an efficient and fast processing of the data is
crucial. A regular 8 hour pointed observation using the full bandwidth of the telescope
at a time resolution of 4 seconds and a frequency resolution of 48.82 kHz requires about
~8-16 TB of disk space, depending on the level of compression. Transferring such an
amount of data from the LTA at JSC to the computing facilities in Amsterdam via public
network or internet is slow and thus not feasible.

The fast disk cache of the LTA is directly connected to the Data Access Server at
JSC (JUDAC) and thus provides an order of magnitude higher throughput of data than
data transfer via internet. Therefore, we extended the already established automated and
coherent processing system at the SURFsara grid-computing facilities in Amsterdam to
JUWELS. To achieve this goal we developed cluster-specific tools that allow us to retrieve
data from the LTA at JSC and subsequently process them directly on JUWELS. These tools
comprise of:

e Software installation: We share a pre-compiled LOFAR installation hosted in a
cvmfs-directory at SURFsara. This allows us to perform regular updates via a sim-
ple synchronisation of the software. The software (parrot-connector) needed to be
compiled in user space. Furthermore, cluster-specific environment parameters are
adjusted in the retrieved software copy.

e Job management and execution: Service monitoring scripts, running continuously
on JUDAC and the head node of JUWELS, act as an interface between the LTA, an
external database, and the supercomputer JUWELS, respectively.

The external database uses Apache’s couchdb and is operated by SURFsara. It serves as
an “order book” (a so-called “pilot job framework™) in order to define and manage all the
planned jobs, see Fig. 5. All the jobs are organised in so-called “tokens” that are comprised
of a job description (usually a pre-defined list of tasks or pipelines) and their corresponding
parameters (e. g. location of input/output data, observation IDs, software version to be
used, current processing status of the job). Thanks to such a central database, from the
user’s perspective it is not relevant where a LOFAR observation to be processed is actually
located and on which or what kind of machine it will be processed. The user does not
even need to have any knowledge about the structure of the archive or the supercomputing
system to run a job. Moreover, the database allows the user to track the status of the current
processing and even inspect all diagnostics and logfiles provided by already finished tasks.
Thus, our system is a realisation of the “near-data processing” principle.

In Fig. 6 we present the structure of the processing pipeline. Thanks to the ability of
JUDAC to access non-standard ports via HTTP and the availability of grid-tools like voms,
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Figure 5. Sketch of the internal structure of the job management system developed by the SURFsara group in
Amsterdam. Jobs are organised in tokens, comprising of the job description and their corresponding parameters to
be used during the processing. All tokens are stored in a database, using Apache couchdb, which can be accessed
via HTTP. Image by courtesy of A. Danezi.

srmls, or globus—copy—-url, the monitoring service script running on JUDAC takes
over the entire communication with the external database and the data retrieval with the
LTA at JSC. It essentially incorporates the following services:

Token Pool (couchdb)

toa pastolac and saa ol 6964, i

Jiilich LTA  CODE data

“TGSSADR

\GRID tools @
-~ 8

D m JUWELS

Grid storage suRFsan - GRID tools ; / processing
\/ _» queueing

~ worker nodes
\ shared filesystem

Figure 6. Sketch of the automated processing scheme implemented on JUDAC and JUWELS. Interactions that
require access to the grid and the external database (here called as Token Pool) are realised on JUDAC. The head
node of JUWELS prepares the tasks provided by JUDAC and submits it to the job queue of JUWELS. Before it
needs to retrieve online data necessary for the calibration (here denoted as CODE data, a GPS satellite, and TGSS
ADR, a skymodel database). Then it awaits execution. The communication between JUDAC and the JUWELS
head node is done via the shared filesystem.
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(1) interaction with the external database, i. e. looking for new tokens

(2) checking whether data of a new or active job are staged and transferring staged data
from the LTA at JSC to the shared file system, which is accessible for both JUDAC
and JUWELS

(3) preparing environment for the job and writing a so-called “submission script” to a
dedicated location of the shared filesystem

(4) monitoring of submitted jobs via the logfile of an active job, and if applicable report-
ing back success or failure to the external database

(5) uploading diagnostic plots created during the calibration of the data and the logfile of
the active job to the external database

(6) transferring the output data to a grid-storage at SURFsara in Amsterdam if job was
run successfully

A second monitoring script is in place on the head node of JUWELS. It continuously
checks for a “submission script” put in a dedicated location of the shared filesystem and
executes it. Since the worker nodes of JUWELS do not have any internet access, data nec-
essary for the calibration that is only available from online services have to be downloaded
before the actual submission of the calibration task to the job queue. So the “submission
script” contains:

(1) downloading of all necessary data needed for the particular calibration tasks, e. g. sky-
models from an online repository

(2) submitting the job to the JUWELS queue

After submission the “submission script” is deleted and the job will be traced only by the
monitoring script on JUDAC via the job ID returned from the JUWELS queueing system,
in particular if in execution via the written logfile.

After processing the reduced data and all derived solution tables are transferred to a
central grid-network storage hosted by SURFsara where they are accessible for all mem-
bers of the consortium for further advanced processing. The code and its documentation
are available on github.?

5 LOFAR Data Reduction at JSC: prefactor
The prefactor?®?! pipeline is a core component of the LOFAR software and performs
the first direction-independent calibration, which is of fundamental importance for the suc-
cess of all upcoming direction-dependent calibration and image reconstruction steps. An
average LoTSS observation with a duration of 8 hours is bookended with calibrator ob-
servations with a duration of ten minutes. The processing of the data on JUWELS with
prefactor is therefore split into two main parts:

(a) calibrator pipeline: extraction of instrumental effects from the calibration of the
calibrator observation
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(b) target pipeline: correcting for the instrumental effects (derived from the calibrator
pipeline) in the actual target data, flagging, further averaging of the target data and
further calibration off a model of the field

In case of (a) it derives corrections for instrumental effects like the polarisation alignment,
the bandpass, and the clock offsets (mainly for remote stations). To achieve this the instru-
mental effects have to be separated from the ionospheric effects, i. e. phase signal delays
and Faraday Rotation of the phase signals due to the time-dependent variation of the total
electron content (TEC) at the location of the LOFAR station and its pointing direction.
prefactor calibrates and corrects for all these effects in the order of their interference
with the signal along its path from the sky to the telescope and even uses the full bandwidth
if necessary to increase the signal-to-noise ratio.

In the target pipeline (b) the derived corrections from the calibrator pipeline are applied
to the target data. These corrections allow for moderate averaging and thus reducing the
data size without decorrelating the signal. Moreover, in the course of the averaging the
international stations are discarded. In a second step an initial direction-independent phase-
only self-calibration with a skymodel is performed to reduce still remaining residuals in the
phase signal. The reduction in data size achieved is usually about a factor of 64 and thus
allows for a much easier data transfer and handling in the following direction-dependent
calibration steps. Future full-resolution surveys, making use of the international stations,
will be more challenging, since they will not allow for such high levels of averaging.

prefactor offers many diagnosis tools to assess the quality of the calibration in
a purposeful way. Dynamic spectra plots of the calibration solutions of each individual
antenna for every calibration step allows the user to easily spot failures in the processing.
Missing data (of the calibrator or target) or data of low quality are identified, e. g. through
flagging of stations that are severely affected by Radio Frequency Interference (RFI), or
large frequency regimes that are affected by broad-band RFI. This mitigates the need for
repeating the processing with adapted parameters and will lead to a successful calibration
run of a random observation in more than 90% of the cases.

6 Concluding Remarks

Efficient and robust processing of large amounts of scientific data is a key challenge for the
future of radio interferometry. Large-scale surveys like LoTSS allow for deep insights into
previously unveiled regimes of the radio sky. With about 30 PB of required storage space,
LoTSS will be among the biggest scientific data collections in the world. We implemented
a set of service scripts for JUWELS that have so far enabled us to retrieve and calibrate
the data of 500 LoTSS observations stored in the LTA at JSC in an automated, robust and
efficient manner with prefactor. Hereby, we make use of an already established framework
hosted and maintained at SURFsara in Amsterdam, which was originally developed for
processing LoTSS data at their grid-computing facilities. This allows an external user to
manage the jobs for processing the data with a single interface independent on the used
hardware or software infrastructure and is thus a realisation of the principle of “near-data
processing”. The ILT has identified the need to develop all three LOFAR LTAs, includ-
ing the one operated by the JSC, into integrated LOFAR Science Data Centres, which
would combine archiving and computing. The Science Data Centres would offer standard
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pipelines to all LOFAR users and coordinate the pipeline development. The work done by
the SKSP at SURFsara and JSC represents a first step towards achieving this goal.
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With ENZO simulations run on the Jiilich supercomputers, we have investigated the evolu-
tion of magnetic fields in the largest cosmic structures (namely galaxy clusters and filaments
connecting them) with unprecedented dynamical range. These simulations revealed the full
development of the small-scale dynamo in Eulerian cosmological magneto-hydrodynamical
simulations. The turbulent motions developed during the formation of clusters are energetic
enough to foster the growth of magnetic fields by several orders of magnitude, starting from
weak magnetic fields up to strengths of ~ pG as observed. Furthermore, shock waves are
launched during cluster formation and they are able to accelerate cosmic-ray electrons, that
emit in the radio wavelengths. Radio observations of this emission provide information on the
local magnetic field strength. We have incorporated, for the first time, the cooling of cosmic-
ray electrons when modelling this emission. In this contribution, we present our advances in
modelling these physical processes. Here, we mostly focus on the most interesting object in
our sample of galaxy clusters, which shows the complexity of magnetic fields and the potential
of existing and future multi-wavelengths observations in the study of the weakly collisional
plasma on ~ Megaparsecs scales.

1 Introduction

Galaxy clusters are the largest plasma laboratories in the Universe. They contain hundreds
of galaxies that sit at the nodes of the cosmic web, which consists primarily of Dark Matter
(~ 83 %), as well as a hot, ionised, weakly collisional plasma called the intracluster
medium (ICM, ~ 26 %). Note that stars only make up about a few percent of the total
mass of galaxy clusters.

While the star light of the cluster is observable in the optical light, the ICM is not and
one has to use X-ray and radio observations to shed light on the state and properties of this
plasma. The ICM hosts a variety of thermal and non-thermal phenomena that are driven
during the evolution of the cluster by the accretion of matter and via the merging with other
clusters. These mergers drive both shock waves and turbulence in the ICM (e. g. Refs. 1, 2).
Moreover, radio observations reveal the presence of diffuse radio emission on large-scales,
giving evidence for the presence of large-scale magnetic fields and relativistic particles.
Shock waves are expected to accelerate cosmic-ray electrons via diffusive shock accel-
eration and to produce radio relics, while turbulence is assumed to produce radio halos
via turbulent re-acceleration of cosmic-ray electrons. Radio relics are large and elongated
sources that are found on the cluster periphery. Moreover, relics have a high degree of
polarisation. On the other hand, radio halos are diffuse sources located at the cluster centre
and they do not show any sign of polarised emission (e. g. Ref. 3, for a recent review).
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Many questions still surround the ICM. While both radio relics and halos are produced
by cosmic-ray electrons, there has not been a signal, in form of v-rays, of cosmic-ray pro-
tons that should be accelerated by the same mechanisms (e. g. Ref. 4). Moreover, it is
still debated if the origin of the large-scale magnetic fields is primordial or astrophysical
(e. g. Ref. 5). Since the characteristic time scales of the systems are large, ~ Gyr, it is im-
possible to study their evolution using observations. Hence, realistic numerical simulations
are required to connect theory and observations in a quantitative way.

Simulating the ICM poses some technical and computational challenges for which dif-
ferent numerical algorithms have been designed. Beside the needs of properly resolving the
scales at which Dark Matter and baryonic matter form clusters, the study of non-thermal
phenomena in the ICM and their related radio emission makes it mandatory to resolve in
time and space the small-scale dynamo amplification of magnetic fields, triggered by tur-
bulent motions (e. g. Ref. 6). Hence, the physical scales that need to be considered span
several orders of magnitude, i. e. going from the Giga-parsec to the parsec? scale. When
resolving these small scales, additional physical process related to galaxy formation (such
as feedback from active galactic nuclei or radiative processes) must be included. Hence,
these computational challenges can only be tackled by using high-performance computing.

In this contribution, we present our recent contributions to the study of galaxy clusters
and magnetic fields within them using high-resolution simulations and supercomputing at
the Forschungszentrum Jiilich. First, will present our numerical methods and benchmark
tests performed on JUWELS in Sec. 2. In Sec. 3, we present our cosmological simula-
tion in greater detail and provide an overview over our scientific highlights. We give our
concluding remarks in Sec. 4.

2 Numerical Methods & Hardware Considerations

2.1 Cosmological Magneto-Hydrodynamics with ENZO

Several numerical codes have been developed to simulate the cosmic web and its com-
ponents. In this work, we used the cosmological grid code ENZO.” ENZO is an adaptive
mesh refinement (AMR) code that solves the equations of magneto-hydrodynamics (MHD)
in the cosmological framework. It is being developed as a collaborative effort of scientists
at many universities and national laboratories. ENZO uses a particle-mesh N-body method
(PM) to follow the dynamics of the collision-less Dark Matter component, and an adaptive
mesh method for ideal fluid dynamics. The Dark Matter component is coupled to the bary-
onic matter (gas) via gravitational forces, calculated from the total mass distribution (Dark
Matter + gas) by solving the Poisson equation with an FFT based approach. In its basic
version, the gas component is described as a perfect fluid (v = 5/3) and its dynamics are
calculated by solving conservation equations of mass, energy and momentum over a com-
putational mesh, using a Eulerian solver based on the Piecewise Parabolic Method (PPM)
or the lower order Piecewise Linear Method (PLM). These schemes are higher-order ex-
tensions of Godunov’s shock capturing method.

ENZO is parallelised by domain decomposition into rectangular sub-grids, including
the top/root grid (which is the only level in a non-AMR run). Message passing paradigm is

40ne parsec is 3.1 x 1016 metre.
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Figure 1. A few computing/numerical tests on our AMR strategy. Top left: progression in the number of cells
at different AMR levels produced by a typical 8-levels ENZO cluster simulation on JUWELS. Top right: thin
slice giving the distribution of AMR levels through the centre of a simulated cluster. Bottom left: radial profile
of magnetic field and residual divergence of magnetic field in a simulated cluster at z = 0. Bottom right: strong
scaling test on JURECA.

adopted and implemented by means of the MPI library, while I/O makes use of the HDF5
data format.

The MHD extension used in our runs is based on the conservative Dedner formulation
of MHD equations,® which uses hyperbolic divergence cleaning to preserve the divergence
of the magnetic field as small as possible. The MHD solver adopts the PLM reconstruction,
fluxes at cell interfaces are calculated using the local Lax-Friedrichs Riemann solver (LLF)
and time integration is performed using the total variation diminishing (TVD) second-order
Runge-Kutta (RK) scheme. The resulting solver is somewhat more diffusive than the PPM
approach, but allows a more efficient treatment of the electromagnetic terms.

2.1.1 Adaptive Mesh Refinement Strategy

The mesh refinement approach in ENZO adopts an adaptive hierarchy of grids at varying
levels of resolution. ENZO’s implementation of structured AMR poses no fundamental
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restrictions on the number of grids at a given refinement level or on the number of re-
finement levels. Moreover, it also allows arbitrary integer ratios of parent and child grid
resolution. The patches are organised through a Hierarchical Tree structure, responsible
for the management of adding or removing patches, specifying the neighbouring boxes at
the same refinement level, the parent of each box, efc. In ENZO, no parallelisation is im-
plemented on the Hierarchical Tree and the hierarchy data structure has to be replicated on
each processor. This often yields a large memory usage overhead for our production runs.

In order to cope with the memory bounds on computing nodes on JURECA and
JUWELS, we imposed a maximum AMR level of 8, considering a fixed refinement ra-
tio of 2, which gave a 28 = 256 refinement of the initial mesh resolution, i.e. from
Axg = 1014 kpc to Axg = 3.9 kpc. It shall be noticed that obtaining the highest possible
spatial resolution when dealing with small-scale dynamo of magnetic fields is mandatory,
as a coarse spatial resolution limits the effective Reynolds number of the simulated flows,
and hence can severely hamper the development of the small-scale dynamo (e. g. see dis-
cussion in Ref. 6).

In order to maximise the dynamical range for each simulated object, in HIMAG/2
we started from two levels of static uniform grids with 2563 cells each and using 256>
particles each to sample the Dark Matter distribution, with a mass resolution per parti-
cle of mpy = 1.3 - 1010M@ at the highest level. Then, we further refined the innermost
~ (25 Mpc)? volume, where each cluster forms, with additional 7 AMR levels (refinement
= 27). The refinement was initiated wherever the gas density was > 1% higher than its sur-
roundings. This ensures that most of the central volume of each simulated clusters (where
the small-scale dynamo is expected to develop while gas and dark matter continue to be
assembled via mergers and accretions) is resolved up to the maximum possible resolution,
in a rather uniform way. Fig. 1 shows the increase in the number of levels as a function
of time in a typical cluster simulation in HIMAG/2, as well as the map of AMR levels
in a cluster at the end of the simulation: the innermost ~ 23 Mpc? is typically resolved
down to Axzg = 3.9 kpc, while the entire cluster volume is refined from Ax; = 7.8 kpc
to Axg = 15.6 kpc. With this approach, our AMR strategy was able to limit the spurious
generation of the divergence of magnetic fields to a few percent in the entire volume of
simulated galaxy clusters, as shown in the bottom left panel of Fig. 1.

2.1.2 Optimisation for Jiilich Supercomputers

JURECA and JUWELS are well-suited for this project, given that the AMR implementa-
tion in ENZO requires a relatively small number of cores but a large memory per node. The
bottom right panel of Fig. 1 shows an example of a strong scalability test for a 256 root
grid, with AMR triggered by overdensity refinement for 3 AMR levels in the innermost 643
region, using from 7 to 112 cores. The behaviour of the code after 200 timesteps is very
stable, and the average wallclock time per timestep is a factor ~ 2 above the theoretical
scaling for the 112 cores case.

In full production, we used up to ~ 680 cores on 64 nodes to cope with the memory
bounds posed by our runs, which can require up to ~ 1.8 Tb of memory towards the end of
the simulation, due to the large number of cells generated by the AMR scheme and by the
data stored in the hierarchy tree. Each cluster of our sample was simulated independently,
using ~ 30 000-50 000 core hours on JURECA (HIMAG) and JUWELS (HIMAG2).

126



temperature

Figure 2. Projected gas temperature (left), in K, and X-ray luminosity (right), in erg/s, of the simulated galaxy
cluster ESA. Both maps are given in log-scaling and they are overlayed with the baryonic density contours.

3 Scientific Results

Using the above strategies, we simulated a set of galaxy clusters within the HIMAG/2
projects. The main results were presented in several papers.”"'> Here, we want to high-
light some of our results by focusing on one peculiar cluster in our sample (identified as
“ESA”) which displays a number of remarkable properties.b Fig. 2 shows the projected
gas temperature and the projected X-ray luminosity of ESA at the epoch of z ~ 0.1.

For the simulation of E5A, as well as for all other simulations, we assumed the same
ACDM cosmological model, with h = 0.72, Qy = 0.258, 2}, = 0.0441 and Q) = 0.742
(see e. g. Ref. 10). A public repository of cluster snapshots from this catalog is available.®

3.1 The Evolution of Magnetic Fields in an Interesting Cluster Pair

In Ref. 9, we have presented evidence for resolved dynamo growth of intracluster magnetic
fields in a Coma-like galaxy clusters from our sample. The unprecedented dynamical range
achieved in the innermost cluster regions provided evidence of a small-scale dynamo and
local amplification of magnetic fields up to values similar to what is found in observations
(~ u@), approaching energy equipartition with the kinetic energy flow on < 100 kpc
scales. We could constrain an overall efficiency of order ~ 4 % in the transfer between
turbulent kinetic energy (in the solenoidal component) and the magnetic energy field.
Furthermore, the topology of the magnetic fields seem to be consistent with ob-
servations of the Coma cluster (e. g. Ref. 16 and references therein). In particular, the
Faraday Rotation of background polarised sources is in good statistic agreement with the
observations of real sources in the background of Coma, even if our simulation produce sig-
nificant non-Gaussian tails in the distribution of magnetic fields components, which stems

bSee https://vimeo.com/266941122 for a movie showing the evolution of gas density and magnetic
fields for this system.
Chttps://cosmosimfrazza.myfreesites.net/amr_clusters
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Figure 3. Top panels: evolution of the physical magnetic field strength (left) and gas mass (right) of ESA with
redshift. The magnetic field is shown with a volume, mass and B? weight. The shadowed areas in both panels
correspond to scatter of values within a radius of 1 Mpc at each redshift. Bottom panels: ESA magnetic (purple)
and kinetic (green) spectra evolution at different redshifts.

from the superposition of different amplification patches which mix in the ICM. This result
has an important implication since a Gaussian distribution of magnetic field components is
often assumed in the interpretation of the Faraday Rotation (e. g. Ref. 16).

In Ref. 10, we generalised this analysis to a larger set of clusters and snapshots, pro-
duced in HIMAG and HIMAG?2. There we studied how the spectral properties of magnetic
fields are affected by mergers, and we could relate the measured magnetic energy spectra
to the dynamical evolution of the ICM. Our results show that the magnetic growth rate is
larger for merging systems and that relaxed systems generally have a larger outer scale.
Since this is the scale that characterises the magnetic spectrum, larger values of the outer
scale suggest that a dynamo has acted for a longer time in such systems. In Ref. 10, we
also studied in more detail the evolution of ESA. As an example, we show in the top pan-
els of Fig. 3 how the physical magnetic field and the gas mass of the cluster are changing
with redshift (analysis made in a Mpc? cube moving with the cluster centre of mass). The
magnetic energy of E5A grows by a factor of ~ 40 — 50 in a time-span of ~ 9 Gyr and
equipartition between kinetic and magnetic energy occurs on a range of scales (< 160 kpc
at all epochs), depending on the turbulence state of the system. Several minor-merger and
major-merger events affected the magnetic properties of ESA cluster and shaped its mag-
netic spectrum in a complicated manner (see bottom panels of Fig. 3). During mergers, the
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peak in the magnetic spectra shifts to smaller spatial scales and thus the magnetic spec-
trum broadens. A major-merger event affects the magnetic amplification of the cluster by
delaying it for < 1 Gyr, in contrast, continuous minor mergers seem to promote the steady
growth of the magnetic field.

3.2 Magnetic Fields Illuminated by Cosmic Shocks

In Refs. 15 and 14, we used two clusters of the HIMAG/2 sample to study the properties
of radio relics. To compute their radio relic emission in cosmological simulations, one has
to follow a simple recipe: First, one has to find shock waves in the simulation. Therefore,
we used Velocity-Jump method that searches for jumps in the three-dimensional velocity
field to detect shock waves.!? Second, one has to assign the radio emission to the detected
shock. Cosmic-ray electrons are expected to have short live times (< 10 Myr) and, hence,
they loose most of their energy within 100 kpc of their injection site. Moreover, their
energy budget seems to be dynamically unimportant. Hence, one can assume a quasi-
stationary balance between the shock acceleration and radiative losses and, compute the
cosmic-ray electron energy budget and associated radio power using the information of a
single timestep.'”

With the increasing resolution of cosmological simulations, the assumption of a quasi-
stationary balance becomes invalid as the resolution drops below the electron cooling
length. Hence, one has to properly resolve the downstream profile of the radio emission.
In Ref. 15, we have developed an algorithm that takes the cooling of electrons into account
and attaches a radio emission profile to each shocked cell. In addition to it, we have im-
plemented an algorithm, following Ref. 18, that computes the polarised emission of radio
relics. For details on the implementation we point to Ref. 15. In the left panel of Fig. 4,
we give an example of the polarisation fraction of ESA. Using the new model, we have
produced the most detailed simulation to date of radio polarisation in cluster shocks in
Refs. 15 and 14. In Ref. 15, we found that the observed polarised emission from radio
relics should strongly depend on the environment, and that the direction of polarisation
and its variation across the relic depends on the properties of the upstream gas. Laminar
gas flows in the upstream result in a parallel alignment of polarisation vectors, while distur-
bances in the upstream will cause a random orientation. These observations might reflect
the local correlation length of the magnetic field. Furthermore in Ref. 14, we combined
VLA observation of the western relic in RXCJ1314.4-2515 and cosmological simulations
of a similar relic to study the history of the radio relic. We found that the relic power,
measured at 3 GHz, can only be explained by the re-acceleration of an fossil population of
cosmic-ray electrons.

3.3 Intracluster Bridges

Massive binary mergers as the one in ESA are rare and powerful events, in which a large
amount of kinetic energy is concentrated between the two main clusters, and gas matter gets
strongly compressed in the region connecting them. This collapse is rather fast (< Gyr),
leading to transonic turbulence and weak shocks.!? This process leads to the compression
and ”’boosting” of the X-ray emission of the Warm Hot Intergalactic Medium (WHIM)
in the interacting regions, which is otherwise invisible.
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Figure 4. Left: Density contours and polarisation fraction (colours) of ESA. Right: Projected magnetic fields
(colog), radio emission at 200 MHz (white contours) and projected Sunyaev-Zeldovich decrement (black con-
tours) for the same object.

We produced synthetic radio and X-ray observations of E5A, tailored to reproduce
existing (LOFAR, MWA and XMM) or future instruments (SKA-LOW and SKA-MID,
ATHENA and eROSITA). Our simulations show that with sufficiently long (~ 102 rm ks)
exposures in the soft (0.3 — 1.2 keV) X-ray band on candidates similar to ESA it should
be possible to measure important thermodynamic properties of intracluster bridges,
providing complementary constraints to radio data. For example, with X-IFU it should
be possible to derive the Mach number of radio shocks entirely from spectroscopically-
derived information of the local gas velocity dispersion and of the local sound speed, in a
temperature regime which is difficult to find in galaxy clusters.!?

As a follow up, in Ref. 13 we mock-observed ESA with a LOFAR-HBA configuration,
and compared it to real observations of the A399-A401 system of galaxy clusters. Ref. 13
reported the LOFAR-HBA detection of spectacular ridge of radio emission extending sev-
eral Megaparsecs between A399 and A401. Using E5A as a testbed for particle accel-
eration models, we studied under which circumstances the intergalactic magnetic fields
between the two clusters could become bright enough at radio wavelengths to match the
real LOFAR observation (see right panel of Fig. 4). We reported that standard Diffusive
Shock Acceleration alone cannot provide enough acceleration of cosmic-ray electrons here
to explain the observed radio emission, and thus that some more volume filling (and/or) ef-
ficient acceleration mechanisms should operate in the intergalactic medium. This implies
that systems like ESA, although rare in the Universe, can be more radio luminous than
expected, while it remains challenging to be detected at other wavelengths.

4 Concluding Remarks

Achieving a large dynamical range in the numerical description of evolving magnetic fields
in large-scale structures is crucial to allow the quantitative modelling of complex radio
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data. Thanks to the allotted HIMAG/2 project on JURECA and JUWELS, our group pro-
duced the most resolved MHD simulation to date of magnetic fields in galaxy clusters with
ENZO,’ focusing with unprecedented detail on the evolution of intracluser magnetic fields
under the action of the small-scale turbulent dynamo.” '

Among the investigated systems, the simulated merger in ESA has a peculiar evolu-
tionary track, owing to its complex cycle of shock waves, turbulence injection and dynamo
amplification episodes. As discussed in this contribution, ESA has thus highlighted a num-
ber of very interesting and little explored features of magnetic fields in cosmology: from
the sequence of complex amplification cycles following mass accretions'” to the powering
of polarised radio emitting shocks (following Ref. 15, but not analysing ESA), and from
the association of detectable radio and X-ray features in intracluser bridges'? to the hints
for more efficient particle acceleration mechanisms in such regions.'?

Despite the improvements in numerical study of galaxy clusters presented in this work,
there are still several physical processes, such as AGN feedback and galaxy formation, that
have to be incorporated, making the simulations more complex and computational chal-
lenging. Thanks to the availability of high-performance computers, such as JUWELS, it
will be possible to overcome these challenges and to make new exciting scientific discov-
eries in the future.
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Biomolecular structure prediction and biomolecular function are among the main research
challenges in biophysics as it remains very important to fully characterise the structure of
various biological entities in the context of their functional role. Most biomolecules do not
work in isolation but as part of complexes and structure prediction of those constitutes an
even more difficult problem. As these functional roles are often difficult to characterise
on the experimental side, simulation methods, which have reached an increasing degree of
maturity to predict biomolecular structure and function, increasingly complement experi-
ment.

The highly dynamic nature of multi-domain protein complexes necessitates the devel-
opment of analytical approaches for the interpretation of the available experimental data in
terms of representative ensembles. As these highly dynamic assemblies represent a signifi-
cant fraction of all proteomes, deciphering the physical basis of their interactions represents
a considerable challenge.! An example of such a study is the work by Berg and Peter in
this volume, who present an approach to analyse long time-scale simulations to charac-
terise conformational ensembles of flexibly-linked multidomain proteins at the example of
covalently conjugated ubiquitin chains. With this multiscale simulation and analysis ap-
proach, it is possible to identify characteristic properties of ubiquitin chains in solution,
which have been subsequently correlated with experimentally observed linkage- and chain
length-specific behaviour. Simulations of these systems are complicated by the large con-
formational space that these proteins occupy, but offer important insights into structural
ensembles that are difficult to characterise with ensemble-level experimental techniques,
which require either a single or a few dominant structures for successful characterisation.

Another research challenge addressed using modern day HPC resources is to elucidate
the alignment and interaction of biomolecules with other biological components. Solvent
interactions can influence the properties and function of complex biomolecules and solvent
mixtures have been extensively used to unravel macromolecular and recognition events
such as protein binding hotspots identification, ligand binding, protein folding, and the
elucidation of biological mechanisms.> 3 The effects of the solvent on stearic acid — Human
serum albumin (HAS) binding are explored in the work of Pant ef al. in this volume. Their
investigation shows that altering solvent composition can be a useful tool for modulating
biomolecular function, in this case the binding specificity of human serum albumin as a
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carrier of fatty acids. Their findings have special relevance for the regulation of biological
function since they show that the targeted manipulation of protein — ligand binding events
can be achieved by rationally tuned solvent-driven interactions. This work demonstrates
how molecular simulation can elucidate the interaction of complex molecules with their
solvent environment in order to enable selection or molecular design of optimal solvents.

In order to understand fully the molecular basis of interactions between physiological
partners it is necessary to map the modulation of the free energy landscapes of the inter-
acting molecules throughout the interaction trajectory. Simulations were tied closely to the
availability of structural data* to eventually fill the remaining gaps in understanding, which
experimental methods could not yet resolve.’

These two studies serve as excellent examples to exploit the availability of HPC re-
sources to address outstanding challenges in the life-sciences. They illustrate that molec-
ular simulations offer a computational microscope to investigate dynamic natures of
biomolecules. Given the inherent complexities of these systems in the context of their en-
vironment both advance in simulation methods, e. g. with regards coarse graining (CITE)
and code development are strongly required.
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The analysis of large-scale simulations of (bio)molecular systems generated on high perfor-
mance computer (HPC) clusters poses a challenge on its own due to the sheer amount of high-
dimensional data. To make sense of these data and extract relevant information, techniques
such as dimensionality reduction and clustering are used. They can be applied to characterise
the sampling of conformational phase space as well as to bridge between simulations on dif-
ferent levels of resolution in multiscale setups. Here, we present an approach to analyse long-
timescale simulations and to characterise conformational ensembles of flexibly-linked multido-
main proteins using the example of differently covalently conjugated ubiquitin chains. We have
analysed exhaustive coarse grained (CG) and atomistic simulations with the help of collective
variables (CVs) that are particularly suitable to describe the mutual orientation of different sub-
units and the protein-protein interfaces between them. These data have been further processed
through different dimensionality reduction techniques (relying on multidimensional-scaling like
approaches as well as neural network autoencoders). The resulting low-dimensional maps have
been used for the characterisation of conformational states and the quantitative comparison of
conformational free energy landscapes (from simulations at different levels of resolution as well
as of different chain types). With this multiscale simulation and analysis approach it is possible
to identify characteristic properties of ubiquitin chains in solution which can be subsequently
correlated with experimentally observed linkage- and chain length-specific behaviour.

1 Introduction

A special form of post translational modification of proteins is ubiquitylation, which de-
scribes the covalent attachment of the C-terminus of the Ubiquitin (Ub) protein to a lysine
side chain in a substrate protein by an isopeptide bond. Ub itself possesses seven lysine (K)
residues and additionally its N-terminal methionine (M) for further ubiquitylation which
allows for the formation of different types of polyubiquitin (polyUb) chains. These chains
can be selectively recognised by ubiquitin binding domains (UBDs). For some UBDs,
relative or absolute selectivity for distinct linkage types and chain lengths was shown.!:2
Since all possible homotypic chain types, and even mixed and branched polyUb, were
found in cells so far, it is supposed that the Ub signalling system serves as a tool to store
and transmit information inside the eukaryotic cellular system.>*

The specific Ub recognition mechanisms are largely unknown, although some first in-
sights can be obtained from experimentally determined (static) structures. Recent studies,
however, are indicating that Ub dimers (diUb), which are the shortest possible Ub chains,
can assume linkage specific, dynamic ensembles of various conformations in solution.>”’
In the following we present our previous and ongoing work on the conformational char-
acterisation of Ub conjugates from molecular dynamics (MD) simulations. We are using
a dual-scale framework linking protein simulations on the atomistic and coarse grained
(CG) level to obtain free-energy landscapes and to identify low free-energy configurations,
which are representatives for the thermodynamically weighted conformational ensemble of
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Figure 1. Schematic representation of the multi dimensional procedure. A: Centre of geometry distance between
the two Ub moieties inside of diUb as function of time. Atomistic simulation (grey) exhibits a single aggregation
event. Corresponding snapshots are shown below in cartoon representation. CG simulation (blue) exhibits re-
peated transitions between different conformations. Snapshots are shown above as sphere and stick model of back
bone beads. B: Two-dimensional representation of a diUb ensemble for a certain linkage type (K27) obtained
from multiple independent CG simulations (histogram coloured blue to red for low to high densities of confor-
mations projected to the map). This landscape is shown in zoom inset in grey scale. Blue scatters show atomistic
simulations which were started from back-mapped CG low energy simulations. C: Cartoon representation of
diUb conformations from atomistic simulations shown in B (blue scatters) aligned on proximal chain.

Ub chains.®® Atomistic simulations have a high level of accuracy but are not able to yield
a proper sampling of the conformational equilibrium for diUb, with transitions between
different collapsed structures that exhibit contact interfaces between the Ub subunits. For
example, Fig. 1A (gray graph) illustrates how one observes a single aggregation event in
a 5 ps simulation of K48 linked diUb where a stable contact interface forms that does
not open up again. It is therefore not feasible to obtain an equilibrated atomistic ensem-
ble for diUb with a correctly weighted representation of different collapsed structures and
protein-protein interfaces. In contrast, on the CG level we can observe repeated transitions
between open and aggregated configurations on the us time scale (Fig. 1A, blue graph).
We used large conformational ensembles from CG MD simulations, a suitable set of
collective variables (CVs) and dimensionality reduction to obtain a two-dimensional map
of the conformational space (Fig. 1B) that can be interpreted as a free-energy landscape
if one assumes that the sampling is converged. This representation can be easily used for
structural clustering and intuitive interpretation of complex data sets. From the landscapes
we identified low free-energy conformations for back-mapping to the atomistic level for
visualisation and as input for MD simulations to obtain high resolution ensembles of these
low free-energy states (Fig. 1C). We used the same dimensionality reduction technique to
project the conformations from atomistic MD simulations on top of the landscape from
the CG ones to validate, that atomistic simulations are staying in the low free-energy area
from where they were started on ns time scales.’ Additionally, such two-dimensional rep-
resentations can be analysed in many different ways. Certain conformational properties
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and features can be assigned to certain landscapes areas.’ In contrast to high dimensional
representations, two-dimensional distributions can be compared easily qualitatively but
also quantitatively, for example with the Earth-Mover-Distance'® algorithm. Clustering
using k-means or other density based algorithms can be applied to such low dimensional
representations to identify conformational states.

For dimensionality reduction we have successfully used the Sketch-map algorithm in
the past, which is a multi-dimensional scaling like method which generates a map by it-
eratively minimising a nonlinear distance metric for a subset of representative data points
(landmarks), focusing on an intermediate range of distances between data points with the
help of a sigmoid function. All other points are subsequently projected into the map based
on their relative positions to those landmarks.'"> 1> We found that Sketch-map gives good
results in combination with a suitable set of input CVs to characterise the interaction of
two Ub proteins/subunits to each other.®° However, this algorithm can be computation-
ally demanding for very large data sets. Therefore, we extended the analysis and applied
a new algorithm called EncoderMap, which was developed and improved recently in our
group.'® ' This method combines the advantage of the pairwise distance based cost func-
tion of Sketch-map with a neuronal network autoencoder for dimensionality reduction.
Here, we show that with this machine learning technique we were able to reproduce our
results with higher efficiency. Thus, the results are robust with respect to the exact dimen-
sionality reduction method used. Furthermore the use of EncoderMap allows to extend the
analysis to substantially larger data sets such as simulations of ubiquitin trimers (triUb)
and longer chains.

2 Methods

MD simulations

All simulations were performed with the GROMACS simulation package v5."5 A modified
version of the MARTINI force field v2.2 was used for CG simulations.® !¢ For further
details on the simulation setup and force field parameters please see Refs. 8 and 9. For each
diUb linkage type (8) 20 simulations (of 10 us each) were performed (200 s simulation
time for each linker). Two unlinked Ub were simulated in 80 simulations (10 us each). Ub
trimers (triUb) were simulated for 100 ps in 20 simulations which sums up to 2000 us for
each linker type. Structures were used every 100 ps for analysis.

EncoderMap

A detailed description on the functionality of EncoderMap can be found in Ref. 13 which
is available as a python package on github.com.® The network which was used to obtain
projections presented in Fig. 2 was trained on diUb conformations only. Based on the high-
dimensional distance distribution of CG data, the sigmoid function parameters o = 5.9,
A =12,B =4, a=2,b=4 were chosen. This network was build up from 144 input nodes
followed by three hidden layers of 150 neurons for each layer and two bottle neck nodes
for the encoder part. The decoder part of the network was mirrored at the bottle neck layer.

Anttps://github.com/AG-Peter/encodermap
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Figure 2. EncoderMap projections of diUb and similarity map. A: Histograms of two-dimensional represen-
tations of diUb conformations obtained by EncoderMap dimensionality reduction separated by linkage type
(coloured blue to red for low to high densities of conformations projected to the map). Black circular line repre-
sents the outer rim of the sum over all linkage types. B: Relative pair-wise EMDs calculated between histograms
shown in A (red lower half matrix) and histograms obtained by Sketch-map in Ref. 8 (gray upper half matrix).
C: Similarity between two-dimensional conformational landscapes in A is represented by their distance to each
other (rich coloured markers). Positioning was obtained by MDS of pair-wise EMD shown in lower half matrix
in B. Initial positions for MDS optimisation were taken from Ref. 8 (pale markers).

The network was trained on 1.6 - 10° randomly selected conformations from diUb CG
simulations over 10 training steps. The network which was used to obtain projections
presented in Fig. 3 was trained on randomly selected configurations (n = 4.6 - 10%) from
CG simulations of two unlinked Ub proteins. The network topology was the same as for
the first neuronal network, but sigmoid function parameters were adjusted to o = 10, A = 6,
B=10,a=2,b=6.

Miscellaneous

To obtain atomistic representations of simulated CG conformations BACKWARD was
used for back-mapping.!” All figures were created using Python v.3.5 and Matplotlib
v.2.2.2. Two-dimensional distributions were quantitatively compared using the EMD algo-
rithm as it is implemented in Pyemd v.0.5.1'° to give relative pair-wise EMDs between two-
dimensional distributions of diUb simulations (Fig. 2B). These distances were then used
together with metric multi-dimensional scaling (implemented in sklearn.manifold. MDS) to
image the similarity between two-dimensional representations (Fig. 2C).

3 Results

Dual Scale Simulations of Ub Dimers

We have used CG simulations, which we validated by comparison with atomistic and ex-
perimental data, to characterise the conformation of diUb in solution.® To this end, we
performed extensive MD simulations on the CG level which by now consist of 200 us sim-
ulation time for each of the 8 possible linkage positions for diUb. Residue-wise minimum
distances (RMD), calculated for each dimer conformation every 100 ps, have been found
to give a good set of CVs for dimensionality reduction. The RMD vector consists of 144
minimum distances between the two subunits, this means that for each of the 72 backbone
beads (the last four residues of the highly flexible C-terminus are excluded) in the distal
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moiety the minimum distance to any backbone bead in the proximal moiety is calculated
and vice versa. We used Sketch-map to obtain a low dimensional (2D) representation of
this 144 dimensional RMD space. Conformations which have similar RMD values are
positioned nearby in 2D while dissimilar conformations are separated. We calculated two
dimensional free energy landscapes for each linkage type which we used for qualitative
and quantitative interpretation of how the linkage positions influence the conformation of
diUb. Quantitative analysis was done by calculation of Earth-Mover-Distances (EMD),
which is a metric developed for image recognition but can also be used to compare two-
dimensional distributions. This combination of state of the art methods yields a versatile
tool for the investigation of protein-protein interaction.

While Sketch-map is rather good for dimensionality reduction of non linear high di-
mensional data it has also some drawbacks.!® The most striking for us was, that for train-
ing of the model only a limited amount of representative structures, so called landmarks
can be used (a few hundreds in the present case). They have to be selected carefully since
they should span the whole phase space of the data set. Once the model is trained, each
sample from the data set is projected into the map based on optimised positions relative to
the landmark points. Although, this method is much faster than conventional MDS with all
samples at the same time (which is only feasible with some thousand data points), it can
take several days to project a microsecond CG simulation data set. EncoderMap solves
these two problems by replacing the MDS algorithm with a neural network autoencoder.'?
A neural network can be trained with a much larger data set (up to several million samples),
i. e. no landmarks are needed, and such a network, once trained, can be used to project a
huge amount of samples with an efficiency, that read and write operations (I0) become
the limiting factor. By adding a MDS like pairwise-distance cost contribution to the nor-
mal autoencoder cost function upon training, EncoderMap aims (similarly to Sketch-map)
at reproducing relative distances between data points in the low-dimensional projection
(latent space).

Here, we have applied EncoderMap to the CG data set from Ref. 8 to see if this al-
ters the results of our analysis of diUb conformational landscapes (Fig. 2A). Using very
similar parameters for the sigmoid function in the Sketch-map cost contribution of Enco-
derMap, which determine the outcome of the projection to a large extent, we were able
to obtain conformational landscapes which are strikingly similar compared to the previ-
ously obtained Sketch-map projections (see Fig. 2 in Ref. 8). A significant difference is
observed only for the K48 linked dimer which now spans almost the whole conforma-
tional space accessible to diUb. However, this is not due to the dimensionality reduction
technique but due to the fact that in the meantime we have also expanded the conforma-
tional ensembles by 66 % for each linkage type by addition of multiple new independent
runs. It turns out that the K48 ensemble had not been fully converged. As in Ref. § the
eight two-dimensional distributions are compared to each other by calculating pair-wise
EMD which are normalised to a range between zero (for identical distributions) and one,
for two very dissimilar maps, K11 and K27 in this case. In Fig. 2B the EMDs for the
EncoderMap projections are compared to the data obtained with Sketch-map. Although,
some values are different for EncoderMap projections (red bottom half matrix) compared
to Sketch-map projections (upper gray half matrix), the overall similarity map for diUb is
only slightly affected (Fig. 2C). This similarity map is obtained by again using MDS with
the pair-wise EMDs as input for optimisation (the positioning from Ref. 8 has been used
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for initialisation). The good agreement between the two different dimensionality reduction
methods validates our assumption that RMDs are a suitable set of CVs for a structure based
analysis of protein-protein interactions. Furthermore, EncoderMap enables us to analyse
much larger data sets, which is required for our ongoing work on the characterisation of
simulation data obtained from simulation of Ub trimers and tetramers.

Impact of Linkage on Protein-Protein Interface Formation

In the previous section we demonstrated how a suitable set of CVs together with dimen-
sionality reduction can be used to obtain a (conformational) free energy landscape for
differently linked diUb. Since this set of CVs is independent of the linker positions on the
Ub surface, this method can be also applied to unlinked Ub, or other proteins in general.
Therefore, to characterise the various binding modes Ub can exhibit to a second Ub, we
performed extensive CG simulations (80 x 10 us) of two unlinked Ub. A Sketch-map
model was trained on conformations from these simulations only.” We obtained a land-
scape which was able to depict a larger interaction phase space than if diUb data was used
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Figure 3. EncoderMap projections of two unlinked Ub and diUb and similarity map. A: Histogram of two-
dimensional representations of two unlinked Ub configurations obtained by EncoderMap dimensionality reduc-
tion (coloured blue to red for low to high densities of conformations projected to the map). Panels on the right
show certain properties of configurations dependent on their position on the landscape: Centre of geometry dis-
tance between the two proteins (green); Number of S-sheet contacts (orange) and a-helix contacts between the
two proteins. Structure bundles from CG simulations extracted from certain areas on the map demonstrate con-
formational clustering. Cartoon representation shows back-mapped atomistic structure. B: Histograms, separated
by linkage type, of two-dimensional representations of diUb conformations obtained by an EncoderMap network
which was trained on unlinked configurations. Black circular line represents the outer rim of landscape in A.
C: Similarity between two-dimensional conformational landscapes in B is represented by their distance to each

other (rich coloured markers). Positioning was obtained by MDS of pair-wise EMDs. Initial positions for MDS
optimisation were taken from Ref. 8 (pale markers).
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for training. We found, that the set of CVs which we used as input for dimensionality
reduction introduces an arbitrary ordering of chain A and B, which had no evident impact
while used for diUb. In a dimer topology chain A is called distal moiety and is linked via
its C-terminus to the lysine side chain of moiety B, also called proximal. For two unlinked
Ub, which are obviously identical, this is not true any more and the high dimensional data
set contains samples which are identical if one would change the chain order from AB to
BA. Interestingly, this feature manifests as a two-fold symmetry in the low dimensional
projection (as discussed and demonstrated in detail in Ref. 9).

With this model we were able to obtain proper projections for diUb and investigate the
immediate (linkage specific) effect of covalent linkage formation on the protein-protein in-
terface between two Ub proteins. Since conformations of diUb are projected into the two-
dimensional representation of two unlinked Ub, one can compare these two landscapes
directly and observe that some linkage types (e. g. K63) select already present conforma-
tions while others (e. g. K6) obtain conformations which are not stable without any linker.
This might be critical for the investigation of the Ub ligase mechanism which happens
by a cascade of reactions involving a linkage and substrate specific combination of three
enzymes.> Additionally, by training the model on a set of configurations which can be
formed by two unlinked proteins and should therefore contain all possible configurations
at least to some extent, the chance is reduced to obtain unreasonable positions in 2D if new
diUb conformations are added to the projection.

In our present work, thanks to the ability of EncoderMap to process a much larger
data set for training, we were able to improve the projection of Ub conformations even
further — and consequently enhance the characterisation of the protein-protein interface
formed by two Ub proteins. Exploiting the inherent symmetry of the projection problem,
due to the equivalence of the Ub proteins, we can further improve the map by doubling
the high dimensional RMD data set for two unlinked Ub by just changing the chain order.
With EncoderMap we are able to use this large data set (4.6 - 10 samples) for training to
obtain an almost perfectly symmetric landscape (Fig. 3A). This projection divides clearly
configurations with no contacts between the two chains (high centre of geometry distance,
see small green histogram) from aggregated structures (the red highly populated spots in
the main map). One can find configurations with a symmetric interaction interface along
the symmetry axis and — as it was shown in Ref. 9 already — configurations from two
minima which are mirrored at this symmetry axis can be aligned almost perfectly if the
chain order is interchanged. Certain interaction interface features, like a high amount of
[-sheet contacts (see small orange histogram) can be assigned to certain areas on the map
and enhances the interpretation of the configurational space.

The EncoderMap neuronal network, once trained, can be now used to project diUb
configurations in a very effective way (shown in Fig. 3B for all linkages). In these land-
scapes, diUb conformations occupy only the area with lower centre of geometry distance
which is obviously due the linkage constraint. We can observe similar overlaps for cer-
tain linkage types and we can repeat the quantitative comparison by calculating pair-wise
EMD for these distributions, which are then used for MDS optimisation to obtain a simi-
larity map (Fig. 3C). Initial positions were again taken from Ref. 8. Although all markers
(saturated colours) are shifted slightly compared to the reference data (pale colours), the
overall picture persists, except for K48 which we already identified to be different due to
additional sampling compared to the previously published data.

143



/
20 255 30 35 40

cog disfance (nm)

Figure 4. Conformation of K63 linked polyUb. A: Centre of geometry distance distributions between distal
and proximal chain in diUb (black) and adjacent chains in triUb (blue, orange) from CG simulations. B: Two-
dimensional representations obtained by EncoderMap network which was trained on RMD data from diUb. Con-
formational landscape of K63 linked diUb (left panel). Interaction landscapes of adjacent Ub moieties in K63
linked triUb (middle and right panel).

Protein-Protein Interface Characterisation in Ub Trimers

To investigate the linkage specific conformational space of longer Ub chains we performed
CG simulations of all eight homotypic triUb. In this section we will present preliminary
results from these simulations, where we obtained 2000 us of simulation time for each
linkage type (topology). Fig. 4A illustrates how centre of geometry distance distributions
between two adjacent chains are altered in triUb compared to a diUb with the same linkage
type (K63). Although, this gives already some insight how polyUb chain elongation affects
the interaction between Ub moieties, we can use the EncoderMap neuronal network, which
was trained to characterise diUb conformations, to obtain interaction maps for triUb.

As discussed above, the two Ub proteins in diUb are not equivalent, which means
that the distal moiety (diUby) is bound by its C-terminus to the proximal moieties (diUby)
lysine side-chain. TriUb has an additional Ub moiety in the middle (triUb,,) which is con-
strained by a covalent bond in both directions, by its lysine side-chain to triUbg and by its
C-terminus to triUb,. Consequently, while diUb has a single interaction interface between
diUbg and diUb,, triUb has two interfaces (for the moment neglecting, that triUby and
triUb,, can in principle make contact, too). For diUb we had used the RMD vector which
describes distances between the distal and proximal moiety to train an EncoderMap neu-
ronal network to obtain a conformational landscape, which can be considered at the same
time as an interaction map (Fig. 2A). We applied this trained network to triUb to obtain two
interaction maps for each triUb linkage type by providing two different RMD vectors for
each triUb conformation, i. e. one RMD vector between triUby and triUb,, and a second
one between triUby, and triUb,. These maps are shown in Fig. 4B for K63 linked diUb
and triUb, where one can see that the overall appearance of the two triUb interaction land-
scapes is comparable with the conformational landscape from diUb. A closer view reveals
that differences in distance distributions are also imaged as altered intensities of certain
states in these maps. Since we are able to assign representative structures to each state (red
areas in 2D distribution), we can obtain a very detailed picture about the interaction pattern
of polyUb chains. By this, we will observe for each linkage type which interaction modes
are altered in a triUb compared to diUb and we will conclude on reasons for chain length
specificity of certain UBDs.
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4 Concluding Remarks

In the present work we present the application of EncoderMap to efficiently obtain low-
dimensional representations of complex conformational ensembles of protein conjugates.
These representations allow for conformational clustering but also for the visualisation of
certain properties and quantitative comparison between histograms of different data sets.
With this, intuitive examination of large simulated data sets is possible. Furthermore, se-
lected CVs (RMD) as input for dimensionality reduction are highly transferable and can
be used to characterise protein-protein interaction of unlinked proteins as well as certain
parts of larger conjugates. In our ongoing work we use the combination of tools presented
here to characterise polyUb (up to tetramers) conformations for all homotypic chain types.
By this we hope to extend our knowledge about the linkage type and chain length specific
conformational properties of polyUb and with this contribute to the understanding of the
Ub recognition mechanism.
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Solvent interactions can influence the properties and function of complex biomolecules. Among
others, altering the solvent composition has consequences for the recognition of binding part-
ners. Human serum albumin (HSA) is one of the most enigmatic biomolecules, known as an
efficient carrier of biological materials, such as hormones, fatty acids and drugs.

Here we explored the effects of the solvent on stearic acid-HSA binding. To this end, we per-
formed all-atom molecular dynamics (MD) simulations in explicit solvent (~ 2.9 ps in total).
These MD simulations were carried out in explicit water and in a 20 % ethanol-water mix-
ture. The sampling in both systems was processed with the MM-PBSA binding free energy
approach, which allowed us to investigate the effects of the solvent composition on the binding
of stearic acid molecules to seven binding sites of HSA. Using this computational approach,
we were able to reproduce the experimental preference of fatty acid’s binding sites for albumin
in water. Site 5 > site 4 > site 2 were calculated as high affinity fatty acid binding sites, in
agreement with the experimental reports.! Interestingly, we observed that site 1 becomes the
most prominent binding pocket in the 20 % ethanol-water mixture, with overall binding affinity
towards stearic acid: site 1 > site S > site 2. Our simulations in explicit solvent also provided
a rationale for this effect. Importantly, we achieved weak binding-to strong binding conver-
sion by using a solvent mixture, with repercussions for the specific binding properties and the
manipulation of HSA properties as biological carrier.

1 Introduction

Human serum albumin (HSA) is a 585 residues protein found in most fluids of the body.>
HSA acts as depot and carrier for a broad spectrum of compounds like fatty acids and af-
fects the pharmacokinetics of many drugs such as penicillin and sulphonamides.> % HSA
also acts as a toxic waste handler.” Furthermore, HSA displays pseudo enzymatic prop-
erties and it is a valuable biomarker in many diseases.>® HSA features several binding
sites for medium to long chain fatty acids, wherein lauric acid (C12), myristic acid (C14),
palmitic acid (C16), and stearic acid (C18) are commonly found.'”

Changes in solvent media!!~!3can strongly affect molecular interactions that occur rou-
tinely in aqueous solution. Protein-protein, protein-DNA, and protein-RNA recognition
are progressed by water-mediated hydrogen bonds.'#'® Thus, the hydrogen bond donor
and acceptor capabilities of water often play a crucial role in biological recognition.!”1?
Solvent mixtures have been extensively used to unravel macromolecular and recognition
events such as protein binding hotspots identification, ligand binding, protein folding, and
the elucidation of biological mechanisms.'> 2022 HSA in particular displays three high-
affinity fatty acid binding sites and four weakly binding sites in water, which were con-
firmed by several experimental and theoretical studies.>*>> However, to the best of our
knowledge, the solvent-driven regulation of stearic acid binding to albumin has not been
addressed.
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Here, we explored the binding of stearic acid to HSA (Fig. 1) in water and in a
20 % ethanol-water mixture. The simulations in water were used as reference and con-
trol system. There, we were able to reproduce the experimental order of binding of stearic
acid to the seven binding pockets of HSA, validating our computational protocol. A dif-
ferent binding site (site 1) emerged as preferred in the 20 % ethanol-water mixture. This
can be explained by an enhanced hydrogen bond network between stearic acid and HSA
in site 1, involving nearby ethanol molecules. Energy calculations using the MM-PBSA?6
approach also indicated enhanced electrostatics effects in the ethanol-water system.

Figure 1. Top: Stearic acid (C18), carbon atoms are shown in grey, oxygen in red, hydrogen in white. Bottom:
Representative structure of HSA in 20 % ethanol-water, water is shown as a blue mesh surface, ethanol molecules
in orange, stearic acid in violet and ions as green spheres.

2 Methods

A crystal structure of human serum albumin (RCSB PDB:?’ 1E71, resolution: 2.7 A) was
taken as starting structure for the computational studies. The first two N-terminal residues
(aspartic acid, alanine) and the C-terminal leucine were missing in the crystal structure
and hence were subsequently modelled by us using I-Tasser.”® The Root Mean Square
Deviation (RMSD) differences between the energy minimised structure and the crystal
structure was 0.2 A. The available crystallographic data of palmitic acid in HSA% (PDB
ID: 4BKE) was used to set the initial orientations of the stearic acid in HSA since, in the
1E71 complex, some of the fatty acid molecules missed the carboxyl group. The proto-
nation states of the titrable residues of HSA were determined using the H++ server®® and
corroborated by visual inspection. MD simulations were performed using the AMBER
143! and NAMD 2.12b software suites.>> An octahedral water box of 15 A was generated
as both reference and control system along with the requisite counter ions to neutralise
the system. The modified ff99SB force field*® was used for the protein in the simulations
with AMBER 14, and the CHARMM36m force field** was used in the simulations with
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NAMD 2.12b. Stearic acid parameters for AMBER were generated at the HF/6-31G*3
level of theory using Gaussian09.3%3” PME was used to treat long-range electrostatic
interactions.® The system was first minimised (15000 CG + 15000 SD) and then equi-
librated for 5 ns (at room temperature) followed by 50 ns of production run to allow the
structure to relax in the aqueous environment. The last frame comprising HSA with seven
stearic acid molecules in their binding pockets was used to generate seven starting systems
(HSA with only one ligand). Each of those systems was again simulated (3 independent
replicas of 50 ns each). The MM-PBSA approach was used for computing the binding
free energies. The Cpptraj** module of AMBER was utilised for the analysis of the MD
trajectories (RMSD fluctuations, hydrogen bonding). The 20 % ethanol-water mixture was
generated using Packmol,* a freely accessible tool that creates initial configurations for
MD simulations. For HSA in the 20 % ethanol-water mixture, we followed a protocol
analogous to that described for HSA in water. The equilibrated structure of albumin in the
20 % ethanol-water mixture is shown in Fig. 1.

3 Results and Discussion

The molecular dynamics simulation trajectories were visualised using the VMD tool.*!

HSA with seven stearic acid molecules occupying simultaneously all the possible binding
sites was first simulated for 50 ns in an octahedral box with counterions added to neutralise
the whole system. The backbone RMSD fluctuations throughout the trajectory were below
3.0 A indicating no overall large dynamical changes in the structure. The final frame
of this trajectory was used to generate seven initial systems, with a single stearic acid
molecule in each of the seven binding pockets of HSA. These systems were further relaxed
by performing 50 ns long MD simulations as per the protocol discussed in the Methods
section. We observed stable control plots of temperature, pressure, density and total energy
(kinetic and potential) along with low RMSD fluctuations. The last frame of this MD
provided the initial coordinates for performing three replicas of 50 ns of each system.

From the sampling in water, we extracted 500 frames, which were used to calculate the
binding free energies of stearic acid in the fatty acid-binding sites of HSA using the MM-
PBSA approach, which has been extensively applied to estimate binding free energies of
small molecules in the binding pocket of macromolecular systems? (Tab. 1). We observed
that in water, site 5 has the highest binding affinity for stearic acid (-24.5 =+ 0.59 kcal/mol
(Tab. 1)), followed by site 4 (-18.96 = 0.76 kcal/mol) and site 2 (-18.15 4 0.82 kcal/mol).
These three regions are also reported as high affinity fatty acid-binding sites in the litera-
ture.! Other binding spots, classified as low affinity, have binding energies > -15 kcal/mol,
also in agreement with experimental observations?* 2> and validating our protocol of simu-
lations and energy estimations using MM-PBSA. We note that the change in the dielectric
constant of the system from water to the 20 % ethanol-water mixture is not expected to
affect significantly the evaluation of the Poisson’s equation for continuum electrostatics.
Also, the contributions of non-polar groups (which is proportional to the variation of the
solvent accessible surface area) is expected to be lower than for more polar systems like
pure water. Hence the MM-PBSA approach for calculating binding free energy remains
a suitable protocol in water-organic solvent mixtures at moderate or low organic solvent
fraction.
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Binding sites Water 20 % ethanol-water
Sitel -13.6 (0.93) -29.9 (0.81)
Site2 -18.2 (0.82) -23.9 (0.81)
Site3 -6.5 (0.84) -6.2 (0.57)
Site4 -19.0 (0.76) -13 (1.71)
SiteS -24.5 (0.59) -24.0 (0.62)
Site6 -12 (1.02) -16 (1.01)
Site7 -14.8 (0.68) -12 (1.09)

Table 1. Energetics of binding of stearic acid molecules (in kcal/mol) in the seven fatty acid binding sites of HSA
in water and in the 20 % ethanol-water mixture. SE of mean indicated in parentheses.

Further, we examined the binding proclivity of stearic acid in the binding pockets of
HSA in the 20 % ethanol-water system. Site 1 emerged as the preferred spot with the most
favourable binding free energy for stearic acid (-29.88 + 0.81 kcal/mol) followed by site 5
(-24.01 £ 0.62 kcal/mol) and site 2 (-23.89 + 0.81 kcal/mol). These results evidence how
altering solvent composition induces a low-binding to high binding transition and overall
enhances the binding affinity of stearic acid towards HSA.

The analysis of the contributions to the free energy of binding of stearic acid in site
1 (Fig. 2) indicates a remarkable increment in the total electrostatic contribution in the
20 % ethanol-water mixture with respect to water, leading to an enhanced binding of stearic
acid to HSA in ethanol-water.

The 2-D interaction diagrams (plotted using the LigPlot+ software*?) allowed us to
rationalise the enhanced electrostatics contributions of stearic acid in site 1 of HSA in the

Energetics of Stearic acid - HSA binding to SITE-1
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Figure 2. Electrostatic and van der Waals contributions to the total free energy of binding for the stearic acid
(site 1)-HSA system in water (blue) and in the 20 % ethanol-water mixture.
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Figure 3. 2-D interaction plots of stearic acid in the seven fatty acid binding pockets of human serum albumin.
All hydrogen bonds with lifetime > 0.70 are highlighted. In all cases, the left panel corresponds to the simulations
in water and the right panel to the simulations in the 20 % ethanol-water mixture. The lifetime fraction of these
hydrogen bonds and the average h-bond distances are shown in parenthesis (format: [lifetime fraction, average
distance], see Tab. 2).

ethanol-water mixture (Fig. 3, hydrogen bond interactions with a fraction half-life time
larger than 0.70 are highlighted). In water environment, stearic acid establishes in site 1
two conserved hydrogen bonds with HSA residues (Arg 117 and Arg 186). However, in
the 20 % ethanol-water mixtures, the stearic acid molecule in site 1 is able to establish four
conserved hydrogen bonds (Arg 117, Arg 186 and two ethanol molecules) (Tab. 2).

On the other hand, site 4 shifts from a high affinity site to a low affinity site upon
addition of methanol to the water solvent environment. The analysis of the interactions in
this site allows us to rationalise this observation (Fig. 3). In water, stearic acid displays

151



Water 20 % ethanol-water
Binding site | Residue | Average h-bond | Fraction of Residue | Average h-bond | Fraction of
distance (A) h-bond lifetime distance (A) h-bond lifetime
Sitel Arg186 2.71 0.87 Argl86 2.73 0.82
Argl17 2.70 0.72 Argl17 2.60 0.79
Argl17 2.71 0.88
ETA 2.81 0.86
Site2 Arg257 2.94 0.72 Arg257 2.67 0.82
Arg257 2.82 0.85 Arg257 2.77 0.84
Tyr150 2.75 0.86 Tyr150 2.67 0.82
Ser287 2.64 0.72
Site4 Tyr411 2.68 0.89 Tyrdl1 2.82 0.81
Argd10 2.80 0.92 Ser489 2.70 0.83
WAT 2.69 0.79
SiteS Tyr401 2.69 0.92 Tyr401 2.63 0.81
Lys525 2.71 0.98 Lys525 2.82 0.82
WAT 2.89 0.73 ETA 2.92 0.84
WAT 2.83 0.76 ETA 2.73 0.79

Table 2. Average hydrogen bond distance and fraction of hydrogen bond lifetime for high affinity binding sites.

three hydrogen bonds (Tyr 411, Arg 410 of HSA and one molecule of water) in site 4.
However, in the solvent mixture, the stearic acid molecule in site 4 is only able to establish
two conserved hydrogen bonds with Tyr 411 and Ser 489 of HSA. The 3-D representation
of the three high affinity fatty acid binding sites (site 1, site 2, site 5) in both systems (water
and 20 % ethanol-water) also evidence the role of solvent interactions on the stabilisation
of specific binding motifs (Fig. 4).

Next, we compare representative snapshots from the MD simulations of the stearic
acid-albumin complex (with stearic acid in site 1) under different solvent conditions with
the reported crystal structure of stearic acid-albumin (PBD ID: 1E7I) (Fig. 5). The com-
parison indicates that the stearic acid molecule adopts a less compact conformation in the
20 % ethanol-water mixture with respect to the control system (water). A higher confor-
mational flexibility of the stearic acid molecule in the solvent mixture may enable it to
establish more hydrogen bond contacts with strong affinity.

Overall, we observed that the solvent has modulating effects on the binding of the
fatty acid to a particular site of human serum albumin. Site 1, which was amongst the
low affinity fatty acid binding sites in water, emerged as a high affinity-binding site in the
ethanol-water mixture.

4 Conclusions

Here we show that altering solvent composition can be a useful tool for modulating
biomolecular function, in this case the binding specificity of human serum albumin as a
carrier of fatty acids. Low affinity to high affinity fatty acid binding site conversion was
achieved when using, instead of water as solvent, a 20 % water-ethanol mixture. Con-
versely, a high affinity fatty acid binding site transitioned to low affinity under the same
conditions. Our findings, which we rationalise at the molecular level, have special rele-
vance for the regulation of biological function since we show that the targeted manipula-
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Figure 4. Structure of HSA in water (left panel) and in 20 % ethanol-water for site 1, site 2, site 4 and site 5.
Residues/molecules involved in van der Waals interactions are shown in surface representation (vdW colour cloud
with red for oxygen, blue: nitrogen, gray: carbon). The stearic acid molecule is shown in green sticks. Conserved
hydrogen bond contacts are circled.

tion of protein-ligand binding events can be achieved by rationally tuned solvent-driven
interactions.
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Figure 5. Overlay of the structures of human serum albumin in the crystal structure (green), in water (cyan)
and in the 20 % ethanol-water mixture (orange) with stearic acid bound to site 1 (close-up as inset). Water and
counterions were removed for clarity.
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Strong interaction physics is believed to be described by Quantum Chromodynamics
(QCD), part of the Standard Model of particle physics. It is the theory of quarks and
gluons, which interact forming protons, neutrons and a plethora of other hadrons. While
there is little doubt that this theory is correct, predictions of low-energy strong interaction
phenomena are difficult.

With qualitative insight available for some time, in recent years precision calculations
have started to provide crucial input for the understanding of experiments as the ones con-
ducted at the LHC at CERN in Geneva or the Belle experiment at KEK in Japan. The mo-
tivation of these experiments is the verification of the standard model and possibly finding
phenomena beyond its reach. The experimental programmes using the collision of heavy
ions, as they are conducted at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven
National Laboratory (BNL) or the ALICE experiment at CERN, aim at understanding the
behaviour of QCD at the high temperatures that are believed to have existed at the begin-
ning of the universe. The interpretation of all these experiments needs specific theory input
which are the target of investigations in this chapter.

Since such computations are necessarily done from first principles, and the underlying
theory is strongly coupled, significant computer resources as well as human commitment
over a long time are required to arrive at accuracies which make the results relevant. The
contributions in this volume show the rich spectrum of phenomena described by QCD,
with effects spanning energy scales of many orders of magnitude. While the questions
addressed in these investigations vary widely, the underlying methodology unites them:
definition of the theory on a lattice in Euclidean space-time and evaluation of the resulting
path integral using Markov Chain Monte Carlo, including the construction of observables
which such an approach can evaluate.

This section starts with a contribution by Meifiner, that is different from the ones which
follow. The authors do not attempt to solve directly the fundamental theory of QCD, but
use a nuclear effective theory to describe phenomena which are far beyond the reach of
QCD calculations, e. g. the binding energy of light nuclei. The contribution highlights
some algorithmic developments which make the computations more efficient and exploit
specific physical properties of the system.

Bali and Collins then report on investigations of the baryon spectrum and their struc-
ture. The dependence of the masses of the baryon octet on the quark masses are investi-
gated, along with observables which encode their structure. Such computations can have
impact, e. g. on dark matter searches and are an example of quantities, which are difficult
to get from experiment and therefore theory input is required. The physics of the charm
quark, which is the fourth quark if ordered by mass, is the subject of the investigations pre-
sented by Hollwieser, Knechtli and Korzec. Here the first steps of a programme simulating
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QCD with four dynamical quarks are presented, with first results reproducing the masses
of charmed mesons.

The final two contributions provide essential input for the interpretation of heavy ion
collision experiments, investigating the behaviour of QCD at high temperature and its
phase transition. Kaczmarek et al. present results for the chiral phase temperature in
the situation where two quarks are massless and the strange quark at its physical value.
Borsanyi et al. in the final contribution to this section investigate the behaviour of QCD
away from zero baryon chemical potential, as is the case in heavy ion experiments. As
direct computations in this situation are not feasible, the direction of imaginary chemical
potential is explored. Together with a Taylor expansion around zero chemical potential
this can be used to make contact to experimental data from the STAR collaboration at the
RHIC accelerator at BNL.
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I give an outline of the recent developments in nuclear lattice effective field theory, which is
continuing to push the boundaries of ab initio nuclear many-body calculations, both in terms of
nuclear structure and nuclear reactions. This remarkable progress has been made possible by
recent dramatic increases in HPC resources, as well as advances in computational methods and
algorithmic developments.

1 Introduction

Recent advances in high-performance computing (HPC) have enabled nuclear physics to
enter a new and exciting era. Calculations of nuclear structure and reactions that were once
considered nearly impossible are now being readily performed. The research performed
by the NLEFT (Nuclear Lattice Effective Field Theory) collaboration is at the forefront
of this development. Such calculations are ab initio in the sense that they use nuclear
forces derived from the chiral effective Lagrangian of Quantum Chromodynamics (QCD),
which is the underlying theory that describes the interactions of quarks and gluons. For
few-nucleon systems, the chiral effective field theory (EFT) for the forces between two,
three and four nucleons have been worked out to high orders in the chiral power counting,
see e. g. Ref. 1. This force consists of long-ranged exchanges of one or more pions, and
shorter-ranged multi-nucleon contact interactions. By combining these EFT forces with
Monte Carlo methods developed by the lattice QCD community, the NLEFT collaboration
has successfully studied the properties of p-shell nuclei (such as 12C and '60). These nuclei
have formed the calculational boundary of more traditional nuclear many-body techniques,
such as Green’s function Monte Carlo.

With recent advances in the methods and algorithms of NLEFT, this boundary has been
pushed further by recent ab initio calculations of nuclei in the sd-shell and beyond. Fur-
thermore, the NLEFT formalism has been developed and adapted to include the treatment
of nuclear reactions. This ongoing line of research is now rapidly addressing key questions
related to the formation of elements, including those that enable life as we know it. In the
following, we briefly review the motivation and methodology behind the NLEFT formal-
ism. We also present recent highlights of our research and conclude with an outlook on
future progress.
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2 Theoretical Background of NLEFT Simulations

Nuclei are self-bound systems of nucleons (protons and neutrons). As the nucleons them-
selves consist of quarks and gluons, and hence are not fundamental degrees of freedom,
the forces between nucleons are not completely given in terms of two-body interactions,
but include three-body and higher order interaction terms. Computing the properties of
multi-nucleon systems presents a very difficult challenge. The complicated structure of
the interaction coupled with the quantum mechanical nature of such systems leads to an
exponential growth in the computational effort as a function of the number of nucleons A.
For A < 4, bound state energies and scattering phase shifts have traditionally been calcu-
lated by exact (numerical) solutions of the Lippmann-Schwinger or Faddeev-Yakubowsky
equations. For A > 5, well established many-body techniques have been developed, such
as the no-core shell model and coupled-cluster methods. These ultimately rely on the di-
rect diagonalisation of a large matrix M in order to solve a problem of the form Mx = b.
As the size of M increases exponentially, the memory and processing power of currently
available HPC systems are quickly exhausted, which confines such methods to systems
with A < 12. In order to push beyond A = 12, simplifications to the interaction between
nucleons as well as other assumptions become necessary.

In the context of QCD, systems of quarks and gluons also exhibit exponential scaling
in the number of degrees of freedom, but instead of relying on direct diagonalisation in
order to calculate observables, methods have been developed to stochastically estimate
observables. The quarks and gluons are placed on a discrete space-time lattice, and Monte
Carlo sampling of the propagation of the particles is performed in order to capture the most
relevant contributions to a given observable. Such “lattice QCD” calculations provide a
much reduced calculational complexity. Moreover, lattice QCD calculations are fully non-
perturbative and provide the only known rigorous way to compute the properties of QCD in
the non-perturbative (low-energy) regime. Still, it should be kept in mind that the stochastic
nature of lattice QCD induces an associated uncertainty in each calculated observable, in
addition to possible issues arising from numerical sign oscillations (the “sign problem”)
or from an unfavourable signal-to-noise ratio, particularly when nucleons (baryons) are
involved.

While a formalism similar to lattice QCD is used in NLEFT calculations, in the latter
case the nucleons form the degrees of freedom that propagate on the space-time lattice,
such that the interactions between nucleons are provided by chiral EFT. The stochastic
nature of the Monte Carlo importance sampling of the nucleons’ trajectories provides a
softer scaling of computational complexity with A. This, in turn, is what allows NLEFT
to push the boundaries of ab initio calculations beyond those reached by more traditional
methods.

3 Nuclear Physics on a Space-Time Lattice

In NLEFT simulations, Euclidean space-time is discretised on a torus of volume Lg’ X Ly,
where L is the side length of the (cubic) spatial dimension, and L; denotes the extent of
the Euclidean time dimension. The lattice spacing in the spatial dimensions is denoted a,
analogously to a; in the temporal dimension. The maximal momentum on the lattice is thus
Pmax = 7/a, which serves as the UV regulator of the theory. Nucleons exist as pointlike
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particles on the lattice sites, and the interactions between nucleons (pion exchanges and
contact terms) are treated as insertions on the nucleon world lines via auxiliary-field repre-
sentations. The nuclear forces have an approximate spin-isospin SU(4) symmetry (Wigner
symmetry) that is of fundamental importance in suppressing numerical sign oscillations
that plague any Monte Carlo simulation of strongly interacting fermions at finite density.
This is in contrast to lattice QCD, where any finite baryon chemical potential renders the
Monte Carlo simulation unfeasible.

We compute the properties of multi-nucleon systems by means of the transfer matrix
projection Monte Carlo method. There, each nucleon is treated as a single particle propa-
gating in a fluctuating background of pion and auxiliary fields, the latter representing the
multi-nucleon contact interactions. Due to the very strong binding between four nucleons
occupying the same lattice site, we find that the convergence of the chiral EFT expansion
can be greatly accelerated by means of smeared leading-order (LO) contact interactions.
We start the Euclidean time projection from a Slater determinant W 4 of single-nucleon
standing waves for Z protons and N neutrons (with A = Z + N) in a periodic cube. More
complicated initial states, such as a-clusters or alike, are also possible. We then use a
Wigner SU(4) symmetric Hamiltonian as a computationally inexpensive filter for the first
few Euclidean time steps, which also suppresses sign oscillations dramatically. Finally, we
apply the full LO chiral EFT Hamiltonian and calculate the ground state energy and other
properties from the correlation function

Z(t) = (Wa| exp(—tH)[W ) = Tr{M"*} (1)

in the limit of large Euclidean projection time ¢. A is the usual normal-ordered transfer
-matrix operator and L, is the number of Euclidean time steps. Higher-order contribu-
tions, such as the Coulomb repulsion between protons and other isospin-breaking effects
(due to the light quark mass difference), are computed as perturbative corrections to the
LO amplitude. The properties of excited states are obtained from a multi-channel pro-
jection Monte Carlo method. In our LO lattice action, the nucleon kinetic energy and
momentum-dependent smearing factors of the contact interactions are treated using O(a*)
improvement. Moreover, all lattice operators are included up to O(Q?), where Q) denotes
the momentum transfer between pions and nucleons. This includes operators related to
the breaking of rotational symmetry on the lattice. The strengths of such operators can be
tuned to eliminate unphysical effects, such as the mixing of the 3 D3 partial wave into the
35,-3D; channel. Similarly, the breaking of Galilean invariance in moving frames is taken
care of. A much more detailed description is given in the recent monograph.”

4 New Algorithms and Recent NLEFT Results

We shall now discuss the highlights of selected recent NLEFT calculations, which demon-
strate both the strengths of the NLEFT approach as well as recent algorithmic develop-
ments. We start with the latter.

4.1 The Pinhole Algorithm

Auxiliary-field Monte Carlo (AFMC) simulations are efficient for computing the quan-
tum properties of systems with attractive pairing interactions. By the calculating the exact
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quantum amplitude for each configuration of auxiliary fields, we obtain the full set of
correlations induced by the interactions. However, the exact quantum amplitude for each
auxiliary field configuration involves quantum states which are superpositions of many dif-
ferent centre-of-mass positions. Therefore information about density correlations relative
to the centre of mass is lost. The pinhole algorithm® is a new computational approach
that allows for the calculation of arbitrary density correlations with respect to the centre of
mass. As this was not possible in all previous AFMC simulations, adaptations of this tech-
nique should have wide applications to hadronic, nuclear, condensed matter, and ultracold
atomic simulations.

Let p; j(n) be the density operator for nucleons with spin ¢ and isospin j at lattice site
n,

pij(n) = al ;(n)a; ;(n) )

We construct the normal-ordered A-body density operator

Pirgrringa(@1,0A) =1 piy g (1) piy ja(a) 3)

In the A-nucleon subspace, we note the completeness identity

Z Z Piv,j1,ia,5a (nlv e l’lA) = Al (4)
A

11,J1,"0A,JA N1, N

The new feature of the pinhole algorithm is that MC importance sampling is performed
according to the absolute value of the expectation value

(W[ MEME 2 pp i ja (0, ma ) M2 |0 5)

Here, M? is the transfer matrix at time ¢ of dimension A x A and M! is referring to the
SU(4) invariant transfer matrix used at the beginning and at the end of the time evolution
to tame the sign problem, see e. g. Ref. 2. Due to the completeness identity Eq. (4), the
sum of the amplitude in Eq. (5) over ny,---n4 and 4y, j1,---94,7j4 gives Al times the
amplitude without any insertion of the A-body density,

(| MMM |, 6)

The pinhole locations ny, - - - n4 and spin-isospin indices %1, j1, - - 44, ja are sampled by
Metropolis updates, while the auxiliary fields are sampled by the hybrid MC algorithm (see
also below). In the left panel of Fig. 1 we show a sketch of the pinhole locations and spin-
isospin indices for the operator p;, j, ...i..j (D1, --N4) inserted at time ¢ = Lya;/2. We
obtain the ground state expectation value by extrapolating to the limit of infinite projection
time.

For spatial lattice spacing a, the coordinates r; of each nucleon on the lattice is an
integer vector n; times a. We do not consider mass differences between protons and neu-
trons for the moment. Since the centre of mass is a mass-weighted average of A nucleons
with the same mass, the centre-of-mass position rcyy is an integer vector ngoy times a/A.
Therefore the density distribution has a resolution scale that is A times smaller than the
lattice spacing. In order to determine the centre-of-mass position rcy, we minimise the

squared radius
> frou - (7
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Figure 1. Left panel: A sketch of the pinhole locations and spin-isospin indices (injrn ) at time ¢ = Lias/2.
Right panel: The elastic form factor F(q) for 12C calculated with the pinhole algorithm. Open circles are the
experimental values, the other symbols refer to NLEFT results for various Euclidean times L.

where each term |rcy — r;| is minimised with respect to all periodic copies of the separa-
tion distance on the lattice. As a first application, we show in the right panel of Fig. 1 the
calculated elastic form factor of '2C (which is the Fourier transform of the charge density,
calculated using the pinhole algorithm®). The agreement with the data is quite satisfactory.
This paves the way for detailed nuclear structure investigations.

4.2 The Shuttle Algorithm

In most NLEFT simulations, the hybrid MC (HMC) algorithm is used to update the con-
figurations, which consist of nucleon world-lines coupled to external fields. In Ref. 4, we
presented the so-called shuttle algorithm. More precisely, the auxiliary fields s(n;, n) that
represent the interactions between the nucleons are updated using the shuttle algorithm,
where only one time slice is updated at a time. In Fig. 2 a schematic plot sketching the dif-
ference between the shuttle algorithm and the HMC algorithm which performs an update
of all time slices is shown. The shuttle algorithm works as follows:

1. Choose one time slice n¢, record the corresponding auxiliary field as sojq (7, 7).

2. Propose the new auxiliary fields spew (74, 12) at each lattice site n according to the
probability distribution P [Spew(1¢, 1) = ¢p] = wy for k = 1,2,3. We note that
w1 +ws +wz=1.

3. Calculate the determinant of the A x A correlation matrix M;; using so14(n¢, 1) and
Snew (N¢, M), respectively.
4. Generate a random number r € [0, 1) and perform the following “Metropolis test”. If

det [Mz‘j (Snew (nt7 ’I’l))}
det [M;; (So1a(ne, m))]

> ®)

accept the new configuration $ye (¢, 1) and update the wave functions accordingly,
otherwise keep sojq(n¢, ).
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——
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Figure 2. Schematic plot for the HMC algorithm (upper panel) and the shuttle algorithm (lower panel). The red
squares denote the time slices to be updated in each run. The pink, blue and black boxes refer to the centre-of-
mass projection, the SU(4) invariant transfer matrix and the density operator under consideration, respectively.

5. Proceed to the next time slice, repeat steps 1)-4), and turn around at the end of the
time series.

As shown in Fig. 2, the program runs back-and-forth like a shuttle bus and all the
auxiliary fields are updated after one cycle is finished. The shuttle algorithm is well suited
for small values of the temporal lattice spacing a;. In this case the number of time slices
is large and the impact of a single update is small. In each update the new configuration is
close to the old one, resulting in a high acceptance rate. For example, in the recent works
discussed below, the temporal lattice spacing is a; = 0.001 MeV~! and the acceptance
rate is around 50 % in most cases. We compared the results with the HMC algorithm and
found that the new algorithm is more efficient. In most cases the number of independent
configurations per hour generated by the shuttle algorithm is three or four times larger than
that generated by the HMC algorithm.

4.3 Essential Elements of Nuclear Binding

NLEFT and other ab initio methods encounter problems when going to larger mass num-
bers. More precisely, the three-body forces (and eventually four-body forces) become more
important with increasing A, which makes the computations more difficult and harder to
control. This led e. g. our collaboration to introduce an effective four-nucleon term when
considering alpha-type nuclei up to 28Si in 2014.5 In Ref. 4, we presented a highly im-
proved LO action that overcomes these problems and allows to elucidate the essential
mechanisms underlying nuclear binding. For related investigations in the continuum, see
e. g. Ref. 6 (and references therein).

We start with a simple SU(4)-invariant leading order EFT without explicit pions on a
periodic L? cube with lattice coordinates 1 = (n, ny,n.). The Hamiltonian is

1 _ 1 -
Hsu(a) = Hiree + 5;C2 > An)’ + 303 > An)? ©)

where Hyeo is the free nucleon Hamiltonian with nucleon mass m = 938.9 MeV. The
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density operator 5(n) is defined in the same manner as in Ref. 3,

pn) = al(m)ai(n)+s. Y. Y al(n)a(n) (10
% In'—m|=1 ¢
where i is the joint spin-isospin index and the smeared annihilation and creation operators
are defined as

a;(n) = a;(n) + syr Z a;(n’) (11)
In/—n|=1

The summation over the spin and isospin implies that the interaction is SU(4) invariant.
Note that we perform local (L) as well as non-local smearing (/NL). In the latter case,
the nucleon creation/annihilation operators are distributed over a lattice point and its six
neighbours. The parameter sz, controls the range of the local part of the interaction, while
sy controls the range of the nonlocal (i. e. velocity-dependent) part of the interaction.
The parameters C'; and C'3 give the strength of the two-body and three-body interactions,
respectively. In what follows, we use a lattice spacing a = 1.32 fm, which corresponds
to a momentum cutoff A = 7/a & 465 MeV. The dynamics with momentum ¢ much
smaller than A can be well described and residual lattice artifacts are suppressed by powers
of Q/A, see Ref. 7. For systems with more than three nucleons, we use AFMC lattice
simulations for a cubic periodic box with length L, see Ref. 2. For nuclei with A < 30
nucleons, we take L > 8, with larger values of L for cases where more accuracy is desired.
For nuclei with A > 30 we take L = 9. The temporal lattice spacing is 0.001 MeV~!
and the projection time is set to 0.3 MeV~!. We find that these settings are enough to
provide accurate results for systems with A < 48. We also use the recently-developed
pinhole algorithm® in order to calculate density distributions and charge radii. We use
few-body data with A < 3 to fix the interaction coefficients C'y and C'5, while the range
of the interactions are controlled by the parameters sy and sz. In the few-body sector,
the two smearing parameters sy, and sy produce very similar effects and are difficult to
distinguish from few-body data alone. Therefore, to pin down s, and s, 1, more precisely,
we require fits to heavier nuclei as described in detail in Ref. 4. The full set of optimised
parameters are Cy = —3.41 x 107" MeV=2, C3 = —1.4 x 107 MeV~°, sy = 0.5,
and s;, = 0.061.

Using this highly improved action, we have calculated the binding energies for 86
bound even-even nuclei (even number of protons, even number of neutrons) with up to
A = 48 nucleons, see the left panel of Fig. 3. Due to the SU(4) symmetry, there is no
sign problem and all of the MC error bars are smaller than the size of the symbols. The
remaining errors due to imaginary time and volume extrapolations are also small, less than
1 % relative error, and thus are also not explicitly shown. The general trends for the binding
energies along each isotopic chain are well reproduced. In particular, the isotopic curves
on the proton-rich side are close to the experimental results. The discrepancy is somewhat
larger on the neutron-rich side and is a sign of missing effects such as spin-dependent
interactions. With the same interaction, one can also calculate the charge density profile of
a given nucleus. This has been done in Ref. 4 for °0 and “°Ca and the results are quite
accurate for such a simple nuclear interaction.

Further, predictions can be made for pure neutron matter (NM), see the right panel
of Fig. 3. There, we show the calculated NM energy as a function of the neutron den-
sity and the comparison with other calculations using next-to-next-to-next-to-leading-order
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Figure 3. Left panel: The calculated binding energies from H to 8Ca. The solid symbols denote the lattice
results and the open symbols denote the experimental values. Different symbols and colours denote different
elements. The experimental values are taken from Ref. 8. Right panel: The pure neutron matter (NM) energy
as a function of neutron density calculated using the NL50* interaction with box size L=>5 (upright triangles),
L=6 (squares), L=7 (rightward-pointing triangles), respectively. The filled red polygons show results for the
leading-order SU(4)-symmetric interaction. The open red polygons show an improved calculation with a short-
range interaction to reproduce the physical neutron-neutron scattering length as well as a correction to improve
invariance under Galilean boosts. For comparison we also show results calculated with full N3LO chiral inter-
actions (EM 500 MeV, EGM 450/500 MeV and EGM 450/700 MeV),? the results from variational (APR)! and
Auxiliary Field Diffusion MC calculations (GCR).!!

(N3LO) chiral interactions. In the lattice results we vary the number of neutrons from 14
to 66. The data for three different box sizes L=5 (upright triangles), L=6 (squares), L=7
(rightward-pointing triangles) are marked as filled red polygons. We see that our results are
in general agreement with the other calculations at densities above 0.05 fm—2, though cal-
culations at higher orders are needed and are planned in future work to estimate uncertain-
ties. At lower densities the discrepancy is larger as a result of the SU(4)-invariant interac-
tion having the incorrect neutron-neutron scattering length. The open red polygons, again
L=5 (upright triangles), L=6 (squares), L=7 (rightward-pointing triangles), show an im-
proved calculation with a short-range interaction to reproduce the physical neutron-neutron
scattering length as well as a correction to improve invariance under Galilean boosts. The
restoration of Galilean invariance on the lattice is described in Ref. 12. Overall, the results
are quite good in view of the simplicity of the four-parameter interaction.

The computational effort needed for the auxiliary-field lattice Monte Carlo simula-
tions scales with the number of nucleons, A, as somewhere between A! to A2 for medium
mass nuclei. The actual exponent depends on the architecture of the computing platform.
The SU(4)-invariant interaction provides an enormous computational advantage by remov-
ing sign oscillations from the lattice Monte Carlo simulations for any even-even nucleus.
Coulomb interactions and all other corrections can be implemented using perturbation the-
ory or the recently-developed eigenvector continuation method if the corrections are too
large for perturbation theory.'® Given the mild scaling with nucleon number and suppres-
sion of sign oscillations, the methods presented here provide a new route to realistic lattice
simulations of heavy nuclei in the future with as many as one or two hundred nucleons.
By realistic calculations we mean calculations where one can demonstrate order-by-order
convergence in the chiral expansion going from LO to NLO, NLO to N2LO, and N2LO to
N3LO and so on, while maintaining agreement with empirical data.
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Figure 4. Left panel: A segment of a worldline configuration for a | impurity in a sea of {-particles on a 1+1
dimensional Euclidean lattice. Right panel: The ground state energy as a function of Euclidean projection time
for ILMC simulations versus AFMC simulations for 3 = 103 and N = 10.

4.4 Impurity Lattice Monte-Carlo Algorithm and Polaron Physics

Hyper-nuclear (or strangeness nuclear) physics investigates nuclei, in which one (or two)
nucleon(s) are substituted by a A or X hyperon (or two of these). This extends the nuclear
chart into a third dimension, because such nuclei are catalogued in terms of proton number
Z, neutron number N and strangeness S = —1, —2, ... for one, two, ... hyperons. Such sys-
tems are in particular interesting as only very few hyperon-nucleon and hyperon-hyperon
scattering data points (~ 50) exist, in contrast to the about 10 000 data on nucleon-nucleon
scattering below pion production threshold. This is, of course, a consequence of the fact
that no beams of hyperons exist and scattering data can only be inferred from final-state
interactions. Therefore, bound systems including hyperons give important information on
these elusive baryon-baryon interactions. It should also be noted that hyperon-nucleon
scattering lengths are not unnaturally large (as far as they are known), see e. g. Ref. 14.

So the question naturally arises how to treat these systems in NLEFT? A first approach
is to simply enlarge the degrees of freedom from the nucleon doublet to the hyperons with
strangeness S = —1. A LO computation using just the contact terms and fitting the low-
energy constants to certain cross section threshold ratios showed that such an approach is
feasible and the volume dependence of the scattering lengths is consistent with the Liischer
formula.'> However, due to the missing SU(4) Wigner symmetry in this type of systems,
this approach was not further developed. So is there another method to treat hyperons in
nuclei? The answer leads us to the so-called impurity lattice MC algorithm (ILMC), where
the hyperon(s) are treated as an impurity(ies) in a sea of nucleons.

The basic idea of the ILMC algorithm was developed in Ref. 16. Consider a worldline
configuration for the impurity as shown in the left panel of Fig. 4 and then compute the
reduced transfer matrix by integrating out the impurity. To be specific, consider a system
of one |-particle in a sea of f-particles with my = m; = m. The lattice Hamiltonian
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H = Hy + V is given by:
Hy=H} +H, V= C’OZpTﬁ 1 (7)

3
= %ZZ[ Ja,(71) — al(W)a, (il + 1) — al(Ma (i —1)|  (12)

with s =1, , [ is a unit vector on the lattice and Cj is tuned to the binding energy of the
shallow dimer consisting of one 1 and the |-particle. It is advantageous to work in the
occupation number basis,

Xh, (7) oo X4, (7) .
|Xnt7an> H [ ] [ai(n)} ; X, (1) =0orl (13)
This allows to calculate the elements of the reduced transfer matrix,

<X£t+17Xtt+1|M|XILt>Xit> (14)

In computing the transfer matrix, one has to deal with two different cases. First, if the
impurity performs one spatial hop,

AN 1 .
My i = (5) + exp [—auH]] (15)
with a; = a;/a. If the impurity worldline remains stationary, the corresponding transfer
matrix reads

M gz = (1 - 3;?) :exp {—atHg - %ﬂm(ﬁ”)] : (16)
Note that these reduced transfer matrices are just one-body operators on the linear space of
the T-particles. With that, one can proceed as usual in NLEFT.

To show the power of the ILMC, we present in the right panel of Fig. 4 results for the
ground state energy of a system of 9 |1) + 1|]) particles in a volume L3 = 10% (N = 10)
with a zero-range interaction, using both conventional AFMC and the ILMC.!” The ground
state energy ¢ is given by:

T Z(Ly — 1)
= — 1 —_—
7w Lo T Z(Ly)

The ILMC clearly outperforms AFMC, because it is computationally simpler and faster
and also has far smaller sign oscillations (see the detailed discussion in Ref. 17).

As afirst application of the ILMC, we considered the polaron problem in two and three
dimensions.!” As a benchmark of the method, we calculated the universal polaron energy
in three dimensions (3D) in the scale-invariant unitarity limit and found agreement with
published results, see the left panel of Fig. 5. Next, consider attractive polarons in two
dimensions. There is a very interesting and important question as to whether a polaron-
molecule transition occurs in the ground state as a function of the interaction strength.
At present cold-atom experiments are not yet conclusive on the question of a transition.
The existence and nature of such a transition impacts the overall phase diagram for spin-
imbalanced 2D Fermi gas. The theoretical investigations on this issues were so far in-
conclusive, see the discussion in Ref. 17. We have investigated this problem considering

a7
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Figure 5. Left panel: The 3D unitarity limit polaron energy € p in units of the Fermi energy e as a function of
the inverse particle number 1/N. The square is the ILMC result in the thermodynamic limit N — oo, while the
triangle gives the diagrammatic Monte Carlo result from Ref. 18. Right panel: Ground state energy as a function
of the dimensionless parameter = (1/2) In ((2¢/|e|)) in comparison with diagrammatic MC results.'® The
data are from Ref. 20. The vertical band represents the region where the crossover transition from a polaron to a
molecule occurs.

again one down-spin impurity and [NV up-spin particles in the limit of zero-range attractive
interactions. The delta function interaction is tuned according to the two-body bound state
energy, |eg|. Using ILMC, we calculated the polaron energy as a fraction of the up-spin
Fermi energy. The coupling constant was tuned in order to get the two-body bound states
with binding momentum k5 = \/m|ep| equal to 0.22/a, 0.31/a, 0.43/a, 0.53/a, and
0.62/a. We ran simulations for several different lattice areas, L2, and several different par-
ticle numbers, V. The lattice sizes go from L2 x L, = 202 x 100 to L? x L; = 802 x 700.
For each L? and N, the ground state energy was obtained by extrapolating to the limit
Ly — oo by fitting the Euclidean time projection amplitude to the asymptotic function
€0 + aexp(—9 - t). To magnify the details, we subtracted the dimer energy in vacuum,
ep, from the polaron energies and scaled by eg, the majority up-spin particle Fermi energy.
In Fig. 5 we show the subtracted-scaled polaron energy (e, + |eg|)/er versus the dimen-
sionless parameter 7 = 3 In (\%I)’ which characterises the strength of the interaction. The
simulations are done with N = 21 and N = 20 up-spin particles. For comparison we have
plotted the diagrammatic Monte Carlo results from Ref. 19 and variational results from
Ref. 20. We find good agreement with the data in the weak-coupling region, > 1. In
the very strong coupling limit  — —o0, one expects (e, + |eg|)/er to approach —1 from
above. This corresponds to a tightly-bound molecule that has pulled one up-spin from the
Fermi sea and is only weakly repelled by the remaining up spins. Perhaps most interesting
is that the lattice results show a smooth dependence on energy in the intermediate region
—0.90 < n < —0.75. We interpret this as evidence for a smooth crossover from fermionic
polaron to bosonic molecule. In order to uncover the underlying nature of the polaron-
molecule transition, we have used ILMC to measure the density-density correlation func-
tion between the impurity and the majority particles. As discussed in Ref. 17, there is no
sign of a sharp phase transition such as a divergence of the correlation function or non-
analytic dependence on the interaction strength. This shows that the polaron-molecule
transition is a smooth crossover. These interesting results clearly show the power of the
ILMC and time is ripe now to apply it to the physics of hyper-nuclei.
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5 OQutlook: What is next?

At this time, NLEFT has matured into a well-established ab initio framework at the fore-
front of the theory of nuclear structure and reactions. The ongoing development of both
theory and algorithms is expected to provide further insight into a number of key problems,
and to further extend the applicability of NLEFT to heavier nuclei. For example, NLEFT
is well placed to address the issues of the mechanism underlying pairing in nuclei, the mi-
croscopic origin of the so-important spin-orbit force in nuclei or the precise location of the
drip lines of the nuclear chart. A slight modification of the pinhole algorithm, the so-called
trace pinhole algorithm, allows one to perform first principles calculations in nuclear ther-
modynamics. Questions of high importance are the precise location of the liquid-gas phase
transition in the phase diagram of baryonic matter or the cluster-fragment distribution in
the collisions of mid-mass nuclei measured at various facilities world-wide. Scattering
processes at stellar energies can also be addressed, in particular the so-called “holy grail”
of nuclear astrophysics, i. e. the >C(c, v)*®O reaction at stellar energies, is within reach.
In short, NLEFT appears headed towards exciting times of progress and discoveries.
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We investigate aspects of the structure of different baryons via simulations of quantum chro-
modynamics in lattice regularisation (Lattice QCD). In particular, we study the mass spectrum,
(generalised) isovector charges as well as moments of light cone distribution amplitudes. The
charges correspond to moments of parton distribution functions (PDFs). Almost all visible
matter in the universe consists of nucleons (i. e. protons and neutrons), which are also the prime
probes for new physics, be it in accelerator experiments or dark matter and neutrino detectors.
The results will increase the precision of the relation between experimental cross sections and
decay rates and the underlying fundamental theory, which describes interactions on the quarks
and gluon level rather than interactions with the nucleons (which are composed of quarks and
gluons). By extending the study to so-called hyperons that contain strange quarks, in addition
to the up and down quarks of the nucleon, at many different quark mass combinations, the va-
lidity range of chiral perturbation theory (ChPT) and quark flavour symmetry relations can be
checked and low energy constants predicted.

The simulations are carried out in Ny = 2 + 1 QCD, neglecting the mass difference between
up and down quarks and the electric charges of the quarks. We employ Coordinated Lattice
Simulations (CLS) gauge ensembles. These were generated in a Markov chain using the hybrid
Monte Carlo (HMC) algorithm with open boundary conditions in time, on several European su-
percomputers including JUWELS and JUQUEEN. The Wilson fermion discretisation is used,
with non-perturbative removal of lattice spacing effects that are proportional to the lattice con-
stant (order a improvement). The main computational task in the analysis that is carried out
on the Xeon-Phi Booster module of JURECA of these gauge ensembles with volumes ranging
from 64 - 323 up to 192 - 96 points, encompassing 1000-2000 configurations each, is the
multiple solution of sparse large linear systems with a dimension of up to (2 - 10%)2 complex
variables. This is achieved by an adaptive algebraic multigrid algorithm. A novel stochastic
method allows us to obtain results for four different baryons and many momentum combina-
tions with little computational overhead, relative to just computing the structure of the nucleon
at a few momenta.

1 Introduction

With the discovery of the Higgs boson at the LHC at CERN in 2012 the existence of the
last missing particle predicted by the Standard Model was confirmed. Since then (and also
before then) the Standard Model, which is the accepted theory of elementary particles and
their interactions, successfully passed an impressive number of precision tests, e. g. at the
LHC, B-factories and low energy 3 decay experiments. At present only a few observables
show tensions with respect to experiment on the level of three standard deviations. Yet
we know that the Standard Model in its present form is incomplete. For instance, from
cosmological observations one can infer the existence of the so-called Dark Matter that at
present has only been detected via its gravitational interaction. This matter is distributed
differently in galaxies than one would expect from the particles that are included in the
Standard Model and interactions between this matter and Standard Model matter must be
very weak. Another issue is the abundance of matter over antimatter in the early universe,

175



which requires a significant breaking of the so-called CP-symmetry and a first order phase
transition, which the Standard Model fails to explain. Finally, there are unresolved ques-
tions in the neutrino sector and the puzzle why differences between masses of elementary
particles are so large, ranging from the top quark (m; ~ 1.7 - 10!! eV) down to the lightest
neutrino (m,, < 0.9-10~!eV?).

The Standard Model unifies the electromagnetic and weak interactions and contains
the theory of strong interactions (QCD) that bind quarks and gluons into hadrons (e. g. pro-
tons and pions). In order to discover deviations between experiment and Standard Model
predictions, a new level of precision is required, and once deviations are seen, theory input
will be needed to relate experimental (differential) cross sections and life times to the cou-
plings between fundamental particles. The accuracy of this is often limited by theoretical
rather than experimental uncertainties and, in particular, by hadronic uncertainties: almost
all visible matter of the universe consists of nucleons, which are also the prime probe for
new physics, be it in collider experiments, long baseline neutrino oscillation experiments
or direct dark matter detection. These are made up of strongly interacting quarks and glu-
ons, whose interactions are often elusive to analytical approaches and hence many aspects
of hadron structure and in particular of nucleon structure are not very well determined. Fits
to experimental data, sometimes employing flavour symmetry arguments and/or chiral per-
turbation theory (ChPT), still dominate our knowledge. As pointed out above, clarifying
the structure of nucleons in terms of their quark and gluon components in a rigorous way is
of great importance. In principle this can be achieved by ab initio Lattice QCD simulations
of the underlying theory.

In the last decade Lattice QCD simulations have reached the quark masses, lattice
volumes and spacings and statistical precision required to make an impact in this field.
Since then discrepancies with phenomenological estimates have shown up. For instance the
nucleon o term, which determines the strength of the coupling of the proton to hypothetical
new matter either via Higgs exchange or directly, when extracted from fits to pion nucleon
scattering® 3 comes out by a factor of almost two larger than when determined directly in
lattice simulations close to the physical quark mass point.*” Clearly, the systematics need
to be understood better, also on the phenomenological side.

Here, we study several observables related to baryon structure to shed light on these
questions. Below we list some of the highlights of our present and ongoing large scale
simulation programme.

e We achieve an excellent coverage of the plane spanned by the strange quark mass m
and the light quark mass m, = m, = myg, enabling us not only to extrapolate or
interpolate to the physical point but also to verify effective field theory predictions
and in particular covariant baryon chiral perturbation theory (BChPT).

e We cover a large bracket of lattice spacings reaching down to a < 0.04 fm
=4-10"1"m. Usually, the hybrid Monte Carlo (HMC) and other updating algo-
rithms based on local changes will slow down exponentially with the inverse lattice
spacing beyond a value a < 0.06 fm, due to the freezing of the topological charge.’
Further reducing the lattice constant while retaining ergodicity of the algorithm be-
came possible, employing open boundary conditions in the Euclidean time direction,’
allowing so-called instantons to flow into and out of the simulated volume.

e We analyse not just the nucleon but all octet baryons, i. e. the nucleon (N, quark con-
tent £¢, where ¢ € {u,d}) as well as the X (¢/s), the A (¢s) and the = (¢ss). This
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is possible by employing a novel stochastic method!®!3 that was efficiently imple-

mented by us on Xeon and Xeon-Phi platforms, employing a very general factorisa-
tion approach'® 13 into a “spectator part” defining properties of the external baryon
states and an “insertion part”, corresponding to the current with which the baryon is
probed.

This article is organised as follow. First we explain our simulation strategy in Sec. 2, before
we show results on the quark mass dependence of octet baryon masses in Sec. 3. We then
proceed to investigate flavour symmetry breaking effects on isovector charges in Sec. 4 and
briefly discuss light cone distribution amplitudes in Sec. 5, before we summarise.

2 Overview of the Simulation

We employ Ny = 2 + 1 flavours of non-perturbatively order a improved Wilson fermions
and the tree-level Symanzik improved gauge action. For details on the action and the HMC
simulation, see Ref. 16. Since that publication more CLS simulation points have been
added. The ensembles were generated using OPENQCD'”!® within the CLS! effort.?
Some of this was carried out on JUWELS?! and JUQUEEN.?? So far six values of the
inverse coupling constant 3 = 6/g? have been realised, along three quark mass plane
trajectories. These cover lattice spacings a = 0.039fm (8 = 3.85) up to @ = 0.099 fm
(B = 3.34) and range from {48,128} - 243 (A, U ensembles) over {64, 96,128} - 323 (B,
H, S), {96,128} - 48* (C, N), {128,192} - 643 (D, J) up to 192 - 963 (E) lattice sites. For
an overview, see Fig. 1. The lattice spacing was set using \/% = 0.413(6) fm, with the
scale ¢, defined in Ref. 24. This value was obtained using pion and kaon decay constants.
Here, we obtain a consistent but more precise value using baryon masses.
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Figure 1. Analysed ensembles: the different quark mass trajectories (left: ms = my, centre: ms+2m, = const,
right: ms = const) have been analysed at six (four for ms =& const) different lattice spacings.

The naive scaling of the simulation cost is o< ¢~ due to the increasing number of points
if the size of the four-dimensional physical box is kept fixed. In addition autocorrelation

AA few additional m, = m ensembles were generated by the RQCD group employing the BQCD-Code.?’
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times will be subject to critical slowing down x a~* with z ~ 2, further increasing the
computational effort towards the continuum limit. However, also reducing the quark mass
my does not come for free. First of all, finite size effects are suppressed exponentially with
the smallest mass gap, which is the pion mass M o /my. If we wish to keep the lattice
extent L > 4/M, constant in units of the pion mass, then the volume has to be increased
in proportion to M 4. Moreover, the step size in the HMC algorithm with an Omelyan
integrator scales like L/M, o< M, %/2 Wwhile the condition number of the discretised Dirac
matrix increases o< m[l o« M~2. The last aspect becomes less severe when employing a
multigrid solver®> ¢ (see also Ref. 27) as we do for our analysis of the gauge ensembles
on JURECA-Booster.* Due to using open boundary conditions in time,” !’ indeed we do
not observe any severe slowing down, see Fig. 2, except for the finest lattice spacing where
at present we are accruing more statistics on JUWELS. In general, autocorrelation times
increase towards finer lattices, the exception being our coarsest lattice which is at the limit
of what is possible to simulate with our action.

T T T
A¢54r000 H102r001 5400r000

0.33
0.27
0.26 Il Il Il Il Il Il Il Il Il Il Il Il Il Il Il
0 1 2 3 4 5 6 7 8 9 10 11 12 130 1 2 3 40 1 2 3
7[kMDU] 7[kMDU]
0.34 . . . .
N203r000 J501r001
0.33
0.27
0.26 1 1 1 1 1 1 1
0 1 2 3 3 4 | 0 1 2 3 4 5 6
7[kMDU] ~[kMDU] 7[kMDU]
Figure 2. History of the Wilson flow action density,?® multiplied by t% 2 after a flow time close to tq, inside a

central sub-volume of approximately 1 fm - (aN5)3, along a line of M, ~ 340 MeV (for ms + 2my = const)
from coarse to fine lattice spacings. This quantity has the largest integrated autocorrelation time. The amplitude
of the fluctuation varies, e. g. due to somewhat different physical volumes. Autocorrelations increase from top
left to bottom right, with the exception of A654 at 3 = 3.34 where we observe larger autocorrelation times than
at 8 = 3.4. For the cases where more than one Monte-Carlo chain exists, only one replica is shown.

As mentioned above the ensembles are distributed along three lines in the quark mass
plane: along m, = mg, along 2my + ms =const and along a line of an approximately
constant renormalised strange quark mass.?° The simulation points for the latter two quark
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mass trajectories intersect close to the physical point while the former one approaches the
chiral limit ms = my = 0, which is of particular interest for ChPT which is an expansion in
terms of pseudoscalar meson masses about this limit. Some relations in the mesonic sec-
tor, in particular the Gell-Mann—Oakes—Renner relation, which implies the approximate
proportionality M2 o< m,, have been verified to surprising accuracy in lattice simulations,
even at quite large pion masses. In the baryonic sector, however, BChPT often does not ap-
pear to converge very well, and for some quantities like axial charges or o terms (i. e. scalar
charges) it has been suggested that pion masses smaller than 200 MeV may be necessary
to make contact with the regime where SU(2) BChPT is of any use.?! This poses serious
questions regarding the validity of SU(3) BChPT since the kaons and 7 mesons of the real
world are much heavier than that. Strong interactions do not distinguish between differ-
ent quark flavours and flavour symmetry is only broken by quark mass differences and by
electroweak interactions, the latter being small corrections. This means that SU(3) BChPT
is much more constrained than SU(2) BChPT: while the number of hadronic observables
explodes, the number of independent low energy constants (LECs) increases only very
moderately since dm = mgs — my is the only flavour symmetry breaking parameter.

3 The Baryon Spectrum

In order to set the lattice scale a, to test BChPT and to determine LECs, we determine the
light octet baryon spectrum. The results are shown in Fig. 3. The fit corresponds to the
parametrisation

mp(My, My, a) = mg(My, Mg, 0) [1 +2a® M + Scpa5M> (1)
where everything is scaled in units of the parameter /8%y. The squared pseudoscalar mass

combinations M~ = (2M32 + M2)/3 ~ 2Bym and dM? = 2M% — 2M2 = 2Bydm

\2/d.o.f. = 1.16657

18 L A ] e ®
v 28 b ow Spr® @ o
16 - B ] a e
_ o0 26 | 5 %m? ‘
L4 - Lt % W %@1 ﬂg&@
- YA ; &
i o 224 Ig B ,
W o & e e
3 e Ay G Lo L 5 E@g
sl m i
I ® M, y & &
0.8 - p I 3 % 4 Q
3 v
06 - 2 S 18 L
B=58 o
04 + . DYP ) . ph_x"sical point ) X 1.6 ‘ i i i i i i i ]
0 0.2 0.4 0.6 0.8 1 0 0.1 0.2 0.3 0.4 ) 0.5 0.6 0.7 0.8
6o = 8toM? 8ty M

Figure 3. Left: the three lines in the quark mass plane: ms = my (red), ms + 2my = const (blue) and
ms & const (green). The horizontal axis is roughly proportional to the light quark mass, the combination on
the vertical axis to the sum of quark masses. Right: baryon masses as a function of the squared pion mass: =,
3, A, N from top to bottom. Along the ms = my trajectory (red) these are degenerated. The other two sets
(blue and green) intersect at the physical pion mass. The scale ¢ was set such that the = mass corresponds to the
experimental value (black points).
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are proportional to the average quark mass 7 = (mg + 2my)/3 and the flavour symmetry
breaking parameter dm. There is no relation between the four dcp so that the continuum
limit behaviour is encapsulated into six parameters. The quark mass dependence of the
continuum limit baryon masses shown in the figure corresponds to NNLO, i.e. O(p?)
BChPT?? in the EOMS scheme.*® To this order four parameters are needed to describe
this dependence so that in total the combined fit only contains ten parameters. The data
points shown are shifted along the fit to a = 0 and interpolated to the strange quark masses
that exactly correspond to the trajectories. We also carried out a multitude of other fits,
with similar results. We find /8ty ,n = 0.4128(22) MeV, with a systematic error that still
needs to be determined. From these fits one can also infer the o term o,y = 41(2) fm,
where again the error given is purely statistical for the moment being. Nevertheless, it is
clear by now that the total error will be very competitive. The number agrees with earlier
lattice QCD determinations*” but disagrees with current phenomenological estimates.” 3

Clearly, the data are in agreement with experiment and well described by the fit. It
still needs to be studied to what extent the LECs are universal, i. e. if this agreement with
the BChPT parametrisation is accidental and higher order terms need to be included. Two
LECs appear at order p?, which corresponds to a linear fit. The curvature is due to the
remaining two LECs F and D that appear at O(p®) in SU(3) BChPT. These are related
to axial charges of octet baryons, for instance the axial charge of the nucleon in the chiral
limit reads g4 = F + D.

4 Baryon Isovector Charges

Isovector charges are defined as matrix elements of local operators at zero momentum
transfer. Here we consider two kinds of (generalised) charges:

95 = (BIO(L)|B), J€{V,AT,S} )
mp(z)5F = (BJOT,)|B), Jec{ut —d",Au~ — Ad~,éu’ —d*} 3)

where ¢ = ¢ & ¢. The I'-structures of the latter currents that correspond to the second
Mellin moment of parton distribution functions contain one derivative and in both cases
we use isovector combinations O(T";) = al ju — dT sd, for details see Ref. 15.

Assuming SU(3) flavour symmetry, the axial vector charges can be expressed as com-
binations of just two variables:

gy =F+D, gi=2F  g¢3=F-D 4)

In the chiral limit these correspond to the LECs discussed above. We can directly extract
these LECs, extrapolating the combinations F' = (¢g%Y +¢5)/2and D = (g% —¢%)/2 along
the my, = my trajectory as illustrated in Fig. 4. This is the only lattice determination so
far of these LECs in the SU(3) chiral limit. We ultimately aim at carrying out a combined
BChPT fit both to the spectrum and the charges in the continuum limit.

In the case of flavour symmetry, i. e. ms = my, also all the other octet charges g; can
each be parameterised in terms of two parameters F'; and D ;. According to Eq. 4, in this
limit (g% +9¢5)/95 = (2F;)/(2F;) = 1 holds. Consequently, We can quantify the SU(3)
breaking effect in terms of the parameter

5é]U<3) = (9{1\/ + 9?) /97 —1 )
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Figure 4. The parameters F' and D, extrapolated along the ms = my line to the chiral limit. Lattice spacing
and finite volume effects are not as yet resolved and the data shown are raw data that have not been shifted to the
continuum, infinite volume limit.

It turns out that while these symmetry breaking effects amount to about 10 % at the physical
quark mass point for g4 = (1) au+_aqg+ and () aou— _aq-, these appear to be negligible
for g7 and (x),+ _4+.'> At present we are carrying out chiral and continuum limit extrap-
olations similar to those shown for the masses above.

5 Baryon Distribution Amplitudes

Within the parton model description of deep inelastic scattering PDFs can be viewed as
probability densities of a particular quark or gluon to carry a fraction x of the longitudi-
nal momentum of the baryon. Radiative QCD corrections and higher twist contributions
complicate this simplistic picture. Moments of PDFs, namely the generalised charges in-
troduced above, can be expressed in terms of matrix elements involving local operators
which can be computed in Euclidean spacetime using Lattice QCD. PDFs are important in
the description of inclusive processes. In contrast, light cone distribution amplitudes (DAs)
correspond to probability wavefunctions, where transverse momenta are integrated out.
These are needed for the description of exclusive processes and are much harder to con-
strain experimentally than PDFs. Interestingly, in this case at leading twist the longitudinal
momentum fractions of the valence quarks ¢, g2 and g3 sumup to 1 (z1 + 2 + 3 = 1),
i. e. effects of the gluons and sea quarks are suppressed by powers of the inverse momen-
tum transfer. Moreover, in this case at large scales an asymptotic shape is approached (in
the baryon case 120z 2x2x3). Deviations from this form can be parameterised in terms of
the first few moments since higher moments are suppressed due to their larger anomalous
dimensions, for details, see Refs. 34, 35. This is quite different from the PDF situation. It
turns out that lattice spacing effects are very significant for baryon DAs and, for the first
time, we have determined their normalisations and first moments in the continuum limit.>?
The normalisations fZ also play a role in hypothetical proton decay involving operators
that convert two quarks into an antiquark. We have reconstructed the three leading twist
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—1.49

Figure 5. Barycentric figures (x1 + @2 + 23 = 1) showing the deviation of the DAs [V — A]Z (left) and T2
(right) from the respective asymptotic limits 12021 z223 and 0, respectively.>

DAs VB, AB and TP using the first moments in x; at a scale u = 2GeV. Of particu-
lar interest are deviations from the (symmetric) asymptotic shape. These are plotted in
Fig. 5, where the combinations VZ — AP and T'Z are accompanied by definite helicities
of the quarks involved. Within the proton (first row) the “leading” u quark with its helicity
aligned to that of the proton carries a larger momentum fraction: z; > x2 ~ 3. This is
the only lattice determination of these quantities in the continuum limit.
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6 Summary

We were able to obtain for the first time controlled continuum limit results for various
baryonic observables. Here we highlighted just a few results of an extensive simulation
programme and we did not even comment on the non-perturbative renormalisation and
order a improvement that was carried out as well or other technical details.
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Monte-Carlo Simulations of QCD with dynamical up, down, strange and charm quarks are
carried out on lattices with large volumes and fine lattice spacings using a new massive renor-
malisation and improvement scheme that is tailored towards situations with a dynamical charm
quark. The lattice spacings of the generated ensembles are determined and first physical re-
sults, concerning the mass spectrum of mesons built from a charm and anti-charm quark, are
presented.

1 Introduction

1.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of strong interactions. The building blocks
are quark fields, that come in six different flavours, each with a different mass, and gluon
fields that are the force carriers of the strong interactions. Due to the strength of the in-
teractions and the phenomenon of confinement, the approximation that works very well in
the electroweak sector, perturbation theory, is only of limited use for QCD, especially at
low energies. This is however the energy region where the standard model makes many
easily testable predictions. The whole hadron mass spectrum including exotic states, vari-
ous properties of hadrons, like the magnetic moments of proton and neutron or their charge
radii, decay constants, and a plethora of other quantities can in principle be calculated in
QCD from first principles. But the only method to carry these calculations out without
relying on major uncontrolled approximations is by a numerical evaluation of the QCD
path integral by Monte-Carlo methods.

1.2 Lattice QCD

A formulation of QCD that is particularly well suited for numerical methods, is the lattice-
regularised Euclidean path integral. A four dimensional piece of space-time of size T x L3
is discretised. A hypercubic lattice with lattice-spacing «a is introduced and quark fields
are only defined on the sites of this lattice instead of being continuous functions of the
spacetime position. In this formulation predictions are obtained from high dimensional
integrals of the form

(0) = / DU %e‘SQ[U] det[D,] det|Dg] det[D,] det[D,] det[ Dy det[D;] O[U] (1)

The integration is over all gauge field configurations

T/a—1 Lj/a—1 3

/DUE T 1II H/dU(a:,u) (2)

z0=0 z1,x2,73=0 u=0
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where U(x, 1) is a SU(3) matrix on the link between site @ = (xq,z1, 22, x3) and its
neighbour in the positive p direction, and dU is the Haar measure of SU (3). This amounts
to a very high dimensional (e. g. around 500 x 10° dimensional for ensemble B of Tab. 1),
compact, integral. S¢[U] is the gauge-action. There are many different possibilities to
discretise the continuum Yang-Mills action, one particular being the tree-level Symanzik
improved action'

S, U] = glg (g St~ U] - 3wl - UT]> 3)

where g is the bare gauge coupling constant, p runs over all oriented elementary squares
and r over all rectangles of size 1 x 2 of the lattice. U,, (U,.) are ordered products of the
SU(3) gauge field variables around the squares (rectangles). The contributions of the sea-
quarks are encoded in the fermionic determinants det[D;]. The huge (= 190-106 x 190-10°
for ensemble B) matrices D; are discretised Dirac operators, and again there are many
different choices. For clover improved Wilson fermions? they are given by

D;|U] = Dy, +m; + 0D, “4)

Dy = %{W(v; + V)~ ViV,) )

SD(E) = o o Fru(2)0(2) ©

Here o, .. ., 73 are Dirac matrices, 0, = 97,7, M; is the bare mass parameter for quark

flavour ¢ and V,, (V},) are covariant forward and backward lattice derivative operators

with respect to x,,. F},, is a discretised field strength tensor. See e. g. Ref. 3 for an exact
definition of all quantities. Z is a normalisation constant, such that (1) = 1, and finally
O[U] is an “observable”. For every quantity that one wants to compute, an appropriate
observable has to be found, e. g. meson masses can be extracted from the ¢ dependence of
correlation functions with

O[U] = Ztr[FD:l(xo,f, To + ta g)FDj_l(‘TO + tvgv Io,f)] (7)
w’y

Here the space-time indices of the Dirac operators are written out explicitly, z = (z¢, £),
and I" are matrices like e. g. I' = v5 = 9717273, that select a particular symmetry channel.
Note, that the inverse operators are not sparse matrices anymore!

Results of lattice QCD depend on the lattice spacing a and ultimately the continuum
limit @ — 0 has to be taken (numerically). Due to asymptotic freedom in the continuum
limit the bare coupling approaches go — 0. L and T are usually chosen to be large enough,
that one is effectively working in the infinite volume limit.

1.3 Algorithms

The factor p[U] = 87; * [1; det[D;] is real, positive (for mass-degenerate u and d quarks
and heavy enough remaining quarks) and normalised, which makes it a valid probabil-
ity density function for the distribution of gauge field configurations. This is the per-
fect starting point for Monte-Carlo methods. If a sequence of gauge field configurations
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v, ., UD) distributed according to p can be generated, the integral in Eq. 1 can be
estimated by (0) = £ 3~ O[UW] + O(N~Y/2) .

The generation of these configurations proceeds according to a variant of the Hybrid
Monte-Carlo (HMC) algorithm.* Even-odd and Hasenbusch mass preconditioning® are
applied to the determinants, before the molecular dynamics equations are integrated using
multi-level higher order integrators.® Linear systems involving the Dirac operators are delt
with using deflated” and SAP-preconditioned® Krylov space solvers. All simulations are
carried out using openQCD-1. 6.

2 Dynamical Charm Quarks

According to the Appelquist-Carazzone decoupling theorem,'® heavy quarks have only a
minor influence on low energy physics. In practice this means that replacing det D; by 1
(a.k.a. quenching the quarks) will only introduce O(m; —2) errors on quantities with ener-
gies £ < my, as long as the coupling and the remaining quark masses are chosen correctly.
This is almost always applied to the heaviest quarks, the bottom and the top quark. The
simplified setup spares a lot of tuning efforts, and more importantly makes a multi-scale
problem more manageable. The next lighter quark, charm, is a bit of an edge case, and is
treated differently by different collaborations. Its impact on low energy observables is be-
lieved to be small, at around 2 permille'! level. At the same time, a dynamical charm quark
may introduce large lattice artifacts of order (am..)? or even O(am,) with unimproved or
partially improved Wilson fermions. Moreover the costs of the simulations are increased
and the tuning of simulation parameters is substantially more difficult. Hence e. g. the CLS
consortium opted for simulations with a three flavour action.'> There are however appli-
cations, where a dynamical charm quark would be desirable, provided that the increased
lattice artifacts can be controlled. One such application is charm physics, where the en-
ergies of the quantities of interest are not necessarily smaller than m.. Although binding
energies seem to be reproduced well by the effective theory,'? it is expected that quanti-
ties that depend on so-called disconnected charm quark diagrams are quite sensitive to the
presence of a dynamical charm quark. Another is the determination of fundamental pa-
rameters of QCD. With a dynamical charm quark one has direct access to the four flavour
A-parameter, without relying on perturbation theory.

Unimproved Wilson fermions have leading lattice artifacts of O(a). This can be
brought down to O(a?) by implementing the Symanzik improvement programme.'* The
action is augmented by an improvement term? that, when its coefficient, c.,, in Eq. 6, is
tuned correctly, cancels most of the O(a) artifacts. In mass-independent renormalisation
schemes, renormalisation and improvement factors do not depend on the quark masses. To
achieve full O(a) improvement in such schemes often many additional improvement coef-
ficients need to be determined, that multiply terms proportional to quark masses. Examples
are given by the b, b and d, d coefficients in the expression for the renormalised, improved
quark mass'>

i = 2o | + 1 G8) ~ D+ a{ b+ B a0
r[M? _ _ r 2
) )~ bG8+ (o 68) — B ] )
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In the past these coefficients were determined approximately in perturbation theory. This
could be justified by the smallness of the quark masses. With dynamical charm quarks a
non-perturbative determination of these coefficients is called for.'® Alternatively — and this
is what we are exploring in this project — one can depart from massless schemes, and define
mass-dependent renormalisation and improvement factors, resulting in a largely simplified
O(a) improvement pattern.

m; = Zm(ggv ap, aM) [ml — Merit (gga atr[Mq])] 9)

The clover coefficient cgy, for a physical value of the charm quark mass and degenerate
light quark masses corresponding to their average in nature was determined in Ref. 17 to a
high accuracy, and here we use this action for the first time in large volume simulations.

3 Scale Setting

The lattice spacing a is not a parameter of the simulation. What can be adjusted,
are the dimensionless bare coupling go and the bare quark masses in lattice units
amy,, amgq, ams, am,, non of which have a physical meaning. The results of a simula-
tion are then (physical) quantities expressed in multiples of the unknown lattice spacing,
e. g. the masses of pions am,, kaons am g, D-mesons amp and all other hadron masses,
or their decay constants af,; efc. In principle the mass parameters can be tuned such that
a set of ratios of meson masses takes their physical values. One last quantity, e. g. f can
then be used to determine the lattice spacing, i. e. to “set the scale”, a = af,/ f,?"pe“mental.
Simulations at physical masses are extremely expensive and feasible only at rather coarse
lattice spacings, if at all. The scale setting therefore is complicated by chiral extrapola-
tions in the light quark masses. For high precision also electro-magnetic effects need to
be taken into account. Fortunately some quantities are known to a high precision also at
non-physical quark masses, from earlier simulation projects, which can be used to greatly
simplify the scale setting procedure. One such quantity is the gradient flow scale ('8 at a
mass point where m,, = Mg = M, and 12m2ty = 1.11.

V315 = 0.413(5)(2) fm (10)

To set the scale with a new action, one only needs to carry out simulations at this unphysical
mass point (denoted by the x symbol), and to determine t%/a.

4 Simulations and Results

The goal is to find simulation parameters that correspond to quark masses implicitly given
by m, = mgq = m, and

b1 =8t (m§+m7i) —1.11 (1)
5 = /8Ty (mp, + 2mp) = 11.94 (12)

and lattice spacings a € {0.054,0.041,0.032} fm. The QCD formulation is a tree-level
Symanzik improved gauge action paired with non-perturbatively O(a) improved Wilson
fermions, in a massive scheme.!” Once the correct simulation parameters are found, high
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ens. L x g—i 6/92 amyas ame alfm] Lm%  Nipej (MDUs)
A0 96 x 162 324 -0.27996 -0.088861 0.054 1.75 1000 (2000)
Al 96 x 323 324 -0.27996 -0.088861 0.054 3.5 3908 (7816)
A2 128 x 483 324 -0.27996 -0.088861 0.054 5.3 3868 (7736)
B 144 x 483 343 -0.32326 -0.17971 0.041 4.4 3030 (6060)
C 192 x 643 - - - 0.032 - 0 (0)
Table 1. Summary of finished and planned ensembles.
ens. Nuns  to/a>  amqmx  ampp, P4 5
A0 500 8.83(23) 0.310(6) 0.614(17) 10.22(90) 15.48(43)
Al 1954  7.434) 0.1137(8) 0.5247(7) 1.159(17)  12.168(40)
A2 1934  7.36(3) 0.1107(3) 0.5228(4) 1.087(6)  12.059(20)
B 1515 11.55(6) 0.0910(4) 0.4183(7) 1.148(12) 12.0627(32)

Table 2. Tuning results for the Ensembles available so far.

statistics ensembles are generated and (among other things) t%/a? is measured. Tab. 1
summarises the finished and planned ensembles.

Ensembles AO, Al and A2 have the same lattice spacing and serve as a check of fi-
nite volume effects. The result is, that these are negligible for our purposes, as long as

myL > 4, see Fig. 1.

am_(L)

0.35

'lattice data —S—
10 xPT prediction

03

025

02 f

0.15 |

0.1

1.5 2 25 3 35 4 45 5 55 6
Lm

Figure 1. Finite volume effects on the pion mass, from Ensembles A0, A1 and A2.

Although we have not gathered the full statistics of ensemble B yet, we already roughly
know the lattice spacing and can judge, how well the novel action copes with lattice arti-
facts. In Fig. 2 a quantity is plotted, that is supposed to vanish in the continuum limit. The
rate at which it does so, is compatible with leading scaling violations of O(a?), which is
very encouraging, given that these are the two coarsest ensembles that we consider.
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Figure 2. The relative difference of two different definitions of the gradient flow scale ¢o, which should vanish
in the continuum limit at a rate proportional to a?.

S Future Applications

5.1 Charmonium Spectrum

Although the ensembles generated so far are all at a non-physical mass point, the chiral
extrapolations are expected to be very flat for quantities that do not contain light (u,d,s)
valence quarks. The reason for this is, that the sum of the (renormalised) light quark masses
has already the physical value. Therefore the sum of the differences to the physical masses
is zero (A, + Ag + As) = 0. The derivatives of these quantities with respect to the light
quark masses are equal to each other at the mass-symmetric point, so in the expression for
the correction between symmetrical and physical mass point, the leading term vanishes,
e. g. for the mass of the 7, meson

dm,,,

mERYS =y + (Au+ Da+ A) T 4 O(A?) (13)

Ne
u
With the fine lattice spacings, our ensembles are very well suited for a study of charmonia
and in fact, already at the coarsest lattice, the charmonia masses that we obtain, are very
close to their values in nature. One should however note, that we are neglecting discon-
nected contributions to these masses at the moment. Tab. 3 summarises the findings for
ensemble A2.

Us J/¢ Xco Xeci hc
am 0.8180(2)  0.8489(2)  0.9398(86) 0.9833(72) 0.9902(81)
m[GeV]  2.9890(7) 3.1019(7)  3.434(31)  3.593(26)  3.618(30)
PDG [GeV] 2.9834(5) 3.096900(6) 3.4148(3) 3.51066(7) 3.52538(11)

Table 3. Masses of charmonium states on ensemble A2 together with their PDG' values.
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5.2 Strong Coupling

In determinations of the strong coupling constant as done by the ALPHA collaboration,
an intermediate result is the A-parameter in multiples of a simulated box size L. The L/a
values of the finite volume simulations that enter this determination are of course known,
but to obtain the physical value of A, the lattice spacings need to be known, too. For the
planned case of four flavours they are provided by this project.

5.3 Chiral Trajectories

If, at some point, Ny = 2 4+ 1 4 1 simulations of QCD with improved Wilson quarks
are desired, this work provides a formidable starting point. The quantities ¢4 and ¢5 are
chosen such, that m, and m,, + My + Mm; have nearly their physical values. The physical
mass point can be approached along chiral trajectories where m,, = My is decreased
and M is increased, while the trace of the quark mass matrix is kept constant. This is a
strategy which is particularly well suited for Wilson fermions, and which has been already
successfully employed in Ref. 12, 20. No expensive tuning of simulation parameters is
required anymore.

6 Conclusions

First Monte-Carlo simulations of QCD with a novel action that is tailored towards simula-
tions including a dynamical charm quark have been carried out on the mass-symmetrical
points of relatively fine lattices. The lattice artifacts seem to be relatively mild and more
importantly in agreement with O(a?) scaling, already at the coarsest ensemble. The scale
has been set and the ground state masses of a few charmonia have been computed. Already
at the coarsest lattice a reasonable agreement with their values in nature is found. All of
this encourages us to carry on with the last ensemble with finest lattice spacing.
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We present a lattice QCD based determination of the chiral phase transition temperature in
QCD with two massless (up and down) and one strange quark having its physical mass.
We propose and calculate two novel estimators for the chiral transition temperature for sev-
eral values of the light quark masses, corresponding to Goldstone pion masses in the range
of 58 MeV<m»<163 MeV. The chiral phase transition temperature is determined by
extrapolating to vanishing pion mass using universal scaling analysis. After thermody-
namic, continuum and chiral extrapolations we find the chiral phase transition temperature
T = 132f2 MeV. We also present some preliminary calculations on interplay of effective
U 4 (1) restoration and chiral phase transition towards chiral limit.

1 Introduction

For physical values of the two light (up and down) and one heavier (strange) quark masses
strongly interacting matter undergoes a crossover from a low temperature hadronic regime
to a high temperature region that is best described by quark and gluon degrees of freedom.
This smooth crossover between the two asymptotic regimes is not a phase transition.! It is
characterised by a pseudo-critical temperature, T}, that has been determined in several nu-
merical studies of Quantum Chromodynamics (QCD).2* A recent determination of T us-
ing the maximal fluctuations of several chiral observables gave T, = (156.54+1.5) MeV.?
On the contrary to the calculation for physical masses, till date one of the outstanding chal-
lenges in QCD thermodynamics is to clarify the nature of the QCD phase transition that ex-
ists in the chiral limit, i. e. in the limit of vanishing light quark masses, (1., mq4) — (0, 0).
While it is widely expected that the chiral phase transition at vanishing values of the two
light quark masses is a second-order transition, belonging to the O(4) universality class,
a subtle role is played by the U(1) 4 axial anomaly.® If the U(1)4 symmetry, which is
broken in the QCD vacuum, does not get “effectively restored” at high temperature, the
transition indeed will be in the universality of 3-d, O(4) spin models. However, if the
U(1) 4 symmetry breaking effects are small already at the chiral phase transition, at which
the chiral condensate vanishes, the phase transition may turn out to be first order,® although
a second-order transition belonging to larger 3-d universality class’~'® may become of rel-
evance. If the chiral phase transition is first order then a second order phase transition,
belonging to the 3-d Z(2) universality class, would occur for m{ > 0. When decreasing
the light to strange quark mass ratio, H = m;/my, towards zero, this would give rise to
diverging susceptibilities already for some critical mass ratio H. = mf/mg > 0.
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2 Determination of Chiral Phase Transition Temperature

2.1 Observables

In QCD chiral symmetry is spontaneously broken at low temperatures The correspond-
ing order parameter named chiral condensate is obtained as the derivative of the partition
function, Z (T, V, m,,, m4, ms), with respect to the quark mass m ¢ of flavour f,

T 0ln Z(T,V, My, mg, my)
%4 Gmf

In the chiral limit, m; — O, the light quark chiral condensate, (1)), = ({¢b), +
{(11h)4)/2, is an exact order parameter for the chiral phase transition. We take care of
additive and multiplicative renormalisation by introducing® a combination made out of the
light and strange quark chiral condensates,

M =2 (my () — my(9)s) /[ 2)

where fx = 156.1(9)/v/2 MeV, is the kaon decay constant, which we use as normalisation
constant to define a dimensionless order parameter M. The derivative of M with respect
to the light quark masses defines the renormalised chiral susceptibility,

XM = M (Om, + a”M)M‘mu:md
= mS(mSXl - 2@1@5 - 4lesu)/f?( (3)

with xfg = O, (P1)g and x; = 2(Xuu + Xud)- M and xps are renormalisation group
invariant quantities when terms proportional to the logarithm of light quark masses can be
neglected.

Near a 2"¢ order phase transition M and y; can be described by universal finite-size
scaling functions fg(z, zr) and f,(z,zr) where the scaling variables in arguments are
defined as z = t/h'/#% and 2z, = lo/(Lh*/P?%), with t = (T — T?)/(toT ) being the
reduced temperature; h = H/hg with H = m;/m denotes the symmetry breaking field
and L being the linear extent of the system, L = V''/3. The normalisation constants to, ho
and [y that appear in the definition of the scaling variables are non-universal parameters.
Before approaching the chiral limit, one also needs to take a proper thermodynamic limit,
V' — oo of any calculation.

Although close to a critical point at (z, z1,) = (0, 0), M and x as can be described by the
universal scaling functions, but away from the critical point they also receive contributions
from corrections-to-scaling' " ' and regular terms. With this we may write

M = hl/(;fG(»% ZL) + fsub(Ta H, L)
XM = hglhl/é_lfx(z, ZL) + fsub(T7 H7 L) (4)

where fq. (T, H, L) and fsub(T, H, L) denotes the above-mentioned sub-leading contri-
butions for M and x s respectively.

A commonly defined estimator for pseudo-critical temperature corresponds to the peak
in the scaling function f, (2, z1,) for large enough system sizes. Within the scaling regime
the peak is located at z = z,(z1,), which defines 7},

() g = (1)

T,(H,L) =T? (1 + ”Z”(’ZL)H1/55> + sub-leading (5)
20
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Figure 1. Scaling functions for the 3-d Z(2), O(2) and O(4) universality classes. The position z, of the peak of
the scaling functions (vertical lines) and the position zgo where the scaling function attains 60 % of its maximal
value (crosses) are shown. Lines close to z = —1 show 1/ for these three universality classes, which agree
to better than 1 %. The inset shows the ratio of scaling functions, fy(2)/fc(z), used in determinations of the
chiral phase transition temperature.

with 2y = hé/ ps /to. The first term accounts for the universal quark mass dependence of

T,. Apart from that contributions from corrections-to-scaling and regular terms will be
there, shifting the peak-location of the chiral susceptibilities. These contributions together
have been denoted as “sub-leading” in Eq. 5.

Depending on the magnitude of 2, /29 = 2,(0)/ 20, T,(H, L) may change significantly
with H, when approaching towards the chiral limit.> So the contribution from the sub-
leading terms will be non-negligible which in turn makes the chiral extrapolation non-
trivial. Moreover one has to deal with more non-universal parameters. Thus it will be
really advantageous to determine 7° from scaling of such estimators which are defined
with z ~ 0. Then by construction T},(H, L) will have a way milder H dependence which
results in rather easier to control H — 0 extrapolation to calculate 7.

Here we consider two such estimators'® 4 for TCO, defined close to or at z = 0, in the
thermodynamic limit. We define temperatures 75 and Tg( through the following condi-
tions:

M(Ts,H,L) 6
X (Teo, H) = 0.6x7"* @)

The ratio on the LHS of Eq. 6 has already been introduced in Ref. 15 as a tool to analyse
the chiral transition in QCD. T§ will correspond to the temperature left to the peak of xas;
i.e. Tso < Tj,. These pseudo-critical temperatures T’y , defined through Eq. 6 and Eq. 7,
are already close to T for finite H and L' because they involve zx (z7,) which either
vanishes or stays close to zero in the L= — 0 limit. To be precise, zs = z5(0) = 0 and
260 = 260(0) ~ 0. Some values for zgo, along with the corresponding scaling functions in
the thermodynamic limit have been shown in Fig. 1 for relevant universality classes.
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Figure 2. Universal functions z5(zr) and z¢0(2r,) calculated from the finite-size scaling functions fg(z, 2L,),
fx (%, z1,) determined in Ref. 16.

Ignoring possible contributions from corrections-to-scaling, and keeping in fg,; only
the leading 7" independent, infinite volume regular contribution proportional to H, we then
find for the pseudo-critical temperatures,'

Tx(H,L) = T° <1 + <ZX§ZL)> Hl/ﬁé) Fex HTVOHUB X — 560 (8)
0

The universal functions, zx (zy,) may directly be determined from the ratio of the scal-
ing functions fy(z5,21)/fc(2s,20) = 1/6 and fy (260, 21)/ fx(2p, 2) = 0.6, respec-
tively. In Fig. 2 we show the calculation of the universal functions zx (z1) along with
the optimal parameterised form, for the 3-d, O(4) universality class using the finite-size
scaling functions fc(z, z1), fy (2, z1) determined in Ref. 16.

We will present here results on T and Ty obtained in lattice QCD calculations.'® We
calculated the chiral order parameter M and the chiral susceptibility x s (Egs. 2 and 3)
in (2 + 1)-flavour QCD with degenerate up and down quark masses (m, = mg). Our
calculations are performed with the Highly Improved Staggered Quark (HISQ) action'”
in the fermion sector along with the Symanzik improved gluon action. The strange quark
mass has been tuned to its physical value'® and the light quark mass has been varied in
arange m; € [ms/160 : m,/20] corresponding to Goldstone pion masses in the range
58 MeV<m,<163 MeV. At each temperature we performed calculations on lattices of
size IV, 3 N for three different values of the lattice cut-off, a7’ = 1/N., with N, = 6, 8 and
12. The spatial lattice extent, N, = L/a, has been varied in the range 4 < N, /N, < 8.
For each N, we analysed the volume dependence of M and s in order to perform con-
trolled infinite volume extrapolations.

2.2 Results

We show results for x s in Fig. 3, on lattices with temporal extent /N, = 8 for 5 different
values of the quark mass ratio, H = m;/m, and the largest lattice available for each H.
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Figure 3. Quark mass dependence of the chiral susceptibility on lattices with temporal extent N = 8 for several
values of the light quark masses. The spatial lattices extent N, is increased as the light quark mass decreases:
Ny = 32 (H™! = 20, 27),40 (H~! = 40), 56 (H~! = 80, 160). Black symbols mark the points
corresponding to 60 % of the peak height. Figure taken from Ref. 13.
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Figure 4. Volume dependence of the chiral susceptibility on lattices with temporal extent N> = 8 for three
different spatial lattice sizes at H = 1/80. Black symbols mark the points corresponding to 60 % of the peak
height. Figure taken from Ref. 13.

The increase of the peak height, x71/**, with decreasing H is consistent with the expected
behaviour, x7/** ~ H 1/6=1 4 comst., with § ~ 4.8 within rather large uncertainty which
restricts a precise determination of 4.

In Fig. 4 we show the volume dependence of xp; for H = 1/80 on lattices with
temporal extent N, = 8 and for N, /N, = 4, 5 and 7. Similar results have also been
obtained for V; = 6 and 12. It is important to note that x’};** decreases slightly with
increasing volume, contrary to what one would expect to find at or close to a 1%¢ order
phase transition. In fact, this trend seems to be consistent with the behaviour seen for
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Figure 5. The ratio H p; /M versus temperature for N = 12, m;/ms = 1/80 and different spatial volumes.
Figure taken from Ref. 13.

150
[ mg/m=80
145 | \
= ——a
\,,
= 140 | e~ _]
Ev‘o HHNIHI\IIIIIIIIIIII NT:G ._e_‘
135 | ]
N.=6, 8, 12
N_=8, 12
130mmmm E
(NJN)3
125 —2

0.000 0.005 0.010 0.015 0.020

Figure 6. Infinite volume extrapolations based on an O(4) finite-size scaling ansatz (coloured bands) and fits
linear in 1/V" (grey bands). Horizontal bars show the continuum extrapolated results for H = 1/80. Figure
taken from Ref. 13.

O(4) universality class finite-size scaling functions.'® Our current results, thus, suggest a
continuous phase transition at H, = 0.

Using results for x»; and M we constructed the ratios Hy s /M for different lattice
sizes and several values of the quark masses. In Fig. 5 this ratio has been shown on the
N, = 12 lattices with H = 1/80 which is the lowest mass for this N,. The intercepts
with the horizontal line at 1/§ define T5(H,L). For H = 1/80 and each of the N,
we have results for three different volumes on which we can extrapolate Ts(H, L) to the
thermodynamic limit. We performed such extrapolations using (i) the O(4) ansatz given

198



150

w%&‘/ﬂ my/m=80 : filled
160140 T
+ AT —]
145 Lo 1405 @127 4160 =
1740 @@
< 140 q 127 ”N ° ]
é) /mwwgo% " e NN/X/X@%
I / 8 @ ’
© — = 1/40
(= =
135 e %w‘m -~
T 1/40 EI®
130 NI=8, 12 : - 4
v/Bd,3 S
[N/Ng(my/my)"P%] ‘

125 ‘ ‘
0.0 05 1.0 156 20 25 30 35

Figure 7. Finite size scaling fits for T5 based on all data for H < 1/27 and all available volumes. Arrows show
chiral limit results at fixed N and horizontal bars show the continuum extrapolated results for H = 0. Figure
taken from Ref. 13.

in Eq. 8 which is appropriate when the singular part dominates the partition function and
(ii) an extrapolation in 1/V which is appropriate if, for large L, the volume dependence
predominantly arises from regular terms. In the former case we use the approximation
z5(zp) ~ 22'7, as shown in Fig. 2. This parameterises well the finite-size dependence of
T} in the scaling regime. The resulting volume extrapolations are shown in Fig. 6. For fixed
H the results tend to approach the infinite volume limit more rapidly than 1/V, which is in
agreement with the behaviour expected from the ratio of finite-size scaling functions. The
resulting continuum limit extrapolations in 1/N? based on data with and without N, = 6
are shown as horizontal bars in this figure. A similar analysis is performed for H = 1/40.
Finally, we extrapolate the continuum results for T5(H, co) with H = 1/40 and 1/80 to
the chiral limit using Eq. 8 with z5(0) = 0. Results obtained from these extrapolation
chains, which involve either an O(4) or 1/V ansatz for the infinite volume extrapolation,
and continuum limit extrapolations performed using all three N or the two largest N, lead
to chiral transition temperatures 7. in the range (128-135) MeV. A complete summary of
the resulting values for 70 are depicted in Fig. 8.

Since the fits in Fig. 6 suggest that the O(4) scaling ansatz is appropriate to account
for the finite volume effects already at finite /N, we can attempt a joint infinite volume
and chiral extrapolation of all data available for different light quark masses and volumes
at fixed N,. This utilises the quark mass dependence of finite-size corrections, expressed
in terms of z;. The main difference of this method from the earlier one is that chiral
extrapolation is done before taking the continuum limit. Using the scaling ansatz given in
Eq. 8, it also allows to account for the contribution of a regular term in a single fit. Fits for
fixed N, based on this ansatz, using data for all available lattice sizes and H < 1/27, are
shown in Fig. 7. Bands for H = 1/40 and 1/80 are shown in the figure. As can be seen, for
H = 1/80, these bands compare well with the fits shown in Fig. 6. For each N, an arrow
shows the corresponding chiral-limit result, T5(0, c0). We extrapolated these chiral-limit
results to the continuum limit and estimated systematic errors again by including or leaving
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out data for N, = 6. The resulting T, shown in Fig. 8, are in complete agreement with
the corresponding numbers obtained by first taking the continuum limit and then taking the
chiral limit. Within the current accuracy these two limits are interchangeable.

—o (1)V—ses, O(4); (2)a—0; (3)m—0
N.=6,8,12 o & (1)Voses, Linear; (2)a—0; (3m—30
,_;_,._' (1)V—e0 & m—0 combined O(4); (2)a—0
Pl (1)Voo, O(4); (2)a—0; (3)M—0
N.=8,12 o (1)Voe, Linear; (2a—0; (3)m—0
i, (1)V—e & m—0 combined O(4); (2)a—0
Tg [MeV] from T; (Squares); from Tg, (Circles)

124 126 128 130 132 134 136 138

Figure 8. Summary of fit results. The order of different limits taken, described in the main text, is written beside
each pair of closest points. For such a pair squares stands for calculations using T’s and circles stands for calcula-
tions using Ts0. The upper half of the points corresponds to the calculations when continuum extrapolation uses
all three NV, and is presented in red. Similarly the lower half, presented in blue, corresponds to the calculations
where only two largest N+ have been used in the continuum extrapolation. Figure taken from Ref. 13.

Similarly, we analysed results for Ty on all data sets following the same strategy as
for Ts. As can be seen in Fig. 8, we find for each extrapolation ansatz that the resulting
values for T agree to better than 1% accuracy with the corresponding values from 7.
This suggests that the chiral susceptibilities used for this analysis reflect basic features of
the O(4) scaling functions.

Performing continuum extrapolations by either including or discarding results obtained
on the coarsest (N, = 6) lattices leads to a systematic shift of about (2-3) MeV in the es-
timates for 7. This is reflected in the displacement of the two coloured bands in Fig. 8,
which show averages for T obtained with our different extrapolation ansitze. Averag-
ing separately over results for 75 and 7o obtained with both, continuum extrapolation
procedures and including this systematic effect, we find for the chiral phase transition tem-
perature,

T = 13273 MeV 9)

3 Towards an Understanding of Anomalous U 4 (1) Symmetry
Restoration

3.1 Observable

The chiral susceptibility, defined after Eq. 3 receives contributions from a disconnected
and connected part which are related to quark-line disconnected and connected Feynman
diagrams,’ i. e.

Xi = Xl,disc + Xl,conn (10)
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with
li DY) — (TrD1)2L and 11
Xl,disc—m{<( S 1 >} an (11
Xl,conn = N3N <TI‘D > (12)

Here D, denotes the light quark, staggered fermion Dirac matrix. A crucial role in the
analysis of the temperature dependence of the axial anomaly and its overall strength is
played by the disconnected chiral susceptibility in the following way.

U(1) 4 symmetry relates the susceptibilities of the pion and the scalar iso-triplet delta
meson. In a chirally symmetric system one has the degeneracy between pion and iso-scalar
meson whose susceptibility is the same as the chiral susceptibility. The disconnected chiral
susceptibility, x;,disc, is directly related to U (1) 4 in the following way,

Xr = X6 = Xtdise T (Xx — Xo)
= Xi,disc, in chirally restored phase (13)
which says in a chirally symmetric background x; 4;s. vanishes when U (1) 4 is effectively

restored. This is the strategy we are going to take and here we present some preliminary
results in this direction.

3.2 Results

Existing calculations with staggered fermions'®~! as well as overlap and Mobius domain

wall?>2* and Wilson® fermions show evidence for effective restoration of anomalous
Ua(1) symmetry above the pseudo-critical temperature T}, i. e. at about (1.2 — 1.3)T,.
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At non-zero values of the light quark masses the disconnected chiral susceptibility
X1,disc(T") and the total chiral susceptibility x., (1) share the same qualitative properties,
i. e. xais(T') has a pronounced peak close to that of the total chiral susceptibility which
also rises with decreasing values of the quark mass. When one approaches the chiral limit
these two peaks start coming more close to each other and in the chiral limit both total and
disconnected chiral susceptibility diverges at 7. In particular, the location of the peak in
X1,disc has also been used in calculations with chiral fermions (Domain Wall Fermions) to
locate the QCD transition temperature.” Also in the chiral limit, it generally is expected
that x; 4isc Temains non-zero in the high temperature chirally symmetric phase and that
it diverges as the chiral phase transition temperature is approached from above. In Fig. 9
we show the quark mass dependence of the disconnected chiral susceptibility obtained
from calculations in (2+1)-flavour QCD with the HISQ action on lattices of N, = 8§,
where the above-mentioned properties are apparent. While the figure shows in the vicinity
of the transition temperature the expected quark mass dependence, i. e. X7 disc Tises with
decreasing quark mass, the figure also shows that at temperatures 7' > 165 MeV the quark
mass dependence in the chiral susceptibility seems to be inverted. The disconnected chiral
susceptibility becomes smaller as the quark mass decreases.

In Fig. 10 we show preliminary results of x; 4isc as a function of scaled light quark
masses for various temperatures which are above chiral critical temperature, obtained on
lattices with temporal extent N, = 8 and spatial lattice sizes up to N, = 56. Some of
these high temperature results, in particular checks on their insensitivity to finite volume
effects have been confirmed.!> One can see at 7 > 162 MeV that X1,disc almost mono-
tonically decreases and the trend suggests that in the chiral limit within uncertainty it will
vanish. Although the situation becomes more involved for ' < 160 MeV when x; gisc
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first increases with decreasing quark mass and attains a maximum and then sharply de-
creases. Preliminary calculations of Fig. 10 suggest that for a range of temperatures below
160 MeV that x;_q4:sc Will still go to zero after proper chiral extrapolation but for even lower
temperatures chiral extrapolation will give a finite intercept. In other words, from Fig. 10,
it seems to be quite unlikely that X; 4;s. Will vanish in chiral limit down to T" = TCO. More
calculations are needed to confirm this.

4 Conclusions

Based on two novel estimators, we have calculated the chiral phase transition tempera-
ture in QCD with two massless light quarks and a physical strange quark. Eq. 9 lists our
thermodynamic-, continuum- and chiral- extrapolated result for the chiral phase transition
temperature, which is about 25 MeV smaller than the pseudo-critical (crossover) tempera-
ture, T}, for physical values of the light and strange quark masses. Preliminary calculations
of disconnected chiral susceptibility suggests that in U4 (1) the symmetry remains broken
at chiral phase transition.
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We calculate several diagonal and non-diagonal fluctuations of conserved charges in a system of
2+1+1 quark flavours with physical masses, on a lattice with size 483 x 12. Higher order fluc-
tuations at up = 0 are obtained as derivatives of the lower order ones, simulated at imaginary
chemical potential. From these correlations and fluctuations we construct ratios of net-baryon
number cumulants as functions of temperature and chemical potential, which satisfy the exper-
imental conditions of strangeness neutrality and proton/baryon ratio. Our results qualitatively
explain the behaviour of the measured cumulant ratios by the STAR collaboration.

1 Introduction

One of the most challenging goals in the study of Quantum Chromodynamics (QCD) is
a precise mapping of the phase diagram of strongly interacting matter. First principle,
lattice QCD simulations predict that the transition from hadrons to deconfined quarks and
gluons is a smooth crossover, taking place in the temperature range T ~ 145 — 165 MeV.
Lattice simulations cannot presently be performed at finite density due to the sign problem,
thus leading to the fact that the QCD phase diagram is still vastly unexplored when the
asymmetry between matter and antimatter becomes large.

With the advent of the second Beam Energy Scan (BES-II) at the Relativistic Heavy
Ion Collider (RHIC), scheduled for 2019-2020, there is a renewed interest in the heavy ion
community towards the phases of QCD at moderate-to-large densities. A rich theoretical
effort is being developed in support of the experimental program; several observables are
being calculated, in order to constrain the existence and location of the QCD critical point
and to observe it experimentally.

Fluctuations of conserved charges (electric charge (), baryon number B and
strangeness .5) are among the most relevant observables for the finite-density program for
several reasons. One possible way to extend lattice results to finite density is to perform
Taylor expansions of the thermodynamic observables around chemical potential pp = 0.
Recent results can be found in Ref. 1. Fluctuations of conserved charges are directly re-
lated to the Taylor expansion coefficients of such observables, thus, they are needed to
extend first principle approaches to the regions of the phase diagram relevant to RHIC. An
other popular method to extend observables to finite density is the analytical continuation
from imaginary chemical potentials. The agreement between the analytical continuation
and Taylor expansion was shown for the transition temperature by Bonati ef al. in Ref. 2.
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Fluctuations can also be measured directly, and a comparison between theoretical and
experimental results allows to extract the chemical freeze-out temperature Ty and chemi-
cal potential ;15 ¢ as functions of the collision energy. Such fluctuations have been recently
calculated and extrapolated using the Taylor method in Ref. 3. Finally, higher order fluc-
tuations of conserved charges are proportional to powers of the correlation length and are
expected to diverge at the critical point, thus providing an important signature for its ex-
perimental detection.*

In this project, we calculate several diagonal and non-diagonal fluctuations of con-
served charges up to sixth-order and give estimates for higher orders, in the temperature
range 135 MeV < T < 220 MeV, for a system of 2+1+1 dynamical quarks with physical
masses and lattice size 483 x 12. We simulate the lower-order fluctuations at imaginary
chemical potential and extract the higher order fluctuations as derivatives of the lower or-
der ones at up = 0. This method has been successfully used in the past and proved to lead
to a more precise determination of the higher order fluctuations, compared to their direct
calculation.>® The direct method (see e. g. Ref. 7) requires the evaluation of several terms
and is affected by a signal-to-noise ratio which is decreasing as a power law of the spatial
volume V/, with an exponent that grows with the order of the susceptibility.

We also construct combinations of these diagonal and non-diagonal fluctuations in or-
der to study the ratio of the cumulants of the net-baryon number distribution as functions
of temperature and chemical potential by means of their Taylor expansion in powers of
wp/T. We discuss their qualitative comparison with the experimental results from the
STAR collaboration, as well as the validity of the truncation of the Taylor series.

2  Fluctuations and Imaginary Chemical Potentials

The chemical potentials are implemented on a flavour-by-flavour basis, their relation to the
phenomenological baryon (B), electric charge (Q)) and strangeness (S) chemical potentials
are given by
1 2 1 1 1 1
fu = ShB + gHQ, Ha = 3HB — 3HQ, Hs = HB — 3HQ — IS (D
The observables we are looking at are the derivatives of the free energy with respect to
the chemical potentials. Since the free energy is proportional to the pressure, we can write:
B,Q,S _ O (p/T) )
Yok T (0n) (o) (Ohs)F
with fi; = £&. These are the generalised fluctuations we calculated around 1 = 0 in our
previous work.®
The fermion determinant det M (u) is complex for real chemical potentials, prohibiting
the use of traditional simulation algorithms. For imaginary p, however, the determinant
stays real. The chemical potential is introduced through weighted temporal links in the
staggered formalism: Uy(u) = e*Uy and Ug (n) = e’”Ug. Thus, an imaginary p trans-
lates into a phase factor for the antiperiodic boundary condition in the Dirac operator. Due
to the Z(3) symmetry of the gauge sector, there is a non-trivial periodicity in the imagi-
nary quark chemical potential j1, — pq+4(27/3)T, which translates to the baryochemical
potential as up — up + 2771, the Roberge-Weiss symmetry. This is independent of the
charge conjugation symmetry pup <> —pup.
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At up = nT there is a first order phase transition at all temperatures above the
Roberge-Weiss critical end point Trw.? When wp crosses ¢mT in the imaginary direction,
the imaginary baryon density is discontinuous. At low temperature the Hadron Resonance
Gas model predicts (B) ~ sinh(up/T), thus for imaginary values we expect a sine func-
tion below T,.: Im(B) ~ sin(Imup/T). At temperatures slightly above T, we observe
that further Fourier components appear in addition to sin(Imy g /T) with alternating coef-
ficients, these are consistent with a repulsive interaction between baryons.!? At very high
temperatures, on the other hand, (B) is a polynomial of up since the diagrams contribut-
ing to its ~ p% and higher order components are suppressed by asymptotic freedom.!!
The Stefan-Boltzmann limit is non-vanishing only for two Taylor coefficients of Im (B),
giving Im(B)|, . /7_;._. = 87/27. At finite temperatures above Ty this expectation
value is smaller but positive, which implies a first order transition at up = in7T'.

We have only the range 1/T € [0, i) to explore the p-dependence of the observables.
Recent simulations in this range include the determination of the transition line, where the
slope was determined on the negative side of the T — u% phase diagram. Using analyticity
arguments, this coefficient gives the curvature of the transition line on the real T' — up
phase diagram.'>"'* Apart from the transition temperature, we used imaginary chemical
potentials also to extrapolate the equation of state to real ;3,°> which serves as an alter-
native approach to the Taylor extrapolation.'” In a recent study D’Elia ef al. have used
the low order fluctuations at imaginary chemical potentials to calculate generalised quark
number susceptibilities.

3 Analysis Details

3.1 Lattice Setup

In this work we calculate high order fluctuations by studying the imaginary chemical po-
tential dependence of various generalised quark number susceptibilities.

We use a tree-level Symanzik improved gauge action, with four times stout smeared
(p = 0.125) staggered fermions. We simulate 2 + 1 + 1 dynamical quarks, where the light
flavours are tuned in a way to reproduce the physical pion and kaon masses and we set
Me — 11.85.1® For the zero-temperature runs that we used for the determination of the
bare masses and the coupling, the volumes satisfy Lm., > 4. The scale is determined via
f=. More details on the scale setting and lattice setup can be found in Ref. 8.

Our lattice ensembles are generated at eighteen temperatures in the temperature

range 135...220 MeV. We simulate at eight different values of imaginary pp given as:
ug) = z'T%r for j € {0,1,2,3,4,5,6,7}. In this work the analysis is done purely on a
483 x 12 lattice, we leave the continuum extrapolation for future work.

In terms of quark chemical potentials we generate ensembles with
My = ftg = s = /3.  In each simulation point we calculate all derivatives in
Eq. 2 up to fourth order. Thanks to our scan in Im jip, we can calculate additional up
derivatives. Ref. 6 uses various “trajectories” in the ug — g — ps space, allowing the
numerical determination of higher e. g. 11 and pg derivatives. We find a relatively good
signal for the p1qg and pg derivatives by directly evaluating Eq. 2 within one simulation.
We recently summarised the details of the direct calculation in Ref. 8.
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3.2 Correlated Fit with Priors

We start with the analysis for x5 (T), x2(T) and xZ(T). Our goal is to calculate these
quantities at zero chemical potential, using the imaginary chemical potential data up to
X5 (T, fip). In this work we extract these derivatives at a fixed temperature. Results for dif-
ferent temperatures are obtained completely independently, an interpolation in temperature
is not necessary at any point. Thus, the error bars in our results plot will be independent.
The errors between the quantities x2 (7', x2(T') and x&(T) will be highly correlated,
though, since these are extracted through the same set of ensembles at the given tempera-
ture. This correlation will be taken into account when combined quantities are calculated,
or when an extrapolation to real chemical potential is undertaken.

Thus we consider the ensembles at a fixed temperature T'. For each value of imaginary
pup # 0 we determine x P, 2, Xf and x¥ from simulation, while for uz = 0 only x%
and x 7 can be used, since x¥ and x¥ are odd functions of ;153 and therefore equal to zero.

We make the following ansatz for the pressure:

X6 (iB) = co + C2fipy + cafily + cofi%s + csfiy + crofiyy 3)

where the Taylor expansion coefficients c,, are related to the baryon number fluctuations
X3 by: nle, = xZ. Our data do not allow for an independent determination of cg and
c10. Nevertheless, in order to have some control over these terms we make assumptions on
the higher order terms. A detailed discussion on our assumptions can be found in Ref. 17
In the fit function we keep the terms up to x%, = 10!c;o. Without this term the statistical
errors on xZ were clearly smaller, but the fit would be less controlled. As the highest order
in the function, the resulting X, probably contains severe contamination from even higher
order terms. For this reason, and since we fit x5, with large statistical errors we do not
give results 0n that quantity. For simplicity, we use the same prior distribution for x %, /x?

as for 2 /xF.
‘We can then rewrite our ansatz as

41 41
X6 (fiB) = o + cofify + cafip + oy + —caeofiy )

8! 10!
where ¢; and €2 are drawn randomly from a normal distribution with mean -1.25 and
variance 2.75. We use the same distribution for all temperatures. In effect, our cg and c1g
coefficients are stochastic variables. The used distribution for €; » actually implements a
prior for xZ and x&,.

For this ansatz we calculate the following derivatives, which are the actually simulated
lattice observables:

C461,UB +

. R . . 4!
XP(in) = 2cofip + dea iy + 6o + 7, 0461I~LB ol —caeafiy &)
By~ _ ) ~4 4!
X2 (fiB) = 2¢2 + 12¢4fip; + SOCeuB + 6,C4€1MB 8,C4ezu3 (6)
. . R 4!
xF(iB) = 24cafip + 120c6i% + 5, C4e1uB 7,0462MB @)
XE (i) = 24cy + 360c6/1% + cacrfify + 6|c4eguB (8)

We perform a correlated fit for the four measured observables, thus obtaining the values
of g, ¢4 and cg for each temperature, and the corresponding x&, xP and x¥. We repeat
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Figure 1. Results for X‘; s st ng and an estimate for Xég as functions of the temperature, obtained from the
single-temperature analysis. We plot xf in green to point out that its determination is guided by a prior, which
is linked to the Xf observable by Eq. 4. The red curve in each panel corresponds to the Hadron Resonance Gas
(HRG) model result.

the fit for 1000 random draws for €; and es. The result is weighted using the Akaike
Information Criterion.'® Through these weights we get a posterior distribution from the
prior distribution. Our final estimate for xZ represents this posterior distribution. These
results are shown in Fig. 1, together with an estimate of 7, related to xZ by Eq. 4. With
a similar fit procedure we determine a number of diagonal and off-diagonal fluctuations.

3.3 Error Analysis

For a reliable comparison between experimental measurements and theoretical calcula-
tions, the error estimate is an important ingredient. Our statistical error is estimated through
the jackknife method. For our systematic error there are several sources. We determine our
systematic error by the histogram method described in Ref. 19, where each analysis is
weighted with the Akaike information criteria. We include the influence of the number of
points in the pp direction, by either including or ignoring the data from our highest value
of up. A very important source for our systematic error is the influence of the higher or-
der contributions in pp. This effect was estimated by adding the higher order terms with
pre-factors €; and €5 as described in Sec. 3.2. We consider 1000 different € pairs and add
the different analyses to our histogram. The width of the histogram using Akaike weights
corresponding to the fit quality gives the systematic errors for the fit coefficients, and from
the same histogram we obtain the posterior distributions for €¢;. The physical quantities
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that are constrained only by the posterior distribution are plotted with green symbols.

These histograms are built independently for each number (5 and k) of ugs and pg
derivatives. When calculating the systematics for the cumulant ratios (Sec. 4) we need to
calculate different combinations of diagonal and non-diagonal fluctuations from the avail-
able analyses. Though these fits (corresponding to the same temperature) are carried out
separately we keep track of the statistical correlation, by maintaining the jackknife en-
sembles throughout the analysis. The correct propagation of systematic errors is a more
elaborate procedure. When Xf;;f @ coefficients are combined with different J, k pairs, dif-
ferent histograms have to be combined. If we had only two variables to combine, each
of the 2000 first fit variants should be combined with each of the 2000 second fit variants
and use the product of the respective probability weights. Instead, we combine the fit re-
sults by drawing ’good’ fits by importance sampling from each histogram independently.
In this way, @(100) random combinations of XﬁfQ results already give convergence for
each discussed quantity and its error bar. For the results in this paper we used 1000 such
random combinations. This procedure assumes that between different j, k pairs the prior
distribution is uncorrelated.

4 Phenomenology at Finite Chemical Potential

For a comparison with heavy ion collision experiments, the cumulants of the net-baryon
distribution are very useful observables. The first four cumulants are the mean Mp, the
variance 0%, the skewness Sp and the kurtosis k5. By forming appropriate ratios, we
can cancel out explicit volume factors. However, the measured distributions themselves
may still depend on the volume, which one should take into account when comparing to
experiments.

Heavy ion collisions involving lead or gold atoms at g > 0 correspond to the fol-
lowing situation (ng) = 0 and (ng) = 0.4(np). For each T and pp pair, we have to
first calculate ;1 and pg that satisfy this condition. The resulting po(pp) and ps(pp)
functions, too, can be Taylor expanded,®” 2! introducing

3 0 3 0
- l' dAMQ- - l' dAus_ ©)
Jt(dpp) wp=0 Jt(dpp) up=0

We investigate three different ratios of cumulants:

M T .
B _ Xi\\HHB) ( MB; *MBT'12 +u‘fg7’g3+ (10)

?
o XZ(T,fip

SBU%’ XsB(TaﬂB) .2 B2
= — fr + r +... (11)
My xP(Tpp) O TR
B ~
2 Xz (T, iB) G2 B2 o 4 BA
KBO :7A_r —|—u + 4pry + ... (12)
B XQB(Tvl/LB) 42 BT42 BT42
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and r%3 (right panel).

The . p-dependence of the xZ (T, fip) can again be written as a Taylor series:

BQS - BQS - [ BQS BQS BQS
Xigoe (B) = xi% (0) + jip {Xiﬁj,k(o) + a6 0) + Slxi,fkﬂ(o)}
1. BQS BQS BQS
5#23 {Xi+Q2,j,k(O) + q%Xi,]%Z,k(O) + S%Xi,ﬁk+2(0)

+2qlsleﬁg,k+1(0) + 2qleﬁi+l}k(0) + 281Xﬁ?i,k+1(0)} +... (13)
The x coefficients that we determined in Sec. 3 include derivatives up to sixth order,
and we have estimates for the eighth order, too. The fit coefficients corresponding to the
tenth order are likely to be contaminated by higher orders, that we did not include into the
ansatz. These ngs coefficients, however, are given for j + k < 4, which is the highest
order that we used in pg and pg.
This list of coefficients allows us to calculate the 7’5 * coefficients from Egs. 10, 11 and

12. The results for the rg’k coefficients are shown in Fig. 2. We confirm the observation
from Ref. 3 that the coefficient rﬁ’2 has a similar temperature dependence as 7“331’2 but it is
~ 3 times larger in magnitude.

For higher order coefficients, higher order derivatives in pg and ji are needed. The
direct simulations have a rapidly increasing error with the order of the derivative, and
very large statistics would be needed to improve our calculations at this point. Another
possibility would be to simulate new ensembles with finite ;15 and pg and do a similar fit
as for the g direction. This approach has been used in Ref. 6.

After calculating the Taylor coefficients for S U% /Mp and kg 0]29, we use these results
to extrapolate these quantities to finite chemical potential. They are shown in Fig. 3. In
the left panel, Spo%,/Mp is shown as a function of the chemical potential for different
temperatures. The Taylor expansion for this quantity is truncated at O(fi%). The black
points in the figure are the experimental results from the STAR collaboration from an
analysis of cumulant ratios measured at mid-rapidity, |y| < 0.5, including protons and
anti-protons with transverse momenta 0.4 GeV < p; < 2.0 GeV.?223 The beam energies
were translated to chemical potentials using the fitted formula of Ref. 24. Even if we do
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Figure 3. S BO’% /Mp (left panel) and BO'2B (right panel) extrapolated to finite chemical potential. The left
panel is extrapolated up to O([BB). In the right panel, the darker bands correspond to the extrapolation up to
O(i%), whereas the lighter bands also include the O(1%;) term.

not quantitatively compare the lattice bands to the measurements to extract the freeze-out
parameters, as experimental higher order fluctuations might be affected by several effects
of non-thermal origin and our lattice results are not continuum extrapolated, we notice
that the trend of the data with increasing pp can be understood in terms of our Taylor
expansion.

In the right panel, we show rpo% as a function of up /T for different temperatures.
The darker bands correspond to the extrapolation up to O(ji%), whereas the lighter bands
also include the O(fi%) term. Also in this case, the black points are the experimental results
from the STAR collaboration with transverse momentum cut 0.4 GeV< p; < 2.0 GeV.2223
Notice that, due to the fact that the rf;A is positive in the range 160 MeV< T <195 MeV,
we observe a non-monotonic behaviour in kgo% for T = 160 MeV at large chemical
potentials. By comparing the two different truncations of the Taylor series we can con-
clude that, as we increase the temperature, the range of applicability of our Taylor series
decreases: while at 7' = 150 MeV the two orders agree in the whole 5 /T range shown in
the figure, at 7' = 160 MeV the central line of the next-to-next-to-leading order bends up-
wards and is not contained in the next-to-leading order band. To make the NLO prediction
precise substantially more computer time would be needed.

5 Conclusions and Outlook

In this manuscript, we have calculated several diagonal and non-diagonal fluctuations of
electric charge, baryon number and strangeness up to sixth-order, in a system of 2+1+1
quark flavours with physical quark masses, on a lattice with size 483 x 12. The analysis
has been performed simulating the lower order fluctuations at zero and imaginary chemical
potential x5, and extracting the higher order fluctuations as derivatives of the lower order
ones at up = 0. The chemical potentials for electric charge and strangeness have both
been set to zero in the simulations. From these fluctuations, we have constructed ratios of
baryon number cumulants as functions of 7" and pp, by means of a Taylor series which
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takes into account the experimental constraints (ng) = 0 and (ng) = 0.4(np). These
ratios qualitatively explain the behaviour observed in the experimental measurements by
the STAR collaboration as functions of the collision energy.

We focused on observables (baryon distribution, ratios of cumulants) that are less
sensitive to lattice artefacts. An obvious extension of our work will be the use of finer
lattices and a continuum extrapolation. The other extension is to use a two- or even
three-dimensional mapping of the space of the imaginary chemical potentials using non-
vanishing p15 and 1. That would not only improve the yig- and j1-derivatives, but would
allow us to study the melting of states with various strangeness and electric charge quan-
tum numbers. Our first study in this direction using strangeness chemical potentials was
published in Ref. 25.
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It has often been said — by me and by others — that the challenges faced by materials scien-
tists are often of immediate technological relevance. All fields represented in this volume
have benefited immensely from the dramatic improvements of computer capability in the
past decades, and the paths to new knowledge in most areas include simulations. Materials
science simulations can provide detailed information that is not available to experimen-
talists, such as the coordinates and velocities of individual atoms of a disordered sample,
and there are obvious advantages if we study materials that are poisonous, radioactive,
metastable, or even unstable. The expansion and availability of computer resources has
revolutionised materials simulations, particularly in the field of density functional (DF)
calculations, where simulations requiring millions of calculations can now be performed
on systems with hundreds of atoms, and in the area of classical molecular dynamics (MD),
where long simulations on very large samples have become routine.

The DF formalism! is the basis of almost all calculations in condensed matter physics
that do not use adjustable parameters, and it now plays a dominant role in computational
chemistry. This approach allows us to calculate the total energy of an arrangement of
atoms and molecules, so that we can determine structural information and cohesive prop-
erties without input from experiment. Such calculations are often termed “ab initio”, but I
reserve this for solutions of the Schrodinger equation, because we still need an approxima-
tion for the “exchange-correlation” part of the total energy. There has been much progress
in the development of such approximations, but many incorporate input from measure-
ments, and it is a common view (incorrect, in my opinion), particularly among chemists,
that DF calculations are essentially “semi-empirical”. Nevertheless, it is possible to per-
form combined MD/DF calculations for millions of time steps (several nanoseconds) for
up to 1000 atoms.> Modern computer hardware and mathematical algorithms have made
possible the study of properties of whole families of materials, which is often essential in
materials screening. Such length and time scales are completely inadequate in some cases,
where the energy and forces are usually described by a classical force field with parameters
chosen to reproduce the results of experiment or DF calculations on smaller systems.

The first of the materials science studies presented in this volume is a good example
of a density functional simulation of a real materials problem, where answers are obtained
for questions concerning specific materials. In this case, the focus is on role of defects and
other impurities on the properties of (3-In,Ss3, which is a possible replacement for CdS,
which is used as a buffer material in solar cells and many other electronic devices. The
role of vacancies and Cu, Na, O, and Cl impurity atoms has been studied in detail. The
approximation to the exchange-correlation energy used here involves a so-called hybrid
functional, where the local exchange energy is augmented by a fraction of the screened
Hartree-Fock exchange. The use of hybrid functionals often leads to improved agreement
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with measured excitation energies, but at increased computational cost. The second article
differs from the mainstream of materials simulations on the Jiilich supercomputers, but
it falls without question into this category. It involves the numerical solution of wave
propagation through three-dimensional models using finite-difference codes and adapting
the time reverse imaging (TRI) method used in seismic studies. The applications are to the
location and other properties of defects in models of a 3D-pipe.

The work described in these two articles are examples of the materials science projects
being carried out on JUWELS and JURECA, and there is little doubt that computer simula-
tions will play an essential role in future computational research in this area. It is somewhat
disconcerting to note, however, that materials science and the related fields of condensed
matter physics and chemistry play much smaller roles in allocations of resources on Jiilich
supercomputers than they did 20-30 years ago. It may be that this is a consequence of the
difficulties of coding programs in the density functional field for massively parallel com-
puters. While there are clear exceptions to this statement, such as the KKRNANO program
for solids,? many current codes run on hundreds or thousands of cores, but not efficiently
on the hundreds of thousands of cores that are now available and can be used by projects
in other areas. The diminished role of materials science and related areas is certainly not
due to the lack of relevant problems of technological importance or the ability of computer
simulations to help solve them.
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