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INTEGRATION ERNEUERBARER ENERGIEQUELLEN IN DAS ZUKÜNFTIGE EUROPÄISCHE 
STROMNETZ UNTER VERWENDUNG EINES VERIFIZIERTEN ÜBERTRAGUNGSNETZ-
MODELLS MIT HOHER RÄUMZEITLICHER AUFLÖSUNG 
von Chloi Syranidou 

KURZFASSUNG 

Die Anforderungen zur Reduzierung der Treibhausgasemissionen des Stromsektors in Euro-
pa werden zu einem deutlichen Anstieg der Erzeugung aus variablen erneuerbaren Energie-
quellen (VRES) führen. Das Vorhandensein solcher Technologien kann erhebliche Heraus-
forderungen für den Betrieb und die Struktur des bestehenden Übertragungsnetzes darstel-
len. Unter diesem Aspekt wird in dieser Arbeit die Integration von VRES in das zukünftige 
europäische Stromsystem bis zum Jahr 2050 untersucht.  

Die oben beschriebenen Herausforderungen führen auch zu Herausforderungen bei der Mo-
dellierung des Stromversorgungssystems. Daher werden sowohl die numerische Modellie-
rung als auch der bestehende europäische Rahmen des Netzbetriebs ausführlich beschrie-
ben, einschließlich der entsprechenden Literatur. In dieser Arbeit wird eine neuartige mehr-
stufige Methodik für die Erzeugungsdisposition vorgestellt, die die Übertragungsbeschrän-
kungen respektiert und einen flexiblen Nachfragebetrieb beinhaltet, um das gesamte europä-
ische Stromsystem zu modellieren. Die Endentwicklung des Modells wird durch die Bestim-
mung der Randbedingungen und technischen Parameter des Systems in Bezug auf Netzinf-
rastruktur, Erzeugung und Nachfrage in hoher räumlich-zeitlicher Auflösung abgeschlossen. 
Das daraus resultierende Modell wird für das Jahr 2015 unter historischen Bedingungen veri-
fiziert und bildet die Grundlage für die Umsetzung aller europäischen Zukunftsszenarien.  

Das zukünftige Stromnetz wird für die Jahre 2030, 2040 und 2050 im Hinblick auf die VRES-
Integration und die entsprechenden Auswirkungen der Nachfrageflexibilität analysiert. Es 
stellt sich fest, dass die Hauptnetzüberlastung zwischen Nord- und Ostseeraum und Mittel-
europa auftritt. Diese Stauung ist für die Mehrheit der daraus resultierenden VRES-
Abregelung verantwortlich, die mit der Windkraft zusammenhängen. Der Gesamtbetrag der 
Abregelung für den Referenzfall beträgt 88 TWh für Deutschland und 729 TWh für Europa, 
woraus der Schluss gezogen wird, dass die geeignetsten Standorte zur Nutzung der ent-
sprechenden Abregelungsenergie in Westdänemark und Westirland liegen. Was die Auswir-
kungen der Nachfrageflexibilität betrifft, so ist festzustellen, dass die Gesamtauswirkungen 
relativ gering sind (Reduzierung der VRES-Kürzungen um 7,6%), weshalb mehr Flexibilitäts-
optionen in Betracht gezogen werden sollten. Darüber hinaus wird festgestellt, dass die 
VRES-Integration eher auf die Dauer der Verlagerung als auf die verfügbare Flexibilität rea-
giert, insbesondere, wenn saisonale Flexibilität erlaubt ist. Weiterhin wird gezeigt, dass die 
räumliche Verlagerung ebenfalls sehr vorteilhaft sein kann (27% Reduktion). Allerdings kann 
die Lastverlagerung nicht die einzige Lösung für ihre Verringerung sein, sondern es können 
auch weitere Alternativen erforderlich sein. Betrachtet man alle Szenarien für 2050, so stellt 
man fest, dass die durchschnittliche Anzahl der VRES-Kürzungen 592 TWh beträgt und sich 
dieser Wert von 2030 bis 2050 alle 10 Jahre etwa verdoppelt. Schließlich wird gezeigt, dass 
die Höhe der räumlichen Auflösung für die Darstellung des Übertragungsnetzes eine wichti-
ge Rolle bei der VRES-Integration spielt, bei der selbst Modelle mit 100-200 Knoten die Ge-
samtkürzungen um die Hälfte unterschätzen können.   



 

INTEGRATION OF RENEWABLE ENERGY SOURCES INTO THE FUTURE EUROPEAN POWER 

SYSTEM USING A VERIFIED DISPATCH MODEL WITH HIGH SPATIOTEMPORAL RESOLUTION 
by Chloi Syranidou 

ABSTRACT 

The requirements for reducing the greenhouse gas emissions of the power sector in Europe 
will result in a significant increase of generation from variable renewable energy sources 
(VRES). The presence of such technologies may pose significant challenges to the tradition-
al operation and structure of the existing transmission grid. In this thesis, the integration of 
VRES into the future European power system is investigated until the year 2050.  

The introduced challenges translate to challenges of modeling the power system as well. 
Hence, the numerical modeling as well as the existing European framework of power system 
operation is described in detail, including the corresponding literature. In this thesis, a novel 
multi-level methodology for the generation dispatch that respects transmission constraints 
and includes flexible demand operation is introduced to model the pan-European power sys-
tem. The final development of the model is completed via the determination of the system’s 
boundary conditions and technical parameters with respect to grid infrastructure, generation 
and demand in high spatiotemporal resolution. The resulting model is verified for the year 
2015 against historical conditions and forms the basis for the implementation of all future 
European scenarios.  

The future power system is analyzed for the years 2030, 2040 and 2050 with respect to 
VRES integration and the impact of demand flexibility. It is found that the main grid conges-
tion occurs between the North and Baltic Sea regions and Central Europe. This congestion 
becomes responsible for the majority of the resulting VRES curtailments, which are related to 
wind generation. The total amount of curtailments for the reference case is 88 TWh for Ger-
many and 729 TWh for Europe, out of which it is concluded that the most suitable locations 
for exploiting the corresponding curtailment energy occurs in western Denmark and western 
Ireland. Regarding the impact of demand flexibility, it is found that the overall impact is rela-
tively small (7.6% reduction in VRES curtailments) and therefore more flexibility options 
should be considered. Moreover, it is found that VRES integration is more sensitive to the 
shifting duration rather than to the available flexibility especially when seasonal flexibility is 
allowed, while also it is shown that shifting in space can also become very beneficial (27% 
reduction). However load shifting cannot constitute the only solution for their mitigation but 
further alternatives may be required as well. Examining all scenarios for 2050, it is found that 
the average amount of VRES curtailments becomes 592 TWh and that this value approxi-
mately doubles every 10 years from 2030 to 2050. Finally, it is shown that the level of the 
spatial resolution for the transmission grid representation plays a significant role with respect 
to VRES integration, where even models with 100-200 nodes can underestimate the total 
curtailments by half.  
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9 

1 Introduction 
1.1 Motivation 
The agreement of the European states to commit in reducing the anthropogenic emissions of 
greenhouse gases (GHG) in order to halt the rise of the atmospheric temperature may bear 
profound effects on the configuration and operation of their power systems. Although each 
individual system has followed a unique history in terms of generation mix and power grid 
evolution, the majority of them rely on a combination of thermal power plants based on fossil 
fuels or nuclear power and hydroelectricity. Thereby, due to the significant dependency on 
fossil fuels, the power sector constitutes one of the highest contributors in GHG emissions in 
Europe, as it is shown in figure 1-1.  

 

Figure 1-1 Total greenhouse gas emissions in million tons of CO2 equivalent for 2016 in the 
EU-28 [1]. 

Decarbonizing the power supply would require the replacement of thermal generators based 
on burning fossil fuels with different technologies that rely on renewable energy sources 
(RES) such as hydroelectricity. However, due to the several limitations of developing hydro 
plants, like topography, further options must be considered among which wind turbines and 
photovoltaics (PV) constitute the primary candidates due to their high technology readiness 
level (TRL) and costs. Besides the replacement of fossil plants, an increase in generation 
capacity might also be required as well due to expected changes in the electricity demand 
side. Although an increase in energy efficiency might lead to considerable energy savings, 
the decarbonization of other energy sectors, e.g. transportation, might be realized via electri-
fication, which could result in a net increase in electricity demand while also altering its be-
havior. 

In contrast to the conventional thermal generation however, wind and PV technologies intro-
duce several challenges in the traditional way of operating power systems due to the differ-
ent characteristics of their primary energy source. For both of these technologies, the primary 
energy source cannot be stored or transferred, therefore electricity can only be generated 
when and where wind and solar energy is available. Hence, power supply becomes consid-
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erably less flexible in both time and space, which may result in dropping otherwise available 
energy because it cannot be consumed. This inflexible behavior of generation technologies 
depending on wind and solar sources distinguishes them from other more flexible renewable 
technologies, like hydro, and are therefore classified as variable RES (VRES). Avoiding such 
energy curtailments, which can be affected by the structure and operation of the power sys-
tem, results in a higher utilization of the corresponding generation technologies and thus in a 
higher integration of renewable energy into the power system. 

1.2 Scope of the thesis 
Typically, designing a power system would aim to the maximum utilization of its assets, i.e. 
minimization of VRES generation curtailments would be sought. Nevertheless, eliminating 
such curtailments entirely does not usually constitute the most economic option due to the 
corresponding oversizing requirements that may lead to a reduction of the capacity specific 
utilization of these assets. Since such curtailments are therefore inherent to a system with 
high VRES shares, Power-to-X applications such as Power-to-Gas and Power-to-Heat may 
also become economically attractive as coupling pathways to decarbonize other energy sec-
tors. 

The goal of this thesis consists of analyzing the future European power system with regard to 
VRES integration, i.e. quantifying and investigating VRES curtailments. The greatest chal-
lenges for such an analysis include the high temporal and spatial dynamics that are involved 
in a system relying on wind and solar generation, the potential change in consumer behavior 
as well as the uncertainties of the future system design. Moreover, due to the wind flow pat-
terns spanning on continental scale and the expected increase of power trading among the 
European countries, the examination of the whole interconnected European region is 
deemed mandatory. 

In order to address the increased requirements for spatiotemporal dynamics in conjunction 
with the considerable scale of the investigated system, corresponding methodologies and 
assumptions need to be developed. Regarding spatial dynamics, one of the most crucial 
components consists of the sufficient modeling of the transmission grid. Since the geograph-
ical potential for solar and wind generation does not necessarily follow the existing demand 
centers and grid infrastructure, the role of the transmission grid may change significantly in 
this new setting and may also pose a limiting factor in RES integration. Besides the require-
ments for detailed modeling of the power system components, the behavior of the electricity 
demand may also become critical with regard to VRES integration, since new technologies 
and consumptions may allow more flexible consumption patterns. 

In this study, a pan-European model is developed which can adequately address such chal-
lenges. Moreover, a verification of the selected approach is conducted against historical con-
ditions. By applying this model it becomes possible to quantify the VRES curtailments and 
the impact of demand flexibility with high spatiotemporal resolution on pan-European scale. 
Such combination of high resolution and geographical extent can rarely be found in the litera-
ture for future systems. More specifically this study attempts to answer the following ques-
tions: 

 Where will the future grid congestion appear? 
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 How much energy from VRES will be curtailed in the future and where will it be locat-
ed? 

 What is the impact of demand flexibility on reducing curtailments? 

The thesis is divided into 8 chapters including the introduction. Chapter 2 introduces the fun-
damentals of power system modeling within the modern European market framework and 
presents the relative literature based on the corresponding review by Syranidis et al. [2]. In 
chapter 3 the developed methodology is described, whereas in chapter 4 the selected model-
ing approach and required data are verified against historical values. Chapter 5 describes the 
future European scenarios that are investigated. Chapter 6 presents the main results of this 
thesis including the analysis of the reference case as well as the impact of demand flexibility 
and other modeling parameters. These results are also compared to corresponding values 
from the literature. Finally, chapter 7 summarizes the content of the thesis and chapter 8 
draws the main conclusions and outcome of the thesis. An overview of the whole structure is 
depicted in figure 1-2. 

 

Figure 1-2 Structure overview of the thesis. 
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2 Power system modeling 

Modeling of power systems typically involves the mathematical description of the various 
elements and their interactions with focus on the power and electrical variables. As the sys-
tems developed, the complexity of the corresponding models increased as well and could 
only be addressed with the significant advances in the computer science and optimization 
fields. Although the basic principles of power system operation are well established and 
known for many years, interest in their modeling has been growing recently due to the transi-
tional phase they are currently undergoing. This transition, towards a carbon-free energy 
supply based on RES, requires a distributed generation model that stands in contrast to the 
hitherto vertical approach of power system operation. Moreover, the inflexible nature of the 
most dominant technologies, namely wind turbines and photovoltaics, in conjunction with 
their strong dependency on weather conditions require a detailed geographical representa-
tion of transmission systems, as well as the development of accurate models of power flows 
over them. Further complications to the modeling of power systems are imposed by the con-
tinuously changing market environment in Europe. The ongoing transition towards a closer 
collaboration between the otherwise independent systems within a deregulated market con-
text introduces further challenges to power system modeling, as the system operation heavily 
relies on the corresponding market environment.  

In this chapter, which content is largely based on the corresponding review by Syranidis et al. 
[2], theoretical aspects of power system modeling as well as its status quo are presented in a 
twofold manner. On the one hand, a comprehensive overview of the operation and control of 
power systems both in terms of theory and modeling is provided. Problem formulations, cor-
responding numerical approaches and underlying assumptions are presented, as well as 
related literature. On the other hand, an extensive review of the existing applications of pow-
er flow models in real systems is presented, key points of which are amalgamated into four 
tables based on the used methodology. The various approaches are compared and evaluat-
ed, providing valuable insights into the topic, as well as helping to establish future extension 
and improvement possibilities. In this chapter the complexities in modeling electrical power 
flows over transmission networks, especially those that arise from the non-linearity of the 
network constraints and the usually non-convex electricity markets, the passive nature of the 
grid elements and the lack of energy storage flexibility, are highlighted as well as how such 
complexities are tackled in the literature. In this way, a suitable method can be selected for 
the aim of the thesis. 

 

2.1 Power system operation and control 

2.1.1 Spatial hierarchy 
Power systems are structured in a hierarchical way both spatially and temporally. Spatially, 
the electricity grid is usually divided into four different voltage levels, the low, medium, high 
and extra high voltage regimes. While there is no consensus on the limits between the differ-
ent levels, IEC 60038 [6] standard is continuously gaining acceptance, where extra high volt-
age is typically considered beyond 220-245 kV. Although the same physical laws apply to the 
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low voltage (distribution level) and high voltage (transmission level), the two areas are clearly 
distinguished in terms of research and modeling, since their goals differ substantially. The 
primary goal of a distribution network is to provide unconstrained access to power over the 
entirety of a region, whereas the transmission network attempts to connect distant regions 
and eliminate any imbalances, thus functioning as highways of power. Adopting such a tree 
structure for the system, bulk transfer of power over long distances using the more lossy low 
voltage lines is avoided, while also making the modeling of each voltage level independent of 
a more holistic necessity. Since this thesis concentrates on the transmission level, the opera-
tion and modeling of the low and medium-voltage networks will not be addressed. However, 
it is worth mentioning that a high penetration of RES into the power systems poses signifi-
cant challenges to this hierarchy. Traditionally power has been generated by large units 
(hundreds of megawatts), connected directly to the extra high voltage grid, and then distrib-
uted to the consumers. Conversely, RES generators can be as small as only some kilowatts 
and hence are connected to lower voltage levels. Therefore, an alternative, so-called smart, 
operation of distribution grids that allows bi-directional flows among the voltage levels in a 
secure and optimal way is a topic under research development. 

In principle, the transmission networks are divided into broad geographic areas that are op-
erated with centralized control by utility providers known as transmission system operators 
(TSOs) or independent system operators (ISOs). TSOs are responsible for the synchronized 
and reliable operation of the power grids, as well as the compliance of all members (i.e., the 
producers and consumers) with certain specifications concerning the power quality, such as 
the voltage level, frequency, harmonics, power factor, etc.  

 

2.1.2 Temporal hierarchy 
Similarly to the spatial hierarchy, power systems are operated by also implementing a tem-
poral hierarchy approach. The sophisticated temporally hierarchical structure of operating a 
transmission network stems from the lack of infrastructure for storing electrical energy in sig-
nificant volumes and the primarily inflexible nature of power consumption. The hard con-
straint of energy conservation at all times and over the entire network requires significantly 
different approaches in comparison to other energy carriers, e.g. chemicals. Consequently, 
the analysis and modeling of transmission systems depends highly on the desired time scale 
of the corresponding research focus. Figure 2-1 displays the various functions of power sys-
tems with respect to the corresponding time-frame of their application. For instance, protec-
tion devices operate in the order up to a few seconds, whereas grid expansion techno-
economic studies extend the order of several years. 

The application of a hierarchical approach aims at de-coupling the different operational re-
gimes with non-overlapping time frames, which is also reflected in the corresponding system 
modeling. For instance, a day-ahead market model would consider the transmission grid 
layout as given, while also assume a steady-state operation of the system, i.e., with no dy-
namic phenomena like switches or faults being considered. Such a de-coupling approach 
introduces some error and sub-optimal operation of the system; nevertheless, it renders the 
smaller, individual problems solvable.  
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Transient analysis is also used for the investigation of short-circuit faults, lighting strikes or 
stability studies of the synchronous machines (either static or dynamic). Due to the dynamic 
nature of the phenomena, non-symmetric operation, non-linearity of the grid elements, as 
well as the very short time scale, a detailed description of the system is required and so are, 
consequently, corresponding simulation schemes for solving the ordinary or partial differen-
tial equations. The high demand for computational resources from the corresponding numer-
ical solvers, however, limits their scalability both in terms of network size and investigated 
time range. 

On the opposite side, long-term planning concerns the design of investing or de-investing in 
generation and transmission capacities and typically span the area of several years. Trans-
mission expansion planning (TEP) constitutes a wide area of research and, due to the very 
long life of the transmission network elements, a common approach is to address the prob-
lem simultaneously to the Generation Expansion Planning (GEP) problem. This joint ap-
proach becomes even more imperative when goals for energy mixes or CO2 emissions are to 
be fulfilled. An example of a full description of the problem, originating from practice, is the 
cost-benefit analysis (CBA) method, developed and used by ENTSO-E [6], whereas a more 
simplified version based on linear optimization has been developed by Hagspiel et al. [7]. 

Lumbreras et al. [8] provides a thorough review of the TEP problem and its modeling strate-
gies. Due to the multi-stage and long-term nature of the TEP problem, three different ap-
proaches exist for the decision dynamics, i.e. the static (only one future time snapshot), the 
sequential static and the full dynamic planning approaches. Regarding uncertainties, three 
techniques are the most prevalent, namely stochastic optimization, robust optimization and 
fuzzy decision analysis. Each TEP formulation depends on the specific research focus, nev-
ertheless TEP problems typically use multi-criteria objectives. 

 

2.2 Power flow modeling 
The goal of a general power flow simulation is to efficiently calculate all system variables 
(voltages, currents, active power, etc.) for every part of the network at any time given known 
network parameters. The values of the control variables of the system, e.g., the power output 
of generators, are usually determined by a decision-making or market model, whereas the 
state variables merely obey the physical laws. The various grid components (e.g., genera-
tors, lines and loads) can be represented by a variety of models, whose validity depends 
primarily on the time-scale being investigated and the desired accuracy. Thereby, different 
assumptions and simulation schemes become more suitable for each case. 

 

2.2.1 The static power flow equations 
In contrast to the transient analysis of a power system, the term power flow modeling usually 
refers to steady-state operation of the network, where steady-state implies a quasi-static 
problem description, and therefore all variables can be simply represented by complex num-
bers (phasors) rather than time signals. Time dependency can be included by considering a 
sequence of quasi static states in discrete steps (minimum hourly or 15 minutes intervals), 
thus allowing the inclusion of some intra-day and higher dynamics.  
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Moreover, TSOs take particular care to balance the three phases by attempting to eliminate 
the inverse and zero symmetrical components. Thus, only the direct component may be con-
sidered and all three-phase circuits can be replaced by single line diagrams independently of 
their topology (e.g., star or delta). That would imply for example a single current phasor for a 
three-phase line. 

Thereby, the entire power system can be represented by a graph with vertices (buses or 
busbars) and edges (transmission lines). Buses can be characterized by single voltage val-
ues (magnitudes and angles) and transmission lines by current flows and static electrical 
parameters. However, from a power system perspective, the most significant variables are 
the power rather than current flows, as these belong to the boundary conditions of the sys-
tem, i.e., specific energy demand profiles that must be met. In this sense, fixed power flows 
can be directly applied to specific buses, where these flows can be either positive or nega-
tive, i.e. indicating either inflows or outflows. Moreover, such fixed flow conditions may con-
cern the real and imaginary parts of the flow, i.e. the active and reactive power components, 
independently. This abstraction provides great flexibility to the analysis, since any part of the 
system can be virtually isolated from the rest by replacing equivalent inflows and outflows. 
Moreover, these flows are agnostic in terms of the source or technology behind them, e.g. it 
could be a single resistor, an electrical machine, a whole region or any kind of energy con-
verter, consumer or generator, thus allowing the explicit coupling of various energy sectors 
by simply enforcing energy conservation on the interconnections. 

Although the majority of the system's elements are passive, there is increased attention on 
integrating more active elements, e.g., FACTS, high voltage DC (HVDC) or phase shifting 
transformers into power systems in order to increase the controllability of power flows. How-
ever, these embedded automatic control systems insert an extra degree of freedom, which 
normally cannot be handled in a straightforward manner by a simple exact solver, but rather 
require some sort of optimization process [9]. 

 

2.2.1.1 Problem formulation 

The general formulation of an electrical power flow problem can be described as a non-linear 
set of equations 

𝑓(𝑥, 𝑢, 𝑝) = 0  (2-1) 

where f is a non-linear n-dimensional function expressing the energy conservation on every 
node, x is an n-dimensional vector containing n unknown states (e.g., voltage angles), u is a 
vector with the known (control) variables (e.g., active power of a load) and p is a vector with 
the parameters of the network components (e.g., line reactances and resistances). The di-
mensions of f and x must match in order for the results to have physically meaningful con-
tent; nevertheless, neither the existence nor uniqueness of the solution is guaranteed. 

More specifically, the power flow equations for a node k can be written as follows: 
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𝑃𝑘 = 𝑈𝑘 ∑ 𝑈𝑚(𝐺𝑘𝑚 cos(𝜃𝑘𝑚) + 𝐵𝑘𝑚 sin(𝜃𝑘𝑚))

𝑚∈𝐾

 (2-2) 

𝑄𝑘 = 𝑈𝑘 ∑ 𝑈𝑚(𝐺𝑘𝑚 sin(𝜃𝑘𝑚) − 𝐵𝑘𝑚 cos(𝜃𝑘𝑚))

𝑚∈𝐾

 (2-3) 

where K is the set of buses adjacent to k, including bus k, U is the magnitude of a bus's volt-
age, θ is the angle between two adjacent buses' voltages, Y = G + jB are the elements of the 
nodal admittance matrix (see Appendix A) and P, Q are the net inflows/withdrawals from the 
system. 

A necessary, yet not always sufficient, condition for the system (eq. (2-2), (2-3)) to be solva-
ble is to have the same number of equations to unknowns. Therefore, the various buses hold 
different degrees of freedom, with the most common categories being the PQ buses with 
fixed values for active and reactive power injections usually representing the various loads of 
the system, the PU buses with controllable values for the active power and the voltage mag-
nitude, which usually represent the buses connected to generators and one slack bus, which 
is a Uθ bus, i.e., with a fixed value for the voltage angle, hence acting as a reference point 
for the whole system. 

 

2.2.2.2 Numerical approaches 

The system of equations ((2-2), (2-3)) is in the form of eq. (2-1) and are non-linear with re-
spect to both the voltage magnitudes and angles; therefore, a direct, analytical solution is 
rarely feasible. The most common approaches include either a linearization of the system or 
the application of an iterative method. 

The iterative methods approach is applied to the non-linear system of ((2-2), (2-3)) and is 
commonly referred to as AC power flow analysis. The most popular and traditional methods 
are the Gauss-Seidel, Newton-Raphson and Fast or Pθ-QU decoupling method (P and Q 
indicate the active and reactive power, whereas θ and U the voltage angle and magnitude 
respectively). Nevertheless, non-iterative methods are also available, such as the Series 
Load Flow method [10] and the more rigorous Holomorphic Embedding method [11]. In par-
ticular, the latter method takes advantage of the mathematically powerful complex analysis 
tools and thus has the advantage, in contrast to the iterative methods, of always finding the 
right solution to the problem, as long as there is one. 
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2.2.2.3 Iterative methods 

One of the first iterative methods that appeared is Gauss-Seidel method, which is an itera-
tive, relaxation approach that is also applied to solving linear systems in general, where for 
power flow equations it relies on reconstructing eq.(2-1) in the form of 

𝒙 = 𝒉(𝒙) (2-4) 

where h is a non-linear function of x itself. The idea is that after a sequential application of 
this function on the updated solution, 𝒙𝜈+1 = 𝒉(𝒙𝜈), the process will converge to a stationary 
point, 𝒙∗ = 𝒉(𝒙∗). The major drawback of this method is convergence, since this cannot al-
ways be guaranteed and even when it does, the rate is slower in comparison to other meth-
ods. Therefore, Gauss-Seidel is rarely preferred as a choice for real systems. 

The Newton-Raphson method, on the other hand, is one of the most popular in the area of 
AC load flows as it normally shows quadratic convergence near the solution [12]. The con-
cept of this method is the linearization of the function f in eq.(2-1) at the point 𝒙𝜈, i.e., 

𝒇( 𝒙𝜈 + 𝛥 𝒙𝜈) ≅ 𝒇( 𝒙𝜈) + 𝑱( 𝒙𝜈) ∙ 𝛥 𝒙𝜈 (2-5) 

where  𝒙𝜈+1 =  𝒙𝜈 + 𝛥 𝒙𝜈 and 𝛥 𝒙𝜈 corresponds to the solution of the consequent linear sys-
tem 𝒇( 𝒙𝜈) + 𝑱( 𝒙𝜈) ∙ 𝛥 𝒙𝜈 = 𝟎 until 𝛥 𝒙𝜈 → 𝟎. The matrix J is the Jacobian matrix of f with re-
spect to x and if the elements of x are ordered such that 𝒙 = (𝜽

𝑼
), it becomes  

𝑱 = (

𝜕𝑷

𝜕𝜽

𝜕𝑷

𝜕𝑼
𝜕𝑸

𝜕𝜽

𝜕𝑸

𝜕𝑼

) (2-6) 

The Fast Decoupled method exploits this form of the Jacobian in order to decouple θ and U 

equations and thus solve the linear system of each iteration more quickly. Both terms 𝜕𝑷

𝜕𝑼
 and 

𝜕𝑸

𝜕𝜽
 are approximately proportional to sin(𝜽), which is usually small for steady-state operation, 

and therefore neglected. Despite this approximation, the method yields the correct solution, 
only with a lower rate than the Newton-Raphson approach. Nevertheless, the slow conver-
gence is compensated by the quicker solution of the smaller linear systems in between, lead-
ing to better overall performance. The Fast Decoupled method may be considered as a mild 
version of the Dishonest Newton-Raphson or Shamanskii methods [13] that tries to deal with 
the complexities imposed by the Jacobian matrix. 
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A reasonable approach would be to apply the Newton-Raphson method to a so-called "cold 
start" problem, where the initial guess is far from the solution and exploiting its robustness, 
while performing the Fast Decoupled method for the slightly disturbed cases after reaching 
the Newton-Raphson solution ("hot start") in order to take advantage of its higher speed. 
Nevertheless, the important issue of the dependency of all iterative methods converging on 
the initial guess remains and can have a drastic effect on the value of the eventual solution, 
as well as the convergence rate. The Newton-Raphson method, for example, is known for 
producing complicated fractal patterns at the boundaries of the attraction basins, and there is 
no rigorous way to define how close a starting point may be to a solution. 

 

2.2.2.4 Linearization approaches 

Besides the performance level of the iterative methods, a further boost in the execution time 
of the simulations may be desired for very large systems or exhaustive optimization or con-
tingency analysis routines that require multiple runs. A very popular way to accomplish such 
a challenge is to make further simplifying assumptions in order to linearize the whole prob-
lem, thereby sacrificing some accuracy for the sake of performance. The most popular model 
extends the Fast Decoupled method with the additional assumption of neglecting the reactive 
power flow, given that all voltage magnitudes are considered to be equal to 1 in reduced 
units.  

Expressing all the assumptions quantitatively, sin(𝜃) ≅ 𝜃, 𝑈 = 1 𝑝. 𝑢. (𝑝𝑒𝑟 𝑢𝑛𝑖𝑡) and 𝑅 = 0 (R 
is the line’s resistance which is assumed much smaller than the corresponding reactance 
and can thus be neglected), eq. (2-1) yields the following linear system 𝑷 = 𝑩𝜃 with 𝐵𝑘𝑚 =

−𝑥𝑘𝑚
−1 and 𝐵𝑘𝑘 = ∑ 𝑥𝑘𝑚

−1
𝑚∈𝛺𝑘

. The linear form is reminiscent of a simple ohmic circuit in 
which current sources are replaced by power injections and node voltages by node angles, 
hence the method is called the DC flow method. In fact, before the development of comput-
ers, simulating a full-sized power system would only have been possible via an ohmic circuit 
analog. 

The validity of the DC flow approximation increases for higher voltages where the line re-
sistance becomes smaller in comparison to the corresponding reactance value (the ratio is 
typically greater than 1:10 for levels higher than 275kV [14]), contributing to less than a 2% 
average error for high voltage grids [15]. Moreover, angle differences normally remain lower 
than 10o for steady operations in transmission networks, which result in an error rate close to 
1% [15]. The factor with the most significant impact seems to be the assumption regarding 
the neglect of reactive power flows, which is responsible for most of the DC flow method er-
rors. In comparison to the AC flow, the error is usually around 5% after averaging over all 
lines; however, it can deviate significantly from that value when examining single lines only 
[15]. 
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The DC approach exhibits various advantages, among which are [16]: 

 Speed and robustness 

 Minimal input data requirements regarding grid modeling 

 Scaling and superposition features stemming from the linearity nature, suitable for 
economic analyses 

 Accurate active power flows for the heavily loaded branches, responsible for con-
straining the system's operation 

Room for improving the accuracy while preserving the highly important linearity aspect is 
small. Nevertheless, there exist various approaches to incorporate line losses within the line-
ar scheme, and these can be divided into explicit and incremental methods [16]. The explicit 
methods can be further separated into various hot and cold start methods, depending on the 
availability of a reliable base point to apply the linearization. Furthermore, the incremental 
methods can be categorized in sparse matrix and sensitivity factor models. The increased 
complexity of applying these techniques is compensated for by obtaining results similar to 
AC power flows, at least for active power and contingency analysis studies [17]. The ability to 
predict reactive power flows, which also contribute to the line losses, is of high interest, and 
therefore researchers have also attempted to develop a corresponding linear model that in-
corporates these flows [18]. 

Besides the DC flow approach, the linear description of a power system also allows the de-
velopment of linear sensitivity factors which can prove very useful for reliability calculations, 
market modeling and reducing network sizes. One of the most important and frequently used 
sensitivity indices consists of the power transfer distribution factor (PTDF) [19-22], which 
evaluates the impact of an increment in power transaction between two nodes of the system, 
onto a specific line's loading, described by eq. (2-8). PTDF values can be calculated for a 
reference node and then stored in matrix form, hence PTDFs for different node pairs can be 
calculated implicitly.  

The PTDF method is one of the most popular for market-based simulations due to its linear 
nature, simple flow equations (see eq. (2-7), where Fl is the flow on line l and Pn is the power 
injection at node n) and its direct applicability to clusters of aggregated nodes which may 
represent entire market zones while maintaining information about the actual power flows. It 
is worth noting that if PTDF values are calculated based on DC flow simulations, the two 
methods are equivalent for the bus level. 

𝐹𝑙 = ∑ 𝑃𝑇𝐷𝐹𝑛,𝑟𝑒𝑓,𝑙𝑃𝑛

𝑛

 ∀𝑙 ∈ 𝑙𝑖𝑛𝑒𝑠 (2-7) 

The main drawback of this method arises from its sensitivity to the network topology and 
state of the system. In principle, PTDF values must be recalculated for each different topolo-
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gy. However, their sensitivity to the state of the problem is smaller and becomes insignificant 
for large enough systems, thus allowing computations with the same PTDF matrix [23-25]. 
However, Duthaler et al. [19] show that using PTDFs for describing highly reduced networks 
can lead to significant distortions of reality with high dependency on the hour and season of 
investigation, potentially leading to false conclusions.  

In addition, a PTDF formulation results in a computationally inefficient description of the grid. 
Due to the passive nature of the electrical grid, all line loads will be affected by a difference in 
power injection at a single node. Therefore, PTDF matrices tend to form full matrices, creat-
ing memory, computational speed and accuracy issues. 

𝑃𝑇𝐷𝐹𝑖,𝑗,𝑙 =
𝛥𝑓𝑙𝑜𝑤𝑙

𝛥𝑃𝑜𝑤𝑒𝑟𝑖,𝑗
 (2-8) 

i,j: indices of areas/nodes that exchange power 

l: line index 

The PTDF matrix calculation follows directly from its definition and can be performed in three 
steps [26]. The first is to select a reference bus in order to reduce the admittance matrix B to 
non-singular, thus obtaining eq.(2-9), where 𝑩′ does not include the row and column of the 
reference bus. The second step consists of calculating the matrix H that connects the line 
flows 𝑷𝒍 with the reduced bus angles 𝜽′. Assuming that line k connects the buses i and j, the 
corresponding element of the H matrix can be found via H(k,i) = 1/xij, H(k,j) = -1/xij while the 
rest of the kth row is 0. The equation of the second step eq. (2-10) combined with eq. (2-9) 
results in the final PTDF matrix for the selected reference bus eq. (2-11). 

𝑃′ = 𝐵′𝜃′ 𝜃′ = 𝐵′−1
𝑃′ (2-9) 

𝑃𝑙 = 𝐻𝜃′ (2-10) 

𝑃𝑙 = 𝐻 ∙ 𝐵′−1
∙ 𝑃′ 𝑃𝑇𝐷𝐹 = 𝐻 ∙ 𝐵′−1

  (2-11) 

As mentioned above, one of the main advantages of the PTDF sensitivities approach is the 
ability to develop linear descriptions of reduced equivalents of a detailed network while main-
taining the fundamental electrical power flow properties. The mapping from a nodal to a zon-
al PTDF description is realized via the generation shift key (GSK) matrix (eq. (2-12)), which 
is, however, only valid for a single generation and load profile. Therefore, an optimal division 
of the zones is required in order to estimate insensitive GSK matrices [27] and be able to 
more accurately represent the real grid via a reduced model. 



Section 2.2: Power flow modeling  

23 

𝑃𝑇𝐷𝐹𝑧𝑜𝑛𝑎𝑙 = 𝐺𝑆𝐾 ∙ 𝑃𝑇𝐷𝐹𝑛𝑜𝑑𝑎𝑙 (2-12) 

Arguably, the second most significant sensitivity constitutes the line outage distribution factor 
(LODF) [28, 29], which indicates the effect of an outage in the grid on a specific line's load-
ing, and is systematically used for security and contingency analysis calculations. Various 
other factors exist with corresponding functionalities, with the significant advantage for all of 
them stemming from the linear description of the network that results in the independence of 
those factors from the system's state of operation. In other words, all sensitivity factors de-
pend merely on the parameters and topology of the system. Therefore, as long as the topol-
ogy does not change, they can be simply calculated once and then used for all other calcula-
tions in the system. Besides the nodal based formulation of the sensitivity factors, Ronellen-
fitsch et al. [30] have recently demonstrated an equivalent dual formulation, i.e. based on 
network loops, which leads to better computational performance. 

 

2.2.2 Electricity market modeling 
The allocation of set points to the power output of flexible generators is known as generation 
dispatch and depends on the corresponding electricity market environment. While section 
2.2.1 analyzes the laws that govern flows in power systems, equations (2-2) and (2-3) show 
the dominant driver of those flows, which consists of the boundary conditions of the systems, 
namely the active and reactive power sources and sinks of the system. Although managing 
reactive inflows is more related to the techno-economical and grid services area, defining the 
active inflows is less trivial from both the economic and energy sources perspective, hence 
also for modeling. Moreover, the primarily inflexible demand in conjunction with the lack of 
significant electricity storage in the contemporary power systems result in rather strict re-
quirements to the flexible generators regarding energy conservation and stability of the sys-
tem. For instance, only a deviation of 0.2 Hz from the nominal frequency under normal op-
eration conditions is usually permitted [31], where the system frequency depends mainly on 
the energy balance of the system. 

Generator outputs are constrained by the corresponding technologies, which however merely 
define a closed mathematical space in which all the valid combinations of generation outputs 
reside. A definite selection for each output and each time snapshot can only be described by 
some type of optimization formulation. Two main approaches traditionally exist for managing 
the allocation of the various power injections, merely differing in the ownership status, never-
theless both targeting the maximization of social welfare. In the first, more holistic, approach, 
one - usually public - institution owns all significant generation assets as well as transmission 
infrastructure, and attempts to cover demand for every time period with the objective of min-
imizing the total costs of the system. The second approach handles power as a commercial 
commodity that can be traded freely by all members in spot or futures/forwards markets. This 
free market-based operation of the power system has largely substituted the previous mo-
nopolistic, economy-of-scale-focused approach in most developed countries. The determina-
tion of the electricity price for a specific time interval is achieved using the so-called merit-
order curve, a typical example of which is depicted in figure 2-2 for the German market. The 
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In the monopolistic market, the allocation of generator outputs is formulated as an optimiza-
tion problem in which the objective is to minimize the total operational cost, which itself is a 
function of the output of each generator. The minimal size of such a problem, traditionally 
called economic dispatch (ED) problem, consists merely of constraints to total energy con-
servation and generator output limits. A linear description of the problem allows the applica-
tion of various efficient methods, e.g., linear programming, lambda iteration or dynamic pro-
gramming. With respect to the inclusion of power losses, these depend on individual power 
flows and therefore cannot be known beforehand. Nevertheless, they can be approximated 
via a loss-formula method that describes the losses as a linear or quadratic function of the 
generator outputs, thus retaining the nature of the objective function [12].  

For the free market approach, two main forms of power trading exist, namely the bilateral or 
over-the-counter market and the pool- or spot-based market. During bilateral transactions, 
suppliers and consumers agree on the amount, price and time window of the power delivered 
with individual, usually long-term, contracts while also providing the corresponding TSO with 
either a fixed or market-based price for the network usage. In the spot market, electricity de-
mand is traded on the day-ahead market, where a Power Exchange (PX), accepts bids from 
the suppliers using some auction mechanism. Such mechanisms may include  English (or 
open ascending price auction where the highest bid is displayed), Dutch (or open descending 
price auction where the lowest price is displayed), First-Price Sealed Bid (FPSB or blind auc-
tion where bids are submitted simultaneously), Vickrey (similar to FPSB except that the win-
ning bidder pays the second-higher bid), All Pay (all bidders pay regardless if they win), etc. 
[9]. The auction results in a unique price for the corresponding time-frame of the following 
day, which applies to all the participants of the specific bidding zone. Further information re-
garding energy trading in the European market can be found in the corresponding regula-
tions [34, 35], as well as in the discussion paper of the German Federal Ministry for Econom-
ic Affairs and Energy [36]. From the modeling perspective, trading blocks are relatively hard 
to model, whereas a perfect spot market can be modeled sufficiently by using the monopolis-
tic approach, i.e. maximization of social welfare. 

The ED problem can be further extended to include temporal limitations which become im-
portant when dispatching hydro-plants or other electricity storage technologies as well as 
thermal power plants whose turning on-off constraints may span several hours. Hydro plan-
ning is often scheduled using dynamic programming [37], while steam plants dispatch can be 
optimized via mixed integer programming that usually concerns time periods of one week 
[38]. The latter problem is known as the unit commitment problem (UC), where the multi-
period optimization needs to consider the maximum power ramping limitations, minimum 
output requirements as well as minimum on and off grid durations that are imposed by the 
boilers of thermal power plants and can cause negative electricity prices. 

In the European context, market or bidding zones have evolved from the separate countries. 
Due to mainly political reasons, this configuration has primarily stayed the same except for a 
few cases where single countries are split into more zones (e.g. Sweden) or more than one 
countries form a single price zone (Germany-Austria-Luxemburg). Figure 2-3 shows the cur-
rent bidding zone configuration in Europe, where each zone is denoted with a different color. 



Chapter 2: Power system modeling 

26 

 

Figure 2-3 Configuration of the bidding zones in Europe. The only zone spanning more than 
one country consists of the Germany-Austria-Luxemburg zone. In each bidding zone a single 
price is applied uniformly after market clearing [39]. Own illustration. 

2.2.3 Congestion management 
A simple spot exchange market, based on the copper plate assumption, cannot include the 
energy transfer limitations imposed by the transmission grid and therefore, further congestion 
management (CM) practices are necessary to secure the network's undisturbed operation. 
The term congestion refers to one or more transmission lines having reached their transfer 
capacity limit. In high voltage grids, this capacity is defined by the maximum current allowed 
on the line and the corresponding thermal limits that relate to the maximum allowed expan-
sion limits of the overhead lines, whereas low voltage grids are usually restricted by the max-
imum allowed voltage drop between a line's end points. Managing congestion is particularly 
challenging in power systems due to the passive nature of its elements. In contrast to other 
kinds of networks, e.g., telecommunications, traffic, or commodities, active control of the 
physical flows in a power system cannot be directly applied in most cases and non-intuitive 
phenomena may occur, e.g., removing a connection can lead to less congestion. Moreover, 
further system restrictions like bus voltage limits or maximum rotor angles must be taken into 
account. 

In addition, one further factor determining the final dispatch is the fulfillment of the reliability 
condition. Critical unexpected contingencies may lead to cascading effects, thus putting the 
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operation of the whole system at risk. A common choice for ensuring secured operation is 
the N-1 criterion, which demands stable operating conditions after any single element outage 
[5, 40], whereas for more complex combinations of N-2 and above, critical cases are usually 
selected from experience. 

The term congestion management, however, can be sometimes confusing, since it may refer 
to different time-frames. The short-term CM, also known as re-dispatch, consists of the re-
medial actions that must be undertaken by the TSOs, primarily the re-allocation of generator 
outputs, in order to relieve congestion and secure the system's operation within time frames 
shorter than an hour. Although the maximization of social welfare remains the primary goal, 
the allocation of the higher final system cost (CM cost), as well as other market parameters 
allows the development of different CM schemes that primarily differ in terms of policies, effi-
ciency and implied financial incentives. The free market approach to re-dispatching includes 
the intraday market, where reserves are auctioned in a similar manner to the day-ahead 
market and can be modeled via cost-based re-dispatch, e.g. Nüßler et al. [41], or power ex-
changes, e.g. Meyabadi et al. [42], whereas Hermans et al. [43] also discuss about the opti-
mal power flow, optimal nodal prices and curative congestion management methods. 

On the opposite side, congestion management over the long run refers to the necessary in-
vestments in system reinforcement and grid expansion so that the most frequent congestions 
are relieved.  

The intermediate area between short-term re-dispatch and the long-term grid development 
planning is filled by mid-term congestion management. The main goals of mid-term CM are 
to provide the necessary market signals to prevent congestions occurring on the one hand 
and indicating desirable investments in new power plants and grid extensions, on the other. 
Kumar et al. [44] have grouped the various approaches into four main categories: 

• Sensitivity factor based methods 

• Auction-based congestion management 

• Pricing based methods 

• Re-dispatch and willingness to pay methods 

Aside from the basic re-dispatch and power exchange methods [45], market coupling and 
market splitting constitute two of the most attractive methods for mid-term CM. Although orig-
inating from different starting points, both market splitting and coupling essentially lead to the 
same end goal, namely an electricity market with a so-called zonal pricing scheme. In such a 
market, the transmission grid is divided into different price zones, i.e., clusters of nodes that 
seldom encounter internal congestions, and the whole grid can then be reduced to a market-
equivalent aggregate version [46]. Apart from various issues relating to market transparency, 
efficiency, liquidity and transmission rights [47], the administrative or TSO boundaries do not 
necessarily constitute a representative zonal clustering from the electrical and market per-
spective [48] and therefore many American electricity markets (e.g. PJM, ERCOT etc.) have 
switched to a nodal pricing scheme, in which every individual grid node is considered a sepa-
rate price zone. The values of nodal prices can also be implicitly estimated via optimization 
problems, represented by the dual variables of the respective problem, and are usually 
known as locational marginal prices (LMP). LMPs indicate the increase in total operational 
cost for one megawatt (MW) increase of demand on the corresponding node. Within a cop-
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per plate assumption, all grid nodes will have the same LMP; however, when losses or flow 
constraints are included, the LMP of the various nodes may differ. 

Conversely, and despite any arguments favoring nodal pricing [49], zonal pricing is imple-
mented in the European region. A more elaborate description of the European case, together 
with its corresponding modeling, is stated in section 2.2.3.1 nevertheless, it is also worth 
mentioning some alternative methods for neighboring market interactions as well. 

Generally, interconnected power systems demonstrate various advantages in terms of both 
stiffness enhancement and economic operation, and therefore it is of mutual benefit for two 
neighboring systems to co-operate with each other. However, primarily due to historical rea-
sons, cross-border grid development is relatively weak in most cases, thus leading to fre-
quent saturation of the corresponding lines usage. In that context, different CM methods 
have been applied for the capacity allocation of cross-border links, which traditionally has 
been realized with non-market based methods, including: 

• Access limitation 

• Priority list 

• Pro-rata rationing 

These methods are still used, for example in the southeastern European area, where political 
factors, including the recent Yugoslav wars, have hindered grid development and market 
integration [50]. 

Market-based methods, however, are continuously gaining ground, thus increasing the 
transparency and transaction volumes between the market zones. These methods consist of 
either explicit or implicit auctions of transmission capacity. A typical example of implicit auc-
tioning is implemented in the European region in order to increase the available capacity 
utilization and transparency of the process. The method is formally named Price Coupling of 
Regions (PCR) and consists of an agreement among the involved electricity markets and the 
corresponding TSOs. The market participants do not explicitly bid for transmission capacity 
but rather behave as if there was no market coupling scheme. After receiving the various 
bids, the involved markets optimize the inter-market power trading using the EUPHEMIA al-
gorithm [51] and later send the corresponding signals to the market participants and TSOs. 
Figure 2-4 shows the status of PCR membership in December 2018. Two market coupling 
methods exist, the Multi-Regional Coupling (MRC) project and the 4M market coupling 
(4MMC) which is intended to be merged with the former approach. 
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Figure 2-4 Price Coupling of Regions (PCR) membership by December 2018 [52]. Countries 
using the Multi-Regional Coupling (MRC) and 4M Market Coupling (4MMC) coupling meth-
ods are also depicted separately. Own illustration. 

Christie et al. [53] extensively discuss three of the most popular CM concepts of that level 
and analyze them in terms of accuracy, efficiency and transparency. Accuracy demands min-
imal ex-post corrections by the TSOs, efficiency requires maximization of social welfare and 
minimization of the bidders' market power, while transparency is desirable from all partici-
pants for accessing both the methods and data that are used to define the outcome of the 
particular CM method. Each method may excel in a different area, however there is no opti-
mal solution. 

 

2.2.3.1 Transaction-based (network flow) modeling approach 

Transaction-based modeling follows from the coupled energy markets and their desire to 
explicitly trade electric power, as well as allocate transfer capacities. Nevertheless, it does 
not necessarily have to be limited to that application. The participants of a coupled market 
buy and sell power as if they are in a single market zone. After the market clearing, the indi-
vidual markets attempt to harmonize their prices with respect to the available transfer capaci-
ties (ATC) which represent the power transfer limitations between them. This harmonization 
process is conducted by exporting power from the low price to the high price areas, either 
until the prices converge and hence there is no motivation for further trading or until the cor-
responding power transfer limit is reached. Figures 2-5 and 2-6 show how the markets ex-
change power until their prices converge with and without capacity restrictions correspond-
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ingly. Similarly to the introduction of RES into the merit-order curve, trading can be interpret-
ed as an increase in the demand for the export market and translation of the merit-order to 
the right. The final price difference (𝛥𝑃𝑟 = 𝑃𝑟𝑖𝑚,2 − 𝑃𝑟𝑒𝑥,2) that may occur due to capacity 
limitations is called congestion revenue. 

 

Figure 2-5 Power traded between coupled markets with no transfer limitations [54]. Prices 
are denoted with Pr, energy demand with E, importing market values with im and exporting 
market values with ex. The market states before coupling are indicated by the index 1 and 
after coupling by the index 2. Power exchange continues to take place until both prices con-
verge (Prex,2 = Prim,2). Own illustration. 

 

Figure 2-6 Power trade between coupled markets limited by a finite transfer capacity (ATC) 
that hinders complete price convergence [54]. Prices are denoted with Pr, energy demand 
with E, importing and exporting market values with im and ex respectively. The market states 
before coupling are indicated by the index 1 and after coupling by the index 2. The final price 
difference (ΔPr) multiplied by the ATC yields the congestion revenue. Own illustration. 
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networks since their values are occasionally reported by ENTSO-E and already include secu-
rity calculations. 

The NTC values indicate the secure available capacities for power transfer; however, only a 
portion of them are available for power trading (the ATC), which constitute the remainder of 
the already allocated capacity (AAC). AAC refers to the transactions that have already been 
explicitly allocated outside the spot market mechanism. The summarizing equation that con-
nects all the capacities is shown in eq. (2-13). 

𝑇𝑇𝐶 − 𝑇𝑅𝑀 = 𝑁𝑇𝐶 = 𝐴𝑇𝐶 + 𝐴𝐴𝐶  (2-13) 

where   TTC: Total Transfer Capacity 
  TRM: Transmission Reliability Margin 
  NTC: Net Transfer Capacity 
  ATC: Available Transfer Capacity 
  AAC: Already Allocated Capacity 
 
Although the NTC approach has been relatively successfully applied to the markets of Scan-
dinavia and California due to their elongated shape [53], its application in the highly meshed 
central European area has been subject to criticism, mainly due to its lower market coupling 
efficiency results. An alternative method that maintains the zonal approach but attempts to 
surpass the NTC concept limitations and bring the market closer to the physical world is the 
FBMC approach.  

The major advantages of FBMC include the addressing of unscheduled and loop flows as 
well as the introduction of higher transparency, since TSOs work on a common grid, where 
the critical branches (CB) and outages (CO) are published. Nevertheless, there is still room 
for improvement in terms of both transparency and market efficiency. The model of the 
common grid that is used for the calculations is still only available to the TSOs and the identi-
fiers of the CB/COs are intentionally incomprehensible for external users. For instance, a 
simple eleven digit number as branch identifier gives no indication for its position in the grid 
unless the grid model is known. Moreover, since an FBMC simulation may result in power 
flows from high price areas to lower ones, an alternative modification has been developed 
that is termed intuitive FBMC (IFBMC). IFBMC explicitly cuts off such non-intuitive from the 
market perspective phenomena, thus reducing the total social welfare, which was mostly 
achieved however by favoring bigger countries at the expense of the smaller ones [62].   

Although FBMC maintains the zonal characteristic, individual critical branches are included in 
the calculation of the available capacity. Furthermore, critical branches/outages do not nec-
essarily belong to a flowgate but may also be located inside the investigated zones. Similarly 
to the TTC/ATC concept, though applied for each critical line individually, a maximal flow is 
defined for each line from which a security or Flow Reliability Margin (FRM) is subtracted, as 
well as an Fref value, which represents the already known allocations from the long-term con-
tracts. The remaining part that is available for trading is the Remaining Available Margin 
(RAM) [63, 64]. The composition of both capacity allocation schemes is visually summarized 
in figure 2-8. 
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Figure 2-8 Capacity allocation according to the NTC and FBMC models depicted in the left 
and right pictures respectively [63, 65]. The allocation refers to the entire flowgate in the first 
case and to each critical branch for the latter. 

Modeling the grid with the FBMC approach requires two parameters, namely the zonal 
PTDFs and RAMs of the branches, whose values will be used for the day-ahead market. 
However, since the values of the parameters depend on the outcome of the market itself, a 
prediction of the state of the system at the time of delivery is used for their computation [66].  

In general, the FBMC approach allows better opportunities for price convergence, power 
trading and increasing total social welfare than the NTC approach. Experience from the first 
year of the FBMC application in the CWE area has shown that the frequency of full price 
convergence did increase with the new method, nevertheless the available capacities remain 
insufficient for full convergence during a whole year period [67]. 

 

2.2.4 The optimal power flow 
The oldest and most established way to handle congestion is the optimal power flow (OPF) 
method. This was developed at a time when all parts of the electricity supply chain, i.e., gen-
eration, transmission and distribution, were operated by a single entity that owned all the 
necessary information corresponding to the system. Therefore, OPF is, by construction, a 
centralized scheme, which attracts criticism due to its low transparency. 

In general, OPF can be formulated as an extension of the classical ED optimization by add-
ing further constraints, including the power flow equations (either the full AC equations or DC 
approximations) and inequality constraints for the line capacity limits. A more complete list of 
the various components of a power system that can to be included in the OPF formulation is 
given by Frank et al. [68], while the original description of the problem was provided by 
Dommel et al. [69]. Objective functions may take various forms other than cost minimization, 
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for example minimization of total losses, load shedding, CO2 emissions or even combinations 
of objectives, thus resulting in multi-objective optimization problems. 

Despite their age, the non-linear and non-convex nature of the full OPF problems, in conjunc-
tion with the dependency on both continuous and discrete variables (e.g., OLTCs), make 
them increasingly difficult to tackle, especially for realistic system sizes. The literature spans 
the early 1950s till recently, occasionally including review studies [67, 70, 71], with a great 
variety of approaches proposed by researchers. For each problem formulation, which reflects 
the interests of the corresponding researcher, a different method is most suitable. Frank et 
al. [72] suggest caution, however, when comparing performances amongst optimization algo-
rithms, since all methods are regarded by their authors as the best. The relation between 
optimization problems and algorithm suitability can be described by the 'no free lunch' theo-
rems for optimization [73], in which it becomes clear that a globally appropriate approach 
does not exist. 

OPF, like most of the optimization algorithms, can be classified into two main categories ac-
cording to the nature of their search strategy. The first category includes the deterministic 
methods that can be further divided into linear and non-linear programming methods, while 
the second category includes the non-deterministic methods that are based on heuristic or 
meta-heuristic algorithms. 

A completely linear description of the optimization problem allows the application of powerful 
linear programming tools like the Simplex algorithm or the interior point method and there-
fore, despite its inaccuracies, the so-called direct current optimal power flow (DCOPF) meth-
od constitutes one of the most popular choices within the research community, as well as 
industry, mainly due to its computational benefits [74, 75].  More accurate extensions that try 
to maintain the benefits of linear programming include the use of piecewise-linear objective 
functions or some form of sequential linear programming [76, 77]. 

Although the DC flow approximation can be modified to incorporate active power losses, as 
shown in section 2.2.1, it still neglects the losses of the reactive current component as well 
as the influence of reactive power flow on the line capacities and busbar voltages. On the 
other hand, the full alternating current optimal power flow (ACOPF) approach covers these 
missing characteristics, nevertheless at a higher cost in speed, robustness and data re-
quirements. The first iterative schemes that were developed for the ACOPF problem, but are 
still used in practice, were the Newton and quasi-Newton methods [78] and various gradient 
methods like the conjugate gradient and generalized reduced gradient [79]. One of the most 
popular classes for non-linear optimization in power systems, which can also be applied for 
linear problems, consists of the interior point methods [80, 81], whose some of their major 
advantages are fast convergence and efficiency in addressing inequality constraints [68]. 
Convergence issues may emerge for all iterative solvers when encountering non-convex 
problems, and therefore trust region versions have been developed [82] in order to tackle 
such problems at a relative price in the computational speed. Another class of methods con-
sists of decomposition approaches, where the optimization problem is divided into smaller 
components that are solved faster [83-85]. Finally, OPF problem descriptions as semi-
definite [86] and semi-infinite [87] problems have been proposed and solved accordingly. 

Besides the deterministic approaches, many optimization approaches based on heuristic 
algorithms have been successfully tested on power systems. However, the convergence 
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issues that arise for large systems, their high sensitivity to the parameters, as well as their 
inability to estimate the distance from the global optimum, prevent them from being broadly 
used. Frank et al. [72] discuss most of the existing approaches, including artificial intelligence 
methods, artificial neural networks, genetic algorithms (GA), evolutionary algorithms, ant col-
ony optimization, bacterial foraging, simulated annealing, particle swarm optimization (PSO), 
chaos optimization, differential evolution and tabu search, as well as hybrid methods and 
fuzzy optimal power flow. Adding the hybrid imperialist competitive [88], gravitational search 
[89], black-hole-based [90] and biogeography-based [91] algorithms probably completes the 
previous list, thus presenting all possible choices for solving the optimal power flow problem 
as an optimization problem. Nevertheless, multi-agent approaches [92] have also recently 
started gaining attention due to their better scalability characteristics. 

Security constraints can have a significant impact on the network usage, therefore corre-
sponding OPF extensions have also been developed. Optimizing the system state, such that 
security constraints like the N-1 criterion are fulfilled, is not a trivial task from either a TSO or 
modeling perspective. The simplest approach for a modeler is, rather, to reduce all line ca-
pacities by a certain security margin, e.g., 20%. However, this can be too restrictive for some 
lines and lead to inaccurate results. The most rigorous approach is described by Alsac et al. 
[93] as an extension to the classical OPF problem, termed the security constraint OPF 
(SCOPF). Since then, there has been a lot of progress in the field, driven mainly by the high-
ly demanding challenges that are posed by large and more realistic systems. Bhaskar et al. 
[70] and Capitanescu et al. [94] present comprehensive reviews of the existing approaches 
for tackling the SCOPF problem as well as corresponding future trends. For instance, Biskas 
et al. [85] provide a decentralized, linear approach for large, interconnected systems utilizing 
the LODF sensitivities and a multi-area approach, while Platbrood et al. [95] propose a 
method for solving the full non-linear and discrete case for large systems using parallel com-
puting techniques. OPF method may also be used for more detailed cascading failure cases 
[96] either in DC or AC form. Besides OPF, however, various other methods have also been 
implemented based on network characteristic, load transfer, approximately DC power flow 
and hidden failure mechanism, DCOPF, as well as ACOPF and load shedding [96]. 

One further extension to the traditional OPF is the inclusion of uncertainties for the prediction 
of loads, as well as renewable generation profiles. The increasing penetration of RES and 
their heavy dependence on weather conditions, which cannot be forecast precisely, require 
the extension of the classical OPF formulation into a probabilistic OPF (POPF) form which 
can also handle random variables [97, 98]. The methods to solve a POPF problem can be 
classified into three categories, namely simulation, analytical and approximation methods 
[99, 100]. Simulation methods mostly refer to the computationally expensive Monte Carlo 
simulations, while analytical methods indicate a linearization scheme that will eventually in-
troduce errors. Regarding approximation methods, e.g., the point estimation method, these 
stand in the middle ground, since they present accurate results with less computational effort 
than Monte Carlo simulations. However, the higher complexity renders their application im-
practical for large systems with many random variables. POPF constitutes one very promis-
ing area of research for energy modelers for investigating increasing RES-dependent sys-
tems. 
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2.3 Literature review 
As described in the previous sections, the operation of power systems, i.e. the control of stat-
ic power flows over transmission networks, depends on the determination of generation dis-
patch and the application of congestion management schemes with respect to the physical 
restrictions of the system. Each of these parts may be applied for different time frames and 
consider different static snapshots of the system. For very short time frames, however, pri-
mary control and more dynamic methods are applied in order to maintain the stability of the 
system. 

The hierarchical approach of the system operation has direct implications on the modeling of 
power flows. The calculation of static power flows over transmission networks requires the 
determination of static generator outputs under the physical restrictions of the network, and 
can be obtained by decomposing the problem in three major modeling blocks (thus reflecting 
the corresponding operation of power systems). The first component consists of a market 
coupling model that describes the interaction between the various price zone areas, the sec-
ond consists of a market model for the single price zones and the third component consists 
of the short-term congestion management within the individual zones. Figure 2-9 summariz-
es the main components and interactions that compose a complete power flow model. Inclu-
sion of dynamics in such static approaches is usually included by considering discrete time 
series of consecutive static states. 

 
Figure 2-9 The fundamental model components that determine the power flows in a multi-
zonal area. All components are inter-dependent and can be modeled either via an integrated 
or via a multi-level approach. 

Since all modeling components depend on each other, the final outcome can be determined 
either via iterative or via integrated approaches. In an iterative approach, the different model-
ing levels are linked “softly”, i.e. the output of a top level is used as input for the following 
level, whose output in turn alters the output of the top level. The iteration can be terminated 
when the system converges sufficiently to a specific state. Typical iterative approaches in-
clude those of Schwippe et al. [101] and that formulated by the University of Duisburg-Essen 
[102], where an FBMC model for market coupling and an OPF model for re-dispatch are per-
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formed sequentially. On the other hand, integrated approaches optimize the operation of the 
system simultaneously, however usually by reducing the individual component accuracy. 
Typical integrated approaches constitute the DC and AC OPF or PTDF-based formulations 
that may consider either detailed or aggregated versions of the transmission network. The 
implied assumptions behind these methods include nodal pricing scheme for market interac-
tion, no strategic bidding from the market players and re-dispatch based on total cost minimi-
zation excluding ramping effects. Despite their relatively simplistic assumptions, these meth-
ods are the most popular due to the favorable trade-off between computational performance 
and accuracy. Moreover, the generic nature of their formulation allows the inclusion of vari-
ous technical constraints or behavioral extensions in complete systems. 

In principle, iterative approaches require higher computational resources; nevertheless they 
allow more complicated modeling of the individual components. Regarding single market 
modeling, it can be implemented via optimization, equilibrium, simulation or hybrid methods, 
where simulation usually refers to agent-based modeling [103]. The high complexity of an 
accurate market model, however, limits its application to large systems both in terms of the 
number of variables/players, as well as with respect to time resolution. One of the most sim-
ple and scalable ways to describe an electricity market is by assuming perfect competition 
conditions and describing the entire system as an optimization problem, e.g., with an OPF or 
unit commitment formulation. Although electricity markets can rarely be considered to have 
such conditions, this centralized approach gains validity as an ideal case scenario, where all 
members behave in such a way that the total social welfare is maximized. Regarding model-
ing of market coupling, two main approaches exist, namely nodal or zonal pricing that can be 
implemented either via the NTC or the FBMC method. Finally, intra-zonal re-dispatch can be 
modeled either explicitly via a market-based approach (e.g., counter-trading), or by an inte-
grated approach that simulates market clearing and re-dispatch simultaneously (e.g., OPF or 
PTDF-based optimization). 

In this section, a list of studies related to power flow modeling is reviewed and classified ac-
cording to different parameters, where only one representative study is presented in case a 
group of studies based on the same model exist. The most significant characteristic is the 
applied methodology; therefore a separate table is used for each different method, depicted 
in tables 2-1, 2-2, 2-3 and 2-4. In each table, the various studies are further classified accord-
ing to grid resolution, geographical scope, main focus of research and year of publication. 
Furthermore, additional remarks are added when necessary. In general, the review focuses 
mostly on studies between 2011 and 2017 due to the high increase of the relative publica-
tions during those years.  

The various methodologies are classified into four categories, namely the integrated ap-
proaches of DC OPF, AC OPF, PTDF-based and network flow. However, not all studies are 
restricted to one of those methods but may also use modified versions or implement iterative 
or multi-step approaches. In such cases, where the used method deviates from the standard 
formulation (e.g. for two-step approaches), the study is included in the category with the most 
similar congestion management scheme and the additional alterations are noted as remarks. 
The limited number of non-linear (AC) studies can be explained by the high data and compu-
tational requirements relatively to the improvement in accuracy. Therefore, it can be ob-
served that this method is mostly used for technical and rarely for market assessments. Con-
versely, DC OPF constitutes the most popular power flow method for high spatial coverage, 
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sufficient grid modeling accuracy and minimal data requirements with a relatively low compu-
tational demand. 

Due to the increasing computational requirements with increasing network sizes, many re-
searchers use smaller network equivalents for performing their studies. There is a growing 
interest in network reduction techniques that can be adopted from different scientific areas 
dealing with complex networks, however this topic will not be addressed in detail. In the fol-
lowing tables, a transmission grid is considered detailed when it is represented with the max-
imum possible geographical fidelity. On the contrary, aggregated grids refer to all models that 
reduce the original network to smaller, equivalent versions. An aggregated network can be 
the product of a clustering algorithm using zonal PTDFs, a simple representation via NTCs or 
even coarser models. Overall, detailed models are scarcer than their coarse counterparts 
due to the higher requirements for computational resources. 

The review concentrates on studies referring to existing systems or future projections, hence 
geographical representation is sought for both detailed and aggregated networks. Therefore, 
despite the abundance of studies regarding electricity markets and congestion management, 
only few exist that focus on real-world systems with accurate geographical data. The review 
tables reveal a general interest towards the Central Western European (CWE) region, re-
gardless of the research focus of the study. The driving force behind this interest probably 
originates from the increasing employment of wind farms in the North Sea, as well as the 
recent developments in the market coupling regulations of that region. 

Regarding the research focus, it can be noted that most of the studies using power flow 
models concentrate on three main areas. The first of these focuses on the implications of 
different RES infeed scenarios into the grid and constitute the most dominant field of re-
search incorporating power flow models. The power flow models that are applied for RES 
studies span all the methods that have been discussed so far, from AC OPF to network flow 
and from high-fidelity grids to very coarse clustering. Considering the highly undesirable 
characteristics of RES from the system point of view, i.e., their non-dispatchable nature and 
lack of generation controllability, detailed power flow simulations are seemingly required for 
an accurate evaluation of a high RES share impact on power systems. Nevertheless, RES 
integration has been extensively analyzed via aggregated grid representation, even by con-
sidering a copper plate assumption [104, 105]. A common pattern that can be observed in 
the reviewed RES-oriented studies is the connection to network and storage expansion plan-
ning, which constitutes the second area of applying power flow models. The volume of the 
corresponding literature indicates that the most preferred method for network expansion 
studies consists of the network flow method (not necessarily using NTC values), where no 
specific lines are proposed as extensions, but rather an increase in capacity of the neighbor-
ing power connections is suggested by the model. DCOPF is also used for network expan-
sion studies; however, it can only be part of a more complicated or iterative scheme. The 
third major application of power flow models is related to the various CM approaches that 
have been proposed under the demand for liberalization of the electricity market and the di-
rectives for closer collaboration between the European market zones. Power flow models are 
used to assess the implications of market power, price convergence and social welfare from 
the various CM methods. 

Unfortunately, the incorporation of power flow models into energy models does not remove 
the insufficiency of the latter in comparing the results of similar studies. The high complexity 
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of the models, in conjunction with the lack of direct access to the corresponding implementa-
tions and data, reduces the validity of comparing the various studies. DeCarolis et al. [106] 
and Pfenninger [107] discuss this gap in transparency regarding scientific practice in the area 
of energy modeling; nevertheless, their conclusions also apply to models that incorporate 
power flow models. Thereby, a more quantitative evaluation or validation of the presented 
studies becomes almost impossible. Nevertheless, the literature review can show that the 
majority of the studies use either the network flow or the DC OPF methods as integrated ap-
proaches (or altered versions, depending on the focus of the study). This preference along 
with the justified theoretical background of the respective, underlying assumptions provides 
validity indicators for these two approaches.  

Consequently, the most frequent assumptions regarding power flow modeling can be also 
derived from the literature review. Re-dispatch is rarely modeled explicitly, unless it is the 
actual focus of the study. The DC OPF method implemented on detailed grids includes re-
dispatch implicitly, whereas aggregated methods like network flow neglect intra-zonal con-
gestions entirely. Regarding market environment in power flow studies, it is usually modeled 
merely via a maximization of welfare objective. Moreover, linear description of the partici-
pants’ behavior is also a common choice. Regarding congestion management, either a nodal 
pricing scheme is assumed (classical OPF), and thus no explicit modeling is required, or 
zonal pricing is selected, where only the interconnections are modeled using market-oriented 
capacities (NTC). Finally, security constraints are usually included either by simply reducing 
the line capacities in OPF methods or are inherently incorporated in NTC method and there-
fore no extra modeling effort is required. 

Table 2-1 Power flow studies based on the DC OPF method, classified by geographical 
scope and research focus, where grid resolution refers to the level of the grid representation. 

Grid reso-
lution 

Geographical 
scope 

Main research 
focus 

Study Year of 
Publication 

Remarks 

A
gg

re
ga

te
d 

Central West 
Europe and 
surroundings 

RES, flexible 
demand 

Koch et al. 
[108] 

2015 Two step model-
ing for single 
market and mar-
ket coupling 

Central West 
Europe 

RES, Network 
planning 

Blanco et al. 
[109] 

2011  

Europe RES, Network 
planning 

Fürsch et al. 
[110] 

2013  

Central West 
Europe 

Impact of tech-
nical parameters 
on electricity 
markets 

Gorner et al. 
[111] 

2008  

England Evaluation of 
different pricing 
schemes and 
market power 

Green et al. 
[112] 

2007  

UK and Scan-
dinavia 

Network expan-
sion planning 

Fuchs et al. 
[113] 

2011  

EU-28 Network expan-
sion planning 

Couckuyt et 
al. [114] 

2015 Includes unit 
commitment 
modeling 
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D
et

ai
le

d 

Northern Eu-
rope 

Coordination of 
wind and hydro 
power plants 

Farahmand et 
al. [115] 

2015 Two step model-
ing for market 
and power flows 

Balkans Network expan-
sion planning 

Kanevce et 
al. [116] 

2013  

Western conti-
nental Europe 

Multi-purpose, 
RES 

Leuthold et 
al. [117] 

2012 Includes mixed-
integer unit 
commitment 
formulation 

Continental 
Europe 

Market trading Hutcheon et 
al. [118] 

2013 Capacities in-
cluded only for 
the cross-border 
lines 

Synchronous 
European area 
plus Morocco 

Validation of 
power flow mod-
eling 

Lie et al. 
[119] 

2016 Market based 
modeling of hy-
dro plants 

 

Table 2-2 Power flow studies based on the AC OPF method, classified by geographical 
scope research focus. Detailed grid models have been primarily used for small geographical 
regions.  

Grid reso-
lution 

Geograph-
ical scope 

Main research 
focus 

Study Year of 
Publication 

Remarks 

A
gg

re
ga

te
d District in Nor-

way 
RES, storage Maffei et al. 

[120] 
2014 Application on 

the distribution 
level 

Europe RES, active con-
trol of power 
flows 

Roehder et 
al. [121] 

2013  

D
et

ai
le

d 

Sardinia RES Celli et al. 
[122] 

2013 Two step model-
ing for unit 
commitment and 
static AC flow 
simulations 

Denmark RES Lund et al. 
[123] 

2000 Includes CHP 
modeling 

Northern Ger-
many 

Wind generation Müller et al. 
[124] 

2017 Based on open 
data, only static 
flows for worst 
case scenarios 

Central Europe RES, network 
expansion plan-
ning 

Eser et al. 
[125] 

2014  

Italy Security con-
straint effect on 
market prices 

Kim et al. 
[126] 

2013 Includes security 
constraints 

 

 

 



Section 2.3: Literature review  

41 

Table 2-3 Power flow studies based on the zonal PTDF method, classified by geographical 
scope and research focus. 

Grid reso-
lution 

Geographical 
scope 

Main re-
search focus 

Study Year of 
Publica-
tion 

Remarks 
A

gg
re

ga
te

d 

Central West 
Europe and 
surroundings 

RES, multi-
purpose 

Bertsch et al. 
[127] 

2015  

Germany Simultaneous 
re-dispatch in 
multiple TSOs 

Kunz et al. 
[128] 

2013 Re-dispatch via 
counter-trading 

Europe RES Barth et al. 
[129] 

2009 Includes CHP 
and unit commit-
ment modeling  

Central West 
Europe 

Market coupling Oggioni et al. 
[130] 

2013  

 

Table 2-4 Power flow studies based on the network flow method. The studies are classified 
by geographical scope and research focus, however grid representation is necessarily 
coarse. Network flow does not always coincide with using NTC values, since the various re-
gions may also be smaller or larger than single countries. 

Grid reso-
lution 

Geographical 
scope 

Main re-
search focus 

Study Year of 
Publication 

Remarks 

A
gg

re
ga

te
d 

Europe RES, Network 
expansion 
planning 

Schaber et al. 
[131] 

2012 Partitioning in 83 
regions 

Europe and 
Mediterranean 
sea countries 

RES Haller et al. 
[132] 

2012 Partitioning in 20 
regions 

United King-
dom 

RES Pfenninger et 
al. [133] 

2015  

Europe RES Van Hulle et 
al. [134] 

2009 NTCs 

Europe RES, network 
expansion 
planning, stor-
age 

Steinke et al. 
[135] 

2013  

Europe RES, network 
expansion 
planning 

Becker et al. 
[136] 

2014 Each country 
represented as 
a single node 

Europe plus 
Mediterranean 
countries 

RES, storage, 
network expan-
sion planning 

Bussar et al. 
[137] 

2016  

Europe plus 
Mediterranean 
countries 

RES, storage, 
network expan-
sion planning 

Scholz [138] 2012  
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2.4 Chapter summary and discussion 
Power systems constitute vast systems which are operated hierarchically in both spatial and 
temporal dimensions, in order to cope with the high complexity and the inability to store sig-
nificant amounts of energy. Hence, modeling of power systems follows the same principles of 
hierarchical decomposition. For time intervals higher than 15 minutes, the system state can 
be assumed to be quasi-static and the corresponding state equations to be time independ-
ent. For each such interval, the equations linking the power quantities to the electrical varia-
bles and parameters of the system are described as well as the various numerical methods 
to solve them. The non-linear nature of the equations, in conjunction with the typically large 
system sizes results into two main approaches that are usually followed by researchers 
along with the recent Holomorphic Embedding method, namely iterative methods or lineari-
zation approaches. The benefits and drawbacks of the linearization process are analyzed 
and evaluated. 

On the higher temporal level, power systems are operated according to the respective mar-
ket environment and congestion management scheme. A brief review of the electricity mar-
kets operation and modeling is introduced and the various methods of congestion manage-
ment approaches are presented, with a focus on inter-zonal congestions and the situation in 
Europe. Besides the market approaches, the classic optimal power flow (OPF) method is 
presented as an operational as well as a popular modeling tool for power systems. The vari-
ous numerical approaches for its solution are reviewed and its frequent extensions including 
inter-temporal, security-constraint and probabilistic OPF are discussed. 

Finally, a literature review is conducted regarding the methodologies used for modeling pow-
er flows across transmission grids from the research community. It is found that the majority 
of the studies prefer an integrated, linear optimization approach (either DC OPF or network 
flow) over a multi-level or iterative one. Considering the lack of quantitative verification at-
tempts in the power system modeling community, these methods gain validity due to their 
dominant presence in the corresponding literature and their solid theoretical justification. 

The information presented in this chapter provides useful insight regarding the selection of 
the methodologies that would be suitable for the purposes of this thesis. Since this thesis 
focuses on the investigation of the transmission level of the European grid, the linearized DC 
flow methodology is considered adequate for modeling the power flows across the system. 
Moreover the DC OPF approach is selected as the primary tool of combining both generation 
dispatch and congestion management into an integrated optimization problem. Such a cen-
tralized approach becomes more suitable from a modeling perspective, while the underlying 
assumptions of perfect competition and transparency of the market as well as optimal utiliza-
tion of the grid infrastructure constitute the targets for system operators as well. Hence, alt-
hough the allocation of generation and transmission capacity does not explicitly follow the 
existing processes, it corresponds to an ideal operation of the system in terms of social wel-
fare. Moreover, this approach is found to constitute the principal methodology of modeling 
the European power system with high spatial resolution in the existing literature. 
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3 Methodology 
The integration of intermittent sources into power systems has emerged as one of the great-
est challenges of electric power engineering both from the economic and technical perspec-
tives. The different ways to evaluate the impact of intermittency can be classified into three 
categories. The first category concerns the grid operation, including frequency and voltage 
stability or the balancing market [7-9], where the analysis typically focuses on perturbed stat-
ic systems [10] or probabilistic methods [11]. The second category involves models with usu-
ally declined technical modelling detail like dispatch [12, 13] or adequacy forecast models 
[14]. By this, the time resolution gets coarser and the studied period is increased to one or 
more years. Hence, the analysis can focus on market implications and security of supply 
issues. The third category includes investment models, which concentrate on the long-term 
evolution of the system [15, 16], thereby they usually involve clustering methods in time and 
space in order to reduce the problem size while retaining critical characteristics of the system 
[139]. Their goal is to provide development pathways under techno-economical and often 
political constraints. 

The current thesis focuses on the implications of introducing demand response into a system 
with a high share of VRES and the corresponding contribution into the VRES integration. 
Such a system requires an analysis on the pan-European level due to the correlations of 
weather-dependent power generation, especially wind energy, that span on the continental 
level as well as the increased convergence of the European market zones as mandated by 
the EU. Nevertheless, a sufficient detail at the spatial and temporal representation of the sys-
tem is also of critical importance to capture the high variations of wind and solar generation. 
Due to computational limitations, a dispatch model is used in order to capture the majority of 
the afore-mentioned dynamics.  Unlike integrated methods, a multi-level approach is applied, 
such that both spatial and temporal resolutions can be sufficiently represented. 

The approaches presented in this chapter are described primarily in terms of formulation and 
implementation where the applicability and justification of the underlying assumptions are 
analyzed in more detail in chapter 4, where the verification of the selected approaches is 
conducted. A fundamental assumption regarding market conditions, which applies to all the 
described model formulations, consists of considering all products to be traded in a whole-
sale market framework under perfect competition and transparency conditions, i.e. exercising 
market power is impossible and all participants are merely price takers. 

3.1 Generation dispatch modeling 
As described in section 2.1, a power system can be operated via three separate market 
mechanisms, whose products span different time-scales. Despite the difference in temporal 
scope, all these products are limited to energy trading. Although capacity market mecha-
nisms have also started to be introduced into the European electricity markets [140], these 
can be interpreted as alternatives to the classical energy-only markets that allow scarcity 
pricing (i.e. without bidding caps), where such caps are imposed primarily due to political 
reasons, such that abuse of market power is inhibited. Nevertheless, allowing scarcity pricing 
is supported as a market scheme by the economic theory to suffice for a secure system op-
eration. Hence, no capacity mechanisms are considered in this thesis and all markets are 
considered to be energy-only.  
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The different market levels consist of the long-term, day-ahead and intra-day markets. Due to 
computational and data limitations, only hourly dynamics are considered therefore intra-day 
products can be ignored. On the other hand, hedging via futures or other risk related deriva-
tives are ignored as well, since they fall outside of the scope of this thesis. If block and other 
complex orders are also excluded, all energy is assumed to be traded continuously in hourly 
products, i.e. only the day-ahead market is considered. This fundamental assumption to-
gether with the inclusion of transmission grid constraints (which would be partly resolved by 
an intra-day market) forms the basis for the selected dispatch problem formulation. Despite 
the involved simplifications, the selected approach is verified against historical market data, 
as described in chapter 4. 

Under the afore-mentioned assumptions, a single electricity market can be modeled via a 
social welfare maximization problem, as described by eq. (3-1), (3-2) where 𝑔 expresses the 
energy balance constraints. Assuming a price-inelastic demand, which is the typical case for 
electricity markets with the exception of big industrial consumers, translates the problem to 
the classical economic dispatch formulation (see eq. (3-3) – (3-5)), where the demand be-
comes a mere parameter, rather than an optimization variable. Moreover, generation capaci-
ty restrictions are introduced in this formulation as well to better reflect actual generation 
technologies. The original welfare maximization problem is essentially transformed to an 
equivalent minimization problem of operational costs. Although the supply function of each 
producer generally depends on the underlying generation technology (e.g. quadratic function 
for steam turbines), only linear functions are considered for the purposes of this thesis, due 
to the high computational performance of linear programming algorithms. Thereby, the sum 
in the objective function of eq. (3-3) is transformed according to eq. (3-6), where 𝑐𝑖,𝑡 denote 
the marginal costs of generation for each producer. The adoption of marginal costs as the 
bidding prices originates from the perfect competition assumption, where each generator’s 
optimal bidding strategy consists of its marginal cost of operation. Moreover, the linear for-
mulation of 1-1 allows the interpretation of the shadow price1 of the demand from eq. (3-4) as 
the clearing price of the market. 

 Problem 1  

 max
{𝑝𝑖,𝑡

𝐿},{𝑝𝑖,𝑡
𝑆}

𝑓({𝑝𝑖,𝑡
𝐿}, {𝑝𝑖,𝑡

𝑆}) = ∑ [∑ 𝑈𝑖,𝑡(𝑝𝑖,𝑡
𝐿)

𝑖

− ∑ 𝐶𝑖,𝑡(𝑝𝑖,𝑡
𝑆)

𝑖

]

𝑡

 (3-1) 

s.t. 𝑔({𝑝𝑖,𝑡
𝐿}, {𝑝𝑖,𝑡

𝑆}) = ∑ 𝑝𝑖,𝑡
𝐿

𝑖

− ∑ 𝑝𝑖,𝑡
𝑆

𝑖

= 0 ∀𝑡 (3-2) 

where  𝑝𝑖,𝑡
𝐿 is the consumption of consumer 𝑖 at time 𝑡 in MWh 

 𝑝𝑖,𝑡
𝑆 is the generation of generator 𝑖 at time 𝑡 in MWh 

 𝑈𝑖,𝑡 is the utility function of consumer 𝑖 at time 𝑡 in € 

 𝐶𝑖,𝑡 is the supply function of generator 𝑖 at time 𝑡 in € 

                                                
1 In linear programming shadow prices coincide with the Lagrange multipliers of the corresponding 
affine constraints and can be interpreted as the change in the objective function by marginally relaxing 
the respective constraint by one unit. For instance, if a constraint is not binding, the corresponding 
shadow price becomes 0. 
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 Problem 2  

 min
{𝑔𝑖,𝑡}

𝑓({𝑔𝑖,𝑡}) = ∑ ∑ 𝐶𝑖,𝑡(𝑔𝑖,𝑡)

𝑖𝑡

 (3-3) 

s.t. ∑ 𝑔𝑖,𝑡

𝑖

− ∑ 𝑑𝑖,𝑡

𝑖

= 0 ∀𝑡 (3-4) 

 𝑃𝑖,𝑡 ≤ 𝑔𝑖,𝑡 ≤ 𝑃𝑖,𝑡 (3-5) 

where  𝑔𝑖,𝑡 is the generation of generator 𝑖 at time 𝑡 in MWh 

 𝐶𝑖,𝑡 is the supply function of generator 𝑖 at time 𝑡 in € 

 𝑑𝑖,𝑡 is the consumption of consumer 𝑖 at time 𝑡 in MWh 

 𝑃𝑖,𝑡 is the minimum allowed generation of generator 𝑖 at time 𝑡 in MW (typically 0) 

 𝑃𝑖,𝑡 is the maximum generation capacity of generator 𝑖 at time 𝑡 in MW 

 𝑓 = ∑ ∑ 𝐶𝑖,𝑡(𝑔𝑖,𝑡)

𝑖𝑡

→ 𝑓 = ∑ ∑ 𝑐𝑖,𝑡 ∙ 𝑔𝑖,𝑡

𝑖𝑡

 (3-6) 

where  𝑐𝑖,𝑡 is the marginal cost of operation for generator 𝑖 at time 𝑡 in €/MWh 

Although the linear formulation of 1-1 would suffice to describe the electricity market opera-
tion of a single zone with a linear formulation, technology-specific components may be either 
implicitly overestimated or not addressed adequately. The existing generation technologies 
can be classified in three principal categories with regard to their modeling, namely thermal, 
hydro and VRES technologies. Since all generation technologies are essentially transforming 
energy from a primary source form (e.g. natural gas) into electricity, the fuel provision along 
with the technology-specific transformation constraints varies among the afore-mentioned 
categories. 

Thermal units may include either steam turbine, combustion or closed-cycle technologies, 
where the fuel may have either fossil (e.g. coal) or renewable (e.g. biogas) origins. In all cas-
es nevertheless, fuel provision is considered to be unlimited, since its supply is considered 
directly controllable and the fuel can be stored relatively easily in significant amounts. There-
fore, eq. (3-5) can be merely replaced by 

 𝑃𝑖,𝑡 ≤ 𝑔𝑖,𝑡 ≤ 𝑃𝑖 (3-7) 

where 𝑃𝑖 is the nominal capacity of generator 𝑖 in MW.  

Although such a description would suffice for combustion engines, additional generation con-
straints would be required for the less flexible steam turbine technologies that would require 
a unit-commitment (UC) formulation. Such constraints may include power ramping limita-
tions, minimum load (i.e. power output) restrictions or additional start-up and shut-down costs 
(cumulatively referred to as cycling costs). The most accurate way to model UC-related con-
straints would be by introducing additional binary variables for each generator and time 
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snapshot that would indicate their status, either on or off. However, such a formulation would 
pose significant restrictions to the scale of the investigated system due to computational limi-
tations stemming from the introduction of integer variables. Alternative approximations to 
such a mixed-integer linear programming (MILP) approach that can retain the desired linear 
characteristics have been developed for power plant aggregates. Such methods include the 
“two-variable” [141] and “effective generation” [142] approaches. Both of these methods have 
been compared to the more accurate MILP formulation for a system with high levels of wind 
generation by Göransson [142], where the loss of accuracy in estimating the total cycling 
costs against the increase in computational performance is analyzed. 

For the purposes of this thesis, the “effective generation” approach is selected due to its fa-
voring relation between cycling costs inclusion and computational performance. The central 
idea behind this approach consists of replacing the actual generation variable 𝑔𝑖,𝑡 with an 
effective generation variable 𝑔𝑖,𝑡

𝑒𝑓𝑓 in the objective function. The new variable can incorpo-
rate additional costs related to technology-specific cycling costs and minimum load but only 
affects the actual generation indirectly. The additional constraints for the new variable are 
shown in eq. (3-8) and (3-9), while typical parameter values for the corresponding constraints 
are shown in table 3-1. 

 𝑔𝑖,𝑡
𝑒𝑓𝑓 ≥ 𝑔𝑖,𝑡 (3-8) 

 𝑔𝑖,𝑡
𝑒𝑓𝑓 ≥ 𝑁 ∙ 𝑔𝑖,𝑡−𝑘        ∀𝑘 ≤ 𝐾 (3-9) 

where  𝑁 is the minimum load of the units in the corresponding aggregate 

 𝐾 is the start-up time of the units in the corresponding aggregate 
 

Table 3-1 Modeling parameters for the “effective generation” approximation of the UC formu-
lation as described by eq. (3-8) and (3-9) [143]. 

Technology Fuel N K 

Steam turbine Nuclear 80% 24 
Coal 40% 6 

Closed-cycle Natural Gas 50% 6 

Regarding hydro power plants, these can be dispatched similarly to thermal plants, however 
the fuel provision cannot be considered unlimited due to limited storage capacity as well as 
uncontrollable fuel supply (water). For this reason, hydro plants are modeled as storage 
units, where additional variables for the charging and discharging rates as well as the state-
of-charge along with their respective capacity limits are further required as shown in eq. 
(3-10) – (3-13) which refer to hourly time steps.  
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 0 ≤ 𝑠𝑢𝑑𝑖,𝑡 ≤ 𝑆�̅�,𝑡 (3-10) 

 0 ≤ 𝑠𝑢𝑐𝑖,𝑡 ≤ 𝑆�̅�,𝑡 (3-11) 

 0 ≤ 𝑠𝑜𝑐𝑖,𝑡 ≤ 𝑆𝑂𝐶̅̅ ̅̅ ̅̅
𝑖,𝑡 (3-12) 

 𝑠𝑜𝑐𝑖,𝑡 = 𝑠𝑜𝑐𝑖,𝑡−1 + 𝜂𝑖,𝑡
𝑠𝑡𝑜𝑟𝑒 ∙ 𝑠𝑢𝑐𝑖,𝑡 − 𝑠𝑢𝑑𝑖,𝑡 + 𝑖𝑛𝑓𝑙𝑜𝑤𝑖,𝑡 − 𝑠𝑝𝑖𝑙𝑙𝑎𝑔𝑒𝑖,𝑡 (3-13) 

where  𝑠𝑢𝑑𝑖,𝑡 is the discharging rate of storage unit 𝑖 at time 𝑡 in MW 

 𝑆�̅�,𝑡 is the maximum charging/discharging capacity of storage unit 𝑖 at time 𝑡 in 
MW 

 𝑠𝑢𝑐𝑖,𝑡 the charging rate of storage unit 𝑖 at time 𝑡 in MW 

 𝑠𝑜𝑐𝑖,𝑡 the state of charge of storage unit 𝑖 at time 𝑡 in MWh 

 𝑆𝑂𝐶̅̅ ̅̅ ̅̅
𝑖,𝑡 is the maximum storage capacity of storage unit 𝑖 at time 𝑡 in MWh 

 𝜂𝑠𝑡𝑜𝑟𝑒 is the charging efficiency 

 𝑖𝑛𝑓𝑙𝑜𝑤𝑖,𝑡 is the primary energy inflow rate for storage unit 𝑖 at time 𝑡 in MW 

 𝑠𝑝𝑖𝑙𝑙𝑎𝑔𝑒𝑖,𝑡 is an optimization variable accounting for the inflow spillage of storage 
unit 𝑖 at time 𝑡 in MW 

 for 𝑡 = 0 the term 𝑠𝑜𝑐𝑡−1 can be either set to a fixed initial state of charge or set to 
be equal to the value of the last time step 𝑠𝑜𝑐𝑇, thus implying cyclic opera-
tion 

Similarly to thermal units, hydro plants operation may bear operational costs as well. These 
should also be reflected in the objective function (see eq. (3-14)), while the energy conserva-
tion constraint from eq. (3-4) should be extended as well (see eq. (3-15)). 

𝑓 = ∑ [∑ 𝑐𝑖,𝑡 ∙ 𝑔𝑖,𝑡
𝑒𝑓𝑓

𝑖

+ ∑ 𝑐𝑖,𝑡 ∙ 𝑠𝑢𝑑𝑖,𝑡

𝑖

]

𝑡

 (3-14) 

∑ 𝑔𝑖,𝑡

𝑖

+ ∑ 𝑠𝑢𝑑𝑖,𝑡

𝑖

− ∑ 𝑠𝑢𝑐𝑖,𝑡

𝑖

− ∑ 𝑑𝑖,𝑡

𝑖

= 0 ∀𝑡 (3-15) 

The last type of generation technology consists of generators with zero or very limited fuel 
storage capabilities, e.g. PV or wind turbines. In such cases, eq. (3-5) and (3-6) can still be 
applied, however the term 𝑃𝑖,𝑡 does not refer to an installed generation capacity but rather to 
an available generation potential that follows the inflow of the primary energy source. For 
instance, the respective constraints for a wind turbine could be written as 𝑃𝑖,𝑡 = �̅�𝑖 ∙ 𝑐𝑓𝑖,𝑡, 
where 𝑃𝑖 is the installed capacity of turbine 𝑖 and 𝑐𝑓𝑖,𝑡 the corresponding time-varying capaci-
ty factor that depends on the local weather conditions. 

3.1.1 Combined heat and power generation 
Although most of the power plants operate to provide power to the electricity system, some 
thermal power plants exploit part of the fuel energy to provide thermal energy to customers. 
This additional source of revenue is not reflected in the afore-mentioned dispatch formula-
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tions, however it may lead to significantly misestimating the output of such combined heat 
and power (CHP) plants. 

CHP operation can be modeled in different detail, depending on the research focus. In prin-
ciple, several additional model components need to be added such as a spatially and tempo-
rally resolved heat demand served by CHP plants, corresponding network and storage infra-
structure, additional operational constraints of CHP plants (e.g., extraction or back pressure 
method [144]) and ideally a heat market, which in most European countries including Ger-
many has not been formed. Moreover, plant operators typically show distinct behaviors de-
pending on the primary product and source of profit. For instance, relatively big coal power 
plants can be considered as “power-driven” plants where heat can be considered as byprod-
uct whereas relatively small gas plants may be considered “heat-driven” with electricity being 
the byproduct. However, there is hardly a consistent criterion that can define whether a CHP 
plant can be classified to one of these categories. For these reasons, CHP operation is not 
modeled in the same way over the literature. In the context of power system modeling how-
ever, it typically falls into the following three categories: 

 No special CHP modeling [137, 145-149], where the limitations of the model are 
merely acknowledged 

 Exogenous feed-in or must-run constraints [41, 117, 150, 151] 
 Sophisticated models or co-optimization of heat and power generation [110, 123, 

152-155], potentially including heat storage as well 

Considering that the driving reason for modeling CHP operation lies merely at the impact of 
CHP generation in the power market, the exogenous feed-in approach becomes the most 
prominent candidate for including the respective special conditions without importing unnec-
essary complexity into the model. Two ways are selected to incorporate CHP-related con-
straints into a linear model. The first method assumes a strict must-run condition for each 
CHP plant based on an assigned heat demand profile (which additionally need the inclusion 
of costly demand reserves to ensure feasible optimization solutions) and a constant ratio 
between the power and heat outputs, independent of the operational point (Stromkennzahl). 
The second method imposes a time-varying reduction on the available power capacity of 
steam turbine and combined-cycle power plants. This reduction is caused by the heat output 
requirements covered by steam extraction that can no longer be used to generate electricity. 
This reduction is typically expressed by a coefficient (Stromverlustkennziffer) defined by eq. 
(3-16) [156], where P0 is the nominal power capacity (in condensation operation) and P and 
Q the power and heat outputs correspondingly. Although this coefficient depends on both the 
operational point as well as the corresponding technology [156], a constant average value of 
0.185 [156] is assumed.  

𝑆(𝑡) =
𝑃0 − 𝑃(𝑡)

𝑄(𝑡)
 (3-16) 

For the implementation of the first method, a top-down approach is selected to assign must-
run generation profiles to all CHP plants. A methodology to generate overall heat demand 
profiles can provide only marginal benefits to the specific problem, since only the heat de-
mand covered by CHP plants is required while also the underlying district-heat networks are 
generally difficult to obtain. Therefore, the selected approach is directly based on national 
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statistics that concern only CHP operation. The methodology consists of a temporal and a 
spatial dimension, where the spatial refers to distributing national energy statistics to each 
plant whereas the temporal to assigning time-varying heat demand patterns.  

Regarding the temporal dimension, a normalized profile is assigned to each power plant 
based on the ambient temperature at that location. The methodology follows the rationale of 
NEP [154], where it is assumed that 9% of the total heat demand is related to water heating 
and is constant over the year, while the rest of the demand fluctuates based on an effective 
temperature, defined by eq. (3-17), as long as this temperature does not exceed a threshold 
of 16 0C, beyond which space heating requirements drop to zero. The effective temperature, 
in addition to the ambient temperature also takes into consideration the corresponding tem-
perature of the previous day, which reflects the heat stored inside the buildings. Hourly am-
bient temperature profiles are considered using the Eurocordex regional climate model 
(RCM) with driving model “MPI-M-MPI-ESM-LR” and experiment “rcp26” , which are provided 
for every point of a 0.11o (~12.5 km) grid over Europe and 3 hours resolution [157]. In order 
to assign profiles to each power plant, their positions are translated to the Eurocordex rotated 
pole system [158, 159] and profiles are calculated for each point using bilinear interpolation. 

𝑇𝑒𝑓𝑓(𝑡) = 0.7 ∙ 𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡(𝑡) + 0.3 ∙ 𝑇𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑑𝑎𝑦 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (3-17) 

The spatial dimension consists of scaling the generated normalized profiles such that they 
meet the national statistics under the technical and methodology’s constraints. Regarding 
national statistics, information is available from [160], where the annual power generation 
from CHP plants is reported per energy carrier. Scaling the calculated effective temperature 
(Teff,t) profiles taking into account the NEP approach translates into finding coefficients α and 
β for each generator in eq. (3-18) while satisfying equations (3-19), (3-20) and (3-21). 

𝑃𝑚𝑖𝑛,𝑔(𝑡) = {
𝛼𝑔 ∙ (𝑇𝑒𝑓𝑓,𝑔(𝑡) − 𝑇𝑡ℎ𝑟𝑒𝑠) + 𝛽𝑔,        𝑇𝑒𝑓𝑓,𝑔(𝑡) ≤ 𝑇𝑡ℎ𝑟𝑒𝑠

𝛽𝑔,           𝑇𝑒𝑓𝑓,𝑔(𝑡) > 𝑇𝑡ℎ𝑟𝑒𝑠
 (3-18) 

∑ ∫ 𝑃𝑚𝑖𝑛,𝑔

 

𝑡

(𝑡) 𝑑𝑡

𝑔

=  𝑃𝑡𝑜𝑡𝑎𝑙,𝐶        ∀𝑔 ∈ 𝐶 
(3-19) 

∑ 𝛽𝑔 ∙ 𝛥𝑡

𝑔

= 𝑐 ∙ 𝑃𝑡𝑜𝑡𝑎𝑙,𝐶         ∀𝑔 ∈ 𝐶 (3-20) 

𝑃𝑚𝑖𝑛,𝑔(𝑡) ≤ 𝑃𝑛𝑜𝑚,𝑔        ∀𝑡 (3-21) 

where 𝑔 refers to each power plant belonging to the energy carrier 𝐶 (e.g. natural gas), 𝑇𝑡ℎ𝑟𝑒𝑠 
is 16 0C, 𝑐 is 0.09 and 𝛥𝑡 is 8760 hours for the year 2015. 

Considering the non-linearity stemming from the capacity limits in eq. (3-21) as well as the 
lack of information in how total generation for a fuel type is distributed among the individual 
generators, the system can be solved by decoupling equations (3-19) and (3-20) for each 
generator by assigning a constant distribution factor using the power plant capacities as 
weights. Hence, they can be written in the form of (3-22), (3-23) and (3-24). 
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∫ 𝑃𝑚𝑖𝑛,𝑔(𝑡)

 

𝑡

 𝑑𝑡 = 𝑃𝑡𝑜𝑡𝑎𝑙,𝑔        ∀𝑔 ∈ 𝐶 (3-22) 

𝛽𝑔 ∙ 𝛥𝑡 = 𝑐 ∙ 𝑃𝑡𝑜𝑡𝑎𝑙,𝑔        ∀𝑔 ∈ 𝐶 (3-23) 

𝑃𝑡𝑜𝑡𝑎𝑙,𝑔 =
𝑃𝑛𝑜𝑚,𝑔

∑ 𝑃𝑛𝑜𝑚,𝑔𝑔
∙ 𝑃𝑡𝑜𝑡𝑎𝑙,𝐶         ∀𝑔 ∈ 𝐶 (3-24) 

 

Finding the coefficients α and β in eq. (3-18) can be then accomplished iteratively due to the 
non-linearity of capacity limits. The process is shown in figure 3-1, where 𝛽 is increased by at 
least 0.001 to avoid slow convergence near the convergence point.  

 

Figure 3-1 Diagram for generating the must-run profiles for CHP generation from the corre-
sponding effective ambient temperatures. 

The resulting profiles can also be used to calculate the reduced capacity for steam turbine or 
combined-cycle CHP plants from eq. (3-16). Figure 3-2 shows the must-run constraints as 
well as the capacity reduction for a 406 MW, hard coal, steam turbine, CHP plant in Altbach, 
Germany for the year 2010. It can be observed that the must-run constraints are rather low 

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝛽 𝑓𝑟𝑜𝑚 (3.23) 

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝛼 𝑓𝑟𝑜𝑚 (3.18 − 3.22) 

𝑇𝑟𝑢𝑛𝑐𝑎𝑡𝑒 𝑝𝑟𝑜𝑓𝑖𝑙𝑒 𝑢𝑠𝑖𝑛𝑔 (3.21) 

ΔP = ∫ 𝑃𝑚𝑖𝑛, 𝑔(𝑡)

 

𝑡

 𝑑𝑡 − 𝑃𝑡𝑜𝑡𝑎𝑙, 𝑔 

𝛽 = 𝛽 + 𝑚𝑎𝑥 ቆ
ΔP

𝑃 𝑡𝑜𝑡𝑎𝑙, 𝑔
,  10−3ቇ 

ΔP ≤ 0.1 MWh 

𝑃𝑚𝑖𝑛, 𝑔(𝑡) 

True 

False 

𝑇𝑒𝑓𝑓, 𝑔(𝑡),  𝑃𝑡𝑜𝑡𝑎𝑙, 𝑔 
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𝐹𝑖,𝑡 ≤ 𝑓𝑖,𝑡 ≤ 𝐹𝑖,𝑡 (3-25) 

where  𝐹𝑖,𝑡 is the minimum allowed flow of link 𝑖 at time 𝑡 for the defined direction in MW 

 𝑓𝑖,𝑡 is the flow rate of link 𝑖 at time 𝑡 in MW 

 𝐹𝑖,𝑡 is the maximum allowed flow of link 𝑖 at time 𝑡 for the defined direction in MW 

In addition, the energy balance constraint needs to be updated for a multi-nodal system in 
order to accommodate the corresponding power exchanges. The modified constraint is 
shown in eq. (3-26), where energy conservation is enforced to all nodes. 

∑ 𝑔𝑖,𝑛,𝑡

𝑖

+ ∑ 𝑠𝑢𝑑𝑖,𝑛,𝑡

𝑖

− ∑ 𝑠𝑢𝑐𝑖,𝑛,𝑡

𝑖

− ∑ 𝐾𝑛𝑙𝑓𝑙,𝑡

𝑙

− ∑ 𝑑𝑖,𝑡

𝑖

= 0 ∀𝑛, 𝑡 (3-26) 

where  𝐾𝑛𝑙 is the incidence matrix for the network graph that takes the value 1 if the link 
departs from node 𝑛 and -1 if the link arrives at it 

  𝑙 refers to all links adjacent to node 𝑛 
The dual variable associated with eq. (3-26) can still be interpreted as the clearing price of 
the system. Nevertheless, a spatial dimension has been added as well, meaning that all 
nodes have their individual nodal prices (or zonal if the nodes represent market zones) that 
may differ from each other. With regard to power systems, the “network flow” approach ap-
pears useful for modeling market coupling, where the interconnections hold a more economic 
interpretation as described in section 2.2.3. 

Regarding the DCOPF method, this can be formulated in a similar manner, where the main 
difference originates from the interdependence of the individual power flows over AC trans-
mission lines as described in section 2.2.1. Therefore, although the constraints described by 
(3-25) and (3-26) remain unaltered, the flow variable 𝑓 cannot be considered independent 
but rather related to an additional independent variable 𝜃 that stands for the nodal voltage 
angles. The relationship is expressed by the DC approximation shown in eq. (3-27), while an 
additional constraint for the angle of the slack node is required similarly to the static DC flow. 

𝑓𝑙,𝑡 =
𝜃𝑛0,𝑡 − 𝜃𝑛1,𝑡

𝑥𝑙
 (3-27) 

where  𝑥𝑙 is the per unit reactance of line 𝑙 

The two types of power flow modeling, i.e. “network flow” and DCOPF, can also be combined 
within a single framework. For instance, a transmission grid with mixed AC and HVDC lines 
can be represented by using the appropriate methodology for each line based on its type, 
since power flows over HVDC lines can be controlled directly and independently of the sur-
rounding network, and therefore modeled using the “network flow” approach. Another poten-
tial application consists of a “hybrid” model where specific zones are represented in detail by 
their transmission grids, while others are represented as single nodes assuming copper plate 
conditions within the zones. The flow constraints between such differently modeled zones 
may not be sufficiently represented by the individual cross-border line capacities alone due to 
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security constraints. Therefore, the application of cumulative constraints using values calcu-
lated by a CM scheme (see section 2.2.3), as shown in eq. (3-28), may result in more repre-
sentative interconnection capacities. 

𝑁𝑇𝐶𝐿,𝑡 ≤ ∑ 𝑓𝑙,𝑡

𝑙∈𝐿

≤ 𝑁𝑇𝐶𝐿,𝑡 (3-28) 

where  𝐿 is the set of cross-border lines for an interconnection 

  𝑁𝑇𝐶 is the total secure capacity of the interconnection  

3.3 Software implementation 
Models that are implemented based on the afore-mentioned formulations may be applied to 
large networks and systems comprising of thousands of generators and lines, thus forming 
problems with several millions of variables and respective constraints. Therefore, solving 
such systems within a reasonable time require efficient optimization and data handling soft-
ware. For the purposes of this thesis, gurobi [161] is used as the respective optimization 
software and pyomo [162] as the algebraic modeling language software to generate the de-
sired models. Moreover, the energy modeling framework PyPSA [163] is used as the tool to 
handle the power system data and set up the corresponding optimization problems via pyo-
mo. PyPSA is an open source energy modeling framework written in the python program-
ming language based on the pandas, networkx, numpy and scipy libraries. Regarding power 
system optimization, it can be used for both linear dispatch and investment modeling, includ-
ing the network flow and DCOPF formulations as well as the storage-related constraints. Its 
open source nature allows the modification and extension of the framework, e.g. adding the 
afore-mentioned linear UC formulation or the formulations described in the rest of this chap-
ter. Finally, the Message Passing Interface (MPI) 3 library port for python called mpi4py [164] 
is used to split problems with temporally decoupled states into multiple sub-problems that 
can be solved simultaneously in different processors. 

3.4 The multi-level approach 
One of the most significant advantages of linear optimization problems consists of the exist-
ence of computationally powerful approaches to solve them. Nevertheless, considering that a 
detailed pan-European problem would imply several hundreds of millions of variables, the 
described methodology may lead to practically unsolvable problems with the current techno-
logical level of computational resources.  

For this reason, a novel multi-level approach is developed such that both the temporal and 
spatial resolution detail is maintained in high levels, while the total problem is solved in rea-
sonable time. The central idea consists of splitting the original problem into smaller parts with 
different spatial resolution and temporal coupling and solving them sequentially. By these 
means, the spatial and temporal dynamics, although not considered simultaneously, their 
interaction can be still captured to a considerable degree.  

The first level consists of the “country” or “market” level, where the European power system 
is represented by market zones that coincide with the existing country boundaries. The prob-
lem formulation follows the description below, where the linear UC methodology is used for 
the generation dispatch, hydro plants are modeled as storage units with yearly horizon and 
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the grid via the “network flow” approach. The goal of this level is to calculate the scheduled 
generation of power plants including hydro as well as thermal plant constraints, within a mar-
ket coupling framework. Grid restrictions are still represented between countries, although 
with a more economic interpretation. Nevertheless, due to historical developments, the grid 
tends to be weaker on the interconnections rather than within countries, hence the selected 
regionalization is considered sufficient. In addition to the generation scheduling, market pric-
es for each zone can also be computed and used by the following model levels. 

 Problem – “country” level  

 min
 

∑ ∑ (∑ 𝑐𝑖,𝑛,𝑡 ∙ 𝑔𝑖,𝑛,𝑡
𝑒𝑓𝑓

𝑖

+ ∑ 𝑐𝑖,𝑛,𝑡 ∙ 𝑠𝑢𝑑𝑖,𝑛,𝑡

𝑖

)

𝑛𝑡

 (3-29) 

s.t. 

eq, (3-7)-(3-9) – linear UC constraints 
eq. (3-10)-(3-13), storage unit constraints 

eq. (3-25), (3-26) – “network flow” grid constraints 
 

where 𝑃𝑖,𝑛,𝑡 = {
0.45 ∙ 𝑃𝑖

𝑛𝑜𝑚 𝑖𝑓 𝑖 𝑖𝑠 𝑁𝑢𝑐𝑙𝑒𝑎𝑟
0 𝑒𝑙𝑠𝑒

 (3-30) 

The constraints in (3-30) express the explicit enforcement of must-run conditions for nuclear 
power plants at 45% of their nominal capacity at all times. 

The second, “grid”, modeling level considers the hydro scheduling information from the 
“country” level and incorporates it in a LOPF formulation that can take the complete trans-
mission grid into account. The power injection from hydro plants into the system is incorpo-
rated as dispatchable generation with individual capacity limitations as well as cumulative 
constraints that respect the grouped (national) scheduling. In case of negative generation 
(i.e. charging/pumping) the power withdrawal rate from the system is added to the existing 
demand. Introducing hydro plants with this method essentially allows the decoupling of the 
various time steps of the overall problem. The individual hourly sub-problems can therefore 
be computed independently, since the minimum yearly solution equals the sum of the mini-
mum hourly solutions. The most significant output of this level consists of the resulting nodal 
prices that can be used to identify the major bottlenecks of the system. 
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 Problem – “grid” level  

 min
 

∑ (∑ 𝑐𝑖,𝑛 ∙ 𝑔𝑖,𝑛

𝑖

+ ∑ 𝑐𝑖,𝑛 ∙ 𝑔𝑖,𝑛
𝑠𝑢

𝑖

)

𝑛

    ∀𝑡 ∈ {0,1, 2, … , 8759 (𝑜𝑟 8783)} (3-31) 

s.t. 
eq, (3-7), (3-30) – generation capacities 

 eq. (3-25)-(3-27) – DC flow 
 

 
∑ 𝑔𝑖,𝑡

𝑠𝑢

𝑖∈𝐺,𝑡

≤ max (0, 𝑔𝐺,𝑡
𝑠𝑢) 

𝑑𝑖,𝑡 ← 𝑑𝑖,𝑡 − min(0, 𝑔𝑖,𝑡
𝑃𝐻𝑆,𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒𝑑),   PHS pumping is added to demand 

(3-32) 

where  𝑔𝑖,𝑡
𝑠𝑢 and 𝑔𝐺,𝑡

𝑠𝑢 are the scheduled generation for storage unit 𝑖 and group of 
storage units 𝐺 respectively at time 𝑡 in MW 

  𝐺 refers to a group of storage units 
Although the results of the “grid” level constitute a reasonable first approximation of the sys-
tem operation, the contribution of hydro plants in relieving congestion is not effectively taken 
into account. To this end, the problem is reduced in space such that multiple time steps can 
be solved simultaneously. Hydro plants can then be considered as storage units, where col-
lective constraints on the state-of-charge variables as shown in eq. (3-34) can be added to 
respect the long-term hydro scheduling as well as long-term energy balance. Moreover, the 
generation dispatch is also respecting the corresponding scheduling from the “country” level 
model, thus the formulation takes the form of a redispatch problem as shown in eq. (3-35)-
(3-38). This formulation allows the final generation of a unit to deviate from the original 
scheduling only in the case of grid congestion, since ramping a generator either up or down 
is associated with additional costs to the system. Finally, demand flexibility can also be intro-
duced at this level, since multiple time steps can be coupled in a single optimization. Never-
theless, a more elaborate description of the corresponding demand response approaches is 
presented in section 3.5. 
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 Problem – “clusters” level (for daily horizon)  

 
min

 
∑ ∑ (∑ 𝑐𝑖,𝑛,𝑡 ∙ 𝑔𝑖,𝑛,𝑡

𝑢𝑝

𝑖

+ ∑ 𝑧𝑝𝑖,𝑛,𝑡 ∙ 𝑔𝑖,𝑛,𝑡
𝑑𝑜𝑤𝑛

𝑖

+ ∑ 𝑐𝑖,𝑛,𝑡 ∙ 𝑠𝑢𝑑𝑖,𝑛,𝑡

𝑖

)

𝑛

𝑡+𝑇

𝑡

  ∀𝑡

∈ {0, 24, 48, … , 8736 (𝑜𝑟 8760)} 
(3-33) 

s.t. 

(3-7) – generation capacities 
eq. (3-10)-(3-13), storage unit constraints 

(3-25), (3-27) – DC flow 
 

 
(1 − 𝑡𝑜𝑙) ∙ 𝑠𝑜𝑐𝐺,𝑡𝑡 ≤ ∑ 𝑠𝑜𝑐𝑖,𝑡𝑡

𝑖∈𝐺,𝑡𝑡

≤ (1 + 𝑡𝑜𝑙) ∙ 𝑠𝑜𝑐𝐺,𝑡𝑡   ∀𝑡𝑡

∈ {0, 24, 48, … , 8760 (𝑜𝑟 8784)} 
(3-34) 

 

∑ 𝑔𝑖,𝑛,𝑡

𝑖

+ ∑ 𝑔𝑖,𝑛,𝑡
𝑢𝑝

𝑖

− ∑ 𝑔𝑖,𝑛,𝑡
𝑑𝑜𝑤𝑛

𝑖

+ ∑ 𝑠𝑢𝑑𝑖,𝑛,𝑡

𝑖

− ∑ 𝑠𝑢𝑐𝑖,𝑛,𝑡

𝑖

− ∑ 𝐾𝑛𝑙𝑓𝑙,𝑡

𝑙

− ∑ 𝑑𝑖,𝑡

𝑖

= 0 
(3-35) 

 0 ≤ 𝑔𝑖,𝑛,𝑡
𝑢𝑝 ≤ 𝑃i,n,t − 𝑔𝑖,𝑛,𝑡 (3-36) 

 0 ≤ 𝑔𝑖,𝑛,𝑡
𝑑𝑜𝑤𝑛 ≤ 𝑔𝑖,𝑛,𝑡 − 𝑃𝑖,𝑛,𝑡 (3-37) 

 ∑ 𝑔𝑖,𝑡

𝑖∈𝐺,𝑡

= 𝑔𝑠𝐺,𝑡 (3-38) 

 constraints related to flexible demand (discussed in section 3.5)  

where  𝑧𝑝𝑖,𝑛,𝑡 is the zonal price corresponding to generator 𝑖 in node 𝑛 at time 𝑡 in €/MWh 

 𝑔𝑖,𝑡
𝑢𝑝 and 𝑔𝑖,𝑡

𝑑𝑜𝑤𝑛 refer to the upwards and downwards redispatch of generator 𝑖 
at time 𝑡 in MW 

  𝑇 is the storage operation horizon (here 24 hours) 

  𝑡𝑜𝑙 is a tolerance for numerical errors, e.g. 0.01 

  𝑔𝑠𝑖,𝑡 and 𝑔𝑠𝐺,𝑡 is the scheduled generation of generator 𝑖 and group of generators 
𝐺 respectively at time 𝑡 in MW 

The reduction in space can be performed such that the major grid bottlenecks of the system 
are preserved. To this end, the average nodal prices from the “grid” level are used as 
weighting factors to cluster the grid nodes by applying a spatial k-means algorithm [165]. 
Nevertheless, although such a clustering methodology can estimate the topology of an 
equivalent, reduced grid, the estimation of the equivalent lines’ electrical parameters remains 
non-trivial. For this thesis, a simplified approach is selected, where the equivalent transfer 
capacity is taken as the 65% of the sum of the cross-border line capacities due to security 
considerations [166]. Regarding the estimation of an equivalent reactance, this is accom-
plished by assuming equivalent virtual 380kV lines connecting the regions’ centroids. In this 
way, the cross-border lines are essentially extended such that the distance between regions 
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is also reflected in the reactance calculation as shown in eq. (3-39), where the denominator 
indicates the number of equivalent typical 380kV lines. A detour factor of 1.25 is further ap-
plied to the “beeline” distance calculation since grid lines typically follow geographical char-
acteristics that result in higher actual distances than the shortest path [167]. 

𝑥𝑙𝑖𝑛𝑒_𝑒𝑞 =
𝑙𝑒𝑛𝑔𝑡ℎ𝑙𝑖𝑛𝑒_𝑒𝑞 [𝑘𝑚] ∙ 𝑥380𝑘𝑉[𝑂ℎ𝑚

𝑘𝑚⁄ ]

𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑙𝑖𝑛𝑒_𝑒𝑞[𝑀𝑊]
𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦380𝑘𝑉[𝑀𝑊]

⁄
 (3-39) 

The resulting information from the application of the “cluster” level can be introduced to a 
fourth, “redispatch”, modeling level where a detailed version of the transmission grid is used. 
The corresponding formulation resembles the “grid” level, however instead of merely dis-
patching generators, a redispatch problem is solved similarly to the “clusters” level. Regard-
ing the demand, collective constraints are introduced as shown in eq. (3-41). The results of 
this level are considered to represent the final, calculated state of the power system. Hence 
various information about the system may be extracted like VRES curtailments, line loadings 
and generators output. 

 Problem – “redispatch” level  

 
min

 
∑ (∑ 𝑐𝑖,𝑛,𝑡 ∙ 𝑔𝑖,𝑛,𝑡

𝑢𝑝

𝑖

+ ∑ 𝑧𝑝𝑖,𝑛,𝑡 ∙ 𝑔𝑖,𝑛,𝑡
𝑑𝑜𝑤𝑛

𝑖

)

𝑛

  ∀𝑡

∈ {0, 1,2, … , 8759 (𝑜𝑟 8783)} 
(3-40) 

s.t. 

(3-7), (3-35)-(3-38) – generation redispatch constraints 

𝑔𝑖,𝑡 =  𝑔𝑠𝑖,𝑡   ∀𝑖 ∉ 𝐺  – redispatch condition for explicit generators 

(3-32) – Storage units as generators/demand 

 

 ∑ 𝑑𝑖,𝑡

𝑖∈𝐺,𝑡

= 𝑑𝐺,𝑡 (3-41) 

where  𝑑𝑖,𝑡 is an optimization variable constrained by 𝑑𝐺,𝑡 

 

A comprehensive diagram of the described multi-level model is summarized in figure 3-3, 
where the linking among the various levels is depicted as well. Furthermore, the conceptual 
modeling of the different system components for each level is further described in table 3-2. 
It can be seen that although the different modeling levels may share common approaches, 
each level constitutes a distinct formulation of the same system, depending on the respective 
focal point. 
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Figure 3-3 Soft linking diagram between the four levels of the multi-level modeling approach. 

Table 3-2 The different ways to model the power system components for the four levels of 
the multi-level modeling approach. The output of each level may be used by a subsequent 
levels as shown in figure 3-3. 

level 
thermal 
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hydro 
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tion 

VRES 
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tion 
demand grid 
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3.5 Flexible demand 
Although the current electricity demand at the transmission level may be considered relative-
ly predictable and price inelastic, future consumers may show a more flexible behavior. De-
veloping a supply system that relies heavily on inflexible sources (like the current wind and 
PV technologies) may lead to energy imbalance issues which in turn can pose significant 
dangers to the secure operation of the system. Traditional sources of system flexibility in-
clude the transmission grid (i.e. energy trading), energy storage (e.g. batteries) and demand 
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side management (DSM), where the grid equilibrates spatial variability and energy storage 
temporal variability respectively. DSM aims at addressing temporal variability as well; how-
ever, since it does necessarily rely on energy storage, it can be more energy efficient. 

DSM technologies may vary significantly depending on the individual application and can 
span from the residential sector up to large industrial consumers. Despite the variety in im-
plementing DSM behavior [168, 169], its effects can be typically classified into two categories 
from the system perspective, namely load curtailment and load shifting. Load curtailment 
correspond to the willingness of a consumer to reduce their demand at a specific time inter-
val given a respective signal from the system, e.g. if the electricity price exceeds a given 
threshold. On the other hand, load shifting refers to the responsiveness of the consumer by 
deferring part of their demand either forward or backward in time, typically spanning a few 
minutes or hours. In this study only the second category of demand flexibility is considered, 
hence it is assumed that consumers are not willing to curtail their demand unless it is neces-
sary due to adequacy issues. Such behavior is implemented by assigning a high cost, 1000 
€/MWh [170], to the loss-of-load instances, hence load shifting will prioritize the reduction of 
such instances. 

In contrast to load curtailment, load shifting does not alter the total consumption but rather 
shifts part of the demand to different times, when the supply may be more abundant and thus 
cheaper. Since this thesis attempts to assess the flexibility of demand merely as a tool for 
higher integration of VRES, only a generic, technology-agnostic approach for modeling DSM 
is pursued. Such approaches can be classified into two categories. The decoupled approach 
relies on price signals that are assumed to be unaffected by the shifting itself (due to its as-
sumed small scale). Advantages of this include the decoupling of time steps, which may lead 
to better performance and thus allow higher spatial detail, however drawbacks may include 
high sensitivity to the involved parameters [145] and potential DSM shifting synchronization 
that could lead to sub-optimal system operation [171]. Moreover, total energy consumption 
before and after shifting may not be explicitly preserved. On the other hand, in the coupled 
approach, the generation and demand are optimized simultaneously, thus their interaction is 
considered as well. Coupling demand response together with generation allows the optimiza-
tion of DSM utilization from the system perspective and is therefore selected to constitute the 
investigated methodology for this thesis. 

Various methodologies have been implemented in the literature to introduce demand re-
sponse into power system optimization models. Such methodologies include formulations 
with hourly power limitations and overall energy balance constraints but without specific shift-
ing duration limits [172, 173], modeling via virtual storages [174, 175]  or formulations where 
shifting duration limitations are considered [143, 176].  

For the purposes of this thesis two approaches are implemented and compared by applying 
them to a selected system. The first approach follows the virtual storage rationale, where for 
each flexible consumer a virtual storage unit is introduced as in eq. (3-10)-(3-13), however it 
is set such that discharging is not possible. The shifting duration and load recovery con-
straints are introduced by setting fixed constraints on the state-of-charge level of the virtual 
storage buffers at the beginning and end of time periods that are set explicitly. The starting 
state-of-charge level is set to zero, whereas the final level is set equal to the total amount of 
deferrable load for that period (see eq. (3-42)). Moreover, additional ramping constraints on 
the charging rate between the time windows are imposed as well (see eq. (3-43)), to avoid 
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undesirable demand ramping. The explicit selection of time windows may lead to a sub-
optimal utilization of the available demand flexibility, nevertheless this shortcoming is com-
pensated by the computational benefits of decoupled time periods that can allow its applica-
tion to systems with high spatial resolution. 

 {
𝑠𝑜𝑐𝑖,𝑡 = 0

𝑠𝑜𝑐𝑖,𝑡+𝑇 = 𝐷𝑡
    ∀𝑡 ∈ {0, 𝑇, 2𝑇, … } (3-42) 

 𝑠𝑢𝑐𝑖,𝑡+𝑇 − 𝑟 ≤ 𝑠𝑢𝑐𝑖,𝑡+𝑇+1 ≤ 𝑠𝑢𝑐𝑖,𝑡+𝑇 + 𝑟    ∀𝑡 ∈ {0, 𝑇, 2𝑇, … } (3-43) 

where  𝐷𝑡 is the total deferrable demand between the shifting period [𝑡, 𝑡 + 𝑇] in MWh 

  𝑟 is the ramping constraint in MW 
 

The second approach that is implemented regarding modeling demand response follows the 
methodology introduced by Zerrahn et al. [176] and applied by the DIETER model [177]. This 
approach can be described by the equations (3-44)-(3-47), where the central idea consists of 
introducing upwards and downwards shifting variables with their corresponding power capac-
ities and allow them to be used only within a fixed time window surrounding each time step. 
Although this approach constitutes a more accurate description of the DSM behavior, the 
corresponding computational requirements become higher, mainly due to the second time 
index 𝑡𝑡, which can limit both the size of the of the investigated system as well as shifting 
window range. 

 𝐷𝑆𝑀𝑡
𝑢𝑝 = ∑ 𝐷𝑆𝑀𝑡,𝑡𝑡

𝑑𝑜

𝑡+𝐿

𝑡𝑡=𝑡−𝐿

   ∀𝑡 (3-44) 

 𝐷𝑆𝑀𝑡
𝑢𝑝 ≤ 𝐷𝑆𝑀

𝑢𝑝
   ∀𝑡 (3-45) 

 ∑ 𝐷𝑆𝑀𝑡,𝑡𝑡
𝑑𝑜

𝑡𝑡+𝐿

𝑡=𝑡𝑡−𝐿

≤ 𝐷𝑆𝑀
𝑑𝑜

 ∀𝑡𝑡 (3-46) 

 𝐷𝑆𝑀𝑡𝑡
𝑢𝑝 + ∑ 𝐷𝑆𝑀𝑡,𝑡𝑡

𝑑𝑜

𝑡𝑡+𝐿

𝑡=𝑡𝑡−𝐿

≤ 𝑚𝑎𝑥 {𝐷𝑆𝑀
𝑢𝑝

, 𝐷𝑆𝑀
𝑑𝑜

}   ∀𝑡𝑡 (3-47) 

where  𝐷𝑆𝑀𝑡
𝑢𝑝, 𝐷𝑆𝑀𝑡,𝑡𝑡

𝑑𝑜 are the DSM variables for upwards and downwards shifting 
respectively 

  𝐷𝑆𝑀
𝑢𝑝

, 𝐷𝑆𝑀
𝑑𝑜

 are the maximum DSM power capacities for upwards and down-
wards shifting respectively 

  𝐿 is the maximum shifting duration 

3.6 Chapter summary 
In this chapter the modeling methodology that is used in the context of this thesis has been 
described in detail. Considering the requirements of the posed research questions, a novel 
multi-level dispatch model based on linear programming is developed. Such requirements 
include the consideration of extensive geographical and temporal scope, both considered 



Section 3.6: Chapter summary  

61 

with fine resolution. Solving the complete problem is limited by the existing computational 
resources, hence the multi-level approach constitutes an alternative approach to acquire a 
sub-optimal solution that can capture the majority of the system dynamics by decoupling the 
spatial and temporal dimensions. 

The core part of a dispatch model lies in the underlying electricity market assumptions and 
power flow modeling. Complexities arising from the generation scheduling of thermal and 
hydro plants are tackled using a perfect competition assumption for the electricity market and 
a linear approximation of the unit commitment problem. Dispatch horizon depends on the 
corresponding model level; nevertheless the overall model assumes perfect foresight for one 
year. Power flows over the transmission network are modeled via the DC flow approximation, 
where constraints are imposed by the physical limits of the individual lines and system secu-
rity considerations. The main limitations of the model are associated with the involved lineari-
zation assumptions and market operation that may overestimate the system’s flexibility and 
efficiency. 

Finally, flexible demand modeling from the power system perspective is reviewed and differ-
ent formulations are described for load shifting. Two approaches that couple generation and 
load shifting are implemented. The DIETER approach introduces additional load shifting var-
iables, which however lead to a significant increase of the final problem size, especially for 
high shifting windows. On the contrary, the virtual storage approach scales better computa-
tionally for bigger problems and shifting windows. However, the available demand flexibility is 
only sub-optimally utilized due to the use of fixed shifting intervals. 
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4 Verification and Model Development 
After analyzing the literature in chapter 2, it can be concluded that the most frequent ap-
proaches to model power systems rely on simplified, linear methods for both the electricity 
market operation and grid constraints. Both of these assumptions are based on sufficient 
theoretical justification. The linearization of grid modeling has been discussed in sections 
2.2.1 and 2.2.3, while the linearization of the market modeling stems from the assumption of 
perfect market competition conditions. Such conditions result in the optimal bidding strategy 
for each participant to consist of bidding with their marginal cost of operation. Such behavior 
however constitutes the target for a market design that aims at maximizing the social welfare. 
Nevertheless, the combination of these assumptions and the behavior of such a model have 
only rarely been tested against actual data of power system operation, or at least rarely are 
such model verification attempts reported in scientific articles. The term “verification” is not 
universally accepted for this type of modeling, since such concepts apply mostly to models 
that simulate physical systems like fluid flows or chemical reactions. Other used terms in-
clude “validation” or “plausibility check”, however verification will be used throughout this sec-
tion, whose scope will also be defined for better clarity. 

The verification of a model for such complex systems can become a tedious task, mainly due 
to the lack of available data. The availability of data refers to the lack of open and reliable 
data sources for the system variables and parameters that are required for both reproducing 
historical system conditions, as well as serving as reference data for verification. The latter 
issue is discussed more extensively by Dehmel [178] and Hirth et al. [179] for the case of 
ENTSO-E data where several inconsistencies can be observed. In addition, the verification of 
a simplifying model against highly complex systems should not be aspiring to match actual 
data for single elements or time snapshots, but rather is expected to merely capture the be-
havior of the system in average as shown by Svendsen et al. [145]. The concept of overfit-
ting, known from statistics, applies to modeling in general as well according to Grittith et al. 
[180], meaning that a model should not be calibrated too much to fit historical data, because 
of the danger of behaving more poorly for different system states. An additional source of 
uncertainty that is difficult to include originates from the nature of economic models in gen-
eral, where although an optimization approach (e.g. welfare maximization) should be able to 
sufficiently predict a well-designed market behavior, exogenous or unknown parameters can 
lead to significant deviations as shown by Trutnevyte [181] for the case of the United King-
dom. 

One of the most prominent attempts to validate a pan-European dispatch and power flow 
model has been conducted by Lie et al. [119] for the year 2014. The applied model is based 
on a linear OPF approach however with line capacity limitations applied only for the cross-
border lines. The authors focus on power generation and cross-border flows as verification 
quantities by comparing model results with data reported by ENTSO-E, however without ana-
lyzing their quality as a reference source. Regarding generation, they compare the total en-
ergy mix per country, broken down merely to four fuel types, i.e. thermal, nuclear, VRES and 
hydro, while hourly comparison stays on a more qualitative assessment. Regarding cross-
border flows, the evaluation follows again the same mixture of quantitative and qualitative 
assessment. In this case, the verification focuses on the average flows and seasonal trends. 
Moreover, some notable modeling difficulties like the high costs of thermal generation in 
Greece as well as German loop flows over Czechia are noted. Finally, it is pointed out how 
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sensitive models for such highly interconnected and complex systems can become to the 
various assumptions and minor introduced errors.  

Another notable validation attempt has been conducted by Eser et al. [182] for the year 2013 
in the area of central Europe. The applied methodology is based on an AC OPF including 
cycling (unit commitment) constraints for thermal plants at unit level while pumped hydro 
storage plants are operated with a weekly horizon assuming no natural inflow. The verifica-
tion evaluation focuses only on generation but with higher detail than Lie et al. [119]. Despite 
the high complexity of the model and detailed data, discrepancies in total generation can still 
be observed between lignite and natural gas generation, where natural gas generation tends 
to be significantly underestimated. These discrepancies are attributed by the authors to the 
insufficiency of a mere cost optimization assumption that cannot capture the market behavior 
of plant operators, since significant amount of electricity is traded via over-the-counter (OTC) 
bilateral contracts outside the wholesale market. Nevertheless, the model shows significant 
agreement with measured data on an hourly basis for specific hard coal units excluding 
weekends. 

The selection of assumptions and resolution level for a model depends highly on its scope; 
thereby the verification of such a model should also follow the same rationale and require-
ments. Besides a qualitative assessment however, the results for any model gain additional 
validity through a verification process in a quantitative manner in order to better estimate 
potential shortcomings as well as spot the most significant sensitivities. 

Considering the high sensitivity on data and the fact that higher modeling complexity does 
not automatically guarantee better accuracy, it is deemed necessary to verify the modeling 
approaches used for this thesis and calibrate the corresponding data and parameters. Due to 
the scale of the investigated area, the selected approaches must remain linear, such that 
computational performance issues can be limited. Therefore, the modeling methodology itself 
should be evaluated first and independently of the respective data, which can be calibrated 
afterwards. Since the focus of the study is to answer questions regarding the pan-European 
system as a whole, the verification process should also focus on assessing the average be-
havior of the system and not on individual lines or units. Moreover, the primary verification 
indicator should be the total energy mix, while the line loading and flows would also consti-
tute strong indicators of verified behavior. 

Since both methodology and data assumptions need to be verified, the process is split into 
two steps so that the contribution of each part can be assessed independently. Therefore, in 
the first section of this chapter the linear OPF approach is evaluated for a system where the 
involved data are of high quality. Consequently, in the second section the data assumptions 
are further assessed for the pan-European case. 

4.1 Linear OPF – the case of Germany 
Considering the requirement for low complexity approaches stemming from the scale of the 
investigated area as well as the data availability, the linear OPF approach aspires to be one 
of the most suitable candidates that compromise power system modeling accuracy and com-
putational performance. Moreover, this selection is strongly supported by its well-established 
scientific background and presence in literature, as shown in chapter 2. Since the evaluation 
of the modeling methodology should be decoupled from the involved data, the selected test 



Chapter 4: Verification and Model Development 

64 

case must incorporate highly reliable power system data. Although a relatively lowly inter-
connected system, e.g. Ireland, would be the ideal candidate due to low interference with 
other systems, the availability of power system data is considered of higher priority for a cor-
rect modeling of the system’s parameters and boundary conditions. Despite its size, data 
availability about the German power system is one of the highest in Europe, where detailed 
databases are available and updated regularly. Moreover, Germany constitutes one of the 
regions with the highest data quality and coverage in the Open Street Map (OSM) community 
regarding the transmission grid.  

In this section the modeling of the German power system is described as well as the minimal 
set of improvements that can lead to a sufficient level of the model’s verification. The select-
ed year is 2015 and the evaluation focuses on the linear OPF approach as the core method-
ology. 

4.1.1 Transmission grid 
The minimum set of information to model a power system from the operational point of view 
can be divided into five different blocks, namely the transmission grid, the conventional pow-
er plants, the hydro generation, the VRES generation, the electricity demand and the system 
interconnections to neighboring systems. For a better understanding of the contribution of 
grid constraints, a copper plate case, i.e. assuming that power transfer is not limited over the 
whole country, is also examined and compared to the linear OPF methodology. 

The transmission grid model is based on the Open Street Map (OSM) raw data [183] that are 
extracted, filtered and synthesized in a topological network using spatial and graph algo-
rithms, as implemented by the SciGRID project [184]. 

The OSM data constitute of elements that can be one of the following three types: 

 Nodes – they constitute the fundamental mapping object in OSM and they are de-
fined by their coordinates (longitude and latitude) 

 Ways – they are ordered groups of nodes between 2 and 2000 in size that can rep-
resent either a closed line area (e.g. a substation, building or park) or an open line 
object (e.g. a transmission line, street or railway) 

 Relations – they constitute the most complex elements of the OSM data set. They 
include nodes, ways or even other relations. Objects contained in a relation are en-
gaged to a common spatial or logical association (e.g. power lines, towers of the 
power line and adjacent substations)  

Each object in OSM carries specific meta-data under the ‘tags’ field which contain further 
information about the element and may indicate associations it belongs to. Each tag consists 
of two attributes, a key and a value. For instance, transmission lines, substations, power 
plants, towers etc. have the tag key ‘power’ in common where the corresponding tag value 
for a transmission line would be ‘line’. Further tags may include information about voltage, 
frequency, length, TSO etc. 

One of the strongest aspects of SciGRID is that it takes advantage of the advanced infor-
mation provided by relations in order to build the network graph. In this way, individual lines 
can be distinguished more easily even when they intersect or overlap with other lines or sub-
stations. However, the quality of the resulting network still relies on the quality of the original 



Section 4.1: Linear OPF – the case of Germany  

65 

OSM data, which originate from the input of volunteers and although any addition or altera-
tion of data is reviewed, reliability issues may remain. Moreover, there can be elements with 
missing or outdated information and elements that have not been mapped yet. In addition, 
the OSM mappers are not necessarily familiar with power systems and may be more inter-
ested in the geographical only rather than the electrical aspects of such systems. A direct 
implication can be the difficulty to map and add electrical parameters for underground lines 
and other important power system components like transformers, switches, shunt elements 
or generators. Such inaccuracies can provide false or ambiguous information about actual 
electrical connections within substations or even in simple T-junctions as shown in figure 4-1, 
where the actual network topology differs from the implied spatial topology. Due to the lack of 
information about transformers, lines of different voltage levels are assumed to be coupled 
ideally, thus neglecting any additional reactance contributions or capacity constraints to the 
network. 

 

Figure 4-1 A T-junction tower at the point with latitude 53.6366337o and longitude -
1.0692832o in the UK, where the coordinates refer to the World Geodetic System (WGS84) 
coordinate system. In picture (a.) [185], the actual topology of the junction is shown, also 
depicted in the sketch (d.). The same junction is mapped by OSM as in picture (b.) that can 
also be translated to sketch (c.). The available information implies a topology shown in 
sketch (e.) that differs from the actual topology. 

The generated network from the SciGRID extraction, although highly detailed, is still requir-
ing further modifications to increase its accuracy. Such a modification is the connection of 
nearby substations (< 850m), since relations information for such short lines appears to be 
missing in OSM [186]. Another example consists of the inclusion of the “Baltic Cable” and 
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“Kontek” HVDC interconnectors to Sweden and Denmark respectively. The final network is 
depicted in figure 4-2 via point to point connections. 

 

Figure 4-2 The German transmission grid used for the verification process. It is based on 
SciGRID [184] with additional modifications. Own illustration. 

Although the final network disregards the actual pathways of the grid lines, the resulting da-
taset contains accurate information regarding line lengths and node coordinates as well as 
further information that can be used to estimate their electrical parameters. As described in 
section 2.2, the minimum set of parameters to represent a transmission grid for the DCOPF 
methodology, besides the topology, consists of the reactances and power transfer capacity 
limits (capacities) for the AC lines and power transfer capacity limits for the DC lines. While 
the capacities of DC lines can be easily inserted from the corresponding project websites, the 
electrical parameters for the AC lines are not directly available from the raw data. Instead, 
these parameters can only be estimated based on the available information, namely the volt-
age level, the number of cables and the number of wires, where cables and wires follow the 
OSM terminology and correspond to the number of circuits and conductors respectively, i.e. 
three cables correspond to one circuit and two wires to a 2-conductor bundle.  

The electrical parameters for transmission lines depend only on the tower and conductor 
geometries as well as the electromagnetic properties of the conductors. Regarding the line 
reactances, these depend on the line length but remain relatively constant over the whole 
length and depend only on the tower and conductor geometries and the electromagnetic 
properties of the conductor’s material, which in the majority of the cases consists of an alu-
minum-conductor steel-reinforced (ACSR) configuration. Regarding line capacities, these are 
typically limited by the maximum current-carrying capacity (ampacity) for short transmission 
lines (as assumed by the DC approximation). The ampacity of a line depends on various 
factors but is not related to the line length. The most important factor for high voltage lines 
consists of the heat generated due to the conductor resistance (Joule’s effect - 𝑃 = 𝑅𝐼2) that 
can increase the line’s temperature and hence its length, whose increase is limited by the 
maximum allowed sag. Therefore, the ampacity of a line depends not only on the distance 
between two towers, the corresponding topography and conductor geometry and material 
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properties but also on the weather conditions (e.g., wind, irradiation, ambient temperature) 
and potential ice loading. In addition, the ampacity of a line depends on the duration of the 
applied current, since the shorter the duration, the higher the current a line can sustain. 
Moreover, a line’s current depends on the apparent power and not only on the real part. 
Therefore it is of high economic significance to keep the transferred reactive power low. 
Considering the dynamic nature of ampacity and the emerging overhead line monitoring 
technologies that can allow more dynamic rating would exceed the scope of this thesis and 
therefore, a mere static capacity rating approach is applied. A detailed derivation of reac-
tance and ampacity formulas are described in Grigsby et al. [187], however due to the lack of 
information about the actual tower geometries, such formulas provide only low merit for the 
electrical parameters estimation using OSM data. Thereby, literature values are selected that 
correspond to typical tower/conductor configurations for Germany [188]. The corresponding 
values are shown in table 4-1 and depend only on the rated operating voltage. Nevertheless, 
since these values correspond to a typical number of cables and wires, better estimations 
can be derived by scaling a line’s parameters according to the OSM information regarding 
the actual number of cables and wires. The applied formulas for the reactances and capaci-
ties are shown in equations (4-1) and (4-2), where the reactances are scaled based on the 
parallel circuits law (i.e., inverse of the reciprocals’ sum) and the capacities are scaled pro-
portionally to the number of parallel conductors. 

Table 4-1 Electrical parameters for typical transmission lines in Germany [188]. 

Line type Cr (ohm/km) Cx  (ohm/km) Cc (nF/km) CI (kA) 

220 kV 2-bundle 0.080 0.32 0.0115 1.3 

380 kV 4-bundle 0.025 0.25 0.0137 2.6 
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𝑆𝑚𝑎𝑥[𝑀𝑉𝐴] = √3 ∙ 𝑉𝑛𝑜𝑚[𝑘𝑉] ∙ 𝐼𝑡ℎ.𝑚𝑎𝑥[𝑘𝐴]  

(4-3) 

Despite its significance, validation of grid data is not a trivial task, primarily due to the ab-
sence of a reliable reference source. Although ENTSO-E provides a static snapshot of the 
European network, the intended distortion of geographical information renders it impossible 
to compare it with other network models. One of the most significant attempts to validate grid 
data from OSM has been attempted by Hörsch et al. [189] with the introduction of the 
PyPSA-Eur model, where the generated networks from the osmTGmod project [190] (based 
on OSM as well), the ELMOD-DE model [147] and the GridKit [191] extraction of the EN-
TSO-E interactive map [192] are compared for the area of Germany. One of the main difficul-
ties in comparing such models is that the nodes and lines do not necessarily coincide and 
therefore the authors introduce a clustering methodology based on k-means and networks 
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are then evaluated on the resulting clusters. It is shown that with regard to interconnection 
line volumes, PyPSA-Eur and osmTGmod show the best correlation, while ELMOD-DE 
shows weaker connections. 

During the verification process, the quality of the used data remains a potential source of 
inaccuracies. Such shortcomings concern the grid data as well, where it can be observed via 
comparing with the VDE map [193] that some lines, although existing in the OSM dataset, do 
not have a relations field and therefore are excluded through the SciGRID abstraction pro-
cess. The final grid that is used for the verification process is shown on the right-hand side of 
figure 4-2. 

4.1.2 Conventional power plants 
Modeling the power plants fleet constitutes one of the most critical elements of modeling a 
power system. Especially when evaluating the OPF as an adequate modeling methodology, 
the assumption of perfect market competition is being contested and therefore selecting the 
correct parameters can highly affect the verification of the methodology itself. Due to their 
different operational conditions, power plants can be divided into three categories, each one 
having their separate modeling approach. These include conventional, VRES and hydro 
power plants. Because of the different operational flexibility levels, VRES and hydro plants 
are modeled differently from the conventional plants. These sources are taken into account 
by considering fixed, historical generation profiles that participate in the electricity market 
(and objective function) with zero cost, thus being part of the residual. Introducing this type of 
generation with inequality instead of equality constraints allows the model to freely curtail any 
generation that cannot be transferred due to inaccuracies in the spatial distribution of the 
resources. Such inaccuracies can be later evaluated by measuring the final curtailments, 
which are expected to be close to zero. By representing all renewable generation merely as 
boundary conditions of the system, the linear OPF is essentially tested for the behavior of 
conventional (or dispatchable) power plants only, whose fuel provision is assumed unlimited. 
In an energy-only market, electricity prices and generator dispatch are governed by the asset 
owners’ bids. Hence, the verification should test the assumption of perfect competition under 
network constraints which translates to bids close to the marginal operational costs for each 
power plant regardless of the market level (from short-term to long-term products). 

Calculating the operational costs of power plants can be complex, especially if ramping or 
start-up costs are included, and in principle depend on the individual generation technology. 
A time-decoupled approach that is suggested by the simple OPF methodology can be repre-
sented by equation (4-4), where the operational cost for each generator unit is composed of 
three terms, namely fuel costs, emission allowance costs and variable operational and 
maintenance (O&M) costs. All terms can be modeled as time-dependent variables; neverthe-
less they remain constant over each time snapshot. The only exception consists of the effi-
ciency which in general depends on the power output itself, thus introducing non-linearity in 
the objective function. A typical approximation for steam turbines is to assume a quadratic 
cost function which can be solved using quadratic programming methods that can also show 
high performance. However, this approach constitutes an approximation as well, since many 
power generators operate with more than one steam turbines (in different pressure levels), 
whose modeling may lead to non-convex problems. Due to data shortcomings and to retain a 
linear programming formulation, all efficiencies are assumed to be constant and independent 
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of the operational point. Moreover, fuel costs and emission costs (related to the Emission 
Trading System – ETS) are considered constant over the year, since similar assumptions 
can only be applied for future scenarios as well.  

𝑀𝑎𝑟𝑔𝑖𝑛𝑎𝑙 𝑐𝑜𝑠𝑡 [
€
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€

𝑀𝑊ℎ𝑒
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(4-4) 

With the exception of nuclear power plants, for which various data sources including that of 
the International Atomic Energy Agency (IAEA) exist, reliable and detailed information about 
the rest of the power plants in Europe are not always available for all countries. One of the 
most well maintained databases that also includes geographical information, crucial for pow-
er flow simulations, is published by the Federal Network Agency (Bundesnetzagentur – 
BNetzA) [194] of Germany and provides information for all power plants bigger than 10 MW. 
Nevertheless, this list also bears some drawbacks. For instance, the geographical infor-
mation is not provided in exact coordinates, there is no efficiency information and occasional-
ly individual units are included instead of power plants. 

The Open Power System Data (OPSD) project [195] constitutes one of the first open source 
projects with the primary purpose of creating a reliable database dedicated for energy sys-
tem modeling. Despite its name and open source code to develop the platform, not all pro-
vided data hold clear licenses which by default means that they are not open. For the case of 
Germany, OPSD takes the BNetzA list and merges it with the power plant list from the Fed-
eral Environmental Office (Umweltbundesamt – UBA) [196] of Germany by applying various 
data cleaning and standardizing methods. In addition to the available information, OPSD 
includes the geolocations of power plants as well as efficiency values for selected power 
plants via an individual research. For the missing efficiencies, an estimation based on their 
commission year is also provided. Moreover, all power plants are classified based on their 
energy carrier and technology, which helps distinguishing the generators in terms of marginal 
cost of operation. 

Despite the high quality level of the OPSD data, these cannot be directly used for the verifi-
cation process. In addition to the original efficiency estimations, data from Robinius [32] are 
used to correct efficiencies by matching the BNetzA data. Furthermore, generators with miss-
ing coordinates are detected and their locations are identified by their zip code and set as the 
geographical centroid of the corresponding areas [197]. The final marginal cost of each gen-
erator is calculated from eq. (4-4), where the individual parameters per fuel type are shown in 
table 4-2 and the ETS price is assumed to be 7 €/tCO2 [198] for 2015. 
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Table 4-2 Conventional power plant statistics and parameters for the German power system 
of 2015 for power plants >10 MW, aggregated by fuel. Underlying technologies may include 
steam turbines, combustion engines, open-cycle and closed-cycle turbines. 
Energy 
carrier 

#gen-
erators 

Capacity 
(GW) 

Fuel 
cost 
(€/MWh) 
[32] 

Specific 
emissions 
(tCO2/MWh) 
[199] 

Variable 
O&M 
(€/MWh) 
[200] 

Average 
efficiency 

Average 
marginal 
cost 
(€/MWh) 

Nuclear 8 11.08 1.63 - 5.84 0.35 10.51 
Natural 

gas 275 26.38 33.73 0.201 2.26 0.42 87.46 

Hard 
coal 98 29.48 10.29 0.337 3.59 0.41 34.62 

Lignite 64 21.98 4.53 0.384 3.68 0.39 22.3 
Bio-

mass 
and bi-
ogas 

63 1.2 - - 3.09 0.38 5.72 

Oil 53 4.07 49.86 0.264 27.97 0.42 151.13 
Waste 82 1.67 - - 3.09 0.33 6.11 
Other 
(e.g. 

sewage 
gas) 

35 2.53 40 0.298 - 0.33 125.43 

 

The resulting database is compared to other public sources in terms of total installed capaci-
ties. Figure 4-3 shows the total installed capacity per fuel type, where the used database 
shows sufficient agreement with the official sources. In addition, figure 4-4 shows that the 
spatial distribution of the installed capacities additionally matches sufficiently with the report-
ed values from the Network Development Plan (Netzentwicklungsplan – NEP) 2030 [198]. 

 

Figure 4-3 Total installed capacity per fuel type in Germany for 2015 according to ENTSO-E 
[201], the NEP 2030 [198] and the OPSD database that is used for the verification. 
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Figure 4-4 Geographical distribution of conventional power plants per fuel type into adminis-
trative regions. Own illustration. 

As shown in the beginning of the chapter, one of the main findings of verification attempts via 
cost optimization models is the underestimation of the generation from natural gas power 
plants. Table 4-2 shows that due to the higher fuel price, natural gas is generally more ex-
pensive than coal and therefore succeeds it in the merit order. Hence, a simple cost optimi-
zation model will always favor coal, unless other constraints are present. Nevertheless, in 
contrast to the claim by Eser et al. [182] that this behavior can be attributed to the difference 
between wholesale market and bilateral agreements, it is proposed that this difference oc-
curs mainly from the different market conditions applied to co-generation of heat and power 
(CHP) plants, where natural gas is prominent. After all, OTC futures do not differ significantly 
from the wholesale market prices and it is also hard to explain why natural gas should be 
preferred in such cases. On the other hand, CHP plants operate under different market con-
ditions, similarly to the renewable energy sources act (Erneuerbare Energien Gesetz - EEG) 
[202], where separate compensations and tariffs are applied, in order to support their use as 
a mean to advance a more efficient and environmentally friendly energy system [203]. To this 
end, the modeling workflow described in section 3.1.1 is used to incorporate the considera-
tion of the special conditions of CHP plants operation. 

For an electricity market model based on copper plate assumption, the so far described 
methodology would suffice for a complete inclusion of power plants. However, for a model 
that incorporates grid constraints, all generators have to be additionally assigned to network 
nodes. Considering the lack of information with regard to the exact network topology and the 
connecting points of generation, the assignment of power plants to the network is based on 
the principle of nearest substation. Given a point in the World Geodetic System (WGS 84) 
spatial reference projection system, finding its nearest neighbor from a set of points can be 
accomplished using the ball tree algorithm [204, 205] with the Haversine distance as metric. 
The Haversine distance corresponds to the arc length between two points on a spherical 
surface (may also be referred as beeline) and is given by equations (4-5) – (4-7). Although 
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the earth is not a perfect sphere, this approximation is sufficient for the purposes of this the-
sis. 

𝑎 = 𝑠𝑖𝑛2 (
𝛥𝜑

2⁄ ) + 𝑐𝑜𝑠𝜑1 ∙ 𝑐𝑜𝑠𝜑2 ∙ 𝑠𝑖𝑛2(𝛥𝜆
2⁄ ) (4-5) 

𝑐 = 2 ∙ 𝑎𝑡𝑎𝑛2(√𝑎, √1 − 𝑎) (4-6) 

𝑑 = 𝑅 ∙ 𝑐 (4-7) 

where the final distance 𝑑 has the same units with the radius 𝑅 (6371 km for Earth) and 𝜑, 𝜆 
are the latitude and longitude in radians correspondingly.  

4.1.3 Residual load 
The residual load is usually defined as the demand that has to be covered by dispatchable 
generators and therefore consists of the electrical load subtracted by the wind and PV infeed. 
However, in the context of the OPF verification as a market model, the residual load includes 
all generation and demand of the system except for conventional power plants, i.e. the resid-
ual load consists of the demand, the VRES infeed as well as historical profiles of hydro 
plants dispatch, imports and exports, as shown in eq. (4-8). For all of the sources of residual 
load, the main challenge lies in adequately emulating the system conditions taking into ac-
count the absence of highly resolved data. For the purposes of this verification, a top-down 
approach is followed for all quantities, where the main challenge is translated to disaggregat-
ing profiles and assigning them to network nodes. 

𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑙𝑜𝑎𝑑 = 𝐿𝑜𝑎𝑑 − 𝑉𝑅𝐸𝑆 𝑖𝑛𝑓𝑒𝑒𝑑 − 𝐻𝑦𝑑𝑟𝑜 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 + 𝐸𝑥𝑝𝑜𝑟𝑡𝑠 − 𝐼𝑚𝑝𝑜𝑟𝑡𝑠 (4-8) 

One of the most significant quantities determining the residual load consists of the electricity 
demand. In most cases, information about electricity in high temporal resolution is only avail-
able by national and international agencies like ENTSO-E (typically, aggregated hourly pro-
files per country are reported) or by TSOs (typically, aggregated 15-minute or hourly profiles 
for their control areas). Aggregating profiles over large areas has the tendency to smoothen 
out statistically independent variations and gains validity by assuming the existence of a suf-
ficiently strong grid. Assigning the same profile to all nodes inside an area ignores any local 
discrepancies but on the other hand, it renders the profiles deterministic, while the main in-
traday dynamics are still represented. 

Unlike most countries, the German transmission system is operated by more than one opera-
tor, each of which publishes the hourly demand within their corresponding control areas. 
These areas are shown in figure 4-5, where it can be seen that the partition does not follow 
any spatial property of the electricity demand since each area includes various rural, urban 
and industrial regions. Robinius et al. [206] considered these and additional information to 
assign load profiles for each of the 11,254 municipalities in Germany by using the gross do-
mestic product (GDP) as indicator, while additionally corrected the weights using the infor-
mation of total consumption reported by the German federal states. The load profiles for the 
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year closest to 2015, i.e. 2013, are considered for the verification process by assuming that 
the corresponding profiles did not change significantly. Nevertheless, all profiles are rotated 
such that the weekdays of 2013 correspond to the ones from 2015 (e.g. Monday to Monday), 
thus retaining one significant factor that determine load profiles. Since the network below 
220 kV is not considered, the municipality profiles are aggregated to county level [207] be-
fore assigning them to the network nodes. The final spatial distribution of the demand is 
shown in figure 4-6, where it can be observed that the load density is concentrated in the big 
urban and industrial regions. 

 

Figure 4-5 The four TSO control areas in Germany. Own illustration. 

 

Figure 4-6 Spatial distribution of electricity load for 2013 [206]. Own illustration. 
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Considering the lack of information about the low and medium voltage networks, projecting 
profiles from counties to network nodes can be accomplished via two methods. In both cas-
es, all T-junction type of nodes are excluded from the process, since it is impossible for a 
lower voltage network, generator or consumer to be connected there directly, therefore only 
substations are considered.  

The first approach distributes a region profile to all substations inside the respective region 
uniformly. For regions without any substations, the corresponding profiles are added to the 
existing load of the substation, nearest to the region’s geometrical centroid. This approach is 
useful because of its simplicity; however, its validity drops for smaller regions and starts de-
pending heavily on the regionalization. For instance, administrative and network regions do 
not necessarily coincide (e.g. substations can be located outside a city’s limits). 

The second approach follows the principle of nearest neighbor, which implies a network to-
pology similar to a minimum spanning tree topology for the lower voltage. Although this is not 
necessarily true, it constitutes a common assumption in energy system modeling when the 
actual network topology is unknown [124]. Partitioning an area, such that all points of a re-
gion have the same nearest neighbor out of a given set of points constitutes an old geometric 
problem that can be solved via the so-called Voronoi diagram (or tessellation). Using the 
network substations and a rectangular envelope enclosing the investigated area, the corre-
sponding Voronoi diagram can be generated. Profiles from a different partition (e.g. the Ger-
man counties) can be then mapped to the Voronoi regions by measuring the geometric over-
lay. An example for such a procedure is shown in figure 4-7, where the regional (administra-
tive) profiles are overlaid over the Voronoi regions generated by the HV substations. 

 
Figure 4-7 Overlay between the regional (administrative) distribution of positive residual load 
for 2015 and the Voronoi diagram of the high voltage grid. The assignment is completed by 
measuring the area overlay. 
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Figure 4-9 Spatial distribution of hydro power generation for the year 2015. The distribution 
follows the corresponding installed capacity. Own illustration. 

The last contributor to the residual load consists of the power exchanges with the neighbor-
ing countries. In highly interconnected systems with high shares of VRES, power exchanges 
and the behavior of neighboring systems may have considerable influence on an individual 
power system operation, as it is shown in Appendix C for the German power system. Never-
theless, since this verification focuses on a single market under historical conditions, the in-
teractions with any neighboring systems are considered as fixed profiles, based on reported 
exchange data. From the nature of these quantities, exports can essentially be regarded as 
sinks or demand and imports as sources or generation respectively. Total cross-border flows 
are reported by the ENTSO-E transparency platform on an hourly basis [201]. However, they 
only refer to aggregated flows with the flows on individual cross-border lines remaining un-
known. There can be at least three ways to connect the neighboring countries to the main 
network, all of which attempt to tackle the lack of information about flows on individual lines. 
The first approach would be to simply distribute the profile of a neighboring country to the 
corresponding cross-border nodes uniformly. This approach disregards the local conditions 
and differentiation between stronger and weaker lines as well as the internal grid of the 
neighboring country which would allow different flow portions on the various cross-border 
lines at different time snapshots. The other two approaches follow the same principle and 
only differ on their implementation. The idea lies in inserting a virtual node for each of the 
neighboring countries and connecting them to the cross-border nodes in a way that loop 
flows through this node are avoided. One way to accomplish this is to represent the connec-
tions as AC lines with very high reactances in comparison to the German grid values, while 
the alternative way would be to represent the connections as controllable virtual links that 
allow only unidirectional flow but then two virtual nodes per country would be required, one 
for exports and one for imports respectively. In both cases, the introduced connections 
should hold adequate capacities to accommodate all flows, which may still be limited by the 
actual cross-border line parameters. For the purposes of this verification the AC line ap-
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proach is selected and depicted in figure 4-10, which is also extended to the offshore genera-
tion, since the assignment of profiles to offshore nodes faces similar issues. 

 
Figure 4-10 Total imports and exports to the neighboring countries for the year 2015 are de-
picted in the left picture. Exchanges with Belgium are 0 since there is no direct connection, 
while exchange data with Luxembourg are not reported. On the right picture the “virtual 
node” method is depicted as a method to model the imports and exports when given as fixed 
profiles. 

The final picture of the power system boundary conditions is depicted in figure 4-11. Alt-
hough with the described formulation, CHP must-run conditions cannot be curtailed like 
VRES sources, they behave as fixed generation and can therefore be considered parts of the 
residual load. 

 

Figure 4-11 Daily averaged, accumulated residual load for Germany 2015, depicted with its 
constituents.  
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4.1.4 Verification results 
The described methodology is applied to reproduce the German power system conditions for 
each hour in 2015 following the requirements of a LOPF formulation, which is sought to be 
verified as an adequate approach for the purposes of this thesis. Besides the normal LOPF 
problem that includes grid restrictions, an equivalent problem with copper-plate conditions is 
also assessed and compared to the original problem. As mentioned in the beginning of the 
chapter, the main verification indicator consists of the total energy mix and not the generation 
patterns for individual power plants. Another expected behavior, since historical conditions 
are assumed, is the absence of any generation or load curtailments. Finally, a strong verifica-
tion indicator would be to compare the line loadings or power flows, where similarly to the 
generation only average behavior is to be expected and not exact replication for individual 
lines or time snapshots. 

Figure 4-12 shows the total generation per fuel type for 2015 and different modeling settings 
and formulations. As verification reference, the reported values from the BNetzA monitoring 
report [210] are considered and marked with the green color. It can be observed that in all 
cases the agreement in renewables generation is high and that the only discrepancy con-
cerns the waste power plants, for which no special consideration has been taken since it only 
constitutes a small part of the installed thermal capacity (1.7%). On the one hand, this in-
creases the validity of the used data, but on the other hand it also constitutes an indicator 
that the selected allocation methodology of profiles suffices for the purposes of this thesis. 

Regarding the conventional power plant mix, it can be observed that the various modeling 
settings may bear a significant impact on it. For the copper plate case, in spite of the applica-
tion of CHP constraints, the model still shows significant discrepancies from the reported 
values. In particular, the lignite generation remains too high, and while the natural gas im-
proves significantly, the 22.5 TWh that correspond to the must-run conditions are generated 
only. On the other hand, applying the LOPF methodology results into natural gas generation 
even without CHP constraints; however, in this case, hard coal generation is being overesti-
mated. Applying all the settings that are listed in table 4-3 brings all four major fuel types (i.e. 
nuclear, lignite, hard coal and natural gas) within a 10% discrepancy margin and the total 
weighted average mix discrepancy to 3.6%. Moreover, considering that the total energy not 
served (ENS) is only 4.13 TWh (i.e. 0.7% of the total demand), it can be concluded that in 
terms of energy mix the LOPF methodology can give adequately satisfactory results for the 
purposes of this thesis. 

By examining the verification results from figure 4-12, the impact of the various settings can 
be identified. Regarding the “CHP 1” setting, its most significant contribution affects the natu-
ral gas generation and to a lesser extent lignite, where the gas value approaches the range 
of the reference value. The main drawback however is the increase in load curtailment re-
quirements. The “CHP 2” setting mostly affects the hard coal generation, bringing it closer to 
the reference value, but beyond that it only poses minor effects. The last three settings con-
cern the improvement of the grid and the different ways to assign profiles to the network. 
Their contribution to the energy mix is only minor besides a small increase in cheap nuclear 
and lignite generation. However, they lead to significantly lower load curtailments as well as 
more accurate line loadings, as can be seen in figures 4-13 and 4-14. 
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Figure 4-13 shows the load curtailments distribution before and after applying the settings in 
table 4-3. It can be observed that most of the curtailments occur near the borders and can be 
reduced significantly after applying the corresponding corrections. Similarly, figure 4-14 indi-
cates the critical lines in terms of utilization by measuring their overloading frequency over 
the yearly operation. The results can be compared with the figure from BNetzA monitoring 
report [210]. It can be seen that most of the cross-border lines are relieved after the applica-
tion of the corrections; however significant congestion is still observed in the areas with high 
density of network nodes, something that does not appear in the reference case. This condi-
tion can be partly explained by the increased inaccuracies imposed by the approximated 
spatial distribution of demand and its allocation to substations and partly by the fact that low-
er voltage grid levels (e.g. 110 kV) can accommodate significant part of power flows for such 
short distances but in this case they are not represented. Nevertheless, apart from these 
dense areas, the most critical lines along with their severity can be identified and the results 
adequately match to the reference data. 

Overall, it can be concluded that the final model, i.e. the LOPF 6 version that includes all 
modeling improvements of table 4-3, can adequately represent the year 2015 for the scope 
of this thesis and therefore can be considered verified. Regarding the verification of the OPF 
methodology as a suitable approach for modeling a power system, it can be denoted that 
except for the CHP modeling part, the rest of the model development merely contributes to 
an accurate representation of the German system conditions and does not directly affect the 
assessment of the method itself. On the other hand, the additional constraints to model CHP 
generation constitute a deviation from the original formulation. Nevertheless, this can be 
deemed necessary since their operation also depends on conditions outside the electricity 
market itself. Interpreting the additional constraints as part of the system’s boundary condi-
tions, it becomes possible to assess the OPF methodology alone as a tool to model the elec-
tricity market, including the long-term, day-ahead as well as intra-day components simulta-
neously. The agreement in the final energy mix constitutes adequate indication that the OPF 
methodology suffices to represent the market behavior for the purposes of this thesis. 

 

Figure 4-13 Load curtailments distribution for the initial and final models. Curtailments are 
reduced significantly, especially for the nodes close to the borders. 
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Figure 4-14 Critical transmission lines for the initial and final models as well as according to 
BNetzA [210]. Cross border congestion is reduced significantly after applying modeling im-
provements however congestion in areas with high node density remains considerable. 
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4.2 Pan-European model verification 
Although the OPF methodology can be sufficient for modeling a single electricity market, its 
application to the European context needs to be additionally verified, considering the com-
plexities arising from modeling market coupling, hydro scheduling, the challenges imposed 
by lower data quality and quantity as well as calibrating costs for the different countries. In 
this section, it is attempted to verify the European power system for the year 2015 by primari-
ly assessing the total energy mix while also using the cross border flows and curtailments as 
additional indicators. By referring to the European power system, only the ENTSO-E coun-
tries are considered excluding Turkey, Cyprus and Iceland. Similarly to section 4.1, the OPF 
methodology constitutes the foundation of the European verification, since its performance 
has already been verified for the German system. 

4.2.1 Transmission grid 
Similarly to the German case, transmission grid data for Europe are hard to obtain, especially 
when geographical information is desired. Although such data can be available by ENTSO-E 
[211], the lack of geographical data renders them unsuitable for the purposes of this thesis, 
since the allocation of generation and demand assets becomes impossible. Besides this da-
taset, ENTSO-E also provides maps with an approximate representation of the European 
transmission grid either in static or interactive form [212, 213], however the corresponding 
data are protected by user rights and moreover their information needs to be extracted, in 
order to become useful. The approximate representation means that for security reasons, the 
substation locations are slightly distorted from reality, while the lines are depicted merely as 
beelines instead of following the correct paths. 

Considering the lack of official sources, only open data sources remain as alternative for 
modeling the transmission grid. Bialek et al. [118, 214] provide grid data from the ENTSO-E 
static map which have been georeferenced by Jensen et al. [215] to the WGS84 system. 
However, some drawbacks of the data include the limited geographical scope that covers 
only the synchronous, continental area (former UCTE), the lack of thermal capacities for non 
cross-border lines and the relatively outdated data. Regarding OSM data, they are available 
for the European continent as well, however, unlike Germany, the data quality and quantity is 
lower, while the “relations” information is usually missing. Considering that SciGRID only us-
es this information to generate the corresponding network, alternative approaches need to be 
considered to process OSM data, such as the osmTGmod [190] and GridKit [216] models. 
The former can combine objects with and without relations while the latter disregards this 
information.  

For the purposes of this thesis, GridKit is refactored to follow the SciGRID structure and used 
as the primary tool to extract the OSM data and generate the European network. In this work, 
GridKit is refactored to follow the SciGRID structure and extended to include more nodes as 
well as remove wrongly mapped objects. The resulting network is not directly suitable for 
performing power flow analysis since electrical parameters have to be assigned similarly to 
section 4.1.1. However the approach cannot be applied directly, since the number of cables 
and wires is not always available in the European dataset. Therefore, the extracted grid is 
compared with a reference network [189] via geospatial methods and it is found that merely 
assuming default values for each voltage level, i.e. 2-bundle conductors for 220 kV and 4-
bundle conductors for 380 kV, is deemed sufficient. Moreover, HVDC lines are identified and 
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marked as such. Resolving the missing data allows the calculation of the line electrical pa-
rameters based on the factors in table 4-1, where the values corresponding to typical Ger-
man tower geometries are assumed for Europe as well. For the parts of the grid that do not 
fall into one of the 220 or 380 kV categories like the transmission grid in the Baltics (330 kV), 
linearly interpolated values are used.  

The final network is compared to the ENTSO-E map data [191] in terms of cross-border ca-
pacities and by applying Louvain clustering [217] with the thermal capacities as gains. Lou-
vain is an iterative method for community detection in large networks using a modularity met-
ric ranging from -1 to 1, where the clustering iterations stop when no more modularity gain 
can be achieved. Thereby, the number of the final clusters is determined by the algorithm. 
Figure 4-15 shows the total cross-border thermal capacities for the European countries and 
the reduced networks after applying Louvain clustering. Regarding the cross-border capaci-
ties, it can be observed that they are generally lower than ENTSO-E (only higher for the cen-
tral European regions), with the discrepancies being higher for the peripheral borders which 
may constitute an indicator of insufficient OSM data. Regarding the Louvain clustering, the 
reduced networks differ significantly, hence little information can be extracted from this com-
parison. Nevertheless, this behavior can be attributed to the significant difference in the 
number of nodes of the initial networks as it can be seen in table 4-5. 

 

Figure 4-15 Comparison of the GridKit network that is used in this thesis with the correspond-
ing datasets of ENTSO-E [191] and Jensen et al. [215] in terms of total cross-border capacity 
and by applying Louvain clustering. 
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Table 4-5 Number of nodes and lines for the GridKit and ENTSO-E grid before and after ap-
plying Louvain clustering. 

 GridKit ENTSO-E 

initial #nodes 8059 4403 

reduced #nodes 65 32 

initial #lines 11363 5984 

reduced #lines 132 69 

 

Due to various shortcomings, further enhancements of the GridKit dataset are deemed nec-
essary. Such enhancements include: 

 Manually adding missing lines [212, 218] (mainly in the Baltics and Balkans areas) 
 merging parallel lines 
 connecting unconnected nodes with less than 1.5 km distance 
 removing isolated networks with less than 20 nodes (excluding islands) 
 adding HVDC lines from public sources [219-221] 
 adding missing lines in Norway [222] 
 removing redundant “beads”, i.e. T-junction nodes that connect only two lines 
 clustering connected nodes with less than 5 km distance 

Clustering the network nodes according to the connection distance is implemented in order 
to reduce the high number of nodes and lines and hence the corresponding problem sizes. 
Various threshold distances are examined with regard to computational time (one day simu-
lations projected to a whole year) as well as the value of the objective function for the first 
day of 2015 are used as indicators to define a suitable threshold.  

Figure 4-16 shows the variation of computational time and total system costs for different 
threshold distances. The decrease in computational time becomes significant already for 
small thresholds; however the total system costs starts deviating as well, mainly due to dis-
tortions in assigning the generation assets and demand profiles. The distance of 5 km is se-
lected as a compromise between performance and accuracy. As shown in figure 4-17, the 
final number of lines drops to 5178 from 13,359 and the number of nodes to 4036 from the 
initial 8308, thus reaching a similar grid size to that of ENTSO-E (see table 4-5). The final 
grid is shown in figure 4-18, where the lines are classified by nominal voltage level as given 
by the OSM data. 
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Figure 4-16 Yearly computational run time estimation and total system cost of the first day of 
2015 for different distance thresholds used to reduce the network size. Simulations are per-
formed for one day only, hence the yearly run time is estimated based on these results. The 
star (*) indicates that the unconnected nodes with less than 1.5 km distance remain uncon-
nected. The computational time does not include any parallelization of the problem.  

 

Figure 4-17 Reduction of line and node elements for increasing clustering distance threshold. 
Joints refer to T-junction nodes. 

 

Figure 4-18 The transmission grid of the ENTSO-E area that is used in this thesis based on 
Gridkit and OSM data. The voltage levels follow the information from the OSM entries. Own 
illustration. 
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4.2.2 Conventional power plants 
Similarly to grid, power plant information for all of Europe is hard to obtain, since the opera-
tors are not willing to publish their data due to trade secret and market competition reasons. 
However, the growing need for energy system modeling due to the desire for transiting to-
wards RES has motivated projects to collect and provide data acquired from public sources 
and individual contributions similarly to the OSM scheme. Despite such efforts, most of the 
existing open databases do not reach the total installed capacity values reported by ENTSO-
E for all countries, especially for RES plants. Thereby, many researchers have to rely on 
commercial data like the S&P Platts database [223]. 

Besides the crowd-sourcing based databases, additional projects have also emerged that 
aspire to collect and combine data from various open sources including these databases. 
Such projects include the Open Power System Data (OPSD) platform [195], the World Re-
sources Institute (WRI) database [224] and the powerplantmatching (PPM) tool [209]. The 
latter tool is used and extended for the purposes of the thesis, since it can incorporate further 
data sources than the ones provided by the authors. Some key modeling aspects are dis-
cussed in this section. 

The powerplantmatching tool (as of July 2017) constitutes a tool that uses the open source 
deduplication engine Duke [225], which in turn is based on the Lucene search engine, and its 
purpose is to identify similar record entries for power plants data from various sources [189]. 
Duke computes conditional probabilities between the data entries using different attributes, 
e.g. coordinates and names (where scores are assigned using character similarity metrics), 
and determines whether different entries may refer to the same entity (in this case power 
plant). Hence, powerplantmatching can compare several power plant databases and merge 
them in one database with unique power plants. The original tool of July 2017 combines the 
OPSD [195], WRI [224], Global Energy Observatory (GEO) [226], Carbon Monitoring for Ac-
tion (CARMA) [227] and ENTSO-E [201] databases to generate a pan-European power plant 
dataset. The further inclusion of Jensen et al. [215], Meller et al. [228] and European Energy 
Agency (EEA) [229] databases along with alterations of the tool (e.g. countries extension, 
consideration of commissioning year from GEO power plant units, extraction of technology or 
CHP information potentially hidden in the plant name) increase the information content signif-
icantly as can be seen in figure 4-19. 

 

Figure 4-19 Share of power plants where the corresponding information is available. PPM 
refers to the published powerplantmatching results as of July 2017 [209]. 
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A significant drawback of verifying the resulting dataset, as well as any pan-European model 
for 2015 consists of the lack of reliable source for reference data about power plants. Various 
inconsistencies appear even for aggregated values or among reports from the same source. 
Nevertheless, the comparison to reference sources allows the post-processing of the result-
ing dataset, including the identification of decommissioned plants as well the correction of 
fuel types and coordinates. The final dataset is depicted in figure 4-20, where the power 
plants are classified by fuel type. 

  

Figure 4-20 Conventional power plants of Europe considered in this thesis, classified by fuel 
type. Own illustration. 

Obtaining information about efficiencies for individual European power plants constitutes a 
rather tedious task that goes beyond the scope of this thesis. Although a common practice is 
to assume average values for all power plants of the same fuel type and technology, this 
approach can lead to two limitations. On the one hand, using the same efficiencies leads to 
the same marginal costs of operation and therefore a multiplicity of solutions with the same 
total cost. Although the energy mix would not be affected, power flows over the grid may 
show significant deviations. On the other hand, the merit order could also be significantly 
distorted when different fuel types have similar marginal costs. In such cases the merit order, 
and consequently the energy mix as well, can become very sensitive to external parameters 
like fuel cost. Figure 4-21 illustrates such behaviors, where it can be observed that for 70% 
higher coal prices than 2015’s values, natural gas CCGT technology becomes more competi-
tive than the least efficient hard coal plants. However, this behavior cannot be captured by 
assuming merely constant efficiencies. 
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Figure 4-22 Efficiency of hard coal power plants as a function of commissioning year. “Eff. 
values via matching” values correspond to calculated efficiencies of European power plants 
via the matching of fuel consumption and electricity generation, whereas “German power 
plants” values correspond to known efficiencies for German power plants. The resulting re-
gression function is compared to the approaches of Schröter et al. [230] and Hintermann et 
al. [231] that are based on German values only. 

Besides efficiencies, calculating the marginal costs of power plants with eq. (4-4) additionally 
requires information about fuel prices, specific emissions and variable O&M costs which may 
differ for different countries. For instance, natural gas prices are not uniform over Europe and 
calculating lignite prices depends on each individual case since lignite is not a traded good. 
Moreover, heating values of coal may vary, thus leading to different specific emissions. In 
order to resolve such disparities, country-specific values are considered whenever possible 
and all parameters are calibrated to 2015 since literature values may diverge significantly 
from each other. A summary of the used values is shown in table 4-6 along with correspond-
ing literature sources. For the ETS price, the value of 7.61 €

𝑡𝐶𝑂2
⁄ is selected, which corre-

sponds to the average value for 2015 [232] and is slightly more accurate than the German 
verification case. 

 

 

 

 

 

 

 

 



Chapter 4: Verification and Model Development 

90 

 Table 4-6 Average conventional power plant parameters over the investigated European 
region, classified by fuel type and technology. Literature values (e.g. fuel cost) are averaged 
when individual country values vary. 
Energy 
carrier 

Tech-
nolo-
gy 

Gen-
era-
tors 

Ca-
pacity 
[GW] 

Fuel 
cost 
[€/MWh] 

Specific 
emissions 
[tCO2/ 
MWh] 

Variable 
O&M 
[€/MWh] 

Average 
efficien-
cy 

Average 
marginal 
cost 
[€/MWh] 

Nuclear Steam 
turbine 61 108.98 3.48 

[233] 0 2.32 
[233] 0.33 12.74 

Lignite Steam 
turbine 103 61.67 4.86 

[234] 0.41 [235] 4 [236] 0.37 22.89 

Hard 
coal 

Steam 
turbine 211 102.51 6.9 [237] 0.34 [199] 6.21 

[238] 0.38 31.1 

Natural 
gas 

CCGT 370 132.85 

21.5 
[237] 0.2 [199] 3.4 [238] 

0.5 49.81 
OCGT 49 7.04 0.4 60.84 
Com-

bustion 
engine 

7 1.43 0.4 71.14 

Steam 
turbine 148 14.96 0.4 59.73 

Oil 

CCGT 51 23.11 

28.66 
[237] 0.27 [199] 

1 [235] 0.54 58.6 
OCGT 40 3.38 

10.368 
[238] 

0.37 92 
Com-

bustion 
engine 

18 2.48 0.37 97.89 

Steam 
turbine 55 19.91 0.4 79.36 

Other 
fossil 
fuels 

- 92 3.99 - - - - 67 

Bioen-
ergy - 58 1.28 - - - - 11.3 

 

Similarly to section 4.1.2, minimum must-run and capacity constraints related to heat genera-
tion are imposed to CHP plants as well. Although the methodology remains the same, data 
availability becomes the main obstacle for applying it to the European scale. On the one 
hand, despite the applied powerplantmatching improvements, a lack of data regarding which 
power plants are of CHP type is observed for some countries in comparison to the total na-
tional capacities [239]. The distribution of the total capacities to individual fuel types follows 
the distribution of the corresponding total generation. In the case of missing CHP capacity, 
existing power plants are gradually transformed to CHP plants until the national targets are 
reached. For this purpose, hard coal and lignite plants are gradually transformed starting 
from the largest plants, whereas for natural gas the smallest plants have priority, assuming 
that for this fuel type the business cases where heat generation is the primary driver be-
comes more probable for smaller power plants. Regarding the heat-related electricity genera-
tion from CHP plants, annual values for 2015 [240] are considered. 
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A further consideration regarding power plants modeling that needs to be addressed for the 
European level consists of the availability of power plants. Assuming 100% capacity availa-
bility may overestimate the generation from the cheaper power plants, where availability re-
fers to either unplanned or planned outages, e.g. for maintenance. Although detailed data 
about historical outages for each individual plants would replicate the system conditions for 
2015 in the most accurate way, such data are hard to obtain, while also such an approach 
would provide little merit to the application of the model for future scenarios. Alternative ap-
proaches would be to model outages either in a probabilistic way, following historical distribu-
tions of outage durations per fuel type or apply a maintenance optimization formulation, 
where each plant is shut down in periods of low profit margins (e.g. summer time for northern 
countries). Both approaches however introduce undesired properties into the model, either 
by introducing non-deterministic behavior or increased complexity with low gain in accuracy 
respectively. Therefore, a simpler method is applied, where all power plants are considered 
available at all times but with lower capacities than their nominal ones. This reduction in ca-
pacities is applied using historical availability factors per fuel type as shown in table 4-7. 

Table 4-7 Technical availability factors for conventional power plants. 

Energy carrier Technology Availability factor [238] 

Nuclear Steam turbine 0.87 

Lignite Steam turbine 0.87 

Hard coal Steam turbine 0.85 

Natural gas 

CCGT 0.82 

OCGT 0.81 

Combustion engine 0.83 

Steam turbine 0.87 

Oil 

CCGT 0.82 

OCGT 0.86 

Combustion engine 0.85 

Steam turbine 0.86 

Other fossil fuels - 0.84 

 

The final conventional power plants dataset is used in a simplified European market model 
and verified for 2015 using the total energy mix, cross-border flows and zonal prices as indi-
cators. In this model, each country is represented by a single node, thus following a similar 
zonal configuration to 2015 market zones. Interconnections are modeled via a transport 
model using constant but not necessarily symmetrical NTC values over the year. Time-
varying NTC values, as reported by ENTSO-E [201], would be able to formulate a more ac-
curate representation of the grid but these values are typically much lower than the indicative 
ones for 2011 [241] and 2020 [242], as well as than the physical flows reported by ENTSO-E 
for 2015 [201]. This can be clearly depicted in figure 4-23 for the Germany to Poland inter-
connection and can be explained by the fact that the time-varying data refer to the NTCs 
available for day-ahead trading only but not the technically available transfer capacities.  
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The residual load is implemented similarly to section 4.1, i.e. wind, solar, hydro generation 
and demand are considered as fixed profiles for each node [195, 201, 243], where load cur-
tailments cost 1000 €

𝑀𝑊ℎ⁄ . Moreover, due to the small-scale nature of bioenergy applica-
tions, a discrepancy between the total capacity from the derived database and the corre-
sponding national capacities is often encountered. Thereby, any missing bioenergy capacity 
is added to each country using a 0.6 availability factor, which is derived from reported hourly 
generation [201]. Regarding interactions with the neighboring countries (e.g. Turkey, 
Ukraine), these are taken into account by introducing them as virtual nodes with fixed import 
and export profiles according to historical data. 

 

Figure 4-23 NTC values for the Germany to Poland direction compared to the physical flows 
reported by ENTSO-E [201] displayed as daily averages. The indicative values for 2011 [241] 
and 2020 [242] are significantly higher than the reported NTC values in higher temporal reso-
lution.  

4.2.3 Hydro power modeling 
In contrast to conventional power plants, hydro power plants, although dispatchable, cannot 
be modeled in a similar way due to fuel provision and storage limitations that can normally be 
ignored for the case of conventional plants. For hydro plants, on the other hand, fuel (i.e. 
water) is not readily available over the year, since it depends on the weather and climate 
conditions, while on the other hand its storage is additionally limited. Modeling hydro genera-
tion as part of the residual load like in section 4.1 is helpful for verification purposes. Howev-
er, applying the same approach for future scenarios would limit one of the most significant 
sources of flexibility for the system, especially when considering systems with high shares of 
VRES. In this section, the approach to model hydro plants as dispatchable plants with varia-
ble energy flow is described, where the methodology can be independent of the underlying 
grid modeling. 

Although all hydro plants generate energy using the same principle (i.e. by transforming the 
potential energy of the water into electricity), in terms of modeling, they can be classified in 
three main categories, namely run-of-river (ROR), reservoir and pumped hydro storage 
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(PHS) plants. ROR plants are designed to exploit the natural flow of a river or stream and 
typically have very small storage availability (poundage) and head. Therefore, they are typi-
cally operated like an intermittent source, although with significantly lower fluctuation than 
wind and solar plants. Reservoir plants are built at the base of a dam that can restrict and 
control the flow of water, thus provide much higher flexibility, although water flow cannot be 
restricted completely due to environmental and agricultural reasons. Nevertheless, water can 
be stored in significant amounts and for long periods to provide seasonal flexibility to the 
power system. PHS plants resemble reservoir plants but with the additional option to operate 
in motor mode, where electricity is consumed to pump the water from a low to a high gravita-
tional potential location. For this reason, they typically require two reservoirs in different alti-
tudes; however they do not necessarily depend on natural water inflow to be operated. Cur-
rently, PHS plants constitute the most significant option for storing electrical energy and their 
significance will probably increase for increasing VRES penetration. 

The operation of the different plant types necessarily dictate the way they are modeled. ROR 
plants are modeled similarly to wind and PV, i.e. as generators with variable capacity factors 
depending on the river inflow and with zero variable costs. On the other hand, reservoir and 
PHS plants are modeled as storage units (see chapter 3) with fixed charge and discharge 
capacities, fixed storage capacity and variable energy inflow related to the corresponding 
water inflow. PHS plants require in addition a pumping efficiency (round-trip efficiency is typi-
cally 70-80% [244]), while reservoirs essentially have zero charging capacity. Data regarding 
location, capacity and type follow the procedure of conventional plants, i.e. using the power-
plantmatching tool, where in addition only a single type for each hydro plant is assigned 
when multiple are registered and installed capacities are scaled, when these deviate signifi-
cantly from the total national values. French plant types are further corrected to match the 
capacities reported by the French TSO, RTE [245]. Regarding energy storage capacities, the 
data from Geth et al. [246] are used for identified PHS plants and further used to generate 
linear capacity/storage functions, similarly to Gimeno-Gutiérrez and Lacal-Arántegui [247]. 
Two functions are generated by applying linear regression on the available data, one for 
plants with capacity less than 450 MW and one for plants with a higher capacity. Corre-
sponding data for reservoir plants are not available, therefore national storage capacities 
[248] are distributed by installed capacity to the corresponding plants. The extracted hydro 
plants dataset is shown in figure 4-24, where it can be seen that the majority of the installed 
capacity is located in the most mountainous regions. 
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Figure 4-24 European hydro power plants for 2015 classified by installed capacity and type. 
Own illustration. 

Regardless of the hydro plant type, a variable energy inflow based on the corresponding river 
discharge pattern is modeled. Since the information regarding which PHS plants use natural 
inflow is missing, all plants are assumed to have natural inflow as well. The developed meth-
odology is necessarily dictated by the availability of data as well as the scope of the thesis. 
Equation (4-9) shows the fundamental way to calculate the available power output of a tur-
bine given plant characteristics and water inflow. Since height information is typically not 
available, a common approach is to consider elevation data and approximate the desired 
value by the maximum gradient. The quantity that would be the hardest to estimate however 
consists of the water inflow. A bottom-up approach would be to define the drainage area for 
each plant, consider precipitation data within that region and estimate the water flow at the 
point of interest. The main drawbacks of such an approach would be the significant amount 
of data and effort required to model all potential water storage forms (e.g. underground, 
lakes, ice/snow), water use and evaporation until the water reaches the point of interest as 
well as the portion of such a water flow that can be used for electricity generation. 
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 𝑃 = 𝜌 ∙ ℎ ∙ 𝑄 ∙ 𝑔 ∙ 𝜂 (4-9) 

where:  𝑃 is the turbine power output (W) 

 𝜌 is water density (~1000 kg/m3) 

ℎ is the elevation height (m) 

𝑄 is the flow rate (m3/s) 

𝑔 is the gravitational acceleration (~ 9.81 m/s2) 

𝜂 is the turbine efficiency 
 

Alternatively, a top-down approach is implemented, which is based both on historical genera-
tion values as well as river discharge rates. The methodology follows the top-down rationale 
of calculating the minimum must-run constraints for CHP plants and consists of scaling indi-
vidual profiles such that the total area of these profiles equals an energy quantity that match-
es historical values. In this case, the profiles correspond to the water inflow pattern, while the 
total value corresponds to the reported generation for the corresponding year. 

Regarding the runoff profiles, two methodologies are developed and described in detail by 
Pfister [249]. The first one considers the total runoff regional climate model (RCM) data from 
Eurocordex [250] provided in a two-dimensional grid and daily resolution. Hence, the profile 
at a desired point can be computed by applying bilinear interpolation. The second approach 
considers measurement data of river flows from the Global Runoff Data Center (GRDC) 
[251]. The GRDC stations span various locations over Europe and provide data for various 
time periods with daily resolution. Due to the inconsistency of data availability (see Appendix 
D), all stations with data within the period 1956-2005 are considered in order to increase the 
number of used stations. Since the interest lies primarily in the seasonal variation of the in-
flow that does not change significantly over the years (e.g. dry summers in the south or snow 
melting periods in late spring), the profiles for each station are merged into one representa-
tive year, thus sacrificing yearly variation for the sake of better spatial representation. The 
allocation of profiles to desired points follows a more involved method that is described in 
Appendix D and is based on matching hydro plants and stations that belong to the same 
catchment area. The second approach is used in this thesis, where the profiles are 
downscaled to hourly resolution as demanded by the power system model formulation by 
assuming constant flows during the day. 

The generated profiles are normalized and scaled such that the total energy inflow equals 
the total generation per plant type and country for that year. Determining the total generation 
per type and country is not entirely straightforward due to the lack of data. The exact process 
is described in Pfister [249], where data from Eurostat [252], ENTSO-E [253] and the Swiss 
Federal Office of Energy [254] are used. In addition to that, French production values are 
corrected using data from the French TSO [255]. Some typical inflow profiles are shown in 
figure 4-25, where it can be seen that the seasonal variation fits well with the literature and 
that the Eurocordex approach shows higher fluctuations. 
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Figure 4-25 Comparison of hydro energy inflow profiles for the countries of Austria and Nor-
way. Both GRDC and Eurocordex approaches are shown in comparison to the RE-Europe 
[215] and Restore2050 [256, 257] projects. 
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The large number of hydro plants may pose computational restrictions; therefore, a clustering 
strategy is applied to reduce their number. Due to their uniform storage-to-power capacity 
ratios as well as to their significantly higher number, the reduction methodology is applied 
only to reservoir plants. The clustering is applied for each country separately, where the 6th 
Pfafstetter level catchments [258] (see Appendix D) are used to group the power plants. 
Grouping by catchment areas follows the rationale that hydro plants with similar inflow pat-
terns are grouped, such that the spatial dynamics are retained. The clustering process re-
sults into 153, out of the originally 635, equivalent reservoir plants. 

4.2.4 VRES infeed 
The most significant VRES technologies for 2015 consist of wind (onshore and offshore) and 
PV. Due to the high spatial variability of these generation technologies, a mere application of 
reported national or TSO profiles would be insufficient for the verification purposes of the 
European power system. Despite the lack of official sources for higher spatial resolution, 
corresponding results of scientific studies that are validated on the national level for Europe 
are used. 

Wind generation is separated into offshore and onshore technologies, where offshore wind 
refers only to the North Sea region. Hourly capacity factors separated by country are consid-
ered for offshore wind by Aparicio et al. [259] and applied to all corresponding offshore parks. 
Information about parks [260], namely capacities (MW) and locations, are considered, which 
are further connected to the nearest node of the respective country. Hourly onshore wind 
capacity factors are also provided by Aparicio et al. [259] at country and NUTS2 levels. 
NUTS (Nomenclature des Unités Territoriales Statistiques in French, meaning Classification 
of Territorial Units for Statistics) correspond to the European administrative regions used by 
Eurostat to report its various statistics [261]. The NUTS number indicates the different spatial 
resolutions where 3 is the maximum. For instance, 0 corresponds to countries. These profiles 
are combined with the respective information of installed capacities reported by ENTSOE 
[259] in order to create wind generation profiles for each region. 

The solar generation profiles are calculated in a similar manner, i.e. using historically validat-
ed capacity factors multiplied by installed capacities. In a following study, Aparicio et al. [262] 
provide PV capacity factors and installed capacities at the end of 2015 for the NUTS2 re-
gions as well. Nevertheless, due to the rapid growth of PV installations, these capacities do 
not correspond to an average value for 2015. Therefore, in order to avoid an overestimation 
of their production, the final generation profiles are compared at country level with the report-
ed generation from ENTSOE [201] and scaled down respectively (on average 83.3%). De-
spite its detail, the dataset does not provide PV generation data for Denmark, Luxemburg, 
the Baltic and all western Balkan countries. Hence, these countries are considered as sepa-
rate regions and the model of Pfenninger et al. [263] is used instead. The final generation 
distributions are shown in figure 4-26 for the onshore wind and PV technologies. 



Chapter 4: Verification and Model Development 

98 

 
Figure 4-26 Onshore wind (top) and PV (bottom) generation density for 2015. Own illustra-
tion. 

4.2.5 Electricity demand 
Electricity load is one of the most crucial elements of the power system operation since it 
constitutes the primary driver for the development of the whole system itself. Typical con-
sumers constitute lighting, heating, information, communication and electric motor applica-
tions which are usually modeled separately for households, transportation, industry and trade 
and commerce sectors (e.g. Singh et al. [264]). Since demand side management (DSM) 
technologies are still not implemented to a considerable extent besides large industrial con-
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sumers, electricity demand is usually modeled exogenously of the power system develop-
ment. A bottom-up approach would consist of generating spatially and temporally resolved 
load profiles for each consumer (e.g. Elsland et al. [265], Kotzur [266]). However such a de-
tailed analysis is out of scope for this thesis, hence a more top-down approach is preferred. 

A top-down methodology consists of disaggregating a cumulative, usually deterministic, pro-
file (e.g. at national or TSO level) to individual regions or nodes using spatial indicators. Such 
indicators could be either static like population and gross domestic product (GDP) or variable 
like ambient temperature. The majority of studies applying such a top-down approach use 
the population as the only indicator for spatially distributing electricity demand [111, 119, 124, 
215, 267-270]. Thereby, besides the different scaling, profiles for all nodes are identical. Sim-
ilar approaches have also considered either GDP as the only spatial indicator [206] or a fixed 
combination of population and GDP share [128, 189, 271] to additionally account for industri-
al demand. Despite the reasonable arguments behind such approaches, there is not always 
adequate quantifiable evidence to support them or estimate approximation error margins. 

In this section, several spatial parameters are examined as possible indicators for distributing 
aggregated load profiles. These parameters include population in NUTS3 resolution [272-
275], GDP in NUTS2 resolution [276-280], Gross Value Added (GVA) in NUTS3 resolution 
[281], temperature and irradiance in a 0.50 latitude x 0.6250 longitude grid [282] or combina-
tions of such parameters like population density or GDP per capita. The approach relies on 
applying multivariate regression analysis, where time-varying weights related to the corre-
sponding indicators are trained using historical, regional profiles. The selected profiles con-
sist of the 12 RTE (the French TSO) regions for 2015 [283]. Since respective data at NUTS3 
level are not available, the set of RTE regional profiles provides one of the best available 
training datasets for the purposes of this analysis. Alternative dataset would include for in-
stance the 6 Italian bidding zones [284] or the 4 German TSO control areas [195], which not 
only provide less training data, but also the corresponding regions do not allow a reasonable 
use of the selected indicators, since dense urban centers are aggregated together with large 
rural areas. Furthermore, the French regions span both of the two main climate zones of Eu-
rope (oceanic and Mediterranean) which may affect consumption behavior. 

Before applying the multivariate regression analysis however, it is worth to investigate how 
the usual approaches behave for regional, historical values. For this purpose, three method-
ologies are tested, namely distribution by population, distribution by GDP and a hybrid ver-
sion where the portion of the households consumption [285] is distributed by population and 
the rest by GVA. Figure 4-27 shows two plots where the three methodologies are applied. On 
the top figure, the time-varying datasets for France, Italy and Germany for 2015 are selected 
and evaluated by the average R2 score (coefficient of determination) of each region’s time 
series as defined by eq. (4-10), where the distributed national profiles are assessed as pre-
dictors of the corresponding historical ones. It can be observed that no methodology shows a 
consistently better prediction behavior. Moreover, it can be seen that there is a great varia-
tion of the score among the regions, especially for the cases of France and Italy, where the 
total consumption distribution shows higher deviations. On the bottom figure the same da-
tasets are compared in terms of absolute deviation from the total annual consumption, since 
no timely resolved information is available. In addition, the annual data for Germany in 2013 
as well for Spain in 2015, both in NUTS1 resolution (see Appendix E) are also examined. 
Similar conclusions can be deduced by this figure as well, where no methodology performs 
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clearly better than the others in a consistent way, while also regional scores can deviate sig-
nificantly. The most common approach, i.e. distribution by population, performs the best for 
France, where both the R2 score and total deviation show higher match to the historical val-
ues. Furthermore, the number of regions as well as the regionalization itself may affect the 
performance of each indicator significantly, which can be seen on the second picture of fig-
ure 4-27 for the German case. 

The R2 score used for measuring the fitness between two time series is given by 

 𝑅2(𝑦,  �̂�) = 1 −
∑ (𝑦𝑖 − �̂�𝑖)2𝑛−1

𝑖=0

∑ (𝑦𝑖 − �̅�)2𝑛−1
𝑖=0

 (4-10) 

where �̅� =
1

𝑛
∑ 𝑦𝑖

𝑛−1
𝑖=0  and the �̂�𝑖 and 𝑦𝑖 correspond to the predicted and true values respec-

tively. 

 

 

Figure 4-27 Application of the most common literature methodologies using historical data. 
On the top figure, time series data are evaluated by the average R2 score (dimensionless). 
On the bottom figure, only cumulative, yearly data are used and the average total deviation is 
shown. The error bars indicate the range of all regions. 
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Since using a single indicator to spatially distribute electricity demand may be limiting, re-
searchers have also applied combination of indicators to better capture both households and 
industrial demand. Hewes et al. [271] consider linear factors of 30% for population and 70% 
for GDP, whereas Hörsch et al. [189] use a 40%-60% split for population and GDP respec-
tively. Such an approach may lead to better estimations than using single indicators only, 
however the limitations that the different temporal variability of the disaggregated profiles are 
still ignored, as well as further indicators that may affect the spatial distribution or even non-
linear correlations. For instance, the GDP of a region may not correspond to its consumption, 
e.g. financial centers may show very high GDP to consumption ratios, or an energy-intensive 
industry may not contribute significantly to a region’s GDP [206]. 

The idea of using multiple spatial indicators is expanded in this section by investigating sev-
eral novel indicators as well as non-linear regression functions. The applied methodology can 
be described by eq. (4-11) and (4-12), where given an aggregated (national) demand profile 
𝐷𝑡, normalized spatial indicators 𝑤𝑟,𝑡 that may be time-dependent, regression functions 𝑓𝑖 for 
each indicator and true (training) demand profiles 𝑑𝑟,𝑡 for each region, we seek the time-
varying parameters  𝑏𝑡 and 𝑐𝑖

𝑡 that minimize the distance between the predicted �̂�𝑟,𝑡 and true 
demand profiles. The training data that are used correspond to hourly profiles for the 12 RTE 
regions and year 2015. Due to the considerable size of the described problem, it is split into 
smaller independent regression problems by decoupling the time steps, i.e. by solving 8760 
non-linear, multivariate regression problems, each using 12 training points. These problems 
are implemented using the curve_fit function of the scipy package [286]. If non-linear regres-
sion functions are used, the final solution may additionally depend on the initial guess. Nev-
ertheless, the results presented in this section have shown sufficient robustness for a variety 
of initial states. 

 min {∑‖�̂�𝑟,𝑡 − 𝑑𝑟,𝑡‖
2

𝑟,𝑡

} (4-11) 

 �̂�𝑟,𝑡

𝐷𝑡
= 𝑏𝑡 + ∑ 𝑓𝑖(𝑐𝑖

𝑡, 𝑤𝑖
𝑟,𝑡)

𝑖

 
(4-12) 

where:  𝑟 stands for regions 

 𝑡 stands for time snapshots 

𝑖 denotes the indicator (e.g. population, GDP etc.) 

�̂� is the predicted demand value in MW 

𝑑 is the true demand value in MW 

𝐷 is the national demand value in MW 

𝑏 is the intercept 

𝑐 are the trained parameters 

𝑤 are the normalized indicator weights 

𝑓 are the regression functions 
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The simplest and most common regression function consists of the simple linear function, 
thus translating the problem to a multivariate, linear regression problem. The power of this 
approach stems from its simplicity as well as robustness to extreme values and overfitting. 
Figure 4-28 shows the average coefficients after applying linear regression using the indica-
tors shown in table 4-8 and their combinations. It can be seen that the only significant indica-
tors are the population and irradiance, since all other coefficients are almost 0. GDP appears 
to have a negative correlation; however negative factors are intentionally avoided by bound-
ing the optimized coefficients to values equal or higher than zero only. Negative coefficients 
may lead to negative demand when extrapolated to data outside the training set, which 
would be obviously incorrect. 

Table 4-8 Coefficients of multivariate linear regression together with the respective indica-
tors. 

coefficient indicator comments 

c1 Population Assuming constant consumption per person, a 
linear correlation is expected. 

c2 GDP Higher economic activity may imply higher energy 
usage. Could be problematic for financial centers. 

c3 Population density Higher density implies urban population, therefore 
more industry or higher consumption at night. 

c4 GDP per capita Richer regions may consume more energy. 

c5 Ambient temperature 
(averaged over a region) 

Correlated to heating and cooling demand, i.e. 
electric heaters, heat pumps or air-conditioning 

c6 Irradiance (averaged 
over a region) 

Lower irradiance may require higher consumption 
for lighting. 

 

 

Figure 4-28 Average coefficients for regression problems with different combination of indica-
tors. The c coefficients correspond to the various indicators as explained in table 4-8, b. re-
fers to bounded (non-negative) coefficients and unb. to unbounded coefficients. Problem 
names starting with + (e.g. + Irradiance) refer to the previous problem formulation with the 
additional corresponding parameter included. 

Although it becomes clear that population constitutes the parameter showing the highest 
statistical significance with electricity demand, it is worth investigating whether this correla-
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tion can be better expressed in a non-linear fashion or whether different indicators can show 
such behavior. Figure 4-29 shows the overall consumption ratio over the population ratio for 
each RTE region. It can be observed that although most points follow a linear trend, the 
rightmost dot that corresponds to the region of Paris (Île-de-France) does not obey this rule. 
Including this point would require a function that can be close to linear for small values but 
develop a saturation behavior for larger values. The 𝑡𝑎𝑛ℎ and 𝑎𝑟𝑐𝑡𝑎𝑛 functions are common-
ly used in such cases, since their curvature can be directly controlled by their parameters. 
Nevertheless polynomial functions are examined as well. As it can be seen in figure 4-29, the 
polynomial functions with unbounded coefficients show the best match for the given data. 
However, they behave undesirably outside the training data range, especially for the area 
closer to zero, where most of the NUTS3 region values lie as shown by the corresponding 
histogram. On the other hand, polynomial functions with only non-negative coefficients coin-
cide for the 2nd and 3rd degrees and are very close to a simple linear regression line. Regard-
ing the 𝑡𝑎𝑛ℎ and 𝑎𝑟𝑐𝑡𝑎𝑛 functions, these show similar behavior with each other nevertheless 
differ from the linear case. Therefore it is worth investigating whether they can provide a 
more suitable representation than the linear regression. Nevertheless, it can be noticed in 
figure 4-29 that using the French data may significantly underestimate coarser regionizations 
like Germany and Italy. On the other hand, such data may not reflect the behavior of finer 
regionizations, as it can be observed by the histogram of the NUTS3 regions, and therefore 
should not be used as reliable training datasets. 

 

Figure 4-29 Overall electricity consumption ratio over the population ratio for each region of 
France, Germany and Italy and the corresponding regression functions for France. The his-
togram corresponds to the population ratio distribution of all Europe for NUTS3 regionaliza-
tion. 

The obtained regression functions are applied to the total French profile, thus generating 
regional profiles that can compared against the reference data. Figure 4-30 shows the 
weighted average R2 score for various combinations of indicators and regression functions. It 
can be observed that only the unbounded cases show significant improvement, which how-
ever cannot be accepted due to robustness issues. From the bounded cases, only the last 
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combination of {tanh(𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛), tanh(𝐺𝐷𝑃) and linear irradiance} shows slightly better 
performance. However, such marginal improvement cannot justify the use of such a compli-
cated approach. Thereby, the population is selected to be the mere indicator for the spatial 
distribution of electricity demand. 

 

Figure 4-30 Weighted average of the R2 score for each regional profile as predicted by apply-
ing different regression function combinations. The names starting with + (e.g. + Irradiance) 
refer to the previous problem formulation with the additional corresponding parameter includ-
ed. 

Assigning the regional demand profiles to the HV substations using the Voronoi methodology 
as described in section 4.1.3 may lead to inaccuracies due to the different ways the NUTS3 
regionalization follows urban center boundaries for different countries. An illustrating example 
is shown in figure 4-31 for the area of Stockholm, where the corresponding NUTS3 region 
covers a large area that exceeds the city limits. Following the described methodology would 
inaccurately assign most of the demand to substations away from the city due to larger area 
coverage. For this reason, finer spatial information about population distribution is required, 
as shown in the last two figures. Instead of the existing methodology, population weights on 
a 0.250 x 0.250 grid are calculated using population density data for each country [287] and 
are aggregated to the Voronoi cells generated by the HV substations. The national demand 
profiles can be then distributed based on these weights. 
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Figure 4-31 The NUTS3 region for the Stockholm area along with the high voltage substa-
tions and the corresponding Voronoi regions. With the area overlapping method, most of the 
demand is applied to the least dense nodes which are located away from the population and 
demand center. Considering finer population distribution information gives more realistic dis-
tribution of demand to the nodes. 

4.2.6 Verification results 
Similarly to the verification process in section 4.1, the pan-European model is verified using 
the total energy mix as the main indicator, while also considering the cross-border flows and 
load and RES curtailments as secondary indicators as well. One significant difference from 
the German verification case is that there are many countries for which the total energy mix 
should be predicted. For this reason, an “energy mix” verification indicator is calculated for 
each country by eq. (4-13), where the differences in annual generation for all fuels, including 
imports and exports, are averaged using the total country generations as weights, thus priori-
tizing agreement for the dominant sources. These indicators can be averaged for all coun-
tries using eq. (4-14), where the total generations are used as weights as well, thus each 
country participates based on its share over the total European generation. 

 𝑖𝑛𝑑𝑐 = 100 ∗
∑ |𝐺𝑚𝑜𝑑𝑒𝑙, 𝑛,𝑐 − 𝐺𝑟𝑒𝑓, 𝑛,𝑐|𝑛

∑ 𝐺𝑟𝑒𝑓, 𝑚,𝑐𝑚

 (4-13) 

 
𝑖𝑛𝑑_𝑡𝑜𝑡𝑎𝑙 =

∑ 𝑖𝑛𝑑𝑐 ∙ ∑ 𝐺𝑟𝑒𝑓, 𝑚,𝑐𝑚𝑐

∑ ∑ 𝐺𝑟𝑒𝑓, 𝑚,𝑐𝑚𝑐

 (4-14) 

where 𝐺 is the annual generation, 𝑛 ∈ {𝑑𝑖𝑠𝑝𝑎𝑡𝑐ℎ𝑎𝑏𝑙𝑒 𝑓𝑢𝑒𝑙 𝑡𝑦𝑝𝑒𝑠}, 𝑚 ∈ {𝑎𝑙𝑙 𝑓𝑢𝑒𝑙 𝑡𝑦𝑝𝑒𝑠}, and 
𝑐 ∈ {𝑐𝑜𝑢𝑛𝑡𝑟𝑖𝑒𝑠} 

Different models are selected for the verification process implementing different ways to 
model the transmission grid as well as the hydro generation, as shown in figure 4-32 and 
described in table 4-9. The first model (“NTCs”) constitutes the simplest case, which is also 
typically selected for investment models. It represents each country as a single node, a parti-
tion close to the current bidding zone configuration, and uses a transportation model formula-
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tion with yearly NTC values for interconnection capacities as described in section 4.2.2. The 
second model (“hybrid”) constitutes a mixture of the NTCs model and the verified LOPF 
model of Germany of section 4.1. The two parts are merged into a single optimization prob-
lem, where collective constraints are applied to the German cross-border lines using the NTC 
values. By this way, loop flows are allowed but hold a more economic sense. The third model 
(“grid – NTC constraints”) introduces the full European transmission grid as described in sec-
tion 4.2.1 with fixed hydro generation where collective constraints are also applied on the 
cross-border lines using NTC values to account for the constraints related to secure grid op-
eration. A more simplifying, yet popular, approach consists of limiting all transmission line 
capacities by a security factor of around 70% [288] (i.e. 30% reduction) to ensure safe opera-
tion without the danger of cascading failures (e.g. N-1 criterion) and is selected as the fourth 
model (“grid – security factor”). The final model (“two-level”) uses both “NTCs” and “grid – 
security factor” models sequentially, where the “NTCs” models hydro generation as de-
scribed in section 4.2.3 and exports the scheduled generation to the “grid – security factor” 
model. For all models with full grid representation, hourly imports and exports from the 
neighboring countries outside the ENTSO-E region are also included similarly to section 
4.1.3. 

The selection and comparison of these models aspires to provide useful insights regarding 
the selection and merit of the final model as opposed to the different alternatives. The 
“NTCs” model, typically selected for investment models, constitutes the simplest pan-
European version after a complete copper plate assumption and its simplicity and perfor-
mance may compensate for potential inaccuracies. The “hybrid” model constitutes an exten-
sion of the German model introduced in section 4.1 and can be used when the “island” as-
sumption for Germany is too limiting. The “grid” models are essentially identical and only dif-
fer in the way they handle security constraints. They may also be considered as the exten-
sion of the German verification process to the pan-European level, i.e. the system is repre-
sented with historical boundary conditions that include imports/exports and hydro generation. 
Although exchanges with third countries are less significant for the pan-European case, hy-
dro generation can play a significant role in the power system operation, especially for higher 
VRES shares. Therefore, hydro plants dispatch modeling needs to be verified for 2015 as 
well. This is accomplished using the “two-level” model, where hydro generation also be-
comes an optimized variable. 
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Figure 4-32 Visual representation of the five models to be verified as described in table 4-9. 

Table 4-9 Description of different pan-European models in terms of grid representation and 
hydro generation. 

name Grid representation Hydro generation 

NTCs 
 Each country is a node 
 Transportation model using yearly 

NTC values as capacities 

 Fixed historical profiles from 
ENTSOE 

Hybrid 

 Germany with transmission grid as 
in section 4.1.1 

 Other European countries as in the 
NTCs model 

 Collective constraints on cross-
border German lines using NTC 
values 

 Fixed historical profiles for 
Germany as in section 4.1.3 

 Fixed historical profiles for 
the rest European countries 
as in NTCs model 

Grid – 
NTC 
con-

straints 

 Pan-European transmission grid 
as described in section 4.2.1 

 Collective constraints on cross-
border lines using NTC values 

 Fixed historical profiles from 
ENTSOE 

Grid – 
security 
factor 

 Pan-European transmission grid 
as described in section 4.2.1 

 Uniform reduction of AC line ca-
pacities by 30% 

 Same as above 

Two-level  Same as above 

 Hydro genera-
tion/consumption profiles 
calculated using the NTCs 
model with hydro plants op-
eration as storage units 

NTC Hybrid Grid – NTC constraints 

Grid – security factor Two-level 
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Pan-European power flow simulations are performed with all models and their results are 
compared using the “German mix” indicator from eq. (4-13), the “European mix – total” indi-
cator from eq. (4-13) as well but for the total European mix, the “European mix – by country” 
indicator from eq. (4-14) as well as a cross-border (CB) flows indicator. Load and RES cur-
tailments remain, as expected, low for all cases (e.g. only 1% load and 2.5% VRES curtail-
ments for the “two-level” model), therefore these values are not used for comparison purpos-
es. The German mix is used as a verification indicator separately from the European mix for 
various reasons, including: 

 The reliability of both model and reference data is one of the highest for Germany 
 The versatility of generation technologies is one of the highest among European 

countries 
 The total generation is high, therefore the model can predict such aggregated values 

more accurately 
 It is located in one of the most densely meshed areas, hence the verification be-

comes more challenging and gains additional merit 
 It is located away from the borders, thus more robust in modeling exchanges outside 

Europe 

Unlike generation mix, a corresponding indicator for cross-border flows cannot be based on 
averaging total values, since flows can also be negative. For instance, a net average flow 
between two regions could fall close to zero and thus lead to misleadingly high relative dis-
crepancies. Alternatively, considering that the reported physical flows can be provided in 
hourly resolution, a different approach is possible. Since the focus remains on average be-
haviors, a time series comparison using goodness-of-fit metrics like R2 or root mean square 
error (RMSE) would be out of the scope for these verification purposes. Instead, the selected 
metric consists of comparing the probability density function (PDF) distributions for each bor-
der and measuring the corresponding area overlap. Figure 4-33 shows the PDFs of the ref-
erence flows as well as the corresponding results from the “NTCs” and “grid – security factor” 
models for the Austria-to-Germany border. It can be observed that even when the average 
flows may be close, the respective PDFs may differ significantly. The “spike” behavior shown 
in figure 4-33 for the “NTCs” model is typical of this modeling approach for other borders as 
well, where interconnections tend to be used to their maximum for most of the time. On the 
other hand, using the full grid typically gives more diverse distributions. Another distinction to 
the mix indicator stems from the difficulty to define weights on borders, since there is no clear 
methodology to distinguish them by significance. Thereby, the total European indicator for 
the flows consists of simply averaging all individual border indicators. 



Section 4.2: Pan-European model verification  

109 

 
Figure 4-33 Probability density functions of the cross-border flows between Austria and Ger-
many with direction to Germany. “ENTSOE” refers to the reported physical flows and “power 
flow” to the “grid – security factor” model. 

All four indicators are shown for the various models in figure 4-34. It can be observed that 
despite the model differences, the indicators that mostly vary are the “German mix” and “Eu-
ropean mix – total” which follow the same trend with the former being consistently lower. The 
“European mix – by country” remains in the same range for all models but at a higher level. 
This shows the importance of modeling the power plant fleet and parameters, which cannot 
be easily compensated by improving the model formulation. For example, Greek lignite is 
more expensive than the model assumes, while the Italian classification of generation ca-
pacity into fuel types also involves inaccuracies. Such shortcomings have a direct impact on 
the flows as well, whose indicator remains relatively high, although it improves for the models 
that use the full transmission grid. Regarding the modeling of security constraints, it can be 
seen that the “security factor” approach yields a lower value for the “German” indicator while 
only slightly worse results for the “European mix – by country” indicator than the “NTC con-
straints” approach. Considering its simplicity as well, this method is selected to be used in 
chapter 6 where the future European scenarios are investigated. Besides the verification of 
the conventional generation, the “two-level” approach shows adequately satisfactory results 
as well. Hence, it is considered that the hydro plants operation is verified too, thus promoting 
the “two-level” model as the main tool for assessing future scenarios with a quantifiable 
range of accuracy and limitations. 
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Figure 4-34 Verification results using the “German” and “European - total” indicators defined 
by eq. (4-13) and “European – by country” indicator defined by (4-14) as well as the cross-
border (CB) flows indicator for different pan-European models for 2015 as described in table 
4-9. Bars, i.e. mix indicators, refer to the left axis, whereas CB flows to the right axis. 

Further insightful figures and analysis regarding the 2015 pan-European verification are 
shown in Appendix F. More detailed results about the energy mix are discussed for the main 
four models (“grid – NTC constraints” is excluded), while the net flows and grid bottlenecks 
are also analyzed for the “two-level” model. 

4.3 Chapter summary and discussion 
In this chapter, the verification of a pan-European dispatch model has been discussed. It was 
shown that such a task can become rather extensive, originating mostly from the lack of 
available data. Therefore, verification attempts are only rarely encountered in the literature, 
while also such attempts may result in significant deviations even for averaged values. Be-
sides the lack of available data for modeling and their low quality, corresponding shortcom-
ings are faced with regard to reference data as well, which should represent the reality and 
form the basis for verification. Such data become typically available from TSOs which how-
ever do not necessarily constitute exact measurements of the desired quantities and may 
also not be checked for errors. 

In the first section the German power system is verified for 2015. In contrast to other verifica-
tion attempts, it is shown that an adequate modeling of CHP generation can significantly im-
prove the estimation of the output from thermal power plants. Weaknesses that could be im-
proved in future works constitute better modeling of the grid data and the allocation of the 
residual load to the substations. Despite the limitations, it was shown that with the described 
linear OPF methodology, the desired system quantities can be adequately reproduced. It 
was also shown that the total electricity generation per fuel type could be predicted within a 
10% margin. 
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In the second section several pan-European models sharing common modeling components 
were described and verified for 2015. Similar conclusions to the German case apply to the 
European case as well, where however cross-border flows and hydro dispatch modeling are 
also verified. The lack of modeling and reference data pose significant challenges to the veri-
fication process since the system conditions have to be reproduced accurately for a modeling 
approach to be verified.  

The modeling of all power system components are described in detail as well as evaluated 
independently. The transmission grid is modeled based on geographical data from OSM. The 
conventional power plants are modeled using various public sources and the power-
plantmatching tool, including manual corrections. The power plant parameters are calibrated 
for each country, fuel type and technology while also a novel method to estimate the efficien-
cies is developed. The hydro power plants data are obtained similarly to the conventional 
plants, while in addition the variable energy inflow related to water runoff is modeled based 
on river discharge data. Wind and PV generation profiles are taken from a validated model in 
high spatial resolution. Finally, the spatial disaggregation of electricity demand was investi-
gated via a novel methodology based on multivariate, non-linear regression analysis. 

The verification process resulted in a discrepancy lower than 10% and 15% for the German 
and European energy mix respectively. It was also shown that the most significant modeling 
components consist of the power plant capacities and cost parameters as well as the model-
ing of CHP plants generation, the availability of power plants, the security constraints for grid 
operation and the allocation of the electricity demand to substations. The final “two-level” 
model shows sufficiently accurate results for both conventional and hydro power plants gen-
eration as well as cross-border flows for the purposes of this thesis. 

The overall verification process provides validity to the developed model with respect to both 
the selected approach and data.  

 The verification of the selected approach, which is based on linear OPF and was 
tested on the German power system, supports the electricity market and grid opera-
tion assumptions used in this thesis. Therefore, the application of this approach is jus-
tified for examining different scenarios as well.  

 Moreover, the verification process over the whole ENTSO-E area allows the adoption 
of the selected methodology for pan-European investigation as well.  

 Finally, the verified model and dataset can form a strong background for:  
o benchmark calculations 
o comparison of different operational models 
o analyzing the existing European power system  
o developing highly resolved future scenarios  

For the purposes of this thesis, the obtained dataset will constitute the basis for de-
scribing all of the investigated future scenarios. 
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5 Scenarios 
Power system analysis using dispatch models requires the complete definition of the system 
boundary conditions, such as the power plant fleet, the transmission grid infrastructure and 
the electricity demand. Although such conditions can be modeled with a relative confidence 
for historical states, predicting the power system of the future is far from trivial and such a 
task falls outside the scope of this thesis. Alternatively, system evolution is examined under a 
variety of different but plausible assumptions that result in different scenarios respectively. 
The focus of this work does not involve the analysis of these scenarios as accurate system 
forecasts but rather lies in the investigation and understanding of the system operation and 
behavior as well as in obtaining an estimation of the desired system quantities. 

Designing such scenario frameworks and developing a respective investment model would 
fall outside of the scope of this thesis as well, therefore corresponding work from external 
official sources is considered, including the ENTSO-E and the European Commission. How-
ever, investment models along with the respective scenario assumptions typically use simpli-
fied and spatially reduced versions of the system. Thereby, further assumptions may be re-
quired for a more detailed power system description based on each scenario’s guidelines. To 
this end, the pan-European model developed in section 4.2 and verified for the year 2015 
serves as the foundation for developing any corresponding scenarios for the future power 
system. 

Although the model developed in section 4.2 has been verified for the historical system state 
of 2015, future versions may require further modifications that better reflect the expected 
technological advancements. Such advancements include the gradual replacement of fossil 
CHP units by heat pump and power-to-gas technologies that can assist decarbonizing the 
heating sector [289]. Thereby, the CHP constraints related to heat generation are not con-
sidered in future systems, which might lead to an overestimation of VRES integration. More-
over, the electricity demand is expected to play a vital role into the overall system operation, 
since future consumers (e.g. battery electric vehicles – BEV) and the evolution of DSM tech-
nologies will allow a more responsive and flexible electricity load. Hence, the additional mod-
eling levels described in section 3.3 along with the modeling of load shifting presented in 
section 3.5 are included as well for the future systems. 

Dispatch models require static representations of the power system, which can only be modi-
fied exogenously. To this end, corresponding system descriptions are developed for the 
years 2030, 2040 and 2050, where it is assumed that the system is not altered during the 
course of these years but only among them. The selection of these years follows the availa-
ble scenario data and is considered adequate to represent the system evolution. 

5.1 The Ten Year Network Development Plan (TYNDP) 
Planning power systems has been traditionally performed on national level with limited coor-
dination among the European states. However, the mandate of the European Union to liber-
alize the gas and electricity markets, as described by the Third Energy Package, resulted 
into forming pan-European organizations like the European Network of Transmission System 
Operators for Electricity (ENTSO-E) and Gas (ENTSO-G) or the Agency for the Cooperation 
of Energy Regulators (ACER) in 2009. ENTSO-E’s objectives include the promotion of closer 
collaboration across Europe and the support in implementing EU’s energy and climate poli-
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cies such as the integration of RES and the completion of the internal energy market. To that 
end, ENTSO-E is involved in several activities, some of which include reporting seasonal 
outlooks regarding security of supply issues twice a year, the conduct of mid-term adequacy 
forecast annually and the development of the ten year network development plan (TYNDP) 
for the European transmission grid biannually. The TYNDP constitutes the only pan-
European development plan and is conducted using a cost-benefit analysis (CBA) approach 
developed by ENTSO-E as well as consultation with stakeholders. The considered projects 
additionally form the basis for the selection of the projects of common interest (PCI) from the 
European Commission. PCI constitutes a list of crucial infrastructure projects, first published 
in 2013, that can have a significant impact on improving the pan-European market integration 
and efficiency, as well as enhancing the security of supply and contributing to achieving the 
EU’s energy and climate targets. 

The TYNDP 2016 serves as the primary source for investigating the power system of 2030, 
where its scenarios are developed following two distinct dimensions that can significantly 
influence the system evolution. Based on these two dimensions, four visions (i.e., scenarios) 
are developed, as shown in figure 5-1. The first dimension consists of whether the coordina-
tion among the member states will be fostered to more integrated designs, whereas the sec-
ond dimension evaluates the degree of progress towards the energy and climate goals set by 
the European Commission in the Energy Roadmap 2050 [235]. 

 

Figure 5-1 The scenario development of TYNDP based on two distinct dimensions, the 
strength of a European framework and staying on track with the Energy roadmap 2050 tar-
gets [242]. 

The data of the TYNDP are provided in aggregated form for each country member while also 
including a list of all candidate projects regarding the grid expansion. Besides the individual 
projects however, future NTC targets are listed for the inter-country connections as well, 
which can be used for the “country” modeling level. Regarding the individual projects, these 
can be classified into three categories, namely DC lines, new AC lines and upgraded AC 
lines where the upgrade refers to replacing an existing line by one with either higher operat-
ing voltage (typically from 220kV to 380kV) or composed of high-temperature low-sag 
(HTLS) designs (e.g. aluminum conductors composite core – ACCC) that offer higher power 
transfer capacity. The identification of the lines to be upgraded as well as the geographical 
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information of the additional projects (that are not always defined as distinct lines) is com-
pleted using the information from the TYNDP projects list and map [218], the PCI map [290] 
as well as individual project websites when available. The final set of all candidate projects 
until 2030 are shown in figure 5-2, where the AC and DC lines are depicted separately. Since 
the TYNDP does not necessarily include all the projects suggested by the individual national 
development plans but only the ones with pan-European significance, all the suggested pro-
ject candidates are assumed to be completed by 2030, despite this may not necessarily re-
flect the reality. 

 

Figure 5-2 All candidate projects until 2030 as described by the TYNDP 2016. On the left 
picture the AC lines are depicted whereas on the right picture the new HVDC projects are 
shown [218]. Own illustration. 

Although the TYNDP does not intend to be interpreted as a forecast for the European system 
development, its four scenarios can be considered to form the state space of the system’s 
evolution. Therefore, these scenarios are selected to be investigated for the purposes of this 
thesis as representative for the 2030 European power system. The phase out strategy of the 
conventional power plants as well as the VRES generation is discussed in section 5.3, since 
they are applied for all future scenarios, including 2040 and 2050. Regarding the electricity 
demand of 2030, the TYNDP provides projections for the national time series for all the cor-
responding visions. Thereby, this information can be applied to the respective models by 
merely adjusting the time series to the individual time zones and distributing them to the grid 
nodes using the current population distribution as indicator. 

5.2 The e-highway project 
Developing long-term scenarios beyond 2030 rarely involves models with high spatial resolu-
tion, mostly because of the significant degree of the underlying uncertainties. Nevertheless, 
due to the rigorous and challenging political targets set for 2050, many studies have attempt-
ed to design corresponding scenarios and predict the system’s evolution. One of the most 
elaborate corresponding studies, funded by the European Commission and focusing on the 
transmission grid development, consists of the e-highway project [291]. In this project a con-
sortium of 28 partners including ENTSO-E, TSOs, universities, research institutes, NGOs, 
companies and energy associations has developed a set of pan-European scenarios for 
2040 and 2050 as well as the corresponding grid extension requirements via 9 working 
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packages starting from the TYNDP results. Considering the novelties and impact of this 
study as well as the focus on the transmission grid and the connection to the TYNDP, the 
scenarios developed by the e-highway project are considered to set a reasonable frame of 
the long-term European power system evolution. Similarly to the TYNDP visions, these sce-
narios merely constitute boundaries of where the actual system might end up. Thereby, ana-
lyzing the system of 2050 should not be restricted to one scenario only. 

The e-highway project defines 5 different scenarios, described in appendix G, that can repre-
sent sufficiently distinguishable pathways, all satisfying the European climate targets. In con-
trast to the TYNDP, the study does not consider the full transmission grid, although it as-
sumes that all the corresponding projects will be completed by 2030. Alternatively, it reduces 
the network representation to 100 clusters for the ENTSO-E area plus 16 regions for the 
neighboring countries and North Sea regions. The considered regions was the result of a 
developed clustering algorithm as well as consultation with stakeholders. Hence, the sug-
gested grid reinforcements only apply for this aggregated grid version, thus concrete individ-
ual line installations or upgrades cannot be directly deduced. Moreover, the resulting power 
plant capacities are also provided in aggregated form at country level for 2040 and at clus-
ters level for 2050. Therefore, the translation of these target capacities to individual plants as 
well as calculating the generation profiles from VRES resembles the TYNDP process and 
thus described in section 5.3. 

5.2.1 Electrical load 
Contrary to the TYNDP, electricity load profiles are not explicitly reported by the study. How-
ever, the applied methodology is described and thus can be reproduced. According to that 
methodology, the electricity demand for each scenario can be calculated using a top-down 
approach where the total load is split into several components as depicted in figure 5-3. The 
total consumption of each component and country is calculated based on assumptions fol-
lowing each scenario’s rationale, using indicators like energy efficiency policy, population and 
economy growth. The resulting values can be found in the D2.1 report [292], where the ap-
proach for generating the spatio-temporal profiles is also described. 

 

Figure 5-3 The components of generating load profiles according to the e-highway top-down 
methodology. The total consumption values follow each scenario rationale regarding indica-
tors like energy efficiency, population growth and economy, whereas the profiles are fixed 
based on corresponding assumptions and historical values. 

The top-down approach of determining the profile of each component in figure 5-3 consists of 
scaling a respective normalized profile by the total consumption of this component. The pro-
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files related to the charging of electric vehicles (EV) can be divided into three categories 
based on the responsiveness of the vehicle to grid signals, namely non-active, semi-active 
and active. The daily normalized charging profiles for the non-active and semi-active catego-
ries are shown in figure 5-4, while the profiles of the active category are assumed to coincide 
with the semi-active but are later determined by applying a flexible demand modeling ap-
proach as described in section 3.5. Regarding the electricity load related to heating, two con-
tributors are considered, the residential and the non-residential heat-related demand. In both 
cases, a significant electrification of the heat demand is assumed via heat pumps and boilers 
depending on the corresponding scenario. The residential heat demand consists of two com-
ponents, the water heating and the space heating demand as depicted in figure 5-5. Accord-
ing to the e-highway methodology, the demand related to space heating is applied only for 
the months were the average temperature is below a given threshold. However, since this 
approach may lead to high load gradients between the transitional months, instead of whole 
months, ambient temperature time series in 6 hour intervals [282] and averaged over the 
corresponding regions are considered. Regarding the industrial heating demand, this is con-
sidered to be constant over the whole year. Finally, the profiles related to the rest of the elec-
tricity demand are taken from historical data at country level [195, 201, 215, 243, 293, 294] 
as reported by ENTSO-E. Due to various cases of incomplete or inconsistent data, only the 
years 2011-2015 are considered, where it was possible to apply corrections to the profiles of 
all countries. The spatial distribution of the aggregated profiles to the grid nodes follows the 
methodology described in section 4.2.5. 

 

Figure 5-4 Daily normalized load profiles due to electric vehicles charging. The left picture 
corresponds to non-active vehicles and the right picture to semi-active vehicles which exhibit 
different behaviors between weekdays and weekends. 

 

Figure 5-5 Daily normalized load profiles due to water and space heating correspondingly. 
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5.3 Spatial distribution of generation capacity 
For all of the investigated scenarios, the generation capacity is described merely in aggre-
gated form, i.e. either at country or at e-highway cluster level. However, a model with high 
spatial resolution would require the assignment of such capacities to the grid nodes. To this 
end, power plants are distinguished into two categories, namely conventional and RES pow-
er plants. For each category a separate strategy applied. Moreover, regardless of the scenar-
io’s suggestions, no expansion of the current hydro plant capacities is assumed. 

Regarding the spatial distribution of conventional power plants, this is assumed to rely on the 
existing fleet, which can either be expanded or phased out. The primary reasons for limiting 
the future spatial distribution to the existing configuration consist of the future spatial distribu-
tion of the demand as well as economic considerations. Despite any demographic changes, 
it is assumed that the population distribution will not change significantly. Therefore, the fu-
ture load distribution is assumed to follow the current population distribution pattern. Since 
the existing capacity distribution along with the transmission grid infrastructure has been de-
veloped such that the existing load distribution is covered, it becomes evident that the exist-
ing capacity distribution constitutes a reasonable indicator for the future distribution as well. 
Furthermore, economic reasons suggest that existing infrastructure should be capitalized 
upon, including fuel provision, cooling systems as well as connecting substations. 

The alteration of the existing power plant capacity can be either positive or negative depend-
ing on their fuel type. For instance, coal power plants may need to be reduced whereas gas 
plants are to be expanded. The evolution of the power plant stock needs to take into account 
several considerations, including: 

 the non-linearity of the individual plant capacities, since they consist of units of finite 
size 

 economic reasons, since the less efficient plants have higher operational costs 
 adequacy issues, where a less efficient plant may be preferred over a more efficient 

one due to its location and the corresponding concerns regarding regional security of 
supply 

Considering all these issues, a strategy of replacing, expanding or phasing out conventional 
power plants is developed as depicted in figure 5-6. At first, the target capacities per region 
and fuel are compared to the existing ones for 2015 in order to identify which categories 
need to be phased out and which ones need to be expanded. For both cases, power plants 
bigger than 300 MW are split into several corresponding units of that size as maximum. If 
after replacing all units, additional capacity remains to be allocated, it is either added propor-
tionally to the existing capacity. In case no power plant of the same type already exists, a 
new plant is introduced at the region’s centroid. On the other hand, if additional capacity re-
mains to be phased out, this is accomplished by withdrawing the units by descending age 
(since it is correlated to efficiency). However, due to adequacy concerns, when scenario tar-
gets are provided at country level, the remaining phase out capacities are first distributed 
proportionally to the e-highway clusters before dropping the units by their commissioning 
year. Since no retrofitting strategy has been considered for the verified case of 2015, it is 
neglected for the future development as well. 
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Figure 5-6 Diagram of the strategy for replacing the current conventional plants to meet re-
gional targets set by future scenarios. Lignite power plants can only replace other lignite 
plants. 
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Regarding the RES power plants, only four technologies are considered for all future scenar-
ios, namely wind turbines (onshore and offshore), PV (rooftop and open-field), concentrated 
solar power (CSP) and bioenergy. The spatial distribution of the corresponding generation 
capacity follows similar principles for all technologies and generally depends on the rationale 
of the investigated scenario. 

Regarding power generation from wind, offshore production follows the methodology from 
section 4.2.4, while onshore production is calculated via an alternative approach that is ap-
plicable to all of Europe. This approach consists of selecting available turbine locations until 
regional capacities are reached and then generating power injection profiles for each location 
[295] based on weather data and assuming the installation of a typical V136-3450 Vestas 
turbine [296]. The determination of the turbine locations is accomplished by selecting a sub-
set of all eligible turbine locations over Europe, which have been pre-identified by Ryberg et 
al. [297]. The selection of the locations within each e-highway cluster follows the highest av-
erage wind speed criterion, while the determination of the total cluster capacity when scenar-
io data are provided at country level follows the e-highway methodology. This methodology 
suggests the use of two weighting factors as determinants for the corresponding spatial dis-
tribution, whose values depend on each scenario and its underlying rationale. The first indi-
cator consists of the average capacity factor, thus prioritizing economic efficiency, while the 
second indicator consists of the corresponding regional demand, thus prioritizing regional 
self-sufficiency. For instance, the “Large Scale RES” scenario uses a weight relation of 1/10 
between the two indicators, whereas the “Small & Local” scenario uses a 5/1 relation instead. 

Solar power generation is incorporated via considering the PV and CSP technologies. Calcu-
lating the PV generation profiles follows the methodology of section 4.2.4, where distributing 
national capacities to the e-highway cluster level is accomplished similarly to the wind distri-
bution. Further distributing from the cluster to the NUTS2 level is performed proportionally to 
the average capacity factors. Regarding the generation from CSP, the corresponding e-
highway methodology is followed to account for the variability of this technology, which is 
normally much lower than PV generation during the day due to the easier intermediate ener-
gy storage. Hence, CSP generation merely follows square daily profiles between 06:00 and 
21:00. The height of these profiles is determined such that the daily generated energy equals 
the generation of a PV farm with the same capacity but double capacity factor. 

5.4 Chapter summary and discussion 
In this chapter, the European power system of 2030, 2040 and 2050 are described. Since a 
highly resolved dispatch model is selected for the system analysis, all the exogenous varia-
bles including the transmission grid, generation capacity and electricity demand have to be 
defined a priori. For this purpose, the scenarios developed by studies whose results consti-
tute the primary sources for developing the European transmission grid of the future are se-
lected. Nevertheless, due to the high spatial resolution requirements of the dispatch model, 
further assumptions must be deployed for translating the corresponding scenarios to the de-
sired resolution. 

Considering the multitude of the involved shaping factors along with the various uncertain-
ties, an accurate prediction of the European power system constitutes a highly challenging 
task. Even by assuming a simplified pathway of merely cost minimization, various system 
configurations can satisfy the climate goals with only small cost differences. As also stated 
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by the corresponding studies, none of the scenarios is considered more likely than the oth-
ers, whereas all of them should be considered as a frame inside which the actual system 
might fall. Therefore, for each investigated year more than one scenarios needs to be exam-
ined, while the corresponding results should be interpreted under the same prism as well.  

In addition to the scenario assumptions, further assumptions were required for the spatial 
distribution of the power system quantities. The most significant of these assumptions regard 
the grid and generation assets, whereas distributing the demand by population has already 
been discussed in section 4.2.5. With respect to the grid development, all of the projects from 
the TYNDP 2016 are assumed to be completed by 2030, although this might not be entirely 
accurate since further projects may be developed or replace existing proposals. Beyond 
2030, forecasting individual projects becomes increasingly challenging, hence no further de-
velopment is assumed. Nevertheless, this study focuses on the investigation of demand re-
sponse alone as an option for integrating VRES generation, therefore grid development is 
excluded from the options of increasing system flexibility. Regarding generation, although the 
developed methodology of phasing out and replacing conventional power plants relies on 
reasonable assumptions, the actual fleet evolution may deviate from the predicted values. 
Furthermore, the spatial distribution of the VRES generators may follow the assumed deter-
mining factors to a different degree or involve further factors that are neglected by the im-
plemented approach. Finally, hydro plants are assumed to stay constant, hence any further 
capacity extension that could contribute to further RES integration is ignored.  

Although the afore-mentioned assumptions may result in discrepancies between a highly 
resolved system and its reduced equivalent, such discrepancies can be only partly attributed 
to these assumptions. A significant source of discrepancy regards the spatial aggregation 
itself and the inherent statistical property of VRES generation to show less correlation over 
larger areas and thus less fluctuating profiles when aggregated. 

The implemented scenarios from this chapter can determine the power system conditions of 
the future, which can then be further analyzed by the dispatch model described in chapter 6. 
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6 Results and discussion 

In this chapter the developed and verified pan-European power system model is applied for 
the future scenarios described in chapter 5. The analysis of the corresponding results focus-
es on the integration of VRES and the impact of applying demand flexibility onto relieving 
congestion as well as mitigating generation and demand curtailments. The influence of vari-
ous parameters including demand flexibility, applied weather year and different scenario 
frameworks is examined. 

6.1 Demand flexibility 
In section 3.5 two methodologies of introducing load shifting into power system optimization 
models were presented. The DIETER approach constitutes a more accurate representation 
of demand shifting however it significantly increases the complexity and the corresponding 
computational requirements for large networks and long shifting periods. On the other hand, 
the virtual storage (VS) approach scales better with regard to the network size and shifting 
period but it leads to sub-optimal utilization of the available flexibility since demand shifting is 
allowed only within predefined time windows. In this section, these two approaches are ap-
plied to a selected future scenario and compared in terms of computational performance and 
accuracy with respect to the scope of this thesis. 

Regarding the VS approach, two different implementations are further examined with respect 
to the nature of the ramping constraints between the shifting periods. For the first, “coupled”, 
implementation, all time steps are optimized simultaneously, whereas for the “decoupled” 
implementation each shifting period constitutes a separate optimization problem. In the “de-
coupled” approach, consecutive shifting periods are merely linked softly by limiting the flexi-
ble consumption of the first time step based on the corresponding value of the last time step 
from the previous period. Since this method is more prone to generate infeasible problems, 
the ramping constraints are allowed to be relaxed up to 2% in case of problems with no fea-
sible solution, i.e. double than the maximum load gradients experienced by the aggregated 
European profile. Furthermore, for both the coupled and decoupled implementations, cyclic 
ramping constraints are applied for yearly operation. 

Figure 6-1 shows the total VRES curtailments for all three modeling approaches along with 
the corresponding execution time for solving each model on the same machine2. The investi-
gated system for the comparison should consist of a system with high VRES shares and 
therefore the “Large-scale RES” scenario of the e-Highway project for 2050 is selected (see 
Appendix G) while the flexible demand is assumed to constitute 5% of the original demand 
and that it can be shifted over 12-hour periods. Regarding the reported execution time, this 
refers to the time required to generate and solve the model using both pyomo and gurobi but 
excludes the time for any data processing or I/O operations required to develop each model. 
These execution times however merely constitute indicative values, since no rigorous testing 
conditions were applied, e.g. each case was executed only once and potentially in parallel 
with other applications as well. Moreover, no specific software or hardware enhancements 
were applied for the individual cases, while the same gurobi parameters [298] were applied 

                                                
2 2x Intel® Xeon® Gold 6154 CPU 3.00 GHz (18 cores per CPU), 512 GB RAM, OS Windows 10 Pro 
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to all cases3. Regarding the decoupled VS approach, its execution time refers to a parallel 
execution on 16 processors. 

It can be observed that although the execution time varies significantly among the different 
models, the VRES curtailments show a lesser variation. Besides the differences in the mod-
eling of demand shifting, this lesser variation can be also attributed to the limited resources 
for load shifting as well as its limited impact on reducing VRES curtailments. Nevertheless, 
since this thesis focuses on the integration of VRES, all approaches are selected to be eval-
uated with that regard. With respect to the computational performance, it can be noticed that 
the DIETER approach shows the worst scaling among the investigated approaches with re-
spect to the number of clusters, where 150 nodes already becomes a prohibitively high num-
ber. On the other hand, the decoupled VS approach shows considerably higher computa-
tional performance, but also the lowest reduction of curtailments due to the higher temporal 
restrictions in demand shifting. Nevertheless, the performance benefits are considered to 
outweigh the underestimation of the demand flexibility effects, hence the decoupled VS ap-
proach is selected for the rest of this thesis unless stated otherwise.  

 

Figure 6-1 Total amount of VRES curtailments and execution time for different number of 
clusters and demand flexibility modeling. 

6.2 Europe 
In this section the developed pan-European model is applied to analyze the implemented 
scenarios of the European power system for 2030, 2040 and 2050, where the integration of 
VRES and the impact of demand flexibility constitute the primary focal points of the investiga-
tion. As mentioned in chapter 5, due to a variety of uncertainties, it is impossible to accurate-
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ly predict the system evolution, therefore a collection of scenarios is required to better de-
scribe the situation of the future. In that sense, the scenarios and consequently the corre-
sponding results of this chapter as well are not intended to serve as predictions of the future 
but rather to set the framework and illustrate indicative values and behaviors of a future Eu-
ropean system based on RES. However, since the focus of this thesis concentrates on the 
investigation of systems relying primarily on VRES, the consideration of CCS technology as 
a valid alternative for the decarbonization of the European power sector falls out of the scope 
of this thesis. Thereby, the e-highway scenarios “Big & market” and “Fossil & nuclear” are 
excluded from the following analysis. 

6.2.1 Reference case 
Although a variety of scenarios is necessary to describe a future power system, measuring 
the impact of various modeling parameters requires the selection of a reference case. Con-
sidering the long-term focus of the thesis, as well as the interest in systems with high RES 
shares, the scenario “Large-scale RES” for the year 2050 is selected. Moreover, the rationale 
behind this scenario regarding more centralized solutions and high electricity demand ren-
ders the integration of VRES a more challenging task in comparison to a more decentralized 
scenario. Regarding the weather year, the same year is selected for all RES generation and 
demand such that any underlying correlations can be captured. The selected year is 2011, 
as recommended by Gerhardt et al. [299] to be a representative year for Europe with regard 
to energy system modeling. As for demand flexibility, the available flexibility is set to 10%, a 
value that may be considered conservative for 2050, however it will be shown that a further 
increase in load flexibility does not improve system flexibility significantly. Finally, although 
the modeling formulation of load shifting is essentially technology-agnostic, the maximum 
shifting duration is selected to be 24 hours (i.e. daily shifting), since most industrial and resi-
dential applications would not be willing to exceed this limit. 

Detailed information regarding the spatial distribution of generation for the selected “Large-
scale RES” scenario is depicted together with the other scenarios in Appendix G, neverthe-
less key aspects are also discussed in this section as well. In this scenario, large-scale RES 
solutions are selected, e.g. high shares of offshore wind installed in the North Sea and solar 
generation in Northern Africa. The national capacity mix for each European country is shown 
in figure 6-2, where it can be observed that wind generation is generally preferred over PV. 
For instance, the total VRES capacities for Germany are 98.6 GW onshore wind, 20 GW off-
shore wind and 54 GW PV. The scenario further assumes significant GDP growth as well as 
electrification of the heating and transport sectors. However, since the attitude of the public is 
considered passive, only little improvements in energy efficiency are assumed which result in 
high electricity demand, the highest among all scenarios. The spatial distribution of the de-
mand over the countries is depicted in figure 6-3, where the highest consumer is Germany 
with 815 TWh. 
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Figure 6-2 Installed generation capacities per country according to the “Large-scale RES” 
scenario. Own illustration. The country with the largest total capacity is France with 253 GW.  

 

Figure 6-3 Total electricity demand per country according to the “Large-scale RES” scenario 
in TWh. Own illustration. 
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6.2.1.1 The “country” level 

The first of the four modeling levels consists of the “country” level, whose spatial partitioning 
resembles the current configuration of the zonal electricity market. Figures 6-4 and 6-5 show 
the principal results of this level, namely the zonal prices and generation dispatch schedul-
ing. It can be observed that, despite the high RES share, average prices are typically higher 
than today’s values due to the absence of the relatively cheap coal generation as well as the 
limited storage options, which result in a considerable dependency on the expensive natural 
gas generation. The highest prices are observed in central Europe, which are designed as 
net importers due to their higher demand in comparison to their RES potential. On the con-
trary, the combination of wind, hydro and nuclear generation in northern Europe results in 
significantly lower average prices, especially for the Scandinavian countries where hydro 
potential is abundant. Overall regarding price convergence, it can be noticed that distinct 
geographical areas appear to form clusters of almost uniform prices on average, while signif-
icant price differentials can be identified between these clusters indicating requirements for 
grid reinforcement. The most prominent of such differentials can be observed between 
northern and central Europe, where the corresponding grid limitations may be deemed re-
sponsible for limiting the diffusion of cheap wind and hydro generation into the central Euro-
pean countries. 

 

Figure 6-4 Average zonal prices for the “country” modeling level of the reference case, i.e. 
“Large-scale RES” scenario for 2050. 
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Figure 6-5 Energy mix for the “country” modeling level of the reference case, i.e. “Large-
scale RES” scenario for 2050. The highest total generation occurs for France with 915.3 
TWh. 

6.2.1.2 The “grid” level 

Applying the obtained scheduling of hydro generation to the “grid” level yields a similar pic-
ture for the European system, as it is shown in figure 6-6. The average nodal prices follow a 
similar trend to their zonal counterparts, where grid bottlenecks can be identified with a high-
er spatial accuracy including intra-zonal congestion, for instance in southern France and in 
northern Germany. Moreover, it can be observed that these bottlenecks are also spatially 
correlated to VRES generation curtailments, which are shown in the second picture of figure 
6-6. Although the exact source of these curtailments cannot be uniquely identified, since no 
corresponding priority strategy has been applied, the locations of the curtailments imply a 
strong relation with wind energy around the North and Baltic seas as well as solar energy in 
northern Africa, which is not depicted in the picture. Therefore, achieving higher integration of 
VRES into the system would require the ability to transfer this curtailed wind energy to the 
load centers in central Europe.  
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Figure 6-6 Average nodal prices (top picture) and VRES curtailments (bottom picture) for the 
“grid” modeling level excluding load curtailment costs. 

Nodal prices 

VRES curtailments 
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By grouping the VRES curtailments, depicted in figure 6-6, into national profiles, it can be 
observed that the countries with the highest wind shares also show the highest amount of 
curtailments. In figure 6-7 it is shown that Great Britain, Denmark and Germany constitute 
the countries with most curtailments reaching 101, 98 and 88 TWh respectively, where the 
German value agrees with corresponding literature for 2050 [300]. Conversely, southern Eu-
ropean countries that include more flexible generation alternatives and fewer requirements 
for transmitting bulk amounts of power over long distances exhibit lower curtailments. Fur-
thermore, the duration curves of the national curtailment profiles of the top eight countries 
are shown in figure 6-8. It can be observed that the Denmark, France, Sweden and Ireland 
curves show less gradient than the others which are steeper, hence potential investments in 
energy storage, energy conversion or expansion of interconnections may become economi-
cally viable by exploiting the frequently occurring curtailed energy in these countries. 

 

Figure 6-7 Total VRES curtailments per country in TWh. 
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Figure 6-8 Duration curves of total VRES curtailments for 8 countries with the highest total 
curtailments. The country names appear in their ISO 2-digit code. 

This centralized generation nature of the selected scenario can be further illustrated in fig-
ures 6-9 and 6-10, where the “grid” level results are clustered into regions whose total net 
positions are depicted along with the total net power flows between them. The rationale of 
the investigated “Large scale RES” scenario can be clearly depicted, where significant 
amounts of centralized generation (i.e. wind turbine placement following the locations with 
the highest capacity factors) need to be transferred to the demand centers. This behavior 
becomes clearer in the western European part, where, in contrast to the eastern part, regions 
appear less balanced, with specific regions exhibiting either strong net consumer behavior 
like southern Great Britain, southern Germany or the Paris and Madrid regions or strong net 
generating behavior like the North Sea, northeastern France and northern Africa. Such im-
balances result in significant net power flows from the generating regions towards the con-
sumer centers, which are observed again primarily in the western European part. For in-
stance, it can be observed that there appears a significant net flow from the North Sea region 
and eastern France towards southwestern Germany, high net flows towards southern Great 
Britain from the other regions of the country with high wind generation as well as strong ex-
ports from northern Africa towards Europe. 
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Figure 6-9 Total net positions of European regions for the 2050 “Large scale RES” scenario. 
The selected regionization of Europe follows the grid clusters of the e-Highway project, de-
fined by Anderski et al. [166]. 

 
Figure 6-10 Net flows of European regions for the 2050 “Large scale RES” scenario and 
2011 weather year. The selected regionization of Europe follows the grid clusters of the e-
Highway project, defined by Anderski et al. [166]. 

Representing the power system in high spatial resolution allows additional options for its 
analysis that may not be possible with electricity market models that ignore grid constraints. 
Nevertheless, such analyses may go beyond the scope of this thesis. For instance, in Ap-
pendix H the market value factor of wind generation is discussed including the spatial dimen-
sion. 
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Regarding VRES integration, it can be observed that despite the relatively low corresponding 
capacities, a considerable amount of curtailments is found (88 TWh in total) which agrees 
with respective literature values for 2050, as it is shown by Thema et al. [300], where 13 re-
spective studies are reviewed. These curtailments can be primarily attributed to wind genera-
tion (98.1% of the total curtailments) and the noticeable grid congestion between northern 
and southern Germany which is clearly depicted in figure 6-6. This congestion originates 
from the centralized generation rationale of the “Large-scale RES” scenario that prioritizes 
the exploitation of wind locations with high average capacity factors, which are located in the 
north and close to each other (hence with high correlation). However, this turbine placement 
results in a situation that, if not accompanied with the necessary grid expansion, may lead to 
a decrease in the actual capacity factors of the generators after dispatch due to curtailments. 
This behavior is illustrated in figure 6-12, where it can be seen that the average capacity fac-
tor for both onshore and offshore wind generation stays significantly lower than the literature 
values, 15.6% and 29.8% respectively. These literature values, nevertheless, correspond to 
studies where spatial imbalances are typically not taken into account in detail, since a much 
coarser representation of the transmission grid is considered. 

 
Figure 6-12 Average capacity factors of onshore and offshore wind generation in Germany 
for 2050 according to this thesis and the following studies: Leitszenario (BMU) [301], Ener-
gieziel 2050 (UBA) [302], Szenario 2011 A (Energy Trans/DLR) [303], Trendszenario 2050 
(Prognos) [304], Geschäftsmodell EW* (Fraunhofer IWES) [305], Klimaschutzszenario 2050 
(Öko-Institut) [306], Energiesystem 2050 (Fraunhofer ISE) [307], Klimapfade (BDI) [308], 
Kosteneffiziente Sektorenkopplung (ewi) [309], Langfristszenarien (BMWi) [310], 
Treibhausneutrales Deutschland (UBA) [311] and Leitstudie (dena) [312]. The capacity mix 
for this thesis corresponds to the “Large-scale RES” scenario of the e-highway study [291]. 
The status of 2015 is also included as reference. 

Information on the spatial distribution of VRES curtailments is not typically included in the 
literature either because the corresponding research focus is different or because the spatial 
dimension is not considered in significant detail. Figure 6-13 shows the distribution of cur-
tailments based on this thesis as well as the respective values from Robinius et al. [313] and 

0 0.2 0.4 0.6

Status Quo 2015

Leitszenario, BMU

Energieziel 2050, UBA

Szenario 2011 A, Energy Trans / DLR

Trendszenario 2050, Prognos

Geschäftsmodell EW*, Fraunhofer IWES

Klimaschutzszenario 2050, Öko-Institut

Energiesystem 2050, Fraunhofer ISE

Klimapfade, BDI

Kosteneffiziente Sektorenkopplung, ewi

Langfristszenarien, BMWi

Treibhausneutrales Deutschland, UBA

Leitstudie, dena

This thesis

Offshore wind
Onshore wind



Section 6.2: Europe 

133 

Jentsch et al. [314] for the German power system with a high share of VRES. It can be ob-
served that although the system conditions may differ considerably and that a direct compar-
ison of the respective values would not be meaningful, the spatial distribution of the curtail-
ments for all three cases shows noticeable similarities. In particular, it becomes clear that the 
majority of the sources of curtailed energy are located in northern Germany, near the coast-
line where the wind generation potential is higher. Therefore, although the centralized gener-
ation principle of the “Large-scale RES” scenario may lead to considerable spatial imbalanc-
es on the German power system, the resulting distribution of VRES curtailments agrees with 
what can be found in the literature as well. 

 

Figure 6-13 Spatial distribution of VRES curtailments according to this thesis (top left) where 
the offshore curtailments are distributed to the offshore buses uniformly, Robinius et al. [313] 
(top right) where the negative and positive values correspond to VRES curtailments and 
generation from conventional sources respectively and finally Jentsch et al. [314] (bottom) 
where the values for all regions besides the depicted ones are less than 5 TWh. 
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6.2.1.4 The “clusters” level 

The average nodal prices obtained by the “grid” modeling level are used as weighting factors 
to reduce the original transmission grid to 150 representative clusters that reflect the system 
congestion conditions. The number of clusters is selected based on the information of figure 
6-14, where it can be seen that using 200 clusters substantially increases the execution time 
without significantly altering the total surplus value. As expected, the total amount of VRES 
curtailments gradually increases for increasing number of clusters, since the representation 
of the grid is improved. However, the corresponding execution time increases as well due to 
the problem growth in size and complexity. Thereby, the number of clusters is selected to be 
150 for the rest of this thesis as a compromise between grid representation and computa-
tional performance. This compromise does not need to be optimized since, regardless of the 
number of clusters, the corresponding results are applied to the “redispatch” level where the 
highly resolved transmission grid is considered. 

 

Figure 6-14 Total execution time and total relative VRES curtailments for different number of 
clusters. The curtailment percentages refer to the maximum appearing value. 

This reduced version of the grid is applied in the third, “clusters”, modeling level where de-
mand flexibility is further introduced. The reference case regarding load shifting is selected to 
consist of 10% flexibility and maximum shifting of 24 hours. Figure 6-15 shows the average 
daily European demand for the reference case, where the aggregated profile has been aver-
aged across all days for each hour of the day. It can be seen that the conventional electricity 
demand follows a typical curve with two distinct peaks, in the morning and evening, and con-
siderably lower consumption during night hours. On the contrary, the EV and heat pump load 
profiles show higher activity during night hours than daytime. Nevertheless, the morning and 
evening peaks remain discernible in the total average profile as well (depicted by the black 
line). However the noon valley increases in relative depth while the night drop is delayed 
from around 19:00 up to 00:00. 

Applying load shifting results in the realized load depicted by the red line in figure 6-15. It can 
be observed that the two peaks do not reduce significantly while the main shifting occurs 
between night and day hours. This can also be seen in figure 6-16, where the net total up-
wards shifting reaches maximum around noon and downwards shifting becomes highest 
around midnight. Unlike load shifting in conventional power systems, that are benefitted from 
a more constant generation, in systems with high VRES shares, demand shifting tends to 
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follow the VRES generation patterns that can vary significantly. This can be noticed in figure 
6-15, where the night valley drops even further after applying flexibility in favor of day con-
sumption instead of leading to an overall smoother profile. This can be explained by the high, 
regular fluctuations of solar generation within the course of a day depicted by the yellow 
stripped area. On the contrary, the remaining VRES generation, shown by the blue stripped 
area, does not show such a strong preference with respect to the hour of a day. While slower 
patterns may be observed in other VRES, limiting the maximum load shifting to 24 hours 
renders it impossible to be exploited by this approach. Therefore, it can be concluded that 
solar generation constitutes one of the main drivers for the observed load shifting behavior. 

 

 

Figure 6-15 Total load and VRES generation profiles for Europe, averaged for each hour of 
all 365 days. The gray colors indicate the different components of the electricity demand with 
the black line showing the total demand before applying flexibility. The red line indicates the 
realized load after applying flexibility. The yellow area shows the generation potential from 
solar, whereas the blue are the generation from the other VRES sources. 
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Figure 6-16 Total net load shifting after the application of demand flexibility, corresponding to 
each hour of the day for all Europe. Upwards shifting is indicated as positive, whereas 
downwards shifting as negative. 

Regarding the spatial dimension of the load shifting effects, two metrics are considered, the 
utilization of flexibility and the reduction of curtailments. The flexibility utilization is derived by 
comparing the original and adapted load profiles and measuring half of the area of the re-
spective difference, i.e. corresponding either to the total upwards or downwards shifting. 
These utilization values can be expressed relatively to the corresponding original demand 
where only a minor variability can be observed over the different nodes. Nevertheless, the 
average utilization steadily increases for higher available flexibility as shown in figure 6-17. 
The average utilization for the reference case amounts to 2.41% with a merely 0.21% stand-
ard deviation among the nodes. The relatively low values do not necessarily indicate that all 
system cost reduction potential is exploited, since with higher available flexibility a higher 
utilization can be achieved. Thereby, the constraints in maximum power shifting as well as 
the uniform application of demand flexibility over all time steps are deemed to constitute the 
limiting factors for obtaining higher load shifting utilization. 

 
Figure 6-17 Average utilization of flexible demand as a function of the available flexibility. 
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Figures 6-18 and 6-19  show the spatial distribution of the load and VRES curtailments be-
fore applying demand flexibility as well as the corresponding reduction after its application. 
Unlike the almost uniform distribution of flexibility utilization, the respective distribution of the 
effects on curtailments reduction shows a significantly higher variation. This discrepancy can 
be attributed to the underlying assumption that load shifting is not accompanied with costs 
but only bound by energy and time constraints, hence it can be utilized for both alleviating 
congestion and reducing operational system costs even if the cost benefit may merely be 
marginal. Moreover, flexible load behavior is optimized simultaneously on all nodes, hence 
all the resources adjust correspondingly to reach the total system cost reduction. Thereby, 
although demand flexibility is activated on all available nodes, the resulting benefits in cur-
tailments reduction may vary. A more realistic evaluation of the impact of the flexibility usage 
for the individual nodes could be obtained by applying penalties in shifting utilization such as 
additional costs or energy losses associated to shifting. 

Similarly to the “grid” level results, the majority of the load curtailments are concentrated in 
central Europe, whereas most of the VRES curtailments are located near the regions of 
North and Baltic seas where wind generation is primarily located. However, these major cur-
tailment centers experience only a mild relative reduction after the application of demand 
flexibility. On the other hand, areas with lower total curtailments may achieve higher reduc-
tions. The corresponding reduction is depicted by the color, where the positive values indi-
cate a reduction of curtailments, i.e. less than the initial amount. The area experiencing most 
of the relative reductions, regarding both load and VRES generation, corresponds to the Ibe-
rian Peninsula. This can be attributed to solar generation that is more prevalent in this region 
as well as in the neighboring regions of North Africa. Constraining the shifting duration to 24 
hours essentially limits the integration of wind energy which is also limited by power transfer 
restrictions. 

 

Figure 6-18 Spatial distribution of the reduction in load curtailments due to demand flexibility. 
The circle size indicates the amount of initial curtailments, whereas the color indicates the 
relative reduction. A negative reduction implies an increase in curtailments. 
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Figure 6-19 Spatial distribution of the reduction in VRES generation curtailments due to de-
mand flexibility. The circle size indicates the amount of initial curtailments, whereas the color 
indicates the relative reduction. A negative reduction implies an increase in curtailments. 

6.2.1.5 The “redispatch” level 

Applying the information regarding load shifting from the “clusters” level back to a model with 
high spatial resolution, i.e. via the “redispatch” level, allows a more detailed analysis of the 
VRES curtailments and integration. Figures 6-20 shows the total curtailments for each 
transmission node where it can be noted that it resembles the corresponding picture from 
figure 6-6 but with more diverse spatial distribution and with lower total volumes overall. It 
can be observed that the location with the highest amount of curtailments is located in west-
ern Denmark, whose internal grid prevents a significant part of the corresponding wind gen-
eration potential from reaching neighboring countries. Thereby, a further investigation for grid 
or storage reinforcement measurements in that area that could contribute to a higher integra-
tion of wind generation is recommended. Although such measurements may reduce VRES 
curtailments, it is not always deemed economically efficient to eliminate them entirely. Since 
such curtailments are therefore practically unavoidable, further exploitation options may be 
considered as well, such as power-to-gas or power-to-heat technologies which can provide 
energy to different sectors besides electricity. Selecting the most suitable locations for such 
installation necessarily depend on the total amount of available curtailment energy, neverthe-
less properties of the corresponding time series may also constitute decisive factors as well. 
Since a more elaborate investigation would require the inclusion of specific costs for the indi-
vidual technologies which exceeds the scope of this thesis, the following analysis attempts to 
provide a more technology agnostic insight to that matter. 
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Figure 6-20 Spatial distribution of the total VRES curtailments aggregated to transmission 
grid nodes for the 2050 “Large scale RES” scenario and 2011 weather year, after applying all 
modeling levels with 10% demand flexibility, deferrable by 24 hours.  

Figure 6-21 shows the normalized duration curves of the VRES curtailments for four selected 
transmission nodes. The selection process follows the filtering of all nodes with total curtail-
ments lower than 1% of the largest observed value as well as nodes outside the European 
borders. The depicted four nodes are selected out of the reduced node list based on the 
available normalized energy that can be transformed by placing an ideal converter with a 
power capacity corresponding to the 50th and 75th percentiles of the respective curtailments 
time series. This energy is depicted by the shaded areas underneath the truncated duration 
curves of the first picture and can be expressed as duration curves as well, shown in the 
second picture. The node “3903”, located in southwestern Ireland, exhibits the highest nor-
malized energy corresponding to the 75th percentile power, while the offshore node 
“GBR_midnorthNS”, located in the east of Great Britain has the lowest value. Respectively, 
the node “3251”, located in western Denmark, shows the highest normalized energy for the 
50th percentile power, while the offshore node “GBR_southNS” the lowest energy for the 
same percentile power. It can observed that the nodes with the steepest duration curves cor-
respond to offshore nodes, where no demand is directly present while also fewer connec-
tions that could contribute to the distribution of any excess power to neighboring nodes are 
available. 

The absolute values of the energy corresponding to the 50th and 75th percentiles are depicted 
for all the filtered transmission nodes in figure 6-22, where it can be observed that the 50th 
percentile energy becomes significant only for the nodes in western Ireland and western 
Denmark. Hence, all other curtailment duration curves exhibit a steeper trend, i.e. the majori-
ty of the curtailment energy content is concentrated in only few occurrences over the year. 
While this does not necessarily constitute a suboptimal system development, nodes with 
more frequent curtailments may be indicative of requirements for grid expansion or energy 
storage that could assist the integration of the corresponding VRES generation.  



Chapter 6: Results and discussion 

140 

 
Figure 6-21 Normalized duration curves of curtailed power for selected transmission nodes 
with high overall curtailments after the application of demand flexibility. The 3903 and 3251 
nodes correspond to the highest relative power that corresponds to the 75th and 50th percen-
tiles respectively. The top picture shows the duration curve of curtailed power, whereas the 
bottom picture depicts the total energy converted by an ideal converter with capacity equal to 
this power. The 3903 node is located in southern Ireland and the node 3251 in western 
Denmark. 

 
Figure 6-22 Normalized energy available for an ideal energy converter of limited power ca-
pacity. The red and green scales refer to the power that corresponds to the 50th and 75th per-
centiles of the respective curtailment time series. Only the nodes with high total curtailments 
are depicted. 
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The merit of an ideal converter installation can be measured by comparing the available 
normalized energy that can be harvested as function of the corresponding normalized cur-
tailment power for each node, which is shown in figure 6-23. It can be observed that the 
nodes with flatter, more concave duration curves can extract more energy with the same 
normalized installed capacity For instance, installing a normalized capacity of 20% results in 
a total energy of less than 30% for the “GBR_midnorthNS” node, while the same relative 
capacity may obtain up to 40% of the respective curtailment energy for the “3251” node. 
Overall, the best candidate locations for utilizing curtailments energy in terms of both volume 
and time series quality correspond to western Ireland and western Denmark. 

 

Figure 6-23 Normalized converted energy of an ideal converter as a function of its normal-
ized power rating for locations with high total curtailments. 20% of curtailed power corre-
sponds to different relative values of available curtailment energy available for conversion. 

6.2.1.6 Comparison of modeling levels and spatial load shifting 

The results of all four modeling levels are summarized in figure 6-24 in terms of total curtail-
ments and emissions, depicted by the blue colored bars. Although all levels essentially rep-
resent the same power system, a direct comparison is not entirely possible, since different 
components may have been modeled differently or with different horizons. Nevertheless, 
since a problem capturing both maximum spatial resolution and yearly horizon operation 
simultaneously becomes computationally challenging, such a comparison can still provide a 
valuable insight on the effects of different spatial resolutions. Regarding VRES curtailments, 
it can be observed that considering only countries (i.e. 33 nodes) as spatial partitioning can 
underestimate the total amount by a factor of 2.3 (328.5 TWh against 767.3 TWh respective-
ly), while even considering 150 clusters (452.4 TWh) does not manage to reach the level of 
the corresponding estimations from the models with high spatial resolution (i.e. the “grid” and 
“redispatch” levels with 3818 nodes and 767.3 and 729.5 TWh respectively). The impact of 
the transmission grid becomes more apparent when considering the whole European system 
as copper plate, where it is found that the total curtailments constitute merely 13.8 TWh. Fur-
thermore, it can be seen that the application of demand flexibility does not result in significant 
reduction of curtailments in comparison to the fixed demand results of the “grid” level, which 
amounts to merely 37.8 TWh (4.9%). Unlike VRES curtailments, the application of demand 
flexibility results in higher relative reduction of load curtailments (27.9%), nevertheless these 
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still remain considerable (239.7 TWh). It can also be seen that for load curtailments as well, 
the modeling levels with the highest spatial resolution show substantially higher curtailments 
than those with a coarser resolution. In contrast to curtailments however, total emissions do 
not change significantly for all the modeling levels. This may be anticipated due to the redis-
patch formulation of the “clusters” and “redispatch” levels that does not encourage the ramp-
ing down of conventional generation. Nevertheless, the total emissions for the “grid” level are 
similar as well, thereby it can be deduced that these are affected primarily by the residual 
load profile characteristics rather than the power flow constraints posed by the transmission 
grid. 

 

Figure 6-24 Total VRES and load curtailments as well as CO2 emissions for different model-
ing approaches and levels. The green color corresponds to the values reported by the e-
Highway 2050 project before and after grid expansion. The grey color corresponds to apply-
ing demand flexibility during the generation dispatch, while the blue color corresponds to the 
application of the four modeling levels as described in section 3.3. 

As described in section 3.3, the development of the multi-level model incorporates demand 
flexibility modeling within a re-dispatch formulation, such that the information regarding the 
thermal flexibility constraints are taken into account. The drawback of such formulation con-
sists of the system preference to ramp down generation from zones with low prices, i.e. with 
already higher RES shares, instead of zones with more conventional generation in their mix. 
This paradoxical phenomenon resembles the “merit order” effect of generation dispatch 
where RES tend to cannibalize their own market revenues. Moreover, shifting demand can-
not essentially contribute in replacing conventional generation with RES since the system 
costs would remain unchanged. On the other hand, the use of a more accurate grid repre-
sentation from the “clusters” level in comparison to the “country” level may provide a better 
evaluation of the ability of load shifting to alleviate grid congestion.  

For these reasons, it also becomes noteworthy to investigate the application of demand flex-
ibility directly at the dispatch, i.e. “country”, level and its effects on curtailments and emis-
sions reduction. In this case, the “clusters” and “redispatch” modeling levels essentially lose 
their significance; nevertheless applying the dispatch results on the “grid” level as well may 
provide further insight into the impact of the transmission grid. Since the “country” level ig-
nores any intra-zonal power flow restrictions, the spatial distribution of the national realized 
load profiles to the transmission nodes becomes a challenging task. Although following the 
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distribution of the original demand may result in the conservation of this initial distribution, a 
more relaxed approach is selected to also incorporate any grid congestions into account. 
Instead of assigning a fixed profile to each node, a new variable is introduced for each node 
with the additional cumulative equality constraint requiring the sum of the new variables to 
equal the flexible demand part of the realized load profile for each time step, which has been 
calculated by the “country” level. The benefit of this approach consists of the optimal spatial 
allocation of the flexible demand utilization. However, it is based on the relatively generous 
assumption that demand can essentially be shifted in space, or traded among consumers. 
Despite its optimistic perspective, this approach can provide additional valuable insight into 
the effects of demand flexibility into the integration of VRES. The corresponding results re-
garding curtailments and emissions are shown by the grey colored bars in figure 6-24. It can 
be observed that both curtailments are only slightly reduced for the respective “country” level 
(5.1%), hence temporal shifting alone cannot effectively eliminate load curtailments, while the 
emissions remain to a similar degree. On the other hand, the corresponding “grid” level re-
sults show considerable reduction in both curtailments as well as emissions (31.3% and 
11.6% respectively), which shows the significant theoretical advantage of spatial shifting over 
temporal shifting. The difference between the initial flexible load distribution, i.e. by popula-
tion, and the corresponding distribution after allowing shifting in space for each country is 
shown in figure 6-25. Such shifting could correspond, for instance, to the relocation of energy 
intensive industries that are not bound by geographical constraints. It can be observed that 
demand is generally shifted from the highly populated areas towards the locations with lower 
nodal prices, thus related to higher VRES generation potential. For instance, demand is 
shifted from southern to northern Germany and from northern to southern Italy. Besides illus-
trating the underlying grid congestion, figure 6-25 additionally shows favorable locations for 
installing energy intensive applications that are not heavily bounded by other spatial con-
straints. 

Finally, the green colored bars in figure 6-24 show the corresponding results reported by the 
e-Highway study [315] itself for the analyzed “Large-scale” 2050 scenario. The dark green 
values correspond to the 2030 grid, while the light green corresponds to the values after grid 
expansion. Notable differences to this thesis include the use of several weather years, the 
expansion of hydro plant capacities and the use of only 100 nodes to represent the whole 
system. It can be seen that the total curtailments before expansion are similar to the results 
of the “clusters” level which is based on the grid of 2030 as well. Therefore, the generated 
results as well as the conclusion regarding the impact of spatial resolution gain additional 
validity, since the number of nodes for both approaches is similar as well. The respective 
results after grid expansion show a substantial decrease in curtailments, however these 
probably still significantly underestimate the values that would be derived by including a more 
detailed representation of the transmission grid. Regarding the total emissions, a considera-
ble discrepancy can be observed between the current work and e-Highway results even for 
the case before grid expansion (584  and 292 Mton CO2

 respectively). Although all the results 
of the current work also include the emissions from bioenergy (which amount to 95 Mton 
CO2, hence the net balance of the biomass cycle is ignored), the discrepancy remains signifi-
cant (67.5% higher). This discrepancy can be attributed to the difference in hydro plant ca-
pacities and potentially to a different handling of the conventional plant flexibility. 
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Figure 6-25 Load difference between the initial flexible load distribution and when shifting in 
space is allowed for each country. Demand is shifted from the locations with negative values 
towards the locations with positive values. 

6.2.2 Impact of demand flexibility parameters 
The investigation of the reference case in section 6.2.1 provided useful information regarding 
the state of the system for 2050 including the impact of applying demand flexibility as well as 
a spatio-temporal analysis of the VRES curtailments. However, further investigation of the 
flexible demand parameters is deemed essential to better comprehend its impact on reduc-
ing both VRES and load curtailments. The following results correspond to the “Large-scale 
RES” scenario of e-Highway for 2050 with weather year 2011 and the “clusters” modeling 
level with 150 clusters. 

Figure 6-26 shows the total curtailments for different levels of available demand flexibility and 
a maximum allowed time shift set to 24 hours. While reducing load curtailments is accompa-
nied with direct reductions in system’s operation cost, a respective reduction in VRES cur-
tailments is only implicitly encouraged. The respective mechanism derives from their zero 
marginal costs, which grants them priority in replacing other more expensive sources of gen-
eration during congestion relief and hence the corresponding curtailments are decreased. 
For zero flexibility, i.e. fixed load, the total VRES curtailments amount to 490 TWh, whereas 
the load curtailments to 58 TWh. Allowing 5% of the initial demand to be shifted leads to an 
immediate drop by 6% and 12% in VRES and load curtailments correspondingly. However, a 
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further increase in the available flexibility does not lead to a significant further reduction, 
which finally reaches a merely 8% and 16% reduction for VRES and load curtailments re-
spectively. This low sensitivity indicates that increasing the available demand flexibility can 
merely overcome power shifting constraints, however further benefits are limited by the max-
imum allowed shifting duration. Furthermore, as shown in section 6.2.1, the application of 
10% demand flexibility, deferrable by 24 hours, at the “country” level results in similar reduc-
tion rates of the total VRES and load curtailments, amounting to 5% and 18% respectively. 
Therefore, the redispatch formulation of the “clusters” level does not constitute a limiting fac-
tor for a higher impact of demand flexibility on VRES integration. 

 

 

Figure 6-26 Total reduction in load and VRES curtailments due to demand flexibility for dif-
ferent amounts of available flexibility. The maximum shifting period is 24 hours. 

Averaging the total realized load profiles over each hour of the day can provide further insight 
on the impact of the available demand flexibility, as shown in figure 6-27. It can be seen that 
5% available flexibility can already alter the original profile significantly, while further increase 
in flexibility only leads to minor differences in the average profile that appears to converge to 
a specific pattern. Similarly to figure 6-15, the shifting direction can be observed to also shift 
demand from the night hours towards the midday where solar is more accessible. Increase in 
available flexibility appears to mostly influence the constraints related to shifting power, thus 
gradually allowing the reduction of the morning and midnight peaks as well as the increase of 
the midday valley. 
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Figure 6-27 Total pan-European load profiles, averaged by the hour of day, for different val-
ues of available flexibility. 

Besides demand flexibility availability, the impact of the second modeling parameter, i.e. the 
maximum shifting duration, is investigated as well. Figure 6-28 shows the total curtailments 
for different shifting durations spanning 3 hours up to a whole year, where the available flexi-
bility is maintained constant at 10%. It can be observed that allowing shifting for less than a 
6-hour period can only provide marginal reduction or even increase in curtailments, while 
allowing longer shifting periods becomes more beneficial. During such short shifting periods, 
VRES generation may not show adequate variation to contribute to the system’s cost reduc-
tion, which is primarily driven by the reduction of load curtailments. Moreover, it can also be 
observed that the 12-hour shifting can yield a higher reduction in curtailments than the 24-
hour shifting due to the discontinuous implementation of modeling the load shifting. However, 
the most significant reduction in load curtailments can be achieved for shifting periods great-
er than one week, where reductions up to 92% can be reached for the yearly flexibility. On 
the other hand, VRES curtailments reduction only reaches a maximum of 27%, since VRES 
generation exhibits higher fluctuations in absolute values while also the replacement of con-
ventional generation is essentially only encouraged in the case of grid congestion. Overall, it 
can be concluded that higher available flexibility in terms of available time shifting provides 
considerable benefits in reducing both VRES and load curtailments. However, since these 
results refer only to the operation of the system, no estimations of the implementation costs 
for such a behavior can be safely deduced. In both private and industrial consumers, short-
time load shifting can be realized via demand response, smart metering and communication 
among the power system actors, where a consumer may choose to shift their demand by 
merely storing the desired product, e.g. laundry. However, since such a behavior can be-
come economically undesirable for longer shifting periods, seasonal flexibility could be im-
plemented primarily via energy storage and an energy carrier with high energy density and 
low self-discharge rate. 
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Figure 6-28 Total reduction in load and VRES curtailments due to demand flexibility for dif-
ferent periods of maximum shifting. The available flexibility is 10% of the initial demand. 

Similarly to the investigation of the available flexibility variation, averaging the total realized 
load can provide further insight in the influence of the maximum shifting duration. Figures 
6-29, 6-30 and 6-31 show such averaged profiles over different temporal scales. In figure 
6-29 the load profiles are averaged over the hour of each day and it can be observed that 
shifting for 3 or 6 hours does not substantially alter the original average profile. However, 
already for shifting periods beyond 12 hours, the average daily profile appears to also con-
verge to a specific pattern. 

 

Figure 6-29 Total load profiles, averaged by the hour of day, for different values of maximum 
allowed load shifting. 
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Figure 6-28 shows a further reduction in curtailments for shifting durations beyond 24 hours, 
which can be obtained by inter-day load shifting. Figure 6-30 depicts the total realized load of 
Europe, averaged for each day of the week. As expected, shifting durations lower than 24 
hours cannot alter the initial weekly profile, while longer shifting durations appear to shift de-
mand from working days towards the weekend, where the load is lower. Finally, the realized 
load profiles for all shifting durations are also averaged over each month of the year in order 
to identify any seasonal shifting variations. Figure 6-31 shows that only shifting periods of 6 
and 12 months can show such an impact, where the resulting profiles for both cases demon-
strate similar behaviors. It can be observed that demand is shifted from the cold months of 
January and February, exhibiting the highest consumption of the year, towards spring and 
autumn, where more hydro potential is also available. 

 

 

Figure 6-30 Total load profiles, averaged by the day of week, for different values of maximum 
allowed load shifting. 

 

Figure 6-31 Total monthly averaged load profiles for different values of maximum allowed 
load shifting. 
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6.2.3 Sensitivity analysis 
The application of the multi-level model on the reference scenario with 10% available de-
mand flexibility, deferrable by 24 hours resulted in a total amount of 730 TWh of VRES cur-
tailments, 240 TWh of load curtailments and 584 Mton of CO2 emissions. These values how-
ever merely correspond to the “Large-scale RES” scenario and therefore cannot constitute a 
representative estimation for the year 2050. Moreover, they also correspond to the weather 
year of 2011 which might as well constitute a misrepresentation of the system, since renew-
able generation and electricity demand depend highly on the weather conditions including 
wind, solar radiation, precipitation and ambient temperature. Finally, VRES curtailments can 
also be evaluated for the years preceding 2050, thus obtaining a more detailed trajectory of 
the European system’s evolution. 

6.2.3.2 Weather years 

Regarding weather years, the years 2005 to 2015 are selected, since they correspond to the 
latest climate conditions. In figure 6-32, the total curtailments and emissions for all weather 
years with respect to the reference scenario, i.e. 2011, are shown as well as the respective 
average values. It can be observed that, although the values vary strongly from year to year, 
almost all weather years exhibit lower amount of both curtailments and emissions with com-
parison to 2011 and thus, the average value is closer to the minimum observation. Consider-
ing the average VRES curtailments over all of the investigated weather years, it can be ob-
served that a reduction of 7.7% from the reference case of 2011 is obtained, a value that is 
comparable to the impact of applying load shifting and hence not negligible. 

 

Figure 6-32 Impact of the weather year on curtailments and emissions. The top picture 
shows all values for all years, normalized based on the values of weather year 2011. The 
bottom picture shows the average values for all years with the corresponding extrema values 
shown via error bars. 
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The application of different weather years may result in discrepancies in the amount and spa-
tial distribution of curtailments that cannot be easily interpreted in a straightforward manner. 
For instance, it can be noticed from figure 6-32 that there is no evident correlation between 
VRES curtailments, load curtailments and emissions, while also consecutive weather years 
may result in significant variations for the same system. Since the installed generation capac-
ities as well as total demand remain unchanged, weather conditions with regular yearly pat-
terns on average, like ambient temperature and solar irradiation, are expected to have only 
little influence on the total curtailments for the different weather years. On the other hand, the 
more irregular wind patterns are expected to constitute the primary driver for the observed 
strong variation of curtailments among the different weather years. This behavior can be il-
lustrated in figure 6-33, where the total available, actually generated and curtailed energy 
from wind and solar are shown in relative terms with respect to the values of 2011. It can be 
observed that the solar generation values, although not identical, deviate only slightly from 
the reference case. On the other hand, wind generation values exhibit higher fluctuations 
over the wind years, where the curtailed energy variations become more prominent in rela-
tive terms due to the lower respective absolute values. This sensitivity to weather years 
therefore may require the consideration of multiple years for mid- and long-term studies on 
systems with high shares of wind generation. 

 

Figure 6-33 Total available, generated and curtailed wind and solar energy for different 
weather years in comparison to 2011. 

By considering all weather years instead of only one, a more reliable picture for the most 
prevalent locations of grid congestion in 2050 can be obtained. In figure 6-34 the average 
frequency of line overloading incidents over the weather years 2005-2015 is depicted. Over-
loading is selected to correspond to flows over 70% of the line capacity, after its correction by 
the security factor. Hence, overloading can be merely interpreted as loading near the security 
limit of a line rather than an actual overloading, since exceeding this limit is explicitly prohib-
ited by the respective optimization constraints. It can be observed that, although multiple 
years are considered, the most frequently congested lines are concentrated in specific areas 
that typically coincide with the highest nodal price differentials depicted in figure 6-6. There-
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weather year. The location of these areas can be indicative of the sources that cause the 
corresponding congestions which can be classified in three main categories, namely related 
to wind, solar and hydro generation. Frequent congestions due to wind generation can be 
identified between the coast of North and Baltic seas and the inland Europe, e.g. France, 
Germany and Poland, as well as at the interconnections between countries with high wind 
generation like the British Isles and Denmark and central European countries. Congestion 
due to solar generation can be observed at the landing points of the interconnections with 
North Africa in France, Italy and Greece. Potential approaches to reduce this congestion may 
include the selection of a different landing substation or the consideration of multiple ones 
such that the cheap solar energy from the south can be more easily diffused into the Euro-
pean grid. An additional significant bottleneck related to solar generation can be also noted in 
the Southern Italy. Regarding the congestion related to hydro generation, it can be observed 
that the considerable corresponding potential of the Scandinavian countries allows a higher 
integration of wind generation in these areas on the one hand, however, the limited intercon-
nection capacity to the neighboring countries restricts this cheap source of energy from dif-
fusing towards the demand centers of central Europe, thus leading to frequent overloading 
incidents of the interconnectors. A further significant bottleneck related to hydro generation 
can also be identified in southern France. Figure 6-6, 6-25 and 6-34 show a consistent pic-
ture of critical locations with regard to grid congestion and can provide a strong indication on 
the requirements for grid reinforcement, beyond the expansions suggested by the TYNDP for 
2030. 

 

Figure 6-34 Average line overloading frequency over the weather years 2005-2015 for the 
“Large scale RES” scenario for 2050. Overloading incidents are considered when power 
flows exceed the 70% threshold of the corresponding line’s capacity, after its correction due 
to operational security considerations. The frequency of 100% corresponds to 8760 hours for 
2050. 
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6.2.3.2 Scenarios 

Besides the impact of the weather years, one of the most significant sensitivities with regard 
to future VRES curtailments consists of the selected scenario framework, since it may drasti-
cally alter the boundary conditions of the system and therefore its operation as well. Since 
the scenarios including CCS technology have been ruled out of consideration, only the 
“Large-scale RES” – X5, “100% RES” – X7 and “Small and local” – X16 scenarios are inves-
tigated, where the corresponding generation and demand conditions are depicted in Appen-
dix G. The examination of the scenario sensitivity can also be expanded for the years 2030 
and 2040 which may also demonstrate considerable uncertainties. Moreover, such an inves-
tigation can further provide a clearer illustration of the evolution of the VRES curtailments 
until 2050. Figure 6-35 depicts the total VRES and load curtailments as well as the total CO2 
emissions for the investigated scenarios of the years 2030, 2040 and 2050. In addition, the 
total emissions related to power generation are also shown for the years 1990 and 2015 as 
well as the emission levels corresponding to 50%, 80% and 95% reduction of the 1990 value 
[316].  

Regarding the influence of the various scenarios, it can be observed that besides 2030, the 
scenario selection can highly impact the amount of curtailments and CO2 emissions. Alt-
hough for 2030 some considerable deviations may be observed, for instance the first vision 
deviates in terms of total emissions and the second vision in terms of VRES curtailments, 
overall all four scenarios show a relatively similar behavior with respect to the depicted varia-
bles (e.g. 20.4% standard deviation for the VRES curtailments). On the other hand, for 2040 
and 2050, the differences between the corresponding scenarios increase significantly, thus 
reflecting the rise of uncertainty in describing future systems. For instance, these uncertain-
ties translate to 21.1% and 35.8% standard deviation for the VRES curtailments for the years 
2040 and 205 respectively. Nevertheless, for both of these years, similar scenario character-
istics can be identified. The VRES curtailments for the “Small and local” scenario are consid-
erably lower in both cases due to the less centralized generation and the lower electricity 
demand. Load curtailments become highest for the “100% RES” scenario due to the low 
availability of flexible natural gas generation and storage options. Lastly, CO2 emissions be-
come highest for the “Large-scale RES” scenario” due to the considerable dependency on 
natural gas generation as well as the high electricity consumption. Regarding VRES curtail-
ments, the average value for all scenarios amounts to 589.4 TWh, i.e. 19.2% lower than the 
reference case, hence significantly higher than the impact of the weather year as well as the 
daily demand flexibility. 

As far as the chronological evolution of the system is concerned, the total amount of curtail-
ments shows a considerable increase from 2030 to 2050, while the corresponding CO2 emis-
sions are reduced. The VRES curtailments exhibit an almost exponential trend, where the 
total value approximately doubles every 10 years starting from 184.6 TWh and reaching 
589.4 TWh, while the load curtailments rise as well but with a slower pace (from 178.5 TWh 
up to 320.5 TWh). Such a behavior is expected, since the increasing shares of VRES gener-
ation in this scenario are not accompanied by a corresponding increase in electricity storage 
or grid capacity. On the opposite side, CO2 emissions, including bioenergy sources, gradually 
decrease until they reach a reduction of 73% in comparison to the 1990 levels, as shown in 
the second picture of figure 6-35. Further reduction of emissions may be achieved by either 
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increasing the installed RES capacities for 2050 or by considering additional measures for a 
higher integration of VRES. 

 

Figure 6-35 Total curtailments and emissions for 2030, 2040 and 2050 including all the in-
vestigated scenarios. The first picture shows all values in detail, whereas in the second pic-
ture the same values are averaged for each with the scenario variation shown in the form of 
error bars. The dotted lines indicate the total emissions for the years 1990 and 2015 as well 
as the values that correspond to various reduction targets with respect to 1990 values. All 
emission values refer to the right axis. 

Regarding the spatial distribution of the VRES curtailments, figure 6-36 depicts the total re-
spective amount of each transmission node for the years 2030, 2040 and 2050 along with 
the corresponding scenarios. It can be observed that high spatial concentrations of curtail-
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ments become more prominent primarily for the “Large-scale RES” and “100% RES” scenar-
ios of 2040 and 2050. Moreover, these curtailments are mostly located near the North and 
Baltic seas, therefore associated with wind generation. Furthermore, it becomes apparent 
that the scenario definition not only determines the total amount of curtailments to a signifi-
cant degree, but it also dictates the spatial distribution of these curtailments. In contrast to 
the “Large-scale RES” and “100% RES” scenarios, which show similar distribution patterns, 
the “Small and local” scenario exhibits a considerably different spatial distribution which may 
also lead to significant changes in the potential for power-to-X applications that would rely on 
these curtailments. The main reason for this behavior stems from the different rationale of 
this scenario which promotes a more distributed approach for the future power system and a 
higher reliance on solar generation. 
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Figure 6-36 Evolution of the spatial distribution of VRES curtailments for the years 2030, 
2040 and 2050 along with their corresponding scenarios. 
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In figure 6-24 the impact of shifting demand in both time and space is depicted for the refer-
ence case, nevertheless the investigation of the impact over the rest of the scenarios for 
2050 as well may provide a more complete picture for the year 2050. Similarly to the refer-
ence case, a substantial decrease in curtailments can be observed for all scenarios, as de-
picted in figure 6-37. The average amount of VRES curtailments drops to 428 TWh, i.e. a 
41% reduction in comparison to the reference case and a 27% reduction in comparison to 
the initial scenario average for 2050. Thereby, shifting demand in space and consequently, 
the original spatial distribution of the electricity load as well can pose a considerable impact 
on the total VRES curtailments. In contrast to the curtailments however, the total CO2 emis-
sions do not decrease to a similar degree since demand shifting prioritizes the replacement 
of load curtailments with RES generation rather than the replacement of conventional gener-
ation. 

 

Figure 6-37 VRES and load curtailments for the three scenarios of 2050 when applying de-
mand flexibility in a redispatch and a dispatch formulation correspondingly. The relative val-
ues correspond to the VRES curtailments in relation to the total VRES generation available. 
The dotted lines indicate the total emissions for the years 1990 and 2015 as well as the val-
ues that correspond to various reduction targets with respect to 1990 values. All emission 
values refer to the right axis. 

6.2.4 Comparison with literature 
The presented analysis focuses on the VRES curtailments of the future European power 
system as well as the impact of demand flexibility based on original calculations. Neverthe-
less, it is worth investigating whether similar conclusions can also be found in the literature. 
Since dispatch models are not typically applied for future years as far as 2050, the relative 
literature is extended to include investment models as well, which may include either genera-
tion or grid expansion or both. Moreover, since it is unlikely for such studies to refer to identi-
cal scenarios or system conditions, the models selected for comparison are chosen such that 
they cover the same investigated geographical region as well while also referring to the same 
year in the future. 
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Regarding curtailments from VRES, few studies only focus on their analysis, where frequent-
ly corresponding results are omitted entirely. Nevertheless, total values for Europe can be 
found for 2030 in Huber [317] and Tröster et al. [318] and for 2050 in Haller et al. [132], Bert-
sch et al. [319], Tröster et al. [318] and Zappa et al. [320]. Figure 6-38 shows the total VRES 
curtailments as reported by these studies as well as the corresponding values presented in 
section 6.2.3. Moreover, the total number of nodes representing the European transmission 
grid is depicted as well in logarithmic scale. It can be observed that the current study involves 
a network size that is one order of magnitude higher than that of the literature study with the 
highest number of nodes. Although not all studies agree on the amount of total curtailments, 
all the reported values are significantly lower, approximately half, than the corresponding 
values derived by this thesis. This discrepancy resembles the respective differences shown 
in figure 6-24 for the four modeling levels with different levels of spatial resolution and proba-
bly originates thereof. Hence, very high resolution models are required for accurately esti-
mating VRES integration. Moreover, comparing the results of this study to literature values 
not only does not question their validity but also further reinforces the general conclusion that 
even models with relatively high resolution (e.g. 200 nodes) can significantly underestimate 
the amount of VRES curtailments. 

 

Figure 6-38 Total VRES curtailments in Europe for 2030 and 2050 in comparison to literature 
values [132, 317-320] and the corresponding number of nodes representing the transmission 
grid. 

As far as the impact of demand flexibility is concerned, only Tröster et al. [318] report respec-
tive values for the year 2030, as shown in figure 6-39. Although the increasing rate of cur-
tailments reduction for increasing available flexibility is slightly higher than the corresponding 
results of section 6.2.2, the discrepancy in the values between the studies is deemed negli-
gible. What is more, the overall conclusion that higher available demand flexibility only bears 
minor curtailments reduction is further confirmed. 
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Figure 6-39 Relative reduction in VRES curtailments for different amounts of demand flexibil-
ity. 

6.3 Chapter summary and discussion 
In this chapter, the future European power system is investigated with respect to VRES cur-
tailments. Moreover, several critical modeling factors and their corresponding impact on the 
integration of VRES are additionally examined. Such factors include the level of demand flex-
ibility, the selected weather year and the scenario framework. 

Before introducing the results of the pan-European model, the selection of the modeling ap-
proach for demand shifting as well as an adequate number of nodes for the “clusters” level 
need to be determined. In section 6.1, the different methodologies described in section 3.5 
are evaluated in terms of total VRES curtailments and execution time for a different number 
of clusters. It is concluded that despite the poorer accuracy, the decoupled virtual storage 
method is selected due to its computational performance. 

In section 6.2, the pan-European multi-level model is applied under various settings and the 
corresponding results are analyzed and compared to the literature. Section 6.2.1 introduces 
the reference case which consists of the system state for 2050 according to the “Large-scale 
RES” scenario, using the weather year of 2011 and demand flexibility of 10%, deferrable by 
24 hours and examines the results of all four modeling levels. Moreover, the final results are 
also compared to the same system conditions but with demand flexibility being applied di-
rectly at the “country” level and allowing spatial shifting within the national borders. Section 
6.2.2 evaluates the impact of demand flexibility by measuring the curtailments reduction for 
different levels of available flexibility and maximum shifting duration. In section 6.2.3, the 
impact of the weather year is discussed, while also the system states for the years 2030, 
2040 and 2050 along with the corresponding scenarios are analyzed. Finally, the results re-
garding VRES curtailments and the respective impact of demand flexibility are compared to 
literature values in section 6.2.4. 

Examining the reference case for all modeling levels provides a consistent picture of the Eu-
ropean power system regarding grid congestion, curtailments and flexibility requirements. 
The most significant congestions are identified between the northern and central Europe as 
well as between the coast of the North and Baltic seas and the mainland, thus related to wind 
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and hydro generation that cannot reach the demand centers in central Europe. Moreover, 
further congestion can be noticed at the landing points of the African interconnections. These 
congestions, which also show low dependency on the applied weather year, appear to con-
stitute the most significant factors for the corresponding VRES curtailments that are primarily 
located close to the North and Baltic seas, hence related to wind generation as well. Examin-
ing the German power system shows that although Germany is designed with lower VRES 
capacities than respective values from the literature, considering the transmission grid in high 
resolution results in VRES curtailments that match corresponding values found in the litera-
ture regarding both the total amount and spatial distribution. Moreover, it is found that con-
sidering each node separately and after the application of demand flexibility, the best loca-
tions for power-to-X applications relying exclusively on VRES curtailments are identified in 
western Ireland and western Denmark. 

Comparing the results of the different modeling levels which use different resolutions for rep-
resenting the transmission grid shows that the corresponding resolution can significantly af-
fect the resulting amount of VRES curtailments, which again justifies the causation relation-
ship between these two components. It is found that for the reference scenario a pan-
European copper plate case results in merely 13.4 TWh, a zonal market representation (i.e. 
33 nodes) in 328.5 TWh, an equivalent grid reduced to 150 nodes in 452.4 TWh, whereas a 
detailed transmission grid with 3790 nodes in 729.5 TWh. This discrepancy is in agreement 
with the results of the e-Highway study, and highlights the significance of considering highly 
resolved models when analyzing VRES integration. 

Regarding the impact of demand flexibility, besides analyzing the reference case, various 
levels of available flexibility and shifting duration are tested as well, while also demand shift-
ing in space is further examined. It is shown that load shifting is primarily driven by reducing 
the expensive load curtailments and exploiting the solar generation whose capacity factor 
peaks during noon. Consequently the highest curtailments reduction occurs in the Iberian 
Peninsula. Moreover, it is shown that such curtailments reduction is more sensitive to the 
maximum shifting duration rather than the available flexibility whose influence quickly reach-
es a threshold. Maximum, i.e. yearly, shifting can attain 27% reduction in VRES curtailments 
whereas maximum available flexibility, i.e. 25%, reaches merely 7.6%. An additional factor 
with significant impact on reducing curtailments consists of allowing demand shifting in 
space, which can lead up to 27.7% of VRES curtailments reduction (527.5 TWh in total) and 
further highlights the importance of the initial spatial distribution of electricity demand as well. 
Overall, it is shown that demand flexibility can play only a minor role in the integration of 
VRES, since it can merely reduce VRES curtailments by 5-10% under realistic assumptions. 
Therefore, alternative methods should be considered as well, such as grid expansion, chem-
ical storage or different spatial allocation of generation and demand, where the latter can 
primarily be considered for energy-intensive industries. 

Applying sensitivity analysis with regard to scenarios shows a significant impact on the total 
amount and distribution of VRES curtailments, whereas the sensitivity to different weather 
years is lesser. The variation in curtailments for the different weather years is primarily driven 
by wind generation which fluctuates more highly than solar generation. Overall, the discrep-
ancy between the average of all weather years and the reference case reaches 7.7% (i.e. 
674  TWh in total), which is comparable to the influence of allowing demand flexibility. Re-
garding the variation of scenarios, it is shown that systems relying more on wind and on cen-
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tralized generation exhibit a considerably higher rate of curtailments, which tend to become 
more centralized as well. On average, the total VRES curtailments in Europe almost double 
every ten years from 2030 to 2050 until they reach 592 TWh for 2050. Comparing this value 
to the literature as well as to the modeling levels with reduced spatial resolution shows a sig-
nificant discrepancy of around a factor of 2, even for models with relatively high spatial reso-
lution (150-250 nodes). Thereby, the importance of the spatial resolution when VRES inte-
gration is concerned should not be underestimated. 
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7 Summary 
In this thesis a model for the pan-European power system has been developed and applied 
for future scenarios with high shares of RES. In chapter 2 the operating principles of power 
systems were presented for the quasi-static regime as well as the numerical methods to ap-
proach the non-linear power flow equations. Such methods include iterative approaches, the 
Holomorphic Embedding method and linearization techniques where the corresponding ad-
vantages and drawbacks were discussed. In addition, the determination of the power injec-
tions that govern the power flows across transmission systems is presented by describing 
the existing electricity market and congestion management frameworks in Europe. An addi-
tional review on the different variations of the popular optimal power flow (OPF) method is 
performed and discussed as well as the corresponding numerical approaches. Finally, a lit-
erature review is conducted regarding the existing approaches for modeling the European 
power system used by the research community. 

In chapter 3 the primary modeling methodology of the thesis is described in detail. In order to 
tackle the challenging questions of VRES integration on the European scale, a novel multi-
level dispatch model based on linear programming is developed. Solving the complete prob-
lem, where fine temporal and spatial resolutions are considered simultaneously, is limited by 
the existing computational resources. Hence, the developed approach attempts to simplify 
the problem by sequentially decoupling the spatial and temporal dimensions while still cap-
turing the main system dynamics. Overall, the main assumptions of the selected approach 
include perfect competition conditions for the electricity market, a centralized congestion 
management scheme, the use of linear approximations for the unit commitment and power 
flow problems as well as perfect foresight for the yearly dispatch scheduling. The main limita-
tions of the model are associated with the involved linearization assumptions and market 
operation conditions that may overestimate the system’s flexibility and efficiency. Regarding 
the modeling of flexible demand, various methodologies are reviewed with respect to the 
system perspective, while two selected approaches are implemented. The DIETER approach 
can accurately describe load shifting, however with a high computational cost, whereas the 
virtual storage approach sacrifices modeling accuracy for the sake of performance and is 
therefore selected for the purposes of this thesis. 

In chapter 4 the selected assumptions as well as the necessary system data are verified 
against historical conditions for the investigated European area. It is shown that due to the 
lack of publicly available data, verification attempts can only be rarely found in the literature, 
while also such attempts may result in significant deviations even for averaged values. This 
research gap is filled by this thesis, where it is found that with a two-level linear model an 
adequate representation of the European power system can be achieved. The presented 
verification process is conducted in multiple steps. In the first verification step, the fundamen-
tal assumptions regarding market operation and congestion management as well as the cor-
responding linearization assumptions are tested for the case of Germany. Unlike previous 
verification attempts, the underestimation of natural gas generation could be significantly 
improved by the inclusion of the special conditions of CHP plants operation. Despite any 
shortcomings, the desired system quantities could be adequately reproduced. In the second 
verification step, various pan-European models, mainly differentiating in terms of spatial 
resolution, were verified for the year 2015. In contrast to the German case, hydro scheduling 
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and cross-border flows were also verified since they no longer constituted exogenous varia-
bles of the system. 

Regarding the pan-European case, the modeling of all power system components are de-
scribed in detail as well as evaluated independently. The transmission grid is modeled based 
on geographical data from open street map (OSM). The conventional power plants are mod-
eled using various public sources and their parameters are calibrated while also a novel 
method to estimate their efficiencies is developed. The hydro power plants data are obtained 
from public sources as well, while their variable energy inflow related to water runoff is mod-
eled based on river discharge data. Wind and PV generation profiles are considered in high 
spatial resolution from a validated model in the literature. Finally, the spatial disaggregation 
of electricity demand was investigated via a novel methodology based on multivariate, non-
linear regression analysis. The resulting pan-European model can form the basis for analyz-
ing the existing system under different angles, for comparing different methodologies as well 
as for developing future scenarios with high spatiotemporal resolution. 

In chapter 5, the scenarios of the European power system for 2030, 2040 and 2050 are im-
plemented. Due to the significant uncertainties involved into describing the shape of the fu-
ture European power system, multiple scenarios are implemented and investigated for each 
year. The selected scenarios originate from the ten year network development plan (TYNDP) 
2016 and e-Highway studies, whose results constitute the primary policy drivers for develop-
ing the European transmission grid of the future. However, further assumptions were de-
ployed in order to translate the scenario guidelines to the desired spatial resolution.  

The application of the developed and verified model is conducted in chapter 6. In section 6.1, 
the two implemented methodologies for modeling load shifting are compared with respect to 
computational performance and impact on VRES curtailments. The decoupled virtual storage 
method is selected for the purposes of this thesis. 

In section 6.2, the pan-European multi-level model is applied under various settings and the 
corresponding results are analyzed and compared to the literature for both the pan-European 
and German cases. The selected reference case corresponds to the year 2050, the “Large-
scale RES” scenario, the weather year 2011 and 10% demand flexibility, deferrable by 24 
hours. The results of all four modeling levels were examined with respect to identifying grid 
bottlenecks, the behavior of load shifting and the spatio-temporal analysis of VRES curtail-
ments, with a focus on the potential of exploiting such curtailments using Power-to-X applica-
tions. Moreover, the application of load shifting directly at the dispatch level and the conse-
quent permission of spatial load shifting within each country was further examined. Besides 
the reference case, the impact of the demand flexibility parameters on reducing curtailments 
was investigated as well as the impact of modeling different weather years and considering 
different scenarios. Finally, the obtained results were compared to literature values referring 
to future European systems of 2030 and 2050. 
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8 Conclusions 
The goal of this thesis consists of analyzing the future European power system with regard to 
VRES integration, thus quantifying and investigating VRES curtailments, as well as examin-
ing the corresponding impact of load shifting. In addition, the main grid bottlenecks should be 
identified such that appropriate grid reinforcement requirements can be considered.  

The application of the verified model for the future European power systems showed that: 

 Grid bottlenecks for the reference scenario (i.e. 2050 “Large-scale RES”) appear pri-
marily at the interconnections between the northern and central Europe as well as the 
grid lines connecting the northern coastal region of continental Europe with the in-
land, thus related to wind generation. Moreover, congestion is also observed at the 
connection points with North Africa. This picture is not altered significantly by consid-
ering different weather years, therefore it may be neglected when the analysis is not 
focused on single elements. 

 Grid congestion shows high spatial correlation with VRES curtailments, hence it can 
be concluded that it constitutes the primary cause for these curtailments. Similarly to 
the grid bottlenecks, it is found that the majority of the VRES curtailments are located 
near the North and Baltic seas, thus related to wind generation. The countries with 
the highest curtailments are Great Britain, Denmark and Germany with 101, 98 and 
88 TWh respectively. Regarding the German power system, comparison with the cor-
responding literature shows that although the system is designed with lower VRES, 
representing the transmission grid in high resolution results in VRES curtailments that 
match corresponding values with respect to both the total amount and spatial distribu-
tion. By analyzing the curtailment profiles on each node, it is concluded that the best 
locations for exploiting the corresponding energy via conversion or transportation are 
found in western Denmark and western Ireland. 

 Representing the transmission grid in different resolutions can significantly affect the 
resulting amount of VRES curtailments, which again justifies the causation relation-
ship between these two components. It is found that for the reference scenario a pan-
European copper plate case results in merely 13.4 TWh, a zonal market representa-
tion (i.e. 33 nodes) in 328.5 TWh, an equivalent grid reduced to 150 nodes in 452.4 
TWh, whereas a detailed transmission grid with 3790 nodes in 729.5 TWh. This dis-
crepancy appears consistent with literature values, including the results of the e-
Highway study, and clearly illustrates the significance of considering highly resolved 
models when analyzing VRES integration. 

 Applying demand flexibility under realistic assumptions can only have minor impacts 
on VRES integration. It is found that by allowing 10% demand flexibility, deferrable by 
24 hours, can lead up to merely 7.6% of VRES curtailments reduction, a value that is 
consistent with the literature as well. It is also found that the benefits of such flexibility 
are mostly capitalized by solar generation. Varying the amount of available flexibility 
does not significantly improve VRES integration, however varying the available shift-
ing duration can lead to a considerable reduction in curtailments (up to 27% for VRES 
and 92% for load when yearly shifting is assumed). Moreover, if load is allowed to be 
shifted in space as well (e.g. relocating industry) but within national borders, it is 
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found that the total VRES curtailments can be reduced to 527.5 TWh in total (i.e. a 
27.7% reduction). 

 Similarly to the effects on congestion, considering different weather years does not 
significantly impact the overall integration of VRES but may lead to more substantial 
discrepancies on individual locations. The total curtailments when considering 10 
weather years instead of only one are found to be 674 TWh (i.e. 7.7% lower than the 
reference scenario). 

 The parameter with the highest influence on VRES integration, both in terms of aver-
age behavior and spatial distribution, consists of the scenario framework, which be-
comes increasingly more important for the more distant years due to the higher un-
certainties involved. The average of all scenarios for 2050 amounts to 592 TWh of 
VRES curtailments (i.e. 18.8% lower than the reference case). 

 VRES curtailments constantly increase from 2030 to 2050, where it is found that the 
average of all scenarios approximately doubles every ten years (starting from 
184.6 TWh in 2030 and reaching 589.4 TWh in 2050). 

Overall, the results show significant amounts of VRES curtailments for 2050, which indicates 
that there could be economically viable solutions to exploit this energy by transforming it 
such that it can be used by other energy sectors or by improving its integration into the power 
system. Such an option for higher integration could be demand flexibility, where it was shown 
however that it cannot constitute the only solution for a higher VRES integration but further 
alternatives may be required as well, e.g. grid expansion. 
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Appendix 

A Nodal admittance matrix  

 
Figure A-1 Model of an overhead transmission line as two-port circuit, consisting of a single 
lumped element of impedance R+jX. The model is valid for short transmission lines. 

Bulk electrical energy is traditionally transferred via the high voltage transmission grid, i.e., 
higher than 220 kV, which mostly consists of overhead power lines. The construction of the 
nodal admittance matrix is based on several assumptions for the mathematical description of 
a transmission line and applies only to steady state and symmetric operation.  

 Steady state operation implies that for a single state of the system, no transient 
phenomena are considered and therefore all the quantities involved (power, current, 
voltage, etc.) can be simply represented by a complex number (phasor). 

 Symmetric operation means that all three phases operate only in the positive se-
quence, while the anti-symmetrical and zero components are 0. This allows the use 
of a single-phase equivalent for the grid and therefore single line diagrams. 

 Short-line approximation is required for the use of lumped elements for the electri-
cal parameters (e.g. line impedance) instead of distributed elements. The validity of 
this assumption increases for lower frequencies which affect the propagating wave-
length. 

Under these assumptions, a power line that connects buses k and m can be modeled as a 
simple two-port network with an equivalent series impedance  Z = R + jX as depicted in fig-
ure A-1. For the derivation of the admittance matrix, however, the inverse of the impedance, 
i.e., the admittance, Y of the line is used. 

A power system can be described as a linear system I = Y∙E, where I represents the injec-
tion/withdrawal currents, E the nodal voltages (E = Uejθ) and Y the nodal admittance matrix. 
Y elements depend on the transmission line characteristics as well as the existence of 
phase-shift transformers or FACTS devices on the line, which can be cumulatively modeled 
by a t = αejφ expression. 

The elements of the nodal admittance matrix can be expressed by 

𝑌𝑘𝑚 = −𝑡∗
𝑘𝑚𝑡𝑘𝑚𝑦𝑘𝑚  (A-1) 

Ek Em R + jX 
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𝑌𝑘𝑘 = 𝑦𝑘
𝑠ℎ + ∑ 𝛼𝑘𝑚

2(𝑦𝑘𝑚
𝑠ℎ + 𝑦𝑘𝑚)

𝑚∈𝛺𝑘

 (A-2) 

where ykm is the line series admittance, ykm
sh is the line shunt admittance with the shunt con-

ductance usually ignored, yk
sh the bus shunt admittance and Ωk the set of all nodes adjacent 

to k [55]. 
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B Passive nature of AC networks 

The passive nature of the AC electrical networks and the difference to the classical transpor-
tation model description can be illustrated be the three-node example in figures B-1 and B-2. 
The system state in both networks can be derived directly by the network and generator 
properties. In the initial network, all lines are equivalent with 1 ohm reactance and 500 MW 
thermal capacity. The cheap generator is located on node A, whereas the expensive genera-
tor is located on node B, while both hold adequate capacity to supply the 300 MW load on 
node C. Since no power transfer restrictions are essentially posed by the network, all of the 
demand can be supplied by the cheap generator. Nevertheless, due to the passive nature of 
the network elements, constraining one line to 50 MW affects the maximum power flows to 
the rest of the network as well, as it can be seen in figure B-2. In this configuration the 
cheaper generator cannot inject more than 150 MW, hence the remaining power needs to be 
supplied by the expensive generator and thus the operational cost is increased. It can also 
be seen that, although counter-intuitive, by dropping the constraining line, power from the 
cheaper generator can be transferred with less restrictions to the load bus, thus resulting in 
lower operational costs. 
 

 
Figure B-1 Three node system before 
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Figure B-2 Three node system after 

C Impact of neighboring systems 

In chapter 4, the operation of the German power system was verified by using two separate 
approaches with regard to modeling interconnections and the coupling with the neighboring 
systems. In the first approach, the interactions were assigned as fixed inflows and outflows 
from historical data, while in the second approach the power system of the neighboring coun-
tries was additionally modeled as well, hence the power exchanges could be obtained en-
dogenously. Aside from historical conditions however, the behavior of the neighboring sys-
tems and the respective exchanges cannot be neglected or assumed unaffected, especially 
when highly meshed regions, such as central Europe, are considered. Therefore, it is worth 
examining the impact of both of these components onto VRES integration. 

The German power system is selected as the test case for evaluating the influence of neigh-
boring systems due to its central location and high number of neighbors. Since VRES inte-
gration is investigated, a future scenario with high shares of PV and wind are implemented. 
Moreover, considering that the variability of wind renders it the most challenging source with 
respect to system integration, the rest of the generation and demand conditions are selected 
to be maintained at the same level while different onshore capacities are tested. Since future 
scenarios are examined, potential grid extensions may be considered as well. To this end, a 
2025 grid version of the German transmission grid is considered as well, which includes all 
projects proposed by the “B2 2025” scenario of the German network development plant [154] 
and the PCI list. Regarding conventional power plants, the total installed capacities follow the 
guidelines from the “B2 2020” scenario as well, while the residual load besides wind and PV 
is modeled via the methodology of section 4.1.3. As for PV and wind, generation data from 
Robinius [32] are considered, where the total installed PV and offshore wind capacities are 
selected to be 47 GW and 12.7 respectively.  

Different onshore wind capacities along with the remaining boundary conditions of the sys-
tem are applied for the transmission grids of 2015 and 2025 and different behavior of the 
neighboring systems and the corresponding impact on RES integration is assessed. Figure 
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C-1 shows the total negative residual load in Germany for the different onshore wind capaci-
ties for 2015 and 2025 grids as well as when interactions with the neighboring countries are 
modeled either by using historical data or by assuming unlimited willingness to import any 
available generation. By these means, the imposed error of not considering the transmission 
grid or ignoring the neighboring countries can be estimated. It can be observed that the im-
pact of the grid can become rather significant, especially for low wind shares where the “cop-
per plate” model shows considerably lower values than the models that incorporate grid con-
straints. However, this impact is reduced for high wind capacities where further reduction in 
curtailments can only be achieved via storage and additional electricity demand. Moreover, it 
can be seen that if the neighboring countries can absorb any amount of the negative residual 
load allowed by the interconnections, thus behaving as “perfect neighbors”, the integration of 
RES can be improved substantially. The corresponding impact becomes even more promi-
nent for higher onshore wind shares and stronger transmission grids which can allow better 
access to the neighboring consumers. 

 

Figure C-1 Total negative residual load of the German power system for different onshore 
wind installed capacities, grid scenarios and behavior of neighboring countries. 

In addition to assuming perfect absorbing behavior for all countries, the contribution of indi-
vidual countries is also examined in figure C-2. For each onshore wind scenario the total 
negative residual load for Germany is shown, where all neighboring countries are assumed 
to behave as perfect absorbers except for the depicted country. This country’s behavior is 
instead varied by assuming different withdrawal levels spanning no interaction (0 GW) to 
perfect absorption (10 GW). It can be observed that only few countries can effectively con-
tribute in mitigating VRES curtailments, where the majority of them are related to the higher 
wind generation in Northern Germany, i.e. Denmark, Netherlands and Poland. Moreover, it 
can be seen that in almost all cases even a mere level of 1 GW absorption level essentially 
reaches the absorption limit posed by the transmission grid capacity. Nevertheless, even by 
assuming such extreme willingness from all neighboring countries to import excess RES 
generation from Germany, the corresponding amount of curtailments remains considerable. 
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Figure C-2 Total negative residual load of the 2025 German power system for different on-
shore wind installed capacities and absorbed power level of neighboring countries. 
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D Hydro inflow profiles 

The catchment areas (or drainage basins) represent specific areas of land where all the pre-
cipitation drains off into a common outlet. Drainage basins are generally divided by their sur-
rounding topography and limited by water dividers4. The major element of a catchment area 
is represented by a stream where typically most of the precipitation, surface and subsurface 
runoff is collected. The streamflow and the magnitude of the river depend highly on the size 
of the related catchment area. In contrast to small rivers with small catchment areas, large 
rivers have large catchment areas and therefore more surface area available where water 
can be gathered [321].  

Accordingly, the size of the catchment area differs due to the point selected as outlet. 
Typically, outlet points refer to connections on the river network. From there, different 
drainage basins can easily be delineated or combined. For organising drainage basins, 
coding systems like the “Pfafstetter Coding System” have been developed. The methodology 
invented by Otto Pfafstetter in 1989 is used to assign unique IDs to catchment areas based 
on the topology of the land surface [258]. 

For each catchment area a specific number is given based on the location within the overall 
drainage system. The first level, respectively the first number of the ID, corresponds to a 
continental scale catchment area. Higher levels, represented by the second, the third and 
following ID numbers, typify the same area but divided into smaller catchments [322]. Figure 
D-1 gives a schematic example of the application of the Pfafstetter Coding system. It can be 
observed that the drainage basin (2) is split into different subsystems. Depending on the 
existence of a river branch, these subsystems are either called inter- (see uneven ID’s 23, 
25, 27) or sub-basins (see even ID’s 22, 26, 28). 

 

Figure D-1 Explanation of the Pfafstetter Coding System: a) Pfafstetter Level 1 with different 
river branches (1-9); b) Pfafstetter Level 2 of a selected river branch (2) partly split into inter- 
and sub-basins. (Own illustration according to Linke et al. [323]) 

                                                
4 Topographic boundaries apply to surface flows and do not necessarily overlap with subsurface flows. 
For overall considerations, both kinds of flow have to be taken into account. 
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Figure D-2 shows the GRDC measurement stations with the corresponding of data availabil-
ity. In order to favor better spatial representation, stations with data within the period 1956-
2005 are selected and equivalent reference year streamflows are composed respectively. A 
lack of stations can be observed in the Balkans, whereas a lack of measurement data is ob-
served in the Iberian peninsula. 

 

Figure D-2 GRDC measurement stations based on their data availability. The period from 
1955 to 2005 is selected to construct the equivalent profiles. 

Figure D-3 shows the three ways to interpolate river flow time series data from measurement 
stations to power plants. Catchment areas are used as groupers since the measurement 
stations constitute an unstructured dataset and an interpolation methodology using all avail-
able points may result to unrealistic flow contributions from measurement stations unrelated 
to the point of interest. When no station is present within the same catchment area, a larger 
basin with a higher Pfafstetter level is used until at least one station is found. Table D-1 
summarizes the statistics of hydro plants using these levels as well as the aforementioned 
interpolation methodologies. 
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Figure D-3 Interpolation rules for streamflow data. For one measurement station, the profile 
is used directly. For two stations, the Inverse Distance Weighting (IDW) method is applied. 
For more than two stations, the points inside the formed convex hull are linearly interpolated 
using Delaunay triangulation [324], whereas for the points outside, profiles are extrapolated 
using the IDW method. 

 

Table D-1 Applied interpolation/extrapolation methodologies per catchment level. When no 
measurements stations exist in the same level with a power station, a higher catchment level 
is considered. 

Applied Method 
Stations per 
Catchment x 

Catchment Level 

6 5 4 3 

Nearest Neighbour x =1 101 0 0 0 

Inverse Distance Weighting x = 2 154 17 0 0 

Linear Interpolation (Delaunay) x > 2 

737 44 6 0 

Inverse Distance Weighting 
614 102 31 6 

Total  1606 163 37 6 

  





 

175 

 

F European verification 

Figure F-1 shows the German energy mix in detail for four of the models shown in table 4-9 
excluding the “grid – NTC constraints” scenario, while also including the linear OPF version 
of section 4.1 and the reference values from the German Federal Network Agency [210]. It 
can be observed that the “grid” model with historical hydro generation shows the best per-
formance among all European models, nevertheless the “hybrid” and “two-level” models 
show adequate agreement as well. Moreover, it can be seen that the models with the more 
simplified grid representation tend to overestimate the cheap generation from coal and nu-
clear, which in turn result in higher exports. Except for the isolated German case however, all 
pan-European simulations tend to underestimate the generation from natural gas. 

 

Figure F-1 The German mix for 2015 as predicted by different models as well as reported by 
the German Federal Network Agency [210]. 

The European mix is also shown in detail for the afore-mentioned scenarios, both in absolute 
and relative values in figures F-2 and F-3, including the values reported by ENTSOE [326] as 
reference case. Despite the significant differences in the grid representation between the 
models, no substantial difference can be observed regarding the countries’ energy mix. 
Thereby, a better modeling of the power plants operation or the corresponding dataset is 
probably required for better agreement with the reference mix. As expected from cost mini-
mization nature of the model, generation from natural gas is systematically underestimated, 
although not to the same degree for all countries. Moreover, it can be observed that smaller 
countries are more difficult to predict, since the model becomes increasingly sensitive to the 
input data. 
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where the average nodal prices are depicted. It can be seen that the individual countries tend 
to have almost uniform distributions over their territories, thus suggesting that the current 
market zone configuration constitutes a reasonable approximation. 
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Figure F-4 Regional energy mix and electricity demand for 2015. 
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Figure F-5 Net flows over the year 2015. 

 

Figure F-6 Frequency of line loadings beyond 49% of their nominal capacity for 2015. 
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Figure F-7 Average nodal prices for 2015. 
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G The TYNDP and e-highway 2050 scenarios 

The investigation of the future European power system follows the scenarios of 2030, 2040 
and 2050 as described in chapter 5. Due to their longer horizon, the e-highway scenarios for 
2040 and 2050 must consider further technological developments than the TYNDP, although 
all the scenarios have their origins to one of the TYNDP visions. Such developments may 
include the electrification of transport and heating, carbon capture and storage (CCS) tech-
nology or generation from CSP plants. A more elaborate description of each scenario’s ra-
tionale is shown in table G-1, where the key characteristics for each case are highlighted. 

Table G-1 Description of the e-highway 2050 scenarios [315]. 

Scenario name Description 

X5 – Large-scale RES 

The scenario focuses on the deployment of Large-scale 
RES such as projects in the North Sea and North Africa. 
GDP growth is high and electrification of transport and 

heating is very significant. The public attitude is passive 
resulting in low energy efficiency and limited DSM. Thus, 

the electricity demand is very high. 

X7 – 100% RES 
This scenario relies only on RES, thus nuclear and fossil 
energy generation are excluded. High GDP, high electrifi-
cation and high energy efficiency are assumed. Storage 

technologies and DSM are widespread. 

X10 – Big & market 

In this scenario, the electricity sector is assumed to be 
market-driven. A preference is thus given to centralized 

projects (renewable and non-renewable) and no source of 
energy is excluded. CCS is assumed to be mature. GDP 
growth is high. Electrification of transport and heating is 

significant but energy efficiency is limited. 

X13 – Fossil & nuclear 

In this scenario, decarbonization is achieved mainly 
through nuclear and CCS. RES plays a less significant 

role and centralized projects are preferred. GDP growth is 
high. Electrification of transport and heating is significant 

and energy efficiency is low. 

X16 – Small & local 

The Small & local scenario focuses on local solutions deal-
ing with de-centralized generation. GDP and population 
growth are low. Electrification of transport and heating is 

limited but energy efficiency is significant, resulting in a low 
electricity demand. 

In figures G-1 and G-2 all future scenarios are classified in three pathways based on the pro-
gress of deploying RES power plants, where the relative capacity mix evolution and total 
annual electricity demand for the investigated European region are shown correspondingly. 
The first category consists of the vision 1 and X13 scenarios where the demand is assumed 
to grow significantly and the RES share is only slightly increased. Coal plants are primarily 
replaced by gas plants, hence CCS technology is considered mandatory to achieve the cli-
mate targets. The second category includes the vision 2 and X10 scenarios and assumes a 
predominantly market-driven system evolution with a moderate increase in demand and a 
gradual replacement of coal plants by RES. Finally, all other scenarios fall into the renewa-
bles category where the generation mix focuses heavily on low-emission technologies, thus 
gradually replace all coal power plants. Nevertheless, various scenarios are investigated 
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based on the collaboration between the European countries as well as the focus on more 
centralized or distributed solutions. 

Moreover, tables G-2 to G-11 show the installed capacities for all investigated scenarios by 
country. 

 

Figure G-1 Capacity mix evolution based on the selected scenarios for 2030, 2040 and 2050 
excluding hydro capacity which considered constant. 
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Figure G-2 Total annual electricity demand in TWh for the various future scenarios of the 
European power system in comparison to the historical demand of 2015. 
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Table G-2 Installed capacities by country for vision 1 2030 in MW. 

 
Bioener-

gy 
Natural Gas 

Hard 
Coal 

Hydro Lignite Nuclear Oil Other 
Others 
RES 

Solar Wind 

AL 0 500 0 3152 0 0 0 0 0 50 150 

AT 0 4271 598 16418 0 0 196 990 800 2500 4000 

BA 0 0 0 2107 2158 0 0 300 0 100 640 

BE 0 7370 0 1438 0 0 0 3200 1700 4050 4900 

BG 0 810 710 3150 4000 2000 0 0 0 1800 1200 

CH 0 0 0 18510 0 2115 0 850 600 2550 220 

CZ 0 2020 310 2170 5330 4140 0 0 1110 3690 880 

DE 0 21138 23365 13257 12610 0 1026 8650 6960 57240 74050 

DK 1460 2604 410 9 0 0 735 0 260 840 6190 

EE 656 94 0 10 0 0 413 160 230 0 400 

ES 0 24948 5900 23450 0 7120 0 10480 2400 16800 35750 

FI 580 0 805 3400 0 5550 1360 1770 3760 100 2500 

FR 0 6051 1740 25200 0 57644 819 5400 1400 12300 21700 

GB 0 45017 2897 4754 0 4552 309 4070 5560 8470 23320 

GR

R 

0 6252 0 4259 2876 0 0 0 480 4250 6200 

HR 0 1700 1200 2700 0 0 200 300 300 200 1300 

HU 210 4185 0 56 470 4108 407 720 550 60 750 

IE 0 3575 750 508 0 0 260 210 250 200 4420 

IT 0 38974 7926 22635 0 0 1394 10160 7240 24580 13400 

LT 0 740 0 1265 0 1303 0 270 310 80 650 

LU 0 375 0 1344 0 0 0 90 70 150 130 

LV 0 1036 0 1621 0 0 0 150 250 10 800 

ME 0 0 0 1215 450 0 0 0 0 0 120 

MK 0 440 530 716 410 0 0 0 30 30 150 

NL 0 8757 4610 38 0 486 0 5080 300 4000 7000 

NO 0 425 0 38900 0 0 0 0 0 0 2080 

PL 5867 2804 5492 2426 7031 3000 0 7550 1210 1500 8900 

PT 0 4156 0 7858 0 0 0 1340 720 720 5300 

RO 0 4757 786 7737 4014 2630 0 0 500 2500 5000 

RS 0 593 0 4308 4965 0 0 0 0 20 530 

SE 0 0 0 16203 0 7992 0 470 5340 0 7840 

SI 45 505 0 1929 545 696 0 120 60 290 30 

SK 204 843 0 3140 223 4004 0 990 310 610 90 
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Table G-3 Installed capacities by country for vision 2 2030 in MW. 

 
Bioener-

gy 
Natural Gas 

Hard 
Coal 

Hydro Lignite Nuclear Oil Other 
Others 
RES 

Solar Wind 

AL 0 400 0 3152 0 0 0 0 0 0 0 

AT 0 3915 598 16418 0 0 196 990 800 2000 3880 

BA 0 0 0 2107 2158 0 0 300 0 0 350 

BE 0 7370 0 1438 0 0 0 3200 1700 4050 4900 

BG 0 760 710 3150 4000 2000 0 0 0 1250 900 

CH 0 0 0 18510 0 2115 0 850 600 1750 120 

CZ 0 915 310 2170 5330 4140 0 0 1110 2560 580 

DE 0 15463 23365 13257 12610 0 1026 8650 6960 46860 61200 

DK 1460 2604 410 9 0 0 735 0 260 840 8410 

EE 656 94 0 10 0 0 413 160 230 0 400 

ES 0 21572 5900 23450 0 7120 0 10480 2400 33150 27650 

FI 580 0 805 3400 0 5550 1360 1770 3760 100 2500 

FR 0 6051 1740 25200 0 57644 819 5400 1400 8500 13900 

GB 0 37878 2897 4754 0 4552 309 4070 5560 7610 58520 

GR 0 3111 0 4259 2876 0 0 0 480 4050 4880 

HR 0 1200 1200 2700 0 0 200 300 300 100 700 

HU 210 2980 0 56 470 4108 407 720 550 60 750 

IE 0 3575 750 508 0 0 260 210 250 10 3600 

IT 0 34886 7926 22635 0 0 1394 10160 7240 27140 13400 

LT 0 740 0 1265 0 1303 0 270 310 70 500 

LU 0 375 0 1344 0 0 0 90 70 120 90 

LV 0 1036 0 1621 0 0 0 150 250 60 360 

ME 0 0 0 1215 450 0 0 0 0 0 120 

MK 0 440 530 716 410 0 0 0 30 30 100 

NL 0 7776 4610 38 0 486 0 5080 300 5100 6160 

NO 0 425 0 38900 0 0 0 0 0 0 2080 

PL 5867 2804 5492 2426 7031 3000 0 7550 1210 500 6450 

PT 0 3693 0 7858 0 0 0 1340 720 2010 5300 

RO 0 3331 786 7737 4014 2630 0 0 500 2000 4200 

RS 0 296 0 4308 4965 0 0 0 0 20 530 

SE 0 0 0 16203 0 7992 0 470 5340 0 7840 

SI 45 505 0 1929 545 696 0 120 60 280 40 

SK 204 256 0 3140 223 4004 0 990 310 550 60 
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Table G-4 Installed capacities by country for vision 3 2030 in MW. 

 
Bioener-

gy 
Natural Gas 

Hard 
Coal 

Hydro Lignite Nuclear Oil Other 
Others 
RES 

Solar Wind 

AL 0 500 0 3162 0 0 0 0 0 100 200 

AT 0 6030 0 18471 0 0 196 990 1200 3500 5500 

BA 0 373 0 2317 2158 0 0 0 0 100 900 

BE 0 6840 0 2730 0 0 0 3200 2500 5800 8500 

BG 0 1500 710 3468 3300 2000 0 0 0 2300 1700 

CH 0 0 0 20160 0 1145 0 990 1120 4250 370 

CZ 0 1990 310 2170 5330 1880 0 0 1110 3690 880 

DE 0 34429 14940 17637 10209 0 871 10630 9340 60740 10075

0 DK 1460 3746 410 9 0 0 735 0 260 1970 10750 

EE 656 94 0 20 0 0 0 1010 300 100 650 

ES 0 29208 4160 25050 0 7120 0 12210 5100 25000 39300 

FI 580 970 0 4350 0 3350 2165 1390 4670 2500 5000 

FR 0 14051 1740 27200 0 37646 819 5400 4800 24100 36600 

GB 0 38206 0 7732 0 9022 225 4290 8740 15860 52820 

GR

R 

0 6252 0 4699 2212 0 0 0 650 5300 7800 

HR 0 1700 1200 3000 0 0 200 300 300 200 1500 

HU 210 4977 0 100 0 3000 407 720 1040 200 1000 

IE 0 4270 0 558 0 0 260 710 1200 500 5500 

IT 0 37993 7056 23535 0 0 1386 10160 10750 40400 18990 

LT 0 923 0 1265 0 0 0 270 330 80 850 

LU 0 375 0 1344 0 0 0 140 100 200 180 

LV 0 1036 0 1621 0 0 0 150 400 20 1000 

ME 0 0 0 1271 450 0 0 0 0 20 190 

MK 0 720 330 716 410 0 0 0 30 40 200 

NL 4610 9358 0 38 0 486 0 5080 470 15400 12700 

NO 0 855 0 40800 0 0 0 0 0 0 2910 

PL 5240 1911 5389 3176 6571 0 0 9860 1210 4000 11000 

PT 0 3717 0 9717 0 0 0 1560 850 910 6400 

RO 0 4757 786 8087 4014 2630 0 0 800 2800 5500 

RS 0 593 0 4308 5659 0 0 0 0 50 1000 

SE 0 950 0 16203 0 7142 660 0 5340 1000 11400 

SI 45 425 0 2005 545 1796 0 130 70 310 70 

SK 204 843 0 3266 223 2880 0 810 520 720 260 
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Table G-5 Installed capacities by country for vision 4 2030 in MW. 

 Bioenergy Natural Gas 
Hard 
Coal 

Hydro 
Lig-
nite 

Nucle-
ar 

Oil Other 
Others 
RES 

Solar Wind 

AL 0 

0 

0 

0 

0 

0 

0 

0 

0 

1460 

656 

0 

580 

0 

0 

0 

0 

210 

0 

0 

0 

0 

0 

0 

0 

4610 

0 

5240 

0 

0 

0 

0 

45 

204 
 

500 

 

500 

6030 

373 

6840 

1500 

0 

1990 

34429 

3746 

94 

29208 

970 

14051 

38206 

6252 

1700 

4977 

4270 

37993 

923 

375 

1036 

0 

720 

9358 

855 

1911 

3717 

4757 

593 

950 

425 

843 

0 

0 3162 0 0 0 0 0 449 175 

AT 0 6030 0 2224

4 

0 0 196 990 1200 3000 4750 

BA 0 373 0 2618 943 0 0 0 0 100 770 

BE 0 6840 0 2226 0 0 0 3200 2500 4925 7518 

BG 0 1500 710 3468 0 2000 0 0 0 2598 1450 

CH 0 0 0 2016

0 

0 1145 0 990 1120 3692 295 

CZ 0 1990 310 2170 4424 1880 0 0 1110 3690 880 

DE 0 34429 1494

0 

1450

5 

9026 0 871 1063

0 

9340 5899

0 

9696

7 DK 1460 3746 410 9 0 0 735 0 260 1405 1282

5 EE 656 94 0 20 0 0 0 1010 300 50 525 

ES 0 29208 4160 2563

5 

0 7120 0 1221

0 

5100 5413

0 

4060

4 FI 580 970 0 3400 0 3350 216

5 

1390 4670 1300 4057 

FR 0 14051 1740 2720

0 

0 3764

6 

819 5400 4800 1820

0 

4485

1 GB 0 38206 0 5470 0 9022 225 4290 8740 1216

5 

5949

1 GR

R 

0 6252 0 4366 1070 0 0 0 650 8384 1233

5 HR 0 1700 1200 3200 0 0 200 300 300 929 1400 

HU 210 4977 0 100 0 3000 407 720 1040 339 7114 

IE 0 4270 0 558 0 0 260 710 1200 350 5090 

IT 0 37993 5667 2353

5 

0 0 138

6 

1016

0 

1075

0 

4216

9 

2345

9 LT 0 923 0 1265 0 0 0 270 330 80 750 

LU 0 375 0 1344 0 0 0 140 100 175 155 

LV 0 1036 0 1621 0 0 0 150 400 15 900 

ME 0 0 0 1271 450 0 0 0 0 20 155 

MK 0 720 330 716 0 0 0 0 30 736 175 

NL 4610 9358 0 38 0 486 0 5080 470 9700 9995 

NO 0 855 0 4870

0 

0 0 0 0 0 0 2495 

PL 5240 1911 5389 3176 6571 0 0 9860 1210 2750 9950 

PT 0 3717 0 9717 0 0 0 1560 850 3280 8572 

RO 0 4757 786 8100 465 2630 0 0 800 2650 9371 

RS 0 593 0 4308 1609 0 0 0 0 512 765 

SE 0 950 0 1620

3 

0 7142 660 0 5340 500 9620 

SI 45 425 0 2005 545 1796 0 130 70 444 931 

SK 204 843 0 3266 0 2880 0 810 520 665 831 
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Table G-6 Installed capacities by country for scenario “Large-scale RES” 2040 in MW. 

 Bioenergy Natural Gas 
Hard 
Coal 

Hydro Lignite Nuclear Solar Wind 

AL 0 0 0 3309 0 0 607 1729 

AT 1250 4500 0 20246 0 0 5363 6187 

BA 250 0 0 3618 800 0 511 1750 

BE 3000 8500 0 2685 0 0 7111 10700 

BG 1000 1000 0 7610 2400 1600 2798 3052 

CH 1250 1000 0 18928 0 0 7375 876 

CZ 750 1500 0 2466 3200 6400 3808 5579 

DE 9000 27000 10400 14481 4800 0 57584 109714 

DK 2250 2000 800 11 0 0 2288 30237 

EE 500 500 0 379 0 0 254 4447 

ES 5500 21500 2400 31367 0 8000 37848 53374 

FI 4000 1500 800 5813 0 3200 2003 21099 

FR 5750 11000 1600 33451 0 54400 28595 60409 

GB 6500 26000 800 9768 0 17600 11123 88281 

GR 1250 2500 0 7166 1600 0 6783 16831 

HR 250 1000 800 4031 0 0 541 3878 

HU 2000 2500 0 806 0 4800 1663 2945 

IE 1000 4500 0 1184 0 0 379 10490 

IT 7250 28000 4800 24019 0 0 36826 30141 

LT 500 1000 0 1601 0 1600 304 7905 

LU 250 500 0 1434 0 0 160 399 

LV 750 1000 0 1626 0 0 223 7355 

ME 0 0 0 2630 0 0 318 355 

MK 0 500 0 1246 0 0 242 286 

NL 4000 11000 800 0 0 1600 10787 18308 

NO 0 500 0 71 0 0 240 8314 

PL 5750 2000 2400 6,660 4000 4800 3904 36760 

PT 1000 3000 0 4206 0 0 3227 8937 

RO 2000 3000 800 10477 2400 3200 4102 5159 

RS 250 1000 0 10890 3200 0 643 1215 

SE 4000 500 0 4330 0 6400 1312 23879 

SI 250 500 0 21406 0 1600 1025 271 

SK 1000 1000 0 2030 0 3200 862 2478 
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Table G-7 Installed capacities by country for scenario “100% RES” 2040 in MW. 

 Bioenergy Natural Gas 
Hard 
Coal 

Hydro Lignite Nuclear Solar Wind 

AL 0 0 0 3575 0 0 843 1738 

AT 2250 3000 0 23027 0 0 7545 5815 

BA 250 0 0 4029 800 0 695 1685 

BE 3750 5000 0 2433 0 0 14506 10426 

BG 2500 1000 0 7733 0 1600 4184 2927 

CH 1250 0 0 18720 0 0 10329 841 

CZ 3000 1500 0 2615 2400 0 8369 5557 

DE 18500 18500 8000 14052 4800 0 78795 110348 

DK 2750 2000 800 11 0 0 1722 27514 

EE 1000 0 0 445 0 0 427 4336 

ES 11250 14000 0 33582 0 3200 72591 56396 

FI 4500 500 800 5692 0 1600 3567 16640 

FR 16500 7000 1600 34569 0 19200 62552 88553 

GB 10500 19500 0 9170 0 4800 36030 95036 

GR 2000 3000 0 7560 800 0 12907 17571 

HR 250 1000 800 4388 0 0 2471 3827 

HU 4250 2500 0 885 0 1600 7672 3753 

IE 1000 3000 0 1343 0 0 2093 9944 

IT 12000 19500 2400 25400 0 0 75272 30435 

LT 1000 500 0 1750 0 0 711 7956 

LU 0 500 0 1572 0 0 603 449 

LV 1000 500 0 1626 0 0 574 7355 

ME 0 0 0 2816 0 0 255 340 

MK 0 500 0 1329 0 0 912 275 

NL 4500 6000 0 0 0 0 15974 22593 

NO 250 500 0 71 0 0 2682 9753 

PL 10250 1000 2400 68302 3200 0 13912 46079 

PT 1750 1500 0 4522 0 0 8446 10090 

RO 5000 2500 800 10974 800 1600 7156 5864 

RS 500 500 0 11024 2400 0 2855 1101 

SE 5500 500 800 4576 0 3200 4709 18951 

SI 500 0 0 24181 800 1600 1496 436 

SK 1750 500 0 2056 0 1600 3772 2855 
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Table G-8 Installed capacities by country for scenario “Small & local” 2040 in MW. 

 Bioenergy Natural Gas 
Hard 
Coal 

Hydro Lignite Nuclear Solar Wind 

AL 0 500 0 1532 0 0 1680 378 

AT 1000 2000 0 16425 0 0 2414 3229 

BA 0 500 0 1864 800 0 508 735 

BE 4000 5000 0 1553 0 0 12551 9002 

BG 1250 500 0 3789 2400 1600 2527 1835 

CH 1250 0 0 17679 0 0 8519 751 

CZ 1250 2000 0 2110 2400 4800 3515 1864 

DE 11000 13000 12800 11531 6400 0 78068 76794 

DK 1750 1500 800 7 0 0 455 7509 

EE 750 500 0 260 0 0 725 1231 

ES 6250 13500 3200 23464 0 4800 54530 36511 

FI 3750 0 800 4921 0 6400 55 2500 

FR 8500 5500 1600 28311 0 36800 42799 33949 

GB 5500 23000 1600 6080 0 8000 25478 46647 

GR 1500 4000 0 3880 1600 0 6232 6822 

HR 250 500 800 2896 0 0 2093 1371 

HU 2500 2500 0 346 0 3200 2019 2642 

IE 500 2500 800 942 0 0 2045 6157 

IT 7500 17000 4000 21021 0 0 73094 26215 

LT 500 500 0 1326 0 1600 1514 1884 

LU 500 500 0 1268 0 0 512 315 

LV 750 1000 0 1540 0 0 1541 1635 

ME 0 0 0 956 0 0 194 152 

MK 250 500 0 566 0 0 1234 236 

NL 2250 6000 2400 0 0 1600 18332 11130 

NO 250 0 0 28 0 0 0 2807 

PL 7000 2000 3200 47931 4000 1600 10030 10624 

PT 1000 2500 0 2683 0 0 6014 6143 

RO 1500 2000 800 7506 2400 1600 1511 4468 

RS 500 1000 0 6906 3200 0 2020 980 

SE 5500 0 0 3567 0 4800 2111 7426 

SI 250 500 0 18066 0 0 1604 162 

SK 1000 500 0 1528 0 1600 1907 1089 
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Table G-9 Installed capacities by country for scenario “Large-scale RES” 2050 in MW. 

 Bioenergy Natural Gas 
Hard 
Coal 

Hydro Lignite Nuclear Solar Wind 

AL 0 0 0 3994 0 0 850 2421 

AT 1250 5250 0 22021 0 0 7226 6875 

BA 250 0 0 4919 0 0 921 2599 

BE 3500 18500 0 2640 0 0 8421 12901 

BG 1750 1500 0 11752 800 1600 3296 4403 

CH 1250 3500 0 17696 0 0 10500 1382 

CZ 500 3000 0 2763 800 11200 3925 10279 

DE 9000 41000 4000 14899 0 0 54428 118677 

DK 3000 2250 0 13 0 0 2606 49723 

EE 250 1000 0 738 0 0 409 8244 

ES 6000 31000 800 37683 0 8000 50822 67448 

FI 3000 3000 0 7475 0 3200 1505 37198 

FR 6750 16500 800 39703 0 72000 33090 84219 

GB 4500 32750 800 11805 0 25600 6386 123741 

GR 1500 1000 0 9633 0 0 8266 25861 

HR 250 1000 0 5062 0 0 882 6255 

HU 2500 2000 0 1512 0 6400 3127 4889 

IE 500 6250 0 1811 0 0 258 15479 

IT 5500 39500 2400 24503 0 0 30252 41293 

LT 750 2500 0 1938 0 1600 529 14959 

LU 250 1000 0 1525 0 0 121 617 

LV 750 1000 0 1631 0 0 425 13709 

ME 0 0 0 3988 0 0 616 520 

MK 0 500 0 1776 0 0 443 371 

NL 3000 22500 800 0 0 1600 6173 23916 

NO 250 500 0 104 0 0 480 13718 

PL 4750 5000 0 80519 800 9600 3807 62521 

PT 1000 4750 0 5237 0 0 5544 11474 

RO 3250 3500 0 11237 800 4800 5404 4818 

RS 250 2000 0 13693 800 0 1235 1429 

SE 3000 500 0 4351 0 6400 1624 36358 

SI 250 500 0 26608 0 2000 1739 472 

SK 1000 1000 0 2055 0 3200 1004 4697 
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Table G-10 Installed capacities by country for scenario “100% RES” 2050 in MW. 

 Bioenergy Natural Gas 
Hard 
Coal 

Hydro Lignite Nuclear Solar Wind 

AL 0 0 0 4367 0 0 1181 2433 

AT 3500 1500 0 23810 0 0 12090 6880 

BA 250 0 0 5440 0 0 1291 2599 

BE 4750 2500 0 2640 0 0 24087 13903 

BG 4750 0 0 11999 0 0 5395 4403 

CH 1250 2000 0 17696 0 0 15000 1382 

CZ 5000 1750 0 3061 0 0 13048 10234 

DE 27750 13000 0 17032 0 0 98599 125526 

DK 3750 1000 0 13 0 0 2038 44308 

EE 1000 250 0 870 0 0 803 8141 

ES 17250 8500 0 41529 0 0 102523 69383 

FI 3750 1250 0 7985 0 0 5835 29531 

FR 28250 16000 0 41939 0 0 106905 124197 

GB 12500 6500 0 12871 0 0 59896 130312 

GR 3750 0 0 10753 0 0 15068 25851 

HR 0 0 0 5576 0 0 3782 6254 

HU 7250 0 0 1670 0 0 13997 4897 

IE 250 2000 0 2128 0 0 3836 13628 

IT 14750 9000 0 27265 0 0 101044 41290 

LT 1750 500 0 2235 0 0 1343 15163 

LU 0 250 0 1800 0 0 1030 739 

LV 1750 500 0 1631 0 0 1133 13811 

ME 0 0 0 4360 0 0 490 520 

MK 0 0 0 1942 0 0 1374 371 

NL 4000 3000 0 0 0 0 22247 30897 

NO 500 0 0 104 0 0 5364 15175 

PL 14250 3000 0 87905 0 0 24220 81918 

PT 2750 0 0 5869 0 0 13805 11861 

RO 9250 0 0 12232 0 0 10980 4828 

RS 1000 0 0 13949 0 0 4986 1431 

SE 5500 0 0 4844 0 0 8919 27211 

SI 750 250 0 32158 0 0 2332 472 

SK 2750 500 0 2107 0 0 6880 5230 
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Table G-11 Installed capacities by country for scenario “Small & local” 2050 in MW 

 Bioenergy Natural Gas 
Hard 
Coal 

Hydro Lignite Nuclear Solar Wind 

AL 0 1000 0 1507 0 0 2351 529 

AT 1250 1000 0 16433 0 0 2827 2578 

BA 0 750 0 1622 0 0 1016 1121 

BE 6500 6500 0 1667 0 0 21052 13105 

BG 2250 0 0 4428 0 0 3805 2771 

CH 1500 250 0 16849 0 0 15000 1381 

CZ 1750 5000 0 2049 0 4800 4469 3147 

DE 15000 16000 1600 12261 0 0 109275 93019 

DK 2500 1000 0 4 0 0 69 6668 

EE 500 1000 0 511 0 0 1449 2063 

ES 9750 16000 0 23478 0 3200 87300 39141 

FI 3000 250 0 6443 0 6400 10 2500 

FR 16000 10500 0 31422 0 14400 77098 53678 

GB 5500 17000 0 7406 0 11200 43347 41935 

GR 2250 7000 0 3502 0 0 8414 9085 

HR 250 500 0 3091 0 0 4085 2042 

HU 4000 3500 0 636 0 1600 3979 4534 

IE 500 4000 0 1377 0 0 4080 6635 

IT 7750 8500 0 19408 0 0 108833 39031 

LT 750 1000 0 1386 0 1600 2959 3267 

LU 500 1000 0 1192 0 0 904 540 

LV 1250 2500 0 1460 0 0 3071 2910 

ME 0 0 0 697 0 0 388 183 

MK 250 500 0 415 0 0 2438 372 

NL 4500 7000 0 0 0 1600 31565 14731 

NO 500 0 0 18 0 0 0 3535 

PL 7000 2500 0 56962 0 1600 19561 14798 

PT 1500 3000 0 2939 0 0 9098 6875 

RO 3000 3000 0 7154 0 1600 1022 4737 

RS 750 3000 0 6074 800 0 4021 1430 

SE 5500 0 0 2827 0 0 4222 7013 

SI 500 500 0 19928 0 0 2928 283 

SK 1500 500 0 1126 0 0 3263 2118 
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In section 5.3 the spatial distribution of the generation capacity for the years 2030, 2040 and 
2050 is described. Regarding the conventional power plants, figure G-3 depicts the dataset 
that is used for the pan-European model verification in section 4.2 that also forms the basis 
for the corresponding power plant dataset of the future scenarios. Figures G-4, G-5 and G-6 
show conventional power plants for each scenario of the years 2030, 2040 and 2050, where 
all figures refer to the legend of figure G-3. It can be observed that significant disparities in 
the generation capacity mix exist among the different scenarios of the same year. 

 

Figure G-3 Conventional power plants for the year 2015 classified by fuel type. 

. 

2015 
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Figure G-4 Projection of the European conventional power plants for the year 2030 following 
the targets of the 4 TYNDP visions. 

2030 – vision 1 2030 – vision 2 

2030 – vision 3 2030 – vision 4 
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Figure G-5 Projection of the European conventional power plants for the year 2040 following 
the targets of the 5 e-highway scenarios. 

2040 – Large-scale RES 2040 – 100% RES 

2040 – Big & Market 2040 – Fossil & Nuclear 

2040 – Small & Local 



 

197 

 
Figure G-6 Projection of the European conventional power plants for the year 2050 following 
the targets of the 5 e-highway scenarios. 

2050 – Large-scale RES 2050 – 100% RES 

2050 – Big & Market 2050 – Fossil & Nuclear 

2050 – Small & Local 
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Similarly to the conventional power plants, the generation from wind and solar energy is also 
depicted in order to provide a better intuition of the system conditions. Figure G-7 illustrates 
the total available wind energy and figure G-11 the total available solar energy per transmis-
sion grid node as modeled in section 4.2. Furthermore, figures G-8, G-9 and G-10 depict the 
available wind energy and figures G-12, G-13 and G-14 the available solar energy per 
transmission grid for the years 2030, 2040 and 2050 correspondingly, including all relative 
scenarios. Showing the available energy instead of merely the installed capacity provides a 
better insight regarding the operating conditions of the systems, since different locations may 
have different average capacity factors. Moreover, the values are shown at the transmission 
grid node level which may highlight regions with sparser grid nodes, e.g. the offshore or 
northern Africa regions that are merely represented by a single node with regard to allocating 
generation. Nevertheless the selected depiction serves the better reflection of the operational 
conditions for each power system scenario. 

 

Figure G-7 Total available wind energy per transmission grid node for the year 2015 and 
wind year 2015. 

2015 
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Figure G-8 Total available wind energy per transmission grid node for the 4 visions of the 
2030 system and wind year 2011. 

2030 – vision 1 2030 – vision 2 

2030 – vision 3 2030 – vision 4 
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Figure G-9 Total available wind energy per transmission grid node for the 5 scenarios of the 
2040 system and wind year 2011. 

2040 – Large-scale RES 2040 – 100% RES 

2040 – Big & Market 2040 – Fossil & Nuclear 

2040 – Small & Local 
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Figure G-10 Total available wind energy per transmission grid node for the 5 scenarios of the 
2050 system and wind year 2011. 

2050 – 100% RES 2050 – Large-scale RES 

2050 – Big & Market 2050 – Fossil & Nuclear 

2050 – Small & Local 
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Figure G-11 Total available solar energy per transmission grid node for the year 2015 and 
solar year 2015. 

2015 
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Figure G-12 Total available solar energy per transmission grid node for the 4 visions of the 
2030 system and solar year 2011. 

2030 – vision 1 2030 – vision 2 

2030 – vision 3 2030 – vision 4 
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Figure G-13 Total available solar energy per transmission grid node for the 5 scenarios of the 
2040 system and solar year 2011. 

2040 – Large-scale RES 2040 – 100% RES 

2040 – Big & Market 
2040 – Fossil & Nuclear 

2040 – Small & Local 
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Figure G-14 Total available solar energy per transmission grid node for the 5 scenarios of the 
2050 system and solar year 2011. 

2050 – 100% RES 2050 – Large-scale RES 

2050 – Big & Market 2050 – Fossil & Nuclear 

2050 – Small & Local 
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H The market value factor of wind 

One of the advantages of the “grid” modeling level consists of its high spatial resolution 
which allows the estimation of the market value of VRES generation assets including trans-
mission grid constraints. The market value metric, expressed as the relative price of a source 
with respect to the base market price, measures the impact of the variability of a source in 
comparison to an equivalent source with a flat profile. Unlike other metrics, the market value 
also considers the effects of the whole system operation. As described by Hirth [327], two 
opposing forces influence this value, namely correlation with demand and the merit-order 
effect. The first force can be observed at low penetration rates, where the source cannot sig-
nificantly influence the outcome of the market itself and therefore the corresponding genera-
tion can benefit from supply shortages. However, as the share in the market increases, the 
clearing price may reduce significantly due to the low variable operational costs of VRES, 
hence reducing the profits of the corresponding source as well.  

For a single market zone, the market value of the variable source, e.g. wind, can be derived 
by eq. (H-3), where �̅� corresponds to the average base price and �̅�𝑤 to the average revenue 
of wind power, both measured in €

𝑀𝑊ℎ⁄ . The extension of this formulation to include the 
spatial dimension is further introduced by Hirth [327] and expressed by eq. (H-4) and (H-5), 
where however the spatial averaging is introduced in eq. (H-5) instead of (H-4) as proposed 
by the author. The market value can be expressed again by eq. (H-3). 

�̅� =
𝒑′𝒕

𝒕′𝒕
 

(H-1) 

�̅�𝑤 =
𝒑′𝒈

𝒈′𝒕
 

(H-2) 

𝑣𝑤 =
�̅�𝑤

�̅�
 

(H-3) 

�̅� =
(𝑷𝒅)′𝒕

𝒕′𝒕
 

(H-4) 

�̅�𝑤 =
[(𝑷′𝑮)𝒏]′𝒏

(𝑮𝒏)′𝒕(𝒏′𝒏)
 

(H-5) 

where  𝒑′ is the vector of zonal prices 

  𝒈 is the vector of wind generation 

  𝒅 is the vector of demand weights on the system’s nodes 

  𝑷 is the matrix of nodal prices 

  𝑮 is the matrix of wind generation for each system’s node 

  𝒕 and 𝒏 are unit vectors referring to the temporal and nodal size of the investi-
gated system correspondingly 

Figure H-1 shows the market value of wind for all countries with both of the described formu-
lations as well as for the investigated European area as a whole. By the term zonal, the cor-
responding results refer to the “country” modeling level partitioning, i.e. each country is con-
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sidered as a single zone, whereas by nodal the results refer to the “grid” level where the 
whole transmission grid is considered. Regarding Europe as a whole, it can be seen that the 
difference in the market value is only marginal despite the difference in the operation of hy-
dro plants. Similarly, each country is evaluated with both the zonal and nodal formulations. 
Although for many countries analogous conclusions can be drawn as well, a few countries 
experience a significant increase in the market value of wind when the transmission grid is 
considered. This behavior can be attributed to internal grid congestion that may prohibit im-
porting cheaper generation from neighboring nodes, thus increasing local prices and the rev-
enues of the corresponding wind turbines. In principle, if zonal prices are used in eq. (H-5) 
instead of nodal prices, hence disregarding grid constraints, wind generation located in rich 
wind areas is benefited, whereas in poor wind regions the corresponding revenues are re-
duced. This behavior is further supported by the local merit-order effect that may limit the 
revenue of generation in rich wind areas when nodal prices are considered. From figure H-1 
it can further be observed that countries with high shares of wind generation show the lowest 
market values due to this merit-order effect. 

 
Figure H-1 Market value factor of wind for the 2050 “Large scale RES” scenario and 2011 
weather year. On the top picture the values correspond to all of Europe, where zonal consid-
ers each country as copper plate whereas nodal considers the whole European transmission 
grid. On the bottom picture each country is evaluated separately, where zonal refers to cop-
per plate conditions and nodal considers any transmission grid constraints. 
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I Figures 

Figure 1-1 Total greenhouse gas emissions in million tons of CO2 equivalent for 
2016 in the EU-28 [1]. 9 

Figure 1-2 Structure overview of the thesis. 11 

Figure 2-1 Various power system functions ordered by timescale. [2] 15 

Figure 2-2 A typical merit-order curve including the various generation 
technologies and the demand curve, where CCGT refers to the closed-cycle gas 
turbine technology. [32] 24 

Figure 2-3 Configuration of the bidding zones in Europe. The only zone spanning 
more than one country consists of the Germany-Austria-Luxemburg zone. In 
each bidding zone a single price is applied uniformly after market clearing [39]. 
Own illustration. 26 

Figure 2-4 Price Coupling of Regions (PCR) membership by December 2018 
[52]. Countries using the Multi-Regional Coupling (MRC) and 4M Market 
Coupling (4MMC) coupling methods are also depicted separately. Own 
illustration. 29 

Figure 2-5 Power traded between coupled markets with no transfer limitations 
[54]. Prices are denoted with Pr, energy demand with E, importing market values 
with im and exporting market values with ex. The market states before coupling 
are indicated by the index 1 and after coupling by the index 2. Power exchange 
continues to take place until both prices converge (Prex,2 = Prim,2). Own illustration. 30 

Figure 2-6 Power trade between coupled markets limited by a finite transfer 
capacity (ATC) that hinders complete price convergence [54]. Prices are denoted 
with Pr, energy demand with E, importing and exporting market values with im 
and ex respectively. The market states before coupling are indicated by the index 
1 and after coupling by the index 2. The final price difference (ΔPr) multiplied by 
the ATC yields the congestion revenue. Own illustration. 30 

Figure 2-7 Example of a flowgate that includes three lines and can be used as a 
representative link between the connected areas. 31 

Figure 2-8 Capacity allocation according to the NTC and FBMC models depicted 
in the left and right pictures respectively [63, 65]. The allocation refers to the 
entire flowgate in the first case and to each critical branch for the latter. 33 

Figure 2-9 The fundamental model components that determine the power flows in 
a multi-zonal area. All components are inter-dependent and can be modeled 
either via an integrated or via a multi-level approach. 36 

Figure 3-1 Diagram for generating the must-run profiles for CHP generation from 
the corresponding effective ambient temperatures. 50 

Figure 3-2 Minimum must-run constraints and capacity reduction for a hard coal, 
steam turbine, CHP generator in Altbach (BNetzA ID – BNA0019) with 406 MW 
capacity for the year 2010. 51 
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Figure 3-3 Soft linking diagram between the four levels of the multi-level 
modeling approach. 58 

Figure 4-1 A T-junction tower at the point with latitude 53.6366337o and longitude 
-1.0692832o in the UK, where the coordinates refer to the World Geodetic 
System (WGS84) coordinate system. In picture (a.) [185], the actual topology of 
the junction is shown, also depicted in the sketch (d.). The same junction is 
mapped by OSM as in picture (b.) that can also be translated to sketch (c.). The 
available information implies a topology shown in sketch (e.) that differs from the 
actual topology. 65 

Figure 4-2 The German transmission grid used for the verification process. It is 
based on SciGRID [184] with additional modifications. Own illustration. 66 

Figure 4-3 Total installed capacity per fuel type in Germany for 2015 according to 
ENTSO-E [201], the NEP 2030 [198] and the OPSD database that is used for the 
verification. 70 

Figure 4-4 Geographical distribution of conventional power plants per fuel type 
into administrative regions. Own illustration. 71 

Figure 4-5 The four TSO control areas in Germany. Own illustration. 73 

Figure 4-6 Spatial distribution of electricity load for 2013 [206]. Own illustration. 73 

Figure 4-7 Overlay between the regional (administrative) distribution of positive 
residual load for 2015 and the Voronoi diagram of the high voltage grid. The 
assignment is completed by measuring the area overlay. 74 

Figure 4-8 Spatial distribution of installed wind capacity for the year 2015. Own 
illustration. 75 

Figure 4-9 Spatial distribution of hydro power generation for the year 2015. The 
distribution follows the corresponding installed capacity. Own illustration. 76 

Figure 4-10 Total imports and exports to the neighboring countries for the year 
2015 are depicted in the left picture. Exchanges with Belgium are 0 since there is 
no direct connection, while exchange data with Luxembourg are not reported. On 
the right picture the “virtual node” method is depicted as a method to model the 
imports and exports when given as fixed profiles. 77 

Figure 4-11 Daily averaged, accumulated residual load for Germany 2015, 
depicted with its constituents. 77 

Figure 4-12 Energy mix for different modeling methodologies compared to the 
BNetzA monitoring report. Red shades correspond to copper plate approach, 
whereas blue shades to LOPF with the full transmission grid. For the copper 
plate case, CHP 1 and CHP 2 setting are shown as well. For the LOPF case, 
each improved version corresponds to an additional setting from table 4-3 being 
considered. The final version incorporates CHP modeling via must-run 
constraints and capacity reduction, modeling of neighboring countries via virtual 
nodes, an improved transmission grid and allocation of the residual load profiles 
using Voronoi tessellation. 79 
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Figure 4-13 Load curtailments distribution for the initial and final models. 
Curtailments are reduced significantly, especially for the nodes close to the 
borders. 80 

Figure 4-14 Critical transmission lines for the initial and final models as well as 
according to BNetzA [210]. Cross border congestion is reduced significantly after 
applying modeling improvements however congestion in areas with high node 
density remains considerable. 81 

Figure 4-15 Comparison of the GridKit network that is used in this thesis with the 
corresponding datasets of ENTSO-E [191] and Jensen et al. [215] in terms of 
total cross-border capacity and by applying Louvain clustering. 83 

Figure 4-16 Yearly computational run time estimation and total system cost of the 
first day of 2015 for different distance thresholds used to reduce the network size. 
Simulations are performed for one day only, hence the yearly run time is 
estimated based on these results. The star (*) indicates that the unconnected 
nodes with less than 1.5 km distance remain unconnected. The computational 
time does not include any parallelization of the problem. 85 

Figure 4-17 Reduction of line and node elements for increasing clustering 
distance threshold. Joints refer to T-junction nodes. 85 

Figure 4-18 The transmission grid of the ENTSO-E area that is used in this thesis 
based on Gridkit and OSM data. The voltage levels follow the information from 
the OSM entries. Own illustration. 85 

Figure 4-19 Share of power plants where the corresponding information is 
available. PPM refers to the published powerplantmatching results as of July 
2017 [209]. 86 

Figure 4-20 Conventional power plants of Europe considered in this thesis, 
classified by fuel type. Own illustration. 87 

Figure 4-21 The pan-European merit order curve (depicted by the black line) 
combined with the corresponding positive residual load histogram for 2015. The 
hard coal marginal costs are represented by constant efficiencies as well as by a 
variable efficiency function and are depicted for the reference hard coal fuel 
prices as well as for -50% and +70% cases respectively. OCGT refers to open-
cycle gas turbines, CCGT to closed-cycle gas turbines and ST to steam turbines. 88 

Figure 4-22 Efficiency of hard coal power plants as a function of commissioning 
year. “Eff. values via matching” values correspond to calculated efficiencies of 
European power plants via the matching of fuel consumption and electricity 
generation, whereas “German power plants” values correspond to known 
efficiencies for German power plants. The resulting regression function is 
compared to the approaches of Schröter et al. [230] and Hintermann et al. [231] 
that are based on German values only. 89 

Figure 4-23 NTC values for the Germany to Poland direction compared to the 
physical flows reported by ENTSO-E [201] displayed as daily averages. The 
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indicative values for 2011 [241] and 2020 [242] are significantly higher than the 
reported NTC values in higher temporal resolution. 92 

Figure 4-24 European hydro power plants for 2015 classified by installed capacity 
and type. Own illustration. 94 

Figure 4-25 Comparison of hydro energy inflow profiles for the countries of 
Austria and Norway. Both GRDC and Eurocordex approaches are shown in 
comparison to the RE-Europe [215] and Restore2050 [256, 257] projects. 96 

Figure 4-26 Onshore wind (top) and PV (bottom) generation density for 2015. 
Own illustration. 98 

Figure 4-27 Application of the most common literature methodologies using 
historical data. On the top figure, time series data are evaluated by the average 
R2 score (dimensionless). On the bottom figure, only cumulative, yearly data are 
used and the average total deviation is shown. The error bars indicate the range 
of all regions. 100 

Figure 4-28 Average coefficients for regression problems with different 
combination of indicators. The c coefficients correspond to the various indicators 
as explained in table 4-8, b. refers to bounded (non-negative) coefficients and 
unb. to unbounded coefficients. Problem names starting with + (e.g. + Irradiance) 
refer to the previous problem formulation with the additional corresponding 
parameter included. 102 

Figure 4-29 Overall electricity consumption ratio over the population ratio for 
each region of France, Germany and Italy and the corresponding regression 
functions for France. The histogram corresponds to the population ratio 
distribution of all Europe for NUTS3 regionalization. 103 

Figure 4-30 Weighted average of the R2 score for each regional profile as 
predicted by applying different regression function combinations. The names 
starting with + (e.g. + Irradiance) refer to the previous problem formulation with 
the additional corresponding parameter included. 104 

Figure 4-31 The NUTS3 region for the Stockholm area along with the high 
voltage substations and the corresponding Voronoi regions. With the area 
overlapping method, most of the demand is applied to the least dense nodes 
which are located away from the population and demand center. Considering 
finer population distribution information gives more realistic distribution of 
demand to the nodes. 105 

Figure 4-32 Visual representation of the five models to be verified as described in 
table 4-9. 107 

Figure 4-33 Probability density functions of the cross-border flows between 
Austria and Germany with direction to Germany. “ENTSOE” refers to the reported 
physical flows and “power flow” to the “grid – security factor” model. 109 

Figure 4-34 Verification results using the “German” and “European - total” 
indicators defined by eq. (4-13) and “European – by country” indicator defined by 
(4-14) as well as the cross-border (CB) flows indicator for different pan-European 
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models for 2015 as described in table 4-9. Bars, i.e. mix indicators, refer to the 
left axis, whereas CB flows to the right axis. 110 
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Energy roadmap 2050 targets [242]. 113 
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the left picture the AC lines are depicted whereas on the right picture the new 
HVDC projects are shown [218]. Own illustration. 114 
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vehicles which exhibit different behaviors between weekdays and weekends. 116 
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Figure 6-5 Energy mix for the “country” modeling level of the reference case, i.e. 
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picture) for the “grid” modeling level excluding load curtailment costs. 127 
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Figure 6-9 Total net positions of European regions for the 2050 “Large scale 
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scenario and 2011 weather year. The selected regionization of Europe follows 
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[311] and Leitstudie (dena) [312]. The capacity mix for this thesis corresponds to 
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Sektorenkopplung (ewi) [309], Langfristszenarien (BMWi) [310], 
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capacity mix for this thesis corresponds to the “Large-scale RES” scenario of the 
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Figure 6-13 Spatial distribution of VRES curtailments according to this thesis (top 
left) where the offshore curtailments are distributed to the offshore buses 
uniformly, Robinius et al. [313] (top right) where the negative and positive values 
correspond to VRES curtailments and generation from conventional sources 
respectively and finally Jentsch et al. [314] (bottom) where the values for all 
regions besides the depicted ones are less than 5 TWh. 133 
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value. 134 
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Appendix 

214 

Figure 6-17 Average utilization of flexible demand as a function of the available 
flexibility. 136 

Figure 6-18 Spatial distribution of the reduction in load curtailments due to 
demand flexibility. The circle size indicates the amount of initial curtailments, 
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is 24 hours. 145 
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Figure 6-27 Total pan-European load profiles, averaged by the hour of day, for 
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of maximum allowed load shifting. 147 
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considered when power flows exceed the 70% threshold of the corresponding 
line’s capacity, after its correction due to operational security considerations. The 
frequency of 100% corresponds to 8760 hours for 2050. 151 
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K  Abbreviations  

4MMC 4M Market Coupling 

AAC Already Allocated Capacity 

AC Alternating Current 

ACCC Aluminum Conductors Composite Core 

ACER Agency for the Cooperation of Energy Regulators 

ACOPF Alternating Current Optimal Power Flow 

ACSR Aluminum Conductor Steel Reinforced 

ATC Available Transfer Capacity 

AVR Automatic Voltage Regulator 

BEV Battery Electric Vehicle 

BNetzA Bundesnetzagentur (Federal Network Agency) 

CARMA Carbon Monitoring for Action 

CB Critical Branches 

CBA Cost-Benefit Analysis 

CCGT Closed or Combined Cycle Gas Turbine 

CHP Cogeneration or Combined Heat and Power 

CM Congestion Management 

CO Critical Outages 

CPF Continuation Power Flow 

CSP Concentrated Solar Power 

CWE Central Western European area 

DC Direct Current 

DCOPF Direct Current Optimal Power Flow 

DSM Demand Side Management 

ED Economic Dispatch 

EEA European Environmental Agency 

EEG Erneuerbare Energien Gesetz (Renewable Energy Act) 

ENS Energy Not Served 

ENTSOE European Network of Transmission System Operators for Electricity 

ENTSOG European Network of Transmission System Operators for Gas 

ETS Emission Trading System 
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EU European Union 

EV Electric Vehicle 

FACTS Flexible AC Transmission Systems 

FMBC Flow Based Market Coupling 

FPSB First-Price Sealed Bid 

FRM Flow Reliability Margin 

GA Genetic Algorithm 

GDP Gross Domestic Product 

GEO Global Energy Observatory 

GEP Generation Expansion Planning 

GHG Greenhouse Gas 

GRDC Global Runoff Data Center 

GSK Generation Shift Key 

GVA Gross Value Added 

HTLS High Temperature Low Sag 

HV High Voltage 

HVDC High Voltage DC 

IAEA International Atomic Energy Agency 

IFMBC Intuitive Flow Based Market Coupling 

ISO Independent System Operator 

LMP Locational Marginal Price 

LODF Line Outage Distribution Factor 

LOPF Linear Optimal Power Flow 

LP Linear Programming 

MILP Mixed Integer Linear Programming 

MPI Message Passing Interface 

MRC Multi-Regional Coupling 

NEP Netzentwicklungsplan (Network Development Plan) 

NGO Non-Governmental Organization 

NTC Net Transfer Capacity 

NUTS Nomenclature des Unités Territoriales Statistiques (Classification of Territorial 
Units for Statistics) 

O&M Operation & Maintenance 
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OCGT Open Cycle Gas Turbine 

OLTC On-Load Tap Changer 

OPF Optimal Power Flow 

OPSD Open Power System Data 

OSM Open Street Map 

OTC Over The Counter 

PCI Projects of Common Interest 

PCR Price Coupling of Regions 

PDF Probability Density Function 

PHS Pumped Hydro Storage 

POPF Probabilistic Optimal Power Flow 

PPM Powerplantmatching 

PSO Particle Swarm Optimization 

PTDF Power Transfer Distribution Factor 

PV Photovoltaics 

PX Power Exchange 

PyPSA Python for Power System Analysis 

RAM Remaining Available Margin 

RCM Regional Climate Model 

RES Renewable Energy Sources 

RMSE Root Mean Square Error 

ROR Run Of River 

RPF Repeated Power Flow 

SCOPF Security Constraint Optimal Power Flow 

ST Steam Turbine 

TEP Transmission Expansion Planning 

TRL Technology Readiness Level 

TRM Transmission Reliability Margin 

TSO Transmission System Operator 

TTC Total Transfer Capacity 

TUT Transmission Usage Tariff 

TYNDP Ten Year Network Development Plant 
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UBA Umweltbundesamt (Federal Environmental Office) 

UC Unit Commitment 

UCTE Union for the Co-ordination of the Transmission of Electricity 

VDE Verband der Elektrotechnik, Elektronik und Informationstechnik 

VRES Variable Renewable Energy Sources 

VS Virtual Storage 

WGS World Geodetic System 

WRI World Resources Institute 
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