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Abstract

The ability to make local measurements of charge density in nanoscale materials and
devices is essential for understanding many material properties. The charge density can then
be used to infer the electric field or electrostatic potential within and around the specimen.
This information is important for scientists working on subjects such as field electron emission
and atom probe tomography.

Off-axis electron holography is a powerful technique that can be used to record the phase
shift of a high-energy electron wave travelling through an electron-transparent specimen
in a transmission electron microscope. Information about the charge density within the
specimen can be retrieved from the measured phase with high spatial resolution. In this
thesis, charge density and electric field measurements are performed, both in projection and
in three dimensions, with a primary focus on samples that have a needle-shaped geometry.
Three approaches are used: an analytical model-dependent approach, a model-independent
approach and an approach based on numerical model-based iterative reconstruction. The
model-based iterative approach allows a priori information, such as the shape of the object
and the influence of charges that are located outside the field of view, to be taken into account.
More importantly, it also allows for the reconstruction of three-dimensional charge density
distributions from incomplete tomographic tilt of phase images without the artefacts that
would be present if conventional tomographic reconstruction algorithms were used.

In this thesis, a WsOy4 nanowire is investigated experimentally in the presence of an
applied electrical bias and the charge distribution along it is evaluated. A carbon fibre
needle-shaped specimen is then studied, in order to demonstrate the capability of the model-
based iterative approach to measure the three-dimensional charge density, electric field
and electrostatic potential both inside and around it. Finally, a systematic investigation
of electron-beam-induced charging in a needle-shaped specimen with an insulating Al,O3
apex is presented, including the dependence of the results on electron dose rate, total dose,
temperature, primary electron energy and the surface state of the sample. Great care is
required with the acquisition and interpretation of the results, in particular because charging
phenomena are sensitive to the electrical conductivity of the sample, the presence of contact
potentials and the presence of (unknown) surface states.






Kurzfassung

Die Fihigkeit, lokale Messungen der Ladungsdichte in nanoskaligen Materialien und Geriten
durchzufiihren, ist fiir das Verstindnis vieler Materialeigenschaften unerlésslich. Aus der
Ladungsdichte kann dann auf das elektrische Feld oder das elektrostatische Potential innerhalb
und um die Probe herum geschlossen werden. Diese Informationen sind wichtig fiir
Wissenschaftler, die an Themen wie Feldelektronenemission und Atomsonden-Tomographie
arbeiten.

Die Off-Axis-Elektronenholographie ist eine leistungsstarke Technik, mit der die
Phasenverschiebung  einer  hochenergetischen  Elektronenwelle, die durch eine
elektronenstrahlendurchlidssige Probe lduft, in einem Transmissionselektronenmikroskop
aufgezeichnet werden kann. Aus der gemessenen Phase konnen mit hoher Ortsaufldsung
Informationen iiber die Ladungsdichte in der Probe gewonnen werden.

In dieser Arbeit werden Ladungsdichte- und elektrische Feldmessungen sowohl in Projektion
als auch in drei Dimensionen durchgefiihrt, wobei der Schwerpunkt auf Proben mit
nadelformiger Geometrie liegt. Es werden drei Ansitze verwendet: ein analytischer
modellabhiingiger Ansatz, ein modellunabhiingiger Ansatz und ein Ansatz, der auf numerischer
modellbasierter iterativer Rekonstruktion basiert.

Der modellbasierte iterative Ansatz erlaubt es, a priori Informationen, wie z.B. die Form des
Objekts und den Einfluss von Ladungen, die sich auBerhalb des Sichtfeldes befinden, zu
beriicksichtigen. Noch wichtiger ist, dass er auch die Rekonstruktion dreidimensionaler
Ladungsdichteverteilungen aus unvollstindigen tomographischen Verkippungen von
Phasenbildern ohne die Artefakte ermoglicht, die bei Verwendung herkdmmlicher
tomographischer Rekonstruktionsalgorithmen vorhanden wiren.

In dieser Arbeit wird ein W50, Nanodraht experimentell in Gegenwart einer angelegten
elektrischen Vorspannung untersucht und die Ladungsverteilung entlang dieses Nanodrahtes
ausgewertet. Anschliefend wird eine Kohlenstofffaser untersucht, um die Fiahigkeit des
modellbasierten iterativen Ansatzes zur Messung der dreidimensionalen Ladungsdichte, des
elektrischen Feldes und des elektrostatischen Potentials in und um den Draht herum zu
demonstrieren.

SchlieBlich wird eine systematische Untersuchung der elektronenstrahlinduzierten Aufladung
in einer Atomsondennadel mit einer isolierenden Al,O; Spitze vorgestellt, einschlieBlich der
Abhingigkeit der Ergebnisse von Elektronendosisleistung, Gesamtdosis, Temperatur, der
Energie des einfallenden Elektronenstrahls und dem Oberfldchenzustand der Proben. GroBe
Sorgfalt ist bei der Erfassung und Interpretation der Ergebnisse erforderlich, insbesondere weil
Aufladungsphdnomene empfindlich auf die elektrische Leitfahigkeit der Probe, das
Vorhandensein von Kontaktpotentialen und das Vorhandensein von (unbekannten)
Oberfliachenzustinden reagieren.
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Chapter 1

Introduction

1.1 Importance of local charge density and electric field

measurement in materials science

Information about charge density in nanoscale materials and devices is important for
understanding properties such as conductivity, permittivity, ferroelectricity, piezoelectricity
and spontaneous polarisation [1], as well as charge accumulation at interfaces and surfaces
[2, 3] and charging and discharging processes, for example in solid state batteries [4, 5].
It is also beneficial to understand the phenomenon of electron-beam-induced charging
in combinations of insulating, semiconducting and conducting materials in the electron
microscope. Furthermore, it is of both fundamental and practical interest to be able to detect
elementary charges experimentally with high spatial resolution.

In this thesis, the research fields that are of particular interest are charge accumulation
at interfaces and surfaces in materials, electron-beam-induced charging of specimens in
the electron microscope and the measurement of electric fields outside electrically-biased
needle-shaped specimens, such as field emitters and atom probe needles.

1.1.1 Charge accumulation at interfaces and surfaces of materials

Charge accumulation at interfaces and surfaces plays a critical role in the performance
of materials and nanoscale devices, e.g., p-n junctions [6], metal-semiconductor junctions,
ferroelectric tunnel junctions [3], two-dimensional (2D) electron gases [7] and grain bound-
aries in electroceramics [2]. The accumulation of charges at interfaces plays an important
role in the electrical conductivity of such systems. For instance, space charge layers at grain
boundaries in doped ceria (CeO,), which is regarded as a possible electrolyte for use in
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intermediate temperature solid oxide fuel cells [8], are generally believed to be responsible
for the deterioration of its ionic conductivity [9, 10].

Attempts have been made to measure either the charge density or the electrostatic potential
in such systems using phase contrast techniques in the transmission electron microscope
(TEM). Examples include studies of p-n junctions [11, 12, 6, 13], 2D electron gases in
LaAlO3/SrTiOs3 [14, 7], StTiOs3 bicrystals [2, 15-17], grain boundaries in Sm-containing
doped ceria [18] and grain boundaries between Ca-doped and undoped YBa;Cu3O7_, [19].
Theoretical models have been set up to interpret experimental measurements of space charge
layers at grain boundaries [20, 21]. Available phase contrast TEM techniques include Fresnel
contrast analysis [17], off-axis electron holography [2, 15, 16, 19, 11, 12, 6, 18], in-line
electron holography [14, 7] and differential phase contrast (DPC) imaging in the scanning
TEM (STEM) [13].

When applying phase contrast techniques, one has to be careful about dynamical diffrac-
tion effects, the electrostatic mean inner potential (MIP) of the specimen, surface damage
introduced by the preparation of electron-transparent specimens and electron-beam-induced
charging, as well as microscope parameters such as aberrations. For these reasons, most
previous reports of space charge measurements in the TEM are inconclusive or affected by
artefacts. The trustworthy, quantitative measurement of charge density with high spatial
resolution requires consideration of all of these effects on experimental measurements.

1.1.2 Electron-beam-induced charging

The phenomenon of electron-beam-induced specimen charging has been discussed in
the literature since the early 1960s (e.g., [22, 23]). Specimen charging occurs when poorly-
conducting or poorly-electrically-contacted specimens are observed in the electron micro-
scope, as the inelastic scattering of electrons leads to the emission of secondary electrons.
This process has been investigated intensively mainly in the scanning electron microscope
(SEM) (e.g., [24]), but rarely in the TEM for specimens that are thinner for higher energies
of the primary electrons.

In recent years, specimen charging in biological specimens has attracted increasing
attention in cryomicroscopy (e.g., [25, 26]), as it causes a strong degradation in image quality
and therefore a loss of spatial resolution. Some work has been carried out to investigate
the charging of carbon films, either for application as a support for biological specimens
(e.g., [25, 26]) or for application as electrostatic phase plates (e.g., [27]). Charging effects in
carbon films are sometimes referred to as the "bee-swarm" effect [22], which is also known
as the "Berriman effect"” in biological electron microscopy [28-30].
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Specimen charging can result in image distortion, image astigmatism that may vary with
sample position, electron-beam-induced movement of irradiated areas of the specimen and
strong contrast at sharp or broken edges of the sample. Theoretical explanations of the
microscopic mechanisms of charging, in particular by Jacques Cazaux [31-35], do not yet
provide a satisfactory description of the phenomenon. A phase contrast transfer function
method has been used to measure the phase shift induced by the electric potential due to
charging [36, 37]. There are also several off-axis electron holography studies of charging in
the TEM [38—41], but the interpretation of such results is still simplistic and inconclusive.

The real-time quantitative measurement of electron-beam-induced charging is essential
to understand the mechanisms of charging in thin specimens that have different electrical
properties and geometries, as well as to understand how to reduce charging effects when
imaging using both low and high energy electrons.

In addition to the above considerations, the charge density in a specimen can be regarded
as a fundamental quantity that can in turn be used to infer the spatial distribution of the electric
field, which can itself be difficult to measure directly, in part because of its slow decay, strong
dependence on boundary conditions and the positions of image charges. Such measurements
of electric field are particularly important for studies of needle-shaped specimens, such as
field emitters and atom probe needles, in order to calculate the trajectories of electrons or
ions that are emitted or extracted from them during field emission or field evaporation. In
this way, information about the electric field measured in the TEM can provide a type of
aberration correction for the reconstruction of three-dimensional (3D) atom positions in
atom probe tomography (APT). It can also assist with the evaluation of the material’s field

emission performance.

1.1.3 Cold field emission

Cold field emission has been used widely in a variety of applications, especially for
electron sources in electron microscopy (e.g., [42]). It is based on the emission of electrons
as a result of the presence of a strong electrostatic field. Field emission occurs only when
the electric field strength at the surface of the specimen, which is usually needle-shaped or
tip-like, is on the order of GV/m. It also strongly depends on the work function of the surface
of the material. A theoretical explanation for field emission by quantum tunnelling was
proposed in 1928 [43]. The so-called "Fowler-Nordheim" (F-N) equation is used to describe
the local current density emitted from internal electron states in the conduction band of a
bulk metal. It states that the current density emitted from a small uniform area of a surface is
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determined by the local work function and the local electric field. However, the F-N equation
is no longer valid if the electric field is very strong [44, 45], in particular for nanostructures
such as nanowires and nanotubes. The details of the electric field around a field emitter play
a vitally important role in determining its field emission properties, including the current
density, emission area and temporal coherence.

Therefore, in situ observations of the charge density, electric field or electrostatic potential
of a field emitter before and during field emission are paramount for understanding the field
emission process and the underlying mechanisms. Several attempts have been made to
measure the electric fields of field emitters fabricated from different materials, including
carbon nanotubes [46], carbon cone nano-tips [47—49], TaSi; nanowires [50], as well as used
and unused Schottky field emission gun emitters [51].

However, in most previous experiments performed using off-axis electron holography,
the slow decay of the electric field prevented the use of conventional tomographic approaches
to retrieve 3D information about the electric field, which extended outside the field of view
(FOV). In addition, the presence of a fringing field in vacuum added technical difficulties to
the interpretation of the off-axis electron holograms.

1.1.4 Atom probe tomography

The technique of atom probe tomography, which aims at obtaining the atom-by-atom
internal structure of a material, usually involves two processes: field evaporation by an
electric field at the surface of a needle-shaped specimen and projection of the ions determined
by the electric field around the apex [52, 53]. A knowledge of the electric field is therefore
essential to understand both the field evaporation process and the projection of the ions. The
latter process, in particular, is significant for establishing the fidelity of the reconstruction of
3D atomic positions.

A standard APT reconstruction algorithm assumes a homogeneous evaporation field from
an approximately hemi-spherical surface that has a certain radius and is positioned on a
truncated cone with a certain shank angle [54]. This assumption is expected to hold most
closely when the specimen is homogeneous and the analysis is performed for a small FOV.
However, in the majority of cases, the specimen will contain different materials and phases,
which have different evaporation fields. The assumption of a homogeneous evaporation
field is then no longer valid. Even if a specimen has only a single phase, the surface of
the tip cannot be assumed to be perfectly smooth for a wide FOV, especially if there is any
anisotropy of the evaporation fields, as well as in the presence of surface atom diffusion
or motion. The difference between the electric field modelled on the above assumptions
and the true electric field will induce so-called "trajectory aberrations" [55]. For instance,
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in multiphase specimens, which may contain precipitates in a matrix, the so-called local
magnification effect [56, 57], or chromatic aberration [55], can result in spatial distortions of
the reconstruction due to the different evaporation fields of the individual phases. During
"dynamic reconstruction” [58], reconstruction parameters such as the radius of the tip, the
field factor and the image compression factor are allowed to change dynamically during
evaporation. However, a standard reconstruction algorithm is still typically used.

Although numerical simulations have been implemented to calculate the exact trajectory
of each ion, the computational cost and assumptions required to set up such simulations still
preclude their routine use [59].

Correlative TEM and APT experiments have been utilised to provide combined informa-
tion for the reconstruction of atomic positions, in particular by providing measurements of the
morphology and radius of the specimen [60, 61]. However, direct measurements of electric
field are still lacking. Currently, real-time measurements of electric field during APT using
TEM are not possible, as there is no instrument that combines TEM and APT simultaneously.
Until such an instrument becomes available, sequential snapshots of the electric field would
already be of great value to assess and improve the fidelity of APT reconstructions.

1.2 Charge density and electric field measurement in the

transmission electron microscope

Off-axis electron holography is sensitive to the electrostatic potential within and around
a specimen projected along the incident electron beam direction and has been widely used
to study long-range electrostatic fields [62-65], such as those originating from triboelectric
charges [66], trapped charges in specimens [67], charges at dislocations [68], electron-
beam-induced charges in TEM specimens [38, 40, 30, 69], p-n junctions [6, 70], dynamic
charging in Li-ion battery materials [4], electrically biased tips [71-73], nanotips [74] and
field emitters [46, 50, 51, 48, 49].

Other related phase contrast techniques in the TEM that are also sensitive to electrostatic
potentials include in-line electron holography, DPC imaging, as well as ptychography applied
to pixelated STEM data. Iterative reconstruction algorithms have been developed for in-line
electron holography [75] and comparisons between in-line and off-axis electron holography
have been carried out [76, 77]. DPC imaging is sensitive to the phase gradient rather than
to the phase itself, i.e., to the projected in-plane electric field, rather than to the projected
electrostatic potential [78]. DPC imaging has been used to measure polarisation fields
[79, 80], piezoelectric fields [81], built-in electric fields at p-n junctions [13] and atomic-
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resolution signals [78, 82, 83]. The accuracy and precision of the technique are determined by
the detector geometry and performance, experimental stability during scanning, calibration
of the instrument and careful interpretation [84].

This thesis is dedicated to fundamental and practical aspects of quantitative charge
density measurement at the nanoscale using off-axis electron holography and its application
to needle-shaped specimens. However, most of the approaches and conclusions are also
relevant to the interpretation of experimental results obtained using other phase contrast
techniques, including in-line electron holography, DPC imaging and ptychography in the
STEM.

1.3 Relationship to research on low energy electrons in the
SIMDALEE?2 Marie Curie Initial Training Network

The SIMDALEE2 (Sources, Interaction with Matter, Detection and Analysis with Low
Energy Electrons) project ! is a research and training network that is dedicated to the inves-
tigation of low energy electrons near solid surfaces. It aims to establish a comprehensive
and effective research platform for the study of low energy electrons. Within this frame-
work, information about the charge density distributions and electric fields of needle-shaped
specimens is crucial to understand how electrons behave during and after field emission and
how they subsequently interact with the surfaces and internal structures of materials. In
particular, the project is strongly related to near field emission scanning electron microscopy
and specimen charging.

The near field emission scanning electron microscopy (NFESEM) technique [85], in
which electrons are extracted by field emission from a sharp tip that is positioned a few tens
of nm from a surface, involves the collection and analysis of secondary electrons generated
at the surface. The electric field around the tip is crucial because field emission at such a
close tip-electrode (specimen surface) distance results in the self-focusing of electrons that
are emitted from a nm-sized tip [86]. It therefore determines the lateral resolution of such an
instrument and influences the mechanism of image contrast formation.

In an SEM that typically operates at electron energies of between from several Volts and
several thousand Volts for the study of both biological and inorganic specimens, information
about the electric field that is present within and around the sample would help to understand
the mechanism of image contrast formation [87]. Quantitative charge density measurements

"Marie Curie Initial Training Network (ITN) financed by the European Commission (grant number 606988
under the FP7-PEOPLE-2013-ITN action of the European Commission).
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resulting from electron-beam-induced specimen charging would also be beneficial for un-
derstanding charging in both SEM [24] and TEM, as well as providing pathways for the
mitigation and control of charging during experimental image acquisition.






Chapter 2

Fundamentals of off-axis electron
holography and strategy for charge

density measurement

2.1 Off-axis electron holography

The concept of holography was first proposed by Denis Gabor in 1948 [88]. When
it is applied in the TEM, the technique is capable of retrieving both phase and amplitude
information about the electron wave. It therefore allows for the correction of coherent
aberrations and the improved interpretation of recorded images. In particular, the TEM
mode of off-axis electron holography, which is illustrated schematically in Fig. 2.1a, allows
both the phase ¢ and the amplitude a of the wavefunction ¥ = aexp(i@) that is transmitted
through an electron-transparent specimen to be retrieved directly [89]. When applying
the technique, the specimen is illuminated by either a spherical wave or a plane wave ().
The object wave that has travelled through the specimen is overlapped with a reference
wave that has travelled through vacuum with the aid of an electrostatic biprism (EB), which
is normally a thin wire that has a positive voltage applied to it and is positioned in a
conventional selected area aperture plane, resulting in the formation of an interference pattern
or hologram (Hol). The hologram is magnified by the projection lenses of the microscope
(not shown) and recorded on a digital detector. It can then be processed to retrieve real-
space phase and amplitude information about the object. The experimental setup for the
examination of an electrically-biased needle-shaped specimen (Sp, red) is shown in Fig. 2.1b.
A photograph of the microscope that is used for off-axis electron holography experiments in
Forschungszentrum Jiilich is shown in Fig. 2.1c.
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\/\/" Hologram
——————~—___ Phase

Fig. 2.1 (a) Schematic diagram illustrating the principle of off-axis electron holography. (b) Experimental setup for off-axis electron
holography. (c) Photograph of an FEI Titan transmission electron microscope in Forschungszentrum Jiilich. Corresponding components
are labelled using the same colours. From top to bottom in (b) are: an illuminating spherical or plane electron wave I, an electrically-
biased needle-shaped specimen Sp, the electron microscope objective lens OL, an electron biprism EB and a recorded off-axis electron
hologram Hol. Semi-transparent red surfaces in (b) show equipotential surfaces around the electrically-biased needle. For clarity, the
counter-electrode is not shown here, but its location could be inferred by the flatness of the left equipotential surface.
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In the absence of dynamical scattering and magnetic fields, the electron optical phase
shift ¢ can be written as follows [90]:

Foo

o(x,y) = CE/ Vi(x,y,2) dz, 2.1

where z is the incident electron beam direction, (x, y) are 2D Cartesian coordinates in
the specimen plane, Cg is a constant that depends on the microscope accelerating voltage
(Cg = 6.53 x 10° rad/(Vm) at 300 kV) and V, is the total electrostatic potential, which
includes contributions from the mean inner potential (MIP), fixed charges (e.g., ions), mobile
charges and polarisation-induced charges.

If the electrostatic biprism is oriented along the y axis, then the intensity in the hologram
in an ideal imaging system can be expressed in the form [62, 63, 91]

d ITX d iTx
I(x,y) = ‘w (x— 7y) exp () +y <x+ ,y) exp <—)
2 K 2 s

where d is the interference distance ! (depending on the potential and the width of the biprism),

2
; 2.2)

and s is the spacing of the interference fringes. Eq. 2.2 describes the intensity distribution in
the hologram.

If the object is located at x + d/2, then the corresponding object wave y (x+ %,y) is
overlapped with the reference wave y (x — %7 y). In order to retrieve the amplitude and the
phase of the object wave, the reference wave should ideally be equal to unity, i.e., a plane
wave, or it should be known.

When a long-range electric field originates from the specimen, as shown in Fig. 2.1b,
the reference wave may be perturbed, such that its phase is not flat and it already contains
information about the specimen. Analysis of the hologram then results in the reconstruction
of a fictitious specimen that can be described by the wavefunction [62, 63]

d d
W(xay) :a(xay) exp |:l(p (X+ Zay) _l(P (X— 27y>:| ) (23)

where a(x,y) is the amplitude of the object wave and ¢@(x+ %, y) and @(x — %,y) are the
phases of the object and reference waves, respectively. The difference between these two
phases, rather than the true object phase, is then reconstructed. The influence of such a
perturbed reference wave (PRW) on measurements of charge density and electric field is
discussed below.

I'The interference distance is, in fact, a vector, which depends on the rotation angle of the biprism. Here, for
simplicity, it is assumed that the biprism is oriented parallel to the y axis.
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Once the object phase, which is proportional to the projected potential, has been recon-
structed (see Chapter 4 for reconstruction details), it can be analysed further to obtain the
charge density across the FOV.

2.2 Charge density measurement using off-axis electron holog-

raphy

2.2.1 Model-independent approach

In classical electrodynamics, the potential Vp (where the subscript Q is used to indicate
that the potential is entirely due to physical charges and does not include the contribution
from the MIP of the specimen) is generated by the source charge density, p(x, y, z), according
to Poisson’s equation

vy, = _PLer3) 2.4)

&
where &) is the vacuum permittivity. According to Gauss’ law, the flux of the electric field
through a closed surface is proportional to the charge inside the volume of space bounded by

# EdS:l// p(x,y,z) dV, (2.5)
oQ & JJJ o

where E is the electric field and dQ is a surface that encloses the volume Q.

that surface:

In off-axis electron holography, in the presence of a PRW and in the absence of the MIP
(i.e., when V; = Vp), the substitution of ¢(x,y) in Eq. 2.3 by Eq. 2.1 results in an expression
for the reconstructed phase @e.(x,y) (i.e., the phase term of y in Eq. 2.3) that has the form

[71]
e d d
Qrec(X,y) = CE/ |:VQ (x—i— 57y, z) Vo <x — E,y, z)} dz. (2.6)

By combining Egs. 2.4, 2.5 and 2.6, the relationship between the measured phase and the
charge density in the specimen can be written [74, 40]

C C
ﬂ V2¢(X7Y)rec dxdy = 77E//v pproj(x>Y) dxdy = 77EQC7 (2.7)
c & JJc &

where C is the region of integration (Fig. 2.2), V? is a two-dimensional Laplacian operator,
Pproj(x,y) = [p(x+ %, ¥,z)dz is the projected charge density and Q¢ is the total charge in
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region C. The volume over which Gauss’ law is evaluated is an infinite cylinder (along the z
axis), of which C is a cross-section.

Evaluation of the Laplacian of the phase is facilitated by the fact that it can be calculated
directly from the reconstructed complex wavefunction using the expression [74]

2.8)

By making use of the divergence theorem, Eq. 2.7 can equivalently be written in the form
[40]

QC = 4 aCV(Prec(x(l)vy(l)) 'n(x(l)ay(l)) dl? (29)

where V is a two-dimensional gradient operator, dC denotes an integration loop (coinciding
with the boundary of the integration region C in Eq. 2.7), [ is a curvilinear coordinate along
the loop and n is the outward normal to the loop, as shown schematically in Fig. 2.2.

1 FOV

— [

o .,

| C

Fig. 2.2 Schematic diagram illustrating the application of the model-independent approach to
the analysis of a phase image of a needle-shaped specimen. The green rectangle indicates the
FOV. The black rectangle is a chosen integration loop C, with curvilinear coordinate / and
corresponding outward normal vector n.

2.2.2 Analytical model-dependent approach

Model-dependent approaches that are helpful for the determination of charge density
distributions from phase images can be based on the use of finite-element simulations (e.g.,
[49, 66]) or on analytical solutions for simple sample geometries, such as nanoparticles [92]
and needle-shaped specimens [71, 72, 93].
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The development of an analytical model-dependent approach depends on the availability
of a model that can be used to solve the Laplacian equation to calculate the charge density
from a holographic phase image. Prior knowledge of the shape and morphology of the
specimen and a counter-electrode, if one is present, as well as of the boundary conditions, is
required. Moreover, the model should ideally be as simple as possible.

Needle-shaped specimens have previously been modelled using a line charge distributions
in front of grounded conducting planes [71, 93]. The justification for the utilisation of such a
model is that equipotential surfaces around a line of constant charge density take the form of
ellipsoids, which are in turn similar to the outer boundary of a needle-shaped specimen, which
is often conducting and itself expected to be an equipotential surface. The line charge density
can then be adjusted until a best match is obtained between experimental and simulated
images of the phase outside the specimen. The influence of the presence of a grounded
conducting plane on the electrostatic potential distribution and electron optical phase can
be included by using image charge methods [71] (c¢f. Appendix 2). In the presence of an
external field, a linear line charge model, in which the charge density increases along the
length of the needle, can be used [72, 93] (cf. Appendix 2).

The above two approaches are routinely used in the literature (e.g., [71, 74, 40, 72]).
Their corresponding advantages and disadvantages for the evaluation of charge density
using off-axis electron holography are compared and discussed in detail for a needle-shaped
specimen in Chapter 4.



Chapter 3

Experimental setup and choice of
specimens

3.1 Off-axis electron holography in the TEM

An FEI Titan G?> 60—300 TEM equipped with an ultra-bright field emission electron
gun (X-FEG) and two electrostatic biprisms was used for off-axis electron holography
experiments in this thesis. A photograph of this microscope is shown in Fig. 2.1c. The
operating voltage was set to 300 kV, unless stated otherwise. In order to obtain a large FOV,
experiments were usually performed in Lorentz mode, with the conventional microscope
objective lens switched off. Off-axis electron holograms were recorded either using a ~ 2k
x 2k charge-coupled device (CCD) Ultrascan camera (Gatan Inc.) or a ~ 4k x 4k direct
electron counting K2-IS camera (Gatan Inc.). Reference holograms were acquired from
vacuum with the specimen removed from the FOV. Real-space phase and amplitude images
were reconstructed from recorded electron holograms using a standard fast Fourier transform
(FFT) algorithm in Holoworks software (Holowerk LLC.).

High-angle annular dark-field (HAADF) imaging and chemical mapping in STEM mode
were performed on an FEI Titan 80—200 ChemiSTEM microscope equipped with a Super-X
energy-dispersive spectrometer (EDS) and operated at 200 kV.

For cooling experiments, the specimen temperature was controlled using a Gatan liquid
N, model 636 cooling holder (Gatan Inc.).
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3.2 Electrical biasing setup

A scanning tunnelling microscopy (STM)-TEM holder [94] (Nanofactory Instruments)
was used for electrical biasing experiments on needle-shaped specimens, as shown in Fig.
3.1. The needle-shaped specimen was usually glued to the top of a W wire of diameter
0.25 mm and then inserted into the housing of the holder. The STM tip, which was used
as a counter-electrode, was usually made from Au or W. The typical size of the tip of the
counter-electrode was several um or hundreds of nm. The STM tip was fixed to the movable
hat, which was controlled by a piezo tube. In this way, the distance between the STM tip and
the specimen could be adjusted. An electrical voltage of between -200 and +200 V could
then be applied between the needle-shaped specimen and the counter-electrode. This setup
allows spatially-resolved measurements of electric fields around atom probe specimens or
field emitters to be obtained. These results are presented in Chapters 4 and 6-8 below.

Piezo tube

Hat STMtip Specimen W wireHoysing 4-contact plate

Fig. 3.1 Photographs of the Nanofactory STM-TEM specimen holder. Top: overview of the
holder. Below: magnified image of the end of the holder. The specimen usually takes the
form of a W wire of diameter 0.25 mm with a needle-shaped specimen mounted on top of it.
The Au or W counter-electrode has a size of between several ttm and several hundreds of
nm and is fixed to a movable hat. In this way, the distance between the specimen and the
counter-electrode can be adjusted.
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3.3 Electron-beam-induced charging setup

Electron-beam-induced charging was studied systematically to evaluate its dependence
on several parameters, including electron dose rate, total electron dose, temperature and
applied electrical bias voltage. The electron dose rate was controlled either by the spot size
while keeping the illuminated area unchanged, or by spreading the beam. Its value was read
out from the K2-IS camera in units of electrons per pixel per second (e.p.s). The electron
dose rate was typically varied between ~ 40 e.p.s and ~ 1 e.p.s. The total electron dose was
then adjusted by varying the exposure time between 1 and 20 s. The sample temperature was
controlled by using the cooling holder described above over a temperature range of between
~ -180 and 80 °C. The electrical bias was controlled using the STM-TEM specimen holder
described above, with a bias voltage applied to the specimen of between -200 and +200 V,
while the counter-electrode was grounded.

3.4 Overview of specimens

Multiple needle-shaped specimens, including both field emitters and atom probe needles,

were studied in this thesis.

3.4.1 W nanotip

A W nanotip was provided by partners from ETH Ziirich. It was prepared using an
electrochemical etching technique from a W wire of diameter 0.25 mm and later cleaned in
an ultra-high-vacuum (UHV) chamber to remove contamination, including hydrocarbons
and oxidisation. Further details can be found elsewhere [85]. Due to a lack of UHV transfer
capabilities to the TEM, the W nanotip was transferred through air and was therefore covered
by an oxidised layer. (See Chapter 4 for further details.)

3.4.2 LaBgq field emitter

A LaBg field emitter was prepared by Maximilian Kruth from Forschungszentrum Jiilich,
Germany from a single crystal of LaBg that had a diameter of 0.6 mm using a two-step
process, which involved first electrochemical etching of a tip to a diameter of several tens of
um, followed by size reduction and sharpening of the apex using focused ion beam (FIB)
milling. The final diameter of the apex was approximately 30 nm. A detailed description of
the preparation procedure can be found elsewhere [95].
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3.43 Ws50;4 nanowire

A W5014 nanowire was synthesised using an iodine transport method [96] by Saqib
Muhammed from the Josef Stefan Institute, Slovenia. The starting material consisted of
352.7 mg of WO3 powder (Sigma Aldrich, 99.99%), 37.5 mg of Ni foil and 567 mg of iodine
(1-3 mm beads, Sigma Aldrich, 99.7%). WO3; was used as the source of W and O, while Ni
was added as a growth promoter. Evacuated (4 x 10~® mbar) and sealed quartz ampoules
were inserted into a two-zone furnace for 500 h. The material was transported from 860 to
736 °C. For electrical biasing experiments, the nanowire was first glued using FIB onto a
sub-um-sized W wire, which was then mounted on the fixed side of the specimen holder.
(See Chapter 6 for further details.)

3.4.4 CdS nanocomb

CdS nanocombs were provided by a partner from the Beijing Institute of Technology,
China. They were grown using an in situ seeding chemical vapour deposition (CVD) process
[97]. For electrical biasing experiments, the nanocombs were first glued onto a W wire using
FIB deposition, just as for the WsO14 nanowire, with assistance from Maximilian Kruth from
Forschungszentrum Jiilich, Germany.

3.4.5 Carbon fibre needle

A high-strength carbon fibre (T1000) was obtained from Toray company '. The fibre
comprised primarily C (>99%), with a small amount of N, in the form of a highly-textured
structure along the fibre axis, with turbostratic graphene as the basic structural unit [98]. This
choice of material reduces the influence of changing diffraction conditions during a tilt series
of tomographic experiments. A needle-shaped specimen was prepared from the fibre using
standard FIB milling by Shasha Wang, from the High Magnetic Field Laboratory, Hefei,
China, similar to the application for the LaBg field emitter.

3.4.6 CryAlC-Al,O3; atom probe needle

Cr,AlC belongs to the subset of ternary metal carbides that have the general formula
M,,+1AX,, (M: early transition metal, A: A group element, X: C or N) and are referred to as
MAX phases. The potential for utilising MAX phase ceramics (e.g., CroAlIC) as self-healing
materials has been investigated in recent years [99]. In these materials, the products of

lwww.toray.jp
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oxidisation, such as a-Al,O3 and other oxides, have been shown to fill crack sites, thereby
effectively healing them. Here, this material, together with its insulating oxide, is used to
investigate electron-beam-induced charging in the TEM. In this sample, o-Al,O3 acts as
an insulator, while the MAX phase is a conductor [100]. The details of sample synthesis
and atom probe needle preparation by Maximilian Kruth from Forschungszentrum Jiilich,
Germany and Konda Gokuldoss Pradeep from RWTH Aachen University, Germany, can be
found elsewhere [101].






Chapter 4

Applications of model-independent and
analytical model-dependent approaches
for charge density measurement to
needle-shaped specimens

This chapter is adapted from one of my own publications [102]. The model-independent
and analytical model-dependent approaches for charge density measurement, which were
introduced in Chapter 2, are applied to the interpretation of electron optical phase images to
obtain charge density in needle-shaped specimens in this Chapter. Practical considerations as-
sociated with using the model-independent approach are discussed and illustrated through the
analysis of experimental data recorded from a W nanotip. The advantages and disadvantages
of the above two approaches are then compared through the study of an electrically-biased
LaBg field emitter. The accuracy and precision of the model-independent approach are
found to depend on the signal-to-noise ratio in the experimental data. For the analytical
model-dependent approach, the choice of model, i.e., the extent to which it resembles the
true experimental geometry, is found to be important.

4.1 Model-independent approach: practical considerations

A variety of practical considerations can affect charge density measurement using the
model-independent approach applied to phase images recorded using off-axis electron holog-
raphy, including the mean inner potential, the diffracting condition and the thickness profile
of the specimen, the spatial resolution and the signal-to-noise ratio (SNR) of the recorded



Applications of model-independent and analytical model-dependent approaches for charge
22 density measurement to needle-shaped specimens

phase images, electron-beam-induced specimen charging and the influence of sample imper-
fections (e.g., preparation damage, Ga implantation, oxidation and contamination). Several
of these considerations are discussed in the following sections.

4.1.1 Mean inner potential

The MIP of a specimen affects charge density measurements from electron optical phase
images because it is associated with the presence of effective local dipole layers at the
specimen surface [103]. Fig. 4.1a shows part of a phase image of the apex of an unbiased
W nanotip. The nanotip is surrounded at its end by a layer of amorphous oxide and/or
contamination. Fig. 4.1b shows the projected charge density calculated directly from the
Laplacian of the phase image using Eq. 2.7. This approach invariably results in a noisy image.
Local variations in specimen thickness and MIP are visible in the form of dipole layers, both
at the specimen edge and at the boundary between the W core and the surrounding amorphous
layer. Fig. 4.1c shows line profiles of the cumulative charge obtained by integrating the signal
in Fig. 4.1b across the marked rectangles. The red profile from the amorphous layer alone
in region B shows either a peak or a dip at the specimen edge, whereas the green profile
from region A shows additional similar features at the boundaries between the W core and
the amorphous layer. The line profiles confirm that the MIP contributes additional effective
negative or positive local charge wherever the specimen thickness or the MIP changes [41].
Reassuringly, the total charge (given by the difference between the left and right sides of the
line profiles in Fig. 4.1c) is zero, indicating that in the present example there is no significant
electron-beam-induced charging of the W nanotip or the surrounding amorphous layer.

Several approaches can be used to remove the MIP contribution from the measured
charge density. For a needle-shaped specimen such as that examined here, the difference
could be evaluated between two aligned phase images recorded without and with an electrical
bias voltage applied between the specimen and the counter-electrode, in order to measure
the charge density distribution in the specimen due to the application of an electrical bias
alone. Care is then required to minimise any misalignment between the two phase images,
which can result in artefacts in the phase difference image and in the final charge density, in
particular at the specimen edge. Fig. 4.2 illustrates the influence of misalignment between
two phase images on the measurement of the charge density in the W nanotip, in the form of
cumulative charge profiles evaluated from phase difference images (Figs. 4.2a-b) that were
calculated from deliberately misaligned phase images. The cumulative charge profiles, which
are shown in Fig. 4.2c, were calculated by applying loop integrals to median-filtered phase
difference images that were deliberately shifted with respect to each other by 45 pixels along
the x axis, as shown in Figs 4.2a and 4.2b. Each line profile shows four distinct peaks or
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dips at the specimen edge and at the interfaces between the W core and the surrounding
amorphous layer. Similar to the influence of the MIP on charge density measurement (Fig.
4.1), the total contribution to the cumulative charge that originates from misalignment of
the phase images is zero. However, local artefacts are present within the boundary of the
specimen. Accurate alignment between such phase images, often to sub-pixel precision, is
therefore essential before evaluating the charge density from their phase difference.

4.1.2 Spatial resolution

The approach used to reconstruct the phase of the electron wave from off-axis electron
holograms using an FFT-based algorithm [90] is illustrated in Fig. 4.3 for a W nanotip that
was electrically biased at 50 V. Figs. 4.3a-b show the object hologram and vacuum reference
hologram, respectively. First, the hologram is Fourier transformed (Figs. 4.3c-d). The
Fourier transform contains two side-bands and a centre-band. The two side-bands contain
complete information about the electron wave and its conjugate, while the centre-band is, to
first order, the Fourier transform of a conventional bright-field TEM image of the specimen.
The electron wave can be retrieved by selecting one of the side-bands using a digital (usually
circular) mask, centring it and taking its inverse Fourier transform (Figs. 4.3d-e). The
position of the centre of the side-band can be determined by using the vacuum reference
hologram, as the electromagnetic field from the specimen may alter its position. Figs. 4.3f-h
show reconstructed wrapped phase, unwrapped phase and amplitude images, respectively.
The spatial resolution of the final reconstructed images is determined by the size of the
mask, which is usually chosen to be % or % of the separation between the centre-band and the
side-band for strong and weak phase objects, respectively, which can result in under-sampling
of the phase/amplitude image, as well as in the damping of higher-frequency information.
This effect is especially pronounced if coarser interference fringes are used to record electron
holograms, as they lead to a smaller separation between the side-band and the centre-band
and therefore to the need to use a smaller mask size. For example, the peak charge density
at a p-n junction was shown to be damped when a small mask was used [6]. For this
reason, complementary techniques such as in-line electron holography, DPC imaging and
ptychography are sometimes better suited to retrieving high frequency phase information
about a specimen [104, 77].

4.1.3 Signal-to-noise ratio

Uncertainty in charge density measurement is determined by several factors, including
the noise in the original hologram, the sampling density of the phase image and the size of
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Fig. 4.3 Example of standard FFT-based reconstruction of electron holograms. (a) Object hologram and (b) vacuum reference hologram.
(c) Fourier transform of the vacuum reference hologram used to determine the position of the centre of the side-band (SB). (d) Fourier
transform of the object hologram, with the centre of the upper side-band shifted to the centre of Fourier space. (e) Circular aperture
with a size of m of the separation between the centre-band (CB) and the side-band applied to select the area to be used for the inverse
Fourier transform. (f-h) Reconstructed images: wrapped phase, unwrapped phase and amplitude, respectively. The specimen is the W
nanotip presented in Fig. 4.2 above. The object hologram was recorded with the specimen electrically biased at 50 V.
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the integration region used in the loop integral approach. If an experimental phase image is
assumed to be a superposition of a noise-free phase image and random normally-distributed
noise with zero mean and standard deviation (SD) § ¢ (i.e., neglecting scattering absorption in
the specimen), then the Laplacian of the phase image can also be treated as a superposition of
a noise-free charge density and noise. Here, the relationship between the SD of the measured
charge density o and the SD of the phase is derived.

A discrete Laplacian is a one-step matrix algebraic operator that maps each pixel in a
phase image @(i, j) onto the value @(i+1, j) +@(i—1, j)+@(i, j+ 1)+ (i, j—1)—4¢(i, j).
If this operation is applied to a noisy phase image that has zero mean, then the result is another
noisy image, which is also normally distributed and has zero mean (as 1 +1+1+1—4=0),
while it has a standard deviation that is 1/20 times larger than the SD of the original image.
This description is valid when each pixel is uncorrelated with its neighbours and when the
SDs can be added in quadrature, such that 124124124124 42 =20. The relationship
between the SDs of the phase and the charge density can then be expressed in the form

5o =202 %0 _ /3% @.1)
Ceg p 2

where p is the pixel size (sampling density) and g = 2—25([) is defined as the charge noise
that is related to the phase noise. For reference, 8¢ = 118 mrad corresponds to dg =1 e
at 300 kV. Since experimental values of phase noise are typically well below 100 mrad
(in particular when using a direct electron counting camera and averaging multiple phase
images), the achievement of single electron sensitivity in charge density measurement is in
principle relatively straightforward.

Eq. 4.1 is derived on the assumption of uncorrelated/white noise in the phase image.
However, this assumption does not hold for Fourier-transform-based hologram reconstruction,
as noise correlations are introduced whenever a chosen sideband is masked using an aperture.
Such a mask can take the form of a "soft" window function (e.g., Hann, Gaussian or
Butterworth) or a "hard" function (e.g., top hat). Soft apertures are commonly used, as
they are more efficient than hard apertures for suppressing phase noise without introducing
artefacts in reconstructed phase images. Fig. 4.4 shows a comparison between simulated
white noise (a, top half), correlated noise resulting from the use of a Gaussian aperture
(a, bottom half) and experimental noise (c¢) extracted from the vacuum region of a phase
image. Correlations are visible directly in the granularity of the noise, which does not match
the pixel size. White noise (b, upper half) results in a one-pixel-wide diagonal line in the
corresponding correlation matrix, while correlated noise (b, lower half and d) results in a
thicker diagonal line, with a profile that decays in proportion to the smoothing parameter that
was used to define the reconstruction mask.
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Fig. 4.4 Left: (a) Simulated white (top) and correlated (bottom) noise images. (b) Cor-
responding simulated correlation matrices. (c) Experimental noise image, extracted from
a vacuum region, obtained from the reconstruction of a series of 20 electron holograms.
(d) Corresponding experimental correlation matrix. Right: Block diagram illustrating the
noise transfer process from phase to charge.

Unfortunately, the calculation of a full correlation matrix for an experimental phase
image would require multiple independent measurements, which are not available here.
However, on the assumption of isotropic correlations, each column of a single image can be
treated as a single vacuum measurement, thereby reducing the problem from two dimensions
to one dimension. The resulting reduced correlation matrix is shown in Fig. 4.4d. As a
result of the reduced dimensionality, only coefficients cg, ¢1 and ¢ can be derived from
this reduced matrix, where ¢ is the auto-correlation coefficient, c; is the correlation coeffi-
cient between adjacent pixels (e.g., (i, j) and (i+ 1, j)) and c3 is the correlation coefficient
between non-adjacent pixels (e.g., (i— 1, j) and (i+ 1, 7)). On the assumption of isotropic
correlations, a Gaussian fit to these points could be extended to two dimensions, in turn
allowing the determination of the cj; coefficient, where ¢j; is the correlation coefficient
between diagonally-neighbouring pixels (e.g., (i,j) and (i +1,j+1)).

Surprisingly, noise correlations are not detrimental to the transfer of noise from the
phase image to the charge density. On the contrary, since discrete differential operators
involve taking differences between pixel values, covariances contribute to decreasing the
transferred noise variance, as parts of the correlated noise cancel out. When a discrete
Laplacian operator is applied to correlated noise, the noise transfer factor of 20 in Eq. 4.1
becomes (20 —32c1 + 8c11 +4e2).

A representative value of the phase noise in vacuum in a phase image reconstructed from
a single electron hologram was measured to be approximately 81 mrad (SD). By averaging
20 successive phase images [105], the phase noise was reduced to 17 mrad, in agreement
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with the expected v/20 reduction for uncorrelated noise, as the noise in each hologram
was uncorrelated with others in the stack and the averaging procedure does not introduce
correlations. When a discrete Laplacian is applied to a selected region of vacuum in the
phase image, e.g., to the region shown in Fig. 4.4c, the noise transfer factor is in general
lower than 1/20, in agreement with the strong correlations that are visible in the experimental
correlation matrix shown in Fig. 4.4d. The relevant correlation coefficients can be extracted
from the experimental correlation matrix shown in Fig. 4.4d, leading to values of ¢; = 0.859,
c11 = 0.746 and c; = 0.532. (c1; was estimated by applying a second-order polynomial
interpolation to cg = 1, ¢1 and ¢,). The noise transfer factor thus drops from V20 =4.47to
v/0.613 = 0.783. As a consequence, the noise in the charge density calculated using Eq. 4.1
drops from 0.64 ¢/p? to 0.11 e/p?, in agreement with the experimental value of the SD in
the charge density being 0.10 e/ p?.

Integration of the measured charge density reduces noise, although it does not bring it
back to the value that it has in the original phase image, both because the integration region
is usually smaller than the FOV and as a result of noise correlations. Even if the phase
noise is uncorrelated, the charge noise becomes correlated as a result of the use of a discrete
Laplacian operator. The right half of Fig. 4.4 illustrates how the SD of the measured charge
dQ isrelated to o and §¢. A simple square 7 x 7 matrix with noisy pixels 8¢ is chosen
to represent a selected region of a phase image used for charge density measurement. The
discrete Laplacian of this matrix, which is represented by a standard 3 x 3 kernel, is an
edge-padded 5 x 5 matrix (the evaluation of boundary pixels is neglected for simplicity),
in which each pixel value L;; is a linear combination of the original pixel values, as written
above (e.g., Lag = 6@34 + 0@35 + 0Q43 + OPs5 — 48 Puq, etc.). Summing these 25 pixels
gives another linear combination of pixel values. Isolating the coefficients of each pixel that
contribute to the sum and assembling them into a matrix yields what is shown in Fig. 4.4 at
the end of the process diagram, which coincides with the discrete representation of the loop
integral of the gradient (represented by the (—1, 1) kernel) of the original image over the
boundary of the chosen region. In addition to providing visual verification of the equivalence
of the two methods to measure Q, it confirms that §Q is also identical. Counting the number
of pixels that contribute to the measurement of Q and summing them in quadrature (for
uncorrelated phase noise) provides the following relationship between the charge density
measurement uncertainty and the phase noise:

50 =829 = /"5, 4.2)
Ce )4
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where n > 1 is the number of pixels on one side of the square integration loop and L is
the total length of the loop. The noise transfer factor in the case of correlated phase noise
becomes 1/8(1 — ¢1)n, where the only relevant correlations are those between adjacent pixels
in the Laplacian. Since these correlations are also the strongest ones, ¢; can be close to unity
(it takes a value of 0.714 in the example discussed above), supporting the effectiveness of
the charge density measurement scheme with respect to noise despite the use of discrete
differential operators.

4.2 Application of model-independent and analytical model-

dependent approaches

Several approaches have been proposed for the reconstruction of charge density from
electron optical phase images and for removing the effect of the PRW, including the use of
finite element simulations (e.g, [49]), analytical model-dependent approaches (e.g., [71, 72,
93]) and the model-independent approaches (e.g., [40, 41, 74]). Here, a model-independent
approach (as described by Eqs. 2.7 and 2.9) and an analytical model-dependent approach
are illustrated and compared through the study of a LaB¢ needle-shaped specimen, which
was prepared for use as a field emitter. (See Chapter 3 for preparation details.) An electrical
bias voltage was applied in situ to the field emitter in the TEM by using an STM-TEM
holder (see Chapter 3). A voltage of -50 V was applied between the field emitter and a
counter-electrode, which was positioned approximately 6 um from it. Off-axis electron
holograms were recorded at 300 kV in an FEI Titan 60-300 TEM (Fig. 2.1c) on a Gatan
K2-IS camera using an exposure time of 8 s. The electron holographic interference width
was approximately 1.8 um and the interference fringe spacing was approximately 2.7 nm,
resulting in a spatial resolution of approximately 8 nm.

The upper frame in Fig. 4.5a shows a phase image recorded from the LaBg field emitter
without an applied electrical bias, corresponding only to the MIP contribution to the phase,
i.e., to its projected thickness and shape. The lower right part of the specimen is covered
by a region of amorphous contamination. The outline of the entire specimen, including the
LaBg field emitter and the amorphous region, is marked by a dashed black line. Figs. 4.5b-
¢ show an equivalent phase image recorded in the presence of an electrical bias voltage
of -50 V and the difference between the two phase images, respectively. In this way, the
MIP contribution to the phase has been removed, according to the approach described in
Section 4.1.1. Corresponding phase contour maps, with a spacing of 27 radians, are shown

below each phase image. It is apparent that the phase contour map shown in Fig. 4.5a
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is not perfectly flat in the vacuum region around the specimen, indicating the needle is
slightly charged due to secondary electron emission in the TEM. This electron-beam-induced
charging contribution to the total charge density in the specimen is assumed to be independent
of the applied bias voltage and to be subtracted together with the MIP contribution to the
phase in Fig. 4.5c.

4.2.1 Model-independent charge density reconstruction

Fig. 4.6a shows the projected charge density calculated directly from the phase difference
image shown in Fig. 4.5¢ using Eq. 2.7. As expected, the resulting charge density has poor
SNR as a result of the use of a second-order derivative in the form of a Laplacian operator.
Fig. 4.6b shows that, after applying a Gaussian filter to the projected charge density, an
accumulation of negative charge becomes visible at the edges and the apex of the needle-
shaped specimen in the presence of an applied voltage of -50 V. Fig. 4.6c shows a line profile
of the cumulative charge along the length of the specimen (in blue) generated by integrating
the charge density in Fig. 4.6a parallel to the emitter axis using the approach described in
Section 2.1. The integration region is marked by a red dashed rectangle in Fig. 4.6a. The
charge in the specimen is negative. The approximately constant slope of the cumulative
charge profile suggests that the charge density in each slice of the three-dimensional volume
of the specimen of equal thickness is the same, i.e., that it has an approximately linear
equivalent charge density on its axis.

4.2.2 Analytical model-dependent reconstruction

A linear line charge model (see Appendix B) was used here to provide an analytical
solution for the charge density along the needle-shaped specimen. The shape of the needle
was fitted to an ellipsoid of major semi-axis a = 45 um and minor semi-axis b = 0.6 um.
The value of K (a constant with the same unit of surface charge density in Eq. B.4 (see
Appendix B) was found from a best fit to the phase difference image shown in Fig. 4.5¢
in the vacuum region around the needle. Fig. 4.7a shows a simulated phase contour map
corresponding to the best fit for K = 35 e/um?. The underlying electric field strength E
induced by the counter-electrode and the base on which the field emitter sits can be calculated
from Eq. B.5 [72, 93] to be approximately 0.4 MV/m, which is comparable to the electric
field generated when 50 V is applied between two infinite plates with a separation of 50 um.
Fig. 4.7b shows a stream plot of inferred electric field lines in the z = 0 plane obtained
from the best-fitting parameters. The maximum electric field strength at the apex Epey is
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Fig. 4.5 Upper row: Phase images recorded from a LaBs field emitter using off-axis electron holography, corresponding to (a) the MIP
contribution alone; (b) the MIP contribution and the effect of an applied electrical bias voltage of -50 V; (c) Difference between (b) and
(¢), i.e., the contribution from the applied electrical bias voltage alone. The outline of the specimen, including a region of amorphous
contamination at its lower right, is marked using a dashed black line. Lower row: Corresponding phase contour maps, displayed in the
form of the cosine of the phase. The phase contour spacing is 2z radians.
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approximately 3.6 GV/m. The ratio E,./E corresponds to a field enhancement factor of
9000.

The field emitter studied here was also transferred to a dedicated UHV chamber to
measure its field emission properties after the TEM experiments [95]. The electric field at
the apex determined from a measured /-V curve was 2.2 GV/m (see measurement details
elsewhere [95]), which is slightly lower than that estimated here. The fact that no field
emission current was measured in the TEM may be a consequence of the poorer vacuum

level.
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4.3 Discussion

A linear line charge model was used in the analytical model-dependent approach (Sec-
tion 4.2.2) due to the fact that the equipotential surfaces around such a charge density
resemble ellipsoids, which are in turn similar to the physical shape of the needle studied
here. The (3D) electric field in the vacuum region around the needle can be calculated
directly using existing analytical solutions and there is no need for the measurement of phase
information inside the needle. It should be noted that the line charge density used here does
not represent the true line charge density along the needle, as in this model the line charge
density has a maximum at its foci rather that at its apex. Multiple line charges were used to
better approximate experimental phase images in the literature [72, 73]. It should also be
noted that a specimen that has a shape of either a perfect ellipsoid (in 3D) or a well-defined
simple geometry hardly exists. The true (always complex) geometry of any experimental
setup complicates finding an analytical solution for the charge density and phase distribution.
A knowledge of the interference distance is also needed to take the presence of the perturbed
reference wave effect into account.

The model-independent approach (Section 4.2.1) is the most direct and unbiased approach
for retrieving the projected charge density from a holographic phase image and is insensitive
to the presence of both the perturbed reference wave and charges outside the field of view.
The measured line profile of the cumulative charge along the length of the emitter confirms
that it has a constant line charge density. However, the MIP contribution to the phase
has to be removed before evaluation using the Laplacian operator. This requirement is
sometimes difficult to achieve for specimens that are not electron-transparent or exhibit
strong diffracting behaviour. In addition, the measured (projected) charge density can be
noisy (since the approach relies on the evaluation of second-order derivatives), further
inhibiting reconstruction of the 3D charge density from a tomographic tilt series of 2D
(projected) charge density distributions.

Based on these shortcomings of the two existing approaches, in this thesis a numerical
model-based iterative approach is developed for the reconstruction of charge density from

electron optical phase images, as discussed in Chapter 5.

4.4 Summary and conclusions

In this chapter, examples of practical considerations that influence charge density mea-
surements in the TEM have been described, including the MIP and the thickness profile of
the specimen, the spatial resolution of recorded phase images and noise transfer to the recon-
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structed charge density. Two existing (model-independent and analytical model-dependent)
approaches have been applied to the reconstruction of the charge density in an electrically-
biased LaBg field emitter. The analytical model-dependent approach can calculate the 3D
electric field around the specimen directly if the model is sufficiently accurate to represent
the true experimental specimen geometry. This approach also requires a knowledge of the
interference distance, in order to include the perturbed reference wave effect into the model.
The model-independent approach is the most direct and unbiased approach for retrieving the
projected charge density from a holographic phase image and is insensitive to the presence
of the perturbed reference wave and charges outside the field of view. However, the mea-
sured charge density can then be very noisy (since the approach relies on the evaluation of
derivatives), complicating reconstruction of the three-dimensional charge density from a to-
mographic tilt series of two-dimensional charge density distributions. These shortcomings of
existing approaches motivate the development of a numerical model-based iterative approach
for the reconstruction of charge density from electron optical phase images.






Chapter 5

Development of model-based iterative
reconstruction of charge density from
electron optical phase images

This chapter is adapted from one of my own publications [102]. The applicability and
accuracy of the analytical model-dependent approach depend on the availability of a suitable
model for the charge density in the specimen, whereas the use of a Laplacian operator in
the model-independent approach results in poor signal-to-noise ratio in the inferred charge
density, as discussed in Chapter 4. In order to tackle these limitations, in this thesis a
numerical model-based iterative reconstruction (MBIR) algorithm [106] is adapted and
developed to retrieve the best-fitting projected or 3D charge density in a specimen from one
or more electron optical phase images. This approach has the significant advantage that
it allows additional a priori information about the specimen to be incorporated, including
a knowledge of the locations of untrustworthy regions in the image, such as regions that
contains strong diffraction contrast, as well as a knowledge of the location and shape of the
specimen, which can significantly reduce the number of unknowns in the fitted charge density.
A similar approach was originally developed for the retrieval of magnetisation distributions
from electron holographic phase images [106] and is adapted here for the determination
of charge density distributions. When it is applied to the reconstruction of either a 3D
magnetisation distribution or a 3D charge density distribution, it can avoid many of the
artefacts that are generated when using a conventional backprojection-based tomographic
reconstruction algorithm, in particular when limited or incomplete data are available.
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5.1 Overview

In general, a forward model can be defined by a function F : R” — R™, which maps
a physical quantity onto a set of observable data. Reconstruction of the quantity from the
data is then referred to as an inverse problem. The dependence of one or more phase images
¢(x,y) on the charge density Q(r) can be described by the forward model F(Q(r)) = @(x,¥),
in which the physical quantity Q is mapped onto a set of phase images ¢, as illustrated
schematically in Fig. 5.1. The physical quantity Q can also be linked to the electric field,
which is recorded more directly using DPC imaging in the STEM. Although DPC imaging
can be described by another forward model, the analysis of DPC STEM data is not addressed
further in this thesis.

Inverse Problem

Q=F"(go)

Q=F(E,q)  ~~.

Forward Problem

Fig. 5.1 Schematic illustration of the forward and inverse problems that link charge density
0, projected in-plane electric field E, ¢ and phase @g. The projected in-plane electric field
can be retrieved from the phase with a two-dimensional gradient operator or can be recorded
more directly using DPC imaging in the STEM.

A forward model F can operate, by definition, on vectorised quantities according to the
expression

F(x) =y, 5.1)

where x and y represent a concatenation of the pixels in the vectorised charge density in one
or more phase images !, respectively. In the present case, the forward model is linear (i.e.,
the matrix, F describing the forward model does not depend on the input charge density) and

"Vectorised quantities describing charge density x and phase y should not be confused with spatial coordi-
nates (x,).
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can therefore be expressed in the form of a matrix-vector multiplication F(x) = Fx. The
inverse problem then involves retrieval of the charge density (Q or x) from the phase images
(@ or y). However, the solution of Eq. 5.1 for x may not be generally achievable as a result
of the (3D) size of the matrix F and the fact that it is always not of full-rank (implying an
"ill-posed" problem with no (unique) solution [107]). A better-posed problem can be defined
in the form of a least-square minimisation of a cost function C(x), in order to guarantee the
existence of a solution, as described by the expression

C(x) = Fx—y | +Ry, (5.2)

where the regularisation term Rj can be used to include a priori knowledge about the
specimen, or other mathematical/physical constraints, into the cost function. In its simplest
implementation, the regularisation term can be written in the form

Ry =4 |x|>. (5.3)

This implementation is a simple Euclidean norm, i.e., a 0°* order Tikhonov regularisator
[108]. The regularisation parameter, A, determines its weight over the first term of the cost
function, which favours compliance with experimental measurements.

The workflow of the model-based iterative reconstruction procedure is illustrated schemat-
ically in Fig. 5.2 (adapted from Ref [106]).

{ MBIR algorithm

M. ill-posed inverse Minimisation of residual
— problem = error
v x=Fly IIF=yif2
. 1
Forward model { B e

Fx | Cost function i
i @) E ;
L 1 )

- d Regularisation
e— Ry )

Fig. 5.2 Workflow of model-based iterative reconstruction. A forward model F maps a
physical quantity x onto a set of observable data y. The ill-posed inverse problem x = Fly
can be solved by least-square minimisation of a cost function C(x). A regularisation term
R; (x) is used to include a priori knowledge about the system. A conjugate gradient algorithm
is used to find the best-fitting solution x.
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5.2 Forward model

The forward model, which is used to map a chosen charge density onto a corresponding
holographic phase image, serves as the basis for iterative reconstruction of the charge density.
A simple and easy model that can be implemented in the forward model is an electric
dipole, which comprises a point charge ¢(xo,yo,0) and its image charge —g(x,,y(,0). The
electrostatic potential of this electric dipole can be written in the formula

q 1 1
Vdipole = - y 5.4
O ¢<x—xa>2+<y—yg>2+zz)

where g is the point charge, (xo,yo) and (x;,y;) are the positions of the point charge and its
image charge, respectively and (x,y,z) are Cartesian coordinates of an arbitrary position.

Integration of the electrostatic potential in the z direction (i.e., the electron beam direction)
from +-o0 to —eo provides the measured holographic phase shift

q . (x=xp)?+(—y))?
5 =C .
o0y =Cegmes (x—x0)2+ (y — y0)?

Two singularities are present in the above equations. Here, we tackle this problem by

(5.5)

treating a single voxel of charge using the analytical expression for a uniformly-charged
sphere, which avoids infinities where the charges are located (¢f Appendix A). Fig. 5.3
shows a simulated phase image and a corresponding phase contour map of such a dipole, in
which the charges are separated by a distance of 32 nm, for a pixel size of 1 nm.

By making use of Eq. 5.5, the forward model can be split into the projection of the charge
density in the electron beam direction and a subsequent phase mapping operation, which can
be described by a convolution. In discretised form, the projection and convolution can be
implemented in two steps, which can be described in matrix form by the expression

y=Fx=MPx, (5.6)

where the matrix F is split into a projection matrix P and a convolution matrix M, x is the
charge state vector (i.e., Q(x,y,z) in vectorised form) and y describes the calculated phase
images (i.e., @(x,y) in vectorised form). The projection step can be implemented efficiently
by employing sparse matrix calculations, in particular for projection in the electron beam
direction. In order to optimise the second step, the convolution kernels (cf., Eq. 5.5) can be
pre-calculated in real space, thereby allowing fast convolutions to be used in Fourier space
[106, 109].
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Fig. 5.3 Simulated phase image (left) and corresponding phase contour map (right) calculated
for an elementary positive point charge and its image charge separated by a distance of 32 nm.
The phase contour spacing is 27 /300 radians. The pixel size is 1 nm. The field of view is 64
nm x 64 nm.

5.3 Regularisator

Regularisation allows a priori information to be included in the inverse algorithm. One of
the regularisators that can be used here is based on the minimisation of the total electrostatic
potential energy W of all of the charges, which can be expressed in the form [110]

1 99 .., .
w_gm);,);|ri_rj|(:%f), (5.7)

where g;, g; and r;, r;j are the magnitudes and positions of the i, j-th charges, respectively.
The charges interact with each other through the Coulomb force, which turns the linear term
in Eq. 5.3 into a non-linear one. In an ideal metal, in which charges are located only on the
specimen surface, Eq. 5.7 can be reduced further to

= 7(; s
where w is the energy density and o is the surface charge density. Minimisation of the

w

(5.8)

total electrostatic potential energy is a physical constraint that could be used to restrict the
reconstruction of the charge density. In order to enforce this physical constraint, a 0" order
Tikhonov regularisation, which corresponds to a scaled identity matrix in the regularisation
term, is used in this thesis. The regularisation term is then exactly Eq. 5.3, i.e., a Euclidean
norm. Although charges do not necessarily need to be located only on the specimen surface,
0" order Tikhonov (i.e., Euclidean norm, Eq. 5.3) regularisation is used here as it aims to
minimise the overall charge, which also has a physical meaning.
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In this thesis, the following constraints are used: the application of a mask to define
the region that can host charges (i.e., the location of the specimen itself); the application
of a confidence mask to define trustworthy regions in the experimental phase image(s); the
enforcement of physical or mathematical constraints by implementing a 0’ order Tikhonov
regularisator in the cost function.

5.4 Charge density reconstruction in projection

The reconstruction of charge density is first demonstrated in projection from a single
phase image, as this is a less complicated problem than 3D reconstruction of charge density
from a tomographic tilt series of phase images. It is also informative for the study of low-
dimensional materials, e.g., nanowires and nanotubes. The parameters that can affect the
fidelity of the reconstruction of the charge density include:

* The mask that defines regions that can host charges.

* The measurement noise in the phase image and the chosen regularisation strength.
* Other artefacts in the phase image.

 The presence of charges outside the field of view.

* The perturbed reference wave.

In order to evaluate the influence of each of these parameters, a simulated projected
charge density image was generated from the uniform charge density on the surface of a
finite hollow sphere, as shown in Fig. 5.4. The sampling density is 1 nm/pixel, the inner and
outer radius of the hollow sphere are 30 and 34 nm, respectively and the FOV is 128 nm x
128 nm. The image charges (whose positions are defined by the counter-electrode position)
are situated (1, 1) mm away, such that the positions of image charges and real charges are
symmetrical with respect to the counter-electrode. The charge density in the central slice
(z = 0) of the original 3D charge density is shown in Fig. 5.4a, with a charge of 2 x 103
electrons in each pixel. The total charge in the entire shell is 100 electrons. The projected
charge density (along the z axis) is shown in Fig. 5.4b. A line profile extracted across its
centre (x = 0), which contains features resulting from discretisation, is shown in Fig. 5.4c.
Fig. 5.5 shows a corresponding phase image calculated using the forward model.
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Fig. 5.4 Surface charge density on a hollow sphere: (a) Charge density in the central slice
(z = 0); (b) Projected charge density along the z direction; (c) Line profile along the marked
central line (x = 0) in the projected charge density in (b). The field of view is 128 nm x
128 nm.

5.4.1 Mask

A mask can be used to include a priori information about the specimen geometry, i.e.,
about the possible positions of the charges. It can result in a significant reduction in the
number of unknowns, as well as in an improvement in the quality of the reconstruction.
Although a mask can be implemented as a term in the cost function, here we apply a mask by
excluding selected regions from the charge state vector x, i.e., by assuming a charge of zero
in these regions. The algorithm does not fit regions outside the mask. Differences between
input and reconstructed projected charge density calculated from the phase image shown
in Fig. 5.5 with and without using a mask are shown in Fig. 5.6. When a mask is not used,
the error in the reconstructed charge density (defined by the deviation from the input charge
density, same below) can be as large as 10%, while the error in the reconstructed phase can
be as large as 150 prad (not shown). In addition, ripple-like artefacts are present in the
reconstructed charge density (top panel in Fig. 5.6). In contrast, when a mask (marked by the
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Fig. 5.5 Phase image (left) and corresponding phase contour map (right) calculated from the
projected charge density shown in Fig 5.4b. The dashed line in (a) marks the edge of the
sphere. The phase contour spacing is 2% o radians. The field of view is 128 nm x 128 nm.

phase [rad]

dashed circle, also shown in Fig. 5.5) is used, the error in the reconstructed charge falls to
below 1%, and the error in the phase falls to approximately 15 prad (not shown). Moreover,
the above ripple-like artefacts are now absent.
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Fig. 5.6 Difference between the reconstructed charge density and the input charge density
shown in Fig. 5.4b, first in the absence (top) and then in the presence (bottom) of a mask that
defines the position of the specimen. Corresponding projected charge density profiles across
the centre of the sphere are shown on the right. Note the different vertical scales. In each
case, 1000 iterations were used for reconstruction. See text for details.
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5.4.2 Gaussian noise and regularisation strength

The noise in an experimental phase image depends on several factors, including the
choice of detector (e.g., CCD camera or direct electron counting camera) and averaging
scheme (e.g., single hologram acquisition or multiple hologram averaging). In the presence of
noise, the reconstruction of a phase image without using a regularisator can result in a charge
density that deviates greatly from the original input. A 0/ order Tikhonov regularisator is
therefore used here.

As discussed in Section 5.1, the regularisation strength, which is controlled by the
regularisator parameter A, determines the ratio between the residual norm vector (the first
term on the right of Eq. 5.2) and the regularisation term (Eq. 5.3). If A — 0, then the
regularisation term vanishes (or is not used in the extreme case) and the cost function depends
solely on the residual norm vector, resulting in high frequency noise in the reconstructed
charge density. If A — o, then the cost function only favours the regularisation term
and the reconstructed charge density diverges greatly from the experimental measurement.
An optimal choice of regularisation parameter A, which should correspond to a balance
between compliance with the measurements and enforcement of a priori constraints, can
be found from an L-curve plot [111], as illustrated in Fig. 5.7. Such a plot shows the
normalised regularisation term %||X| ? plotted as a function of the residual norm vector
[|Fx — yHég, on a double logarithmic scale. (See Section 5.4.3 below for details of the
weighted matrix S;!.) Fig. 5.7 is calculated from the simulated phase image shown in
Fig. 5.5, with an added Gaussian noise level of 0.05 rad. This noise level is representative
of that in experimental phase images. The almost-vertical part of the L-curve plot, for
smaller values of A, corresponds to the reconstructed charge density being dominated by
high frequency noise or perturbations. The formation of a quasi-plateau for larger values of
A corresponds to the smoothing of high frequency noise or perturbations. The optimal value
of A4 is located at the corner of the L-curve plot, at which the vertical line transitions into
a plateau. This value corresponds to a balance between compliance with the experimental
measurements and smoothness of the reconstructed charge density.

In the present example, the optimal value of A is determined to be approximately 5,
resulting in the reconstructed charge density shown in Fig. 5.8. At the edge of the mask,
the reconstructed charge density deviates by 50% from the original input charge density,
while elsewhere inside the mask the error is below 5%. The phase error is below 1%. The
underlying reason for a greater deviation at the edge may possibly originate from the use
of a 0" order Tikhonov regularisator and needs further investigations in the future. Fig. 5.9
shows the influence on the reconstructed charge density of using different regularisation
parameters A of 0.5 and 50. For A = 50, the charge density is smoothed heavily (upper left
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image and blue profile at the bottom of Fig. 5.9), whereas for A = 0.5, the charge density is
noisy (upper right image and green profile at the bottom of Fig. 5.9).

The algorithm is insensitive to the presence of an arbitrary phase offset and an arbitrary
linear phase ramp. Care in the application of the algorithm and in the interpretation of the
result therefore is required if a real phase ramp is present across the FOV.
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Fig. 5.7 L-curve analysis used for the reconstruction of the projected charge density shown in
Fig. 5.4. A good estimate for the optimal regularisation parameter A is 5. See text for details.
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Fig. 5.8 Reconstruction of projected charge density from the phase image shown in Fig. 5.5
with Gaussian noise of 0.05 rad added. A regularisation parameter A of 5 was used. The
reconstructed projected charge density (left) and its deviation from the input projected charge
density (right) are shown in the upper row. The reconstructed phase (left) and its deviation
from the input phase (right) are shown in the middle row. The field of view is 128 nm
x 128 nm. The projected charge density profile across the centre of the image (x = 0)
extracted from the reconstructed (red) and input (green) charge density distributions and their
difference (blue) are shown in the lower row.
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Fig. 5.9 Comparison between reconstructed projected charge density distributions from
the phase image shown in Fig. 5.5 for regularisation parameters A of 50 and 0.5 (upper
row). The field of view is 128 nm x 128 nm. The lower panel shows projected charge
density profiles across the centre of the sphere for the input projected charge density (black)
and reconstructed projected charge density distributions for three different regularisation
parameters: 0.5 (green), 5 (red) and 50 (blue).

5.4.3 Confidence mask

Experimental phase images usually contain artefacts, which may originate from the
specimen (e.g., unwanted effects of dynamical diffraction, contamination or electron-beam-
induced charging), from the microscope (e.g., distortions or instabilities), from the detector
(e.g., under-sampling or dead pixels) or from image analysis (e.g., imperfect scaling or
misalignment of phase images in magnification, position or rotation before evaluating their
difference). For instance, it may not be possible to remove the contribution to the phase
everywhere across the FOV associated with electron-beam-induced charging of the specimen,
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or some parts of the specimen may be too thick for electrons to penetrate through it. For
all of these reasons, a confidence mask is useful for defining the confidence with which the
signal in each pixel in a phase image can be trusted. Regions that contain fully trustworthy
values of phase are assigned a value of 1, while other regions are assigned smaller values. A
weighted norm is used to calculate the cost of the residuals. The weighting matrix S; 1 is a
diagonal matrix, with each entry on the diagonal corresponding to a single pixel in the phase
image. These values correspond to entries in the confidence matrix. If its confidence value
is 0, then the corresponding residual does not contribute to the cost function, whereas if its
confidence value is 1 then its residual contributes fully to the cost function. The weighted
norm therefore takes the form ||Fx —y| ‘égl'

Fig. 5.10 shows a reconstructed result assuming that all of the pixels in the charged region
(i.e., inside the charged sphere) are untrustworthy. The reconstructed projected charge density
is then determined only by the phase outside the charged sphere and is found to deviate
significantly from the input charge density (see upper images and the projected charge density
profiles at the bottom). Interestingly, even though the charge density cannot be reconstructed
reliably, the retrieved phase outside the charged sphere is almost consistent with the input
phase in this region (see middle images), implying that the projected electric field can still
be retrieved correctly outside the sphere even without phase information from within the
boundary of the specimen itself. This result is anticipated, as the algorithm should always
deliver a unique solution (mathematically) for a given type and strength of regularisation.
However, without information about the phase inside the specimen, reconstruction of the
charge density inside it cannot be unique. For instance, the charge density on the surface
of a metallic ellipsoid produces the same electric field outside the ellipsoid as a line of
constant charge density located on its axis [71]. This result is consistent with a general
property of the homogeneous Laplace equation that values that lie with the domain volume
depend solely on values or their derivatives on the domain boundary. The possibility of
being able to reconstruct the electrostatic potential and field outside a specimen without a
knowledge of the phase information inside it has significant implications for applications
such as characterisation of the electric fields of electrically-biased needle-shaped specimens
that are of interest for atom probe tomography, for which the electric field outside the
specimen rather than the charge density inside it is of primary interest for the calculation of
ion trajectories. Whereas the DPC STEM technique could be used to directly record images
of the projected in-plane electric field, an argument in favour of reconstructing the charge
density from an off-axis electron hologram before using it to calculate the projected electric
field is that it is localised inside the specimen rather than spreading outside the FOV and can

therefore be uniquely reconstructed in 3D.
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Fig. 5.10 Reconstruction of the projected charge density shown in Fig. 5.4 when using a
confidence mask that specifies that the phase in the entire charged region (i.e., within the
boundary of the sphere) is untrustworthy. The upper panel shows the reconstructed projected
charge density (left) and its deviation from the input charge density (right). The middle panel
shows the phase determined from the reconstructed charge density (left) and its deviation
from the phase calculated from the input charge density (right). The field of view is 128 nm
% 128 nm. The bottom panel shows projected charge density profiles across the centre of the
sphere: input (green), reconstructed (red) and their difference (blue).
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5.4.4 Charges outside the field of view

As aresult of the limited lateral extent of a phase image, it is generally not possible to
include all of the specimen or all of the phase change associated with the charge density inside
the FOV. This problem is especially apparent when examining needle-shaped specimens, e.g.,
atom probe needles and field emitters, whose bases and supports typically extend far outside
the FOV.

The uniform two-dimensional shell-like charge density shown in Fig. 5.11 is used to show
the effect of charges outside the FOV. The phase of the entire shell (not shown) is initially
calculated using the charge density of the full shell (Fig. 5.11a). However, only half of the
calculated phase image is used in the reconstruction. The resulting reconstructed charge
density, which is shown in Fig. 5.11b, deviates significantly from the original input charge
density (Fig. 5.11a), as the algorithm assumes that charges are present only in the masked
region, whereas charges outside the FOV also contribute to the phase. Since the forward
model does not include any boundary conditions (with the exception of image charges), the
presence of charges outside the FOV is tackled here by including additional buffer pixels,
which are placed around the edges of the FOV. These buffer pixels can be used to introduce
an artificial distribution of charge density around the edge of the image, in order to take
into account the influence of unknown charges outside the FOV. They are only used for
reconstruction and are discarded when displaying the final reconstructed charge density
inside the FOV. In the present example, Fig. 5.11d shows that the reconstructed result is
almost consistent with the input charge density when 8 buffer pixels are used around the edge
of the image for reconstruction.

5.4.5 Perturbed reference wave

As discussed in Section 2.1, the PRW can prohibit the direct interpretation of holographic
phase images if the vacuum reference wave that is used to form the off-axis electron hologram
is perturbed by the presence of long-range electrostatic (and magnetic) fields, which originate
from the specimen itself. The influence of the PRW can be incorporated in the reconstruction
by implementing Egs. 2.1 and 2.6 in the forward model.

Fig. 5.12 shows a schematic illustration of the influence of the PRW on a recorded
phase image for a single positive point charge inside the FOV. In the absence of a PRW,
i.e., without the tail of the electric field arising from the positive point charge penetrating
into the vacuum reference wave, the measured phase distribution represents the projected
electrostatic potential of the positive charge faithfully and is symmetrical. However, the
region from which the vacuum reference wave originates may be affected by the electrostatic



Development of model-based iterative reconstruction approach

54

Fig. 5.11 Reconstruction of part of a charge density to highlight the influence of the presence of charges outside the FOV. (a) Uniform
2D shell-like charge density. The field of view is 128 nm x 128 nm. (b) and (c) Reconstructed charge density distributions calculated
using only the left half of the phase image; (b) was reconstructed without using any boundary pixels; (c) was reconstructed by allowing
additional charge density to be fitted in a boundary region has a width of 8 pixels outside the right edge of the image. (d) Reconstructed
charge density inside the FOV from (c) with the 8 boundary pixels discarded. The field of view is 128 nm x 64 nm.
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potential of the positive point charge itself, which decays slowly outside the FOV, as shown
by the solid red line in Fig. 5.12. The measured phase shift is then given by the difference
between the projected electrostatic potential of the charge inside the FOV and the projected
electrostatic potential in the vacuum reference wave region. The red dashed line in Fig. 5.12
shows the projected electrostatic potential in the vacuum reference wave region, which has
to be added to the projected electrostatic potential inside the FOV with a negative sign to
take the PRW effect into consideration. The resulting phase image is asymmetrical with
respect to the location of the positive point charge. The red dashed line could equivalently be
described as originating from a negative (virtual) point charge located on the other side of
the electrostatic biprism, as shown by a solid blue line in Fig. 5.12.

The influence of the PRW can be imagined as resulting from a region of virtual charges
of opposite sign (i.e., mirror charges) located on the opposite side of the electrostatic biprism
at a distance that is equal to the interference distance. It can therefore be treated either
in the same way as any other source of charges located outside the FOV, as described in
Section 5.4.4, or by using a modified forward model that incorporates the PRW effect directly.

5.4.6 Reconstruction from an experimental phase image

An experimental phase image recorded from a LaBg field emitter that was electrically
biased at 50 V (Fig. 4.5¢) was used to asses the reconstruction of charge density using the
algorithm described in the previous sections. The phase inside as well as outside the emitter
was used for reconstruction. The positions of image charges in the forward model were
chosen by assuming a distance between the emitter and the counter-electrode of 6 um. The
sampling density of the image is 7 nm. A mask was used to define the specimen, i.e., the
positions inside the FOV that are able to host charges. A 4-pixel-wide buffer region was set
to host charges around the borders of the image, in order to compensate for contributions
from the presence of charges at unknown positions outside the FOV, as well as to take the
presence of the PRW effect into account, as described in Sections 5.4.4 and 5.4.5. 0" order
Tikhonov regularisation was used. An optimal value for the regularisation parameter A of 10
was determined from L-curve analysis, as shown in Fig. 5.13.

The reconstructed projected charge density, which is shown in Fig. 5.14a, highlights the
fact that charge accumulates around the outer edge of the electrically-biased field emitter
(including on the internal boundary between the emitter and the region of contamination
visible at its lower right side), but most strongly at its apex. The horizontal band of charge
visible at the lower boundary of the image results from compensation for the presence of
charges outside the FOV, in particular in the base of the needle-shaped specimen, as described
in Section 5.4.4. The cumulative charge profile (red squares in Fig. 4.6¢c, calculated by
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biprism

virtual charge FOV reference wave

1\ //

Fig. 5.12 Schematic illustration of the perturbed reference wave effect for a positive point charge, which is located inside the FOV.
The tail of its projected electrostatic potential spreads into the vacuum reference wave region, which is defined by the position of the
electrostatic biprism (green line) and has the same size as the FOV. The red dashed line represents the projected electrostatic potential
in the vacuum reference wave region, which has to be added to the potential inside the FOV with opposite sign. It can be described
equivalently as the projected electrostatic potential of a negative point charge (blue) that is located in a "virtual charge" region. The
vertical axis schematically shows the magnitude of the projected electrostatic potential.
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Fig. 5.13 L-curve analysis used for reconstruction of the projected charge density of the
electrically-biased LaBg field emitter shown in Fig. 4.5c. The optimal value of the regularisa-
tion parameter A is 10.

integrating the reconstructed charge density along the emitter axis) is found to increase
linearly and agrees quantitatively with the result obtained using the model-independent
approach (Section 4.2.1), as shown in Fig. 4.6. This agreement provides confidence in
the MBIR algorithm. Although the reconstructed phase deviates slightly from the original
experimental phase image (Figs. 5.14c and 5.14d), this discrepancy is at a level of below 1%
and may result from a slight error in the definition of the mask, or from the finite sampling of
the phase, especially at the narrow apex of the emitter. Comparing the reconstructed charge
density (Fig. 5.14b) with that obtained from the Laplacian of the phase (Fig. 4.6a), it is clear
that the noise in the reconstructed charge density is greatly suppressed as a result of the use
of a priori knowledge (in particular, the mask and the choice of regularisation parameter).
However, it should also be noted that the reconstruction depends strongly on the values of
several input parameters, which should be chosen with great care when implementing the
MBIR approach.
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Fig. 5.14 Reconstruction of projected charge density from an experimental phase image of a needle-shaped LaBg field emitter that was
electrically biased in situ in the TEM at 50 V, from which the MIP contribution to the phase had been subtracted (Fig. 4.5¢). 0" order
Tikhonov regularisation was used for reconstruction. (a) Reconstructed projected charge density, shown in units of e/pixel. (b) Phase
image determined from the reconstructed projected charge density. (c) Difference between the reconstructed phase shown in (c) and
the experimental phase image shown in Fig. 4.5¢. Note the different intensity scales in (b) and (c).
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5.5 Charge density reconstruction in three dimensions

The 3D charge density can in principle be reconstructed using both the model-independent
approach and the numerical MBIR approach by applying standard backprojection-based
tomographic reconstruction algorithms to projected charge density distributions reconstructed
as a function of specimen tilt angle. However, the MBIR approach also allows the 3D charge
density to be reconstructed directly, while making use of all of the constraints and a priori
information described above. It should be noted that the reconstructed 3D charge density is
affected by all of the aforementioned choices of parameters and sources of error, as well as by
errors in the mutual alignment of images across the entire tilt series, tilt axis determination,

incompleteness of experimental datasets and geometrical image distortions.

5.5.1 3D mask

The influence of using a 3D mask on the reconstruction of 3D charge density is first
illustrated for the uniform charge density on the surface of a hollow sphere, as shown in
Fig. 5.4. A corresponding calculated phase image is shown in Fig. 5.5. As the charge density
is symmetrical, phase images recorded in any direction are identical. Gaussian noise of
0.05 rad was added to each phase image in the simulated tomographic tilt series of phase
images. The tilt angle range was chosen to be £50° about a single axis (x = 0 across the
centre), as this is representative of the tilt range that can be accessed experimentally. The tilt
increment between successive phase images was 10°, resulting in an input dataset for the
MBIR algorithm of 11 phase images in total. Three different 3D masks were used: the shell,
the outer surface of the sphere and the full 3D volume. 0" order Tikhonov regularisation
was used and the regularisator parameter A was set to 100 for all three cases.

Figs. 5.15 and 5.16 show 2D slices and line profiles through the reconstructed 3D charge
density distributions. It is anticipated that the use of a shell mask, which defines the true
positions of the charges should deliver the best results. If only the outer surface of the sphere
is chosen as a mask, then the algorithm is expected to retrieve the main features of the charge
density (the homogeneous surface charge density) correctly. However, the reconstructed
charge density is then expected to be smoothed slightly into the volume of the sphere and to
exhibit oscillations inside the shell region. This behaviour is observed in Figs. 5.15 and 5.16.
If the full 3D volume is used, then the basic features of the charge density are reproduced
(see Fig 5.16), but additional spreading of the charge density and high frequency artefacts
are present across the entire FOV. Although further work is necessary to fully optimise the
use of the MBIR approach for the reconstruction of 3D charge density, the present results are
highly encouraging.
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Fig. 5.15 Reconstruction of 3D charge density using the MBIR approach from a tilt series of
11 simulated phase images of uniform surface charge density on a hollow sphere, shown in
units of e/nm. Gaussian noise of 0.05 rad was added to each phase image in the tilt series.
The tilt angle range was chosen to be 4=50° about a single axis (x = 0 across the centre). The
tilt increment between successive phase images was 10°, The regularisation parameter A was
set to 100. Different 3D masks were used to define the possible location of the reconstructed
charge: a shell that defines the original charge density (upper row); the outer surface of the
sphere (middle row); the full 3D reconstruction volume (lower row). The left column shows
the reconstructed charge density in the central slice (z = 0), while the right column shows
the corresponding projected charge density. The field of view is 128 nm x 128 nm.
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5.5.2 3D buffer pixel approach

The use of a 3D buffer pixel approach (¢f. Section 5.4.4) to compensate for the presence
of charges outside the FOV and for the PRW effect is now assessed.

Uniform surface charge density on a hollow sphere was again considered. In order to
reduce the computation time, the reconstruction volume was set to 64 x 64 x 64 pixels. The
sampling density is 2 nm. The inner and outer radius of the hollow sphere were set to 15
and 17 pixels, respectively and the charge density was set to 5x 10~ electrons per voxel.
Charges outside the reconstruction volume (corresponding to another uniform surface charge
density on a hollow sphere)) were placed (0, -96) pixels from the centre of the FOV. These
charges were also used to assess the PRW effect, as discussed in Section 5.4.5. The resulting
calculated phase image with Gaussian noise of 0.05 rad added is shown in Fig. 5.17. The
tilt range was chosen to be 4-90° about a single axis (the horizontal x axis across the centre
of the sphere) with a tilt increment of 15°, resulting in a total of 13 phase images. The 3D
mask was chosen to be the 3D outer surface of the sphere, as discussed in Section 5.5.1. A
16-pixel-wide buffer region was used outside each edge of the volume. The regularisation
parameter was set to 10.

25

20

Oh-_-;

Fig. 5.17 Simulated phase image and corresponding phase contour map generated for uniform
surface charge density on a hollow sphere, with additional charges (another uniform surface
charge density on a hollow sphere) outside the FOV located (0, -96) pixels from the centre of
the FOV. Gaussian noise of 0.05 rad is added to the phase image. The charge density in each
voxel is 5x 102 electrons. The phase is shown units of radians. The phase contour spacing
is 2z radians. The field of view is 128 nm x 128 nm. The sampling density is 2 nm.

Fig. 5.18 shows the 3D charge density reconstructed using the MBIR approach. Without
using buffer pixels, the reconstructed charge density (middle column of Fig. 5.18) shows an
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accumulation of charge inside the sphere in the direction towards to the external charges and
deviates from the input charge (left column of Fig. 5.18). When using 16 buffer pixels outside
each edge, the reconstructed charge density (right column of Fig. 5.18) is now symmetrical,
indicating that a 3D buffer pixel approach can be used to compensate for the effects of the
PRW and charges outside the FOV. Line profiles along the x (solid line) and y (dashed line)
axes for each charge density are plotted in Fig. 5.19. Along the x axis, the charge density
is symmetrical. However, it deviates from the input charge density when reconstruction is
performed without using buffer pixels (solid blue line). When using buffer pixels (solid
green line), it is symmetrical and deviates much less from the input charge density. In the y
direction, the charge density is asymmetrical when buffer pixels are not used (dashed blue
line). When using buffer pixels (dashed green line), it is symmetrical and comparable to that
in the x direction. It should be noted that a "dipole" is present on the surface when no buffer
pixels are used (middle column of Fig. 5.18 and blue profiles in Fig. 5.19), probably due to
the fact that the algorithm attempts to represent the presence of external charges by setting
some negative charges in the region (defined by the mask) that are close to the position of
the external charges, i.e., the surface of the sphere towards the —y direction. Together with
positive charges (as the sphere is positively charged), a "dipole" on the surface is then formed.
The use of a 3D buffer pixel approach is therefore essential for the 3D reconstruction of
charge density in the presence of significant charges outside the FOV and PRW effects.
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Fig. 5.18 Input charge density (left) and charge density distributions reconstructed without using buffer pixels (middle) and using
buffer pixels (right). In each image, the central slice (z = 0) is shown in units of e/pixel. Note the different scales in each charge
density. The field of view is 128 nm x 128 nm. The sampling density is 2 nm. See text for reconstruction details.
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Fig. 5.19 Line profiles extracted along the x (upper frame) and y (lower frame) axes for each
charge density shown in Fig. 5.18: input (red), without using buffer pixels (blue) and using
buffer pixels (green). The arrows in the lower frame mark a "dipole"” on the surface. See text
for details. The values reconstructed without using buffer pixels are divided by 10 for better
visualisation.
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5.6 Uniqueness of reconstruction

In this section, the uniqueness of the reconstructions is discussed for both 2D projected
and 3D charge density distributions, with particular emphasis on the MIP contribution to the
phase and the use of a confidence mask (cf. Section 5.4.3). The same example is considered
here as in Section 5.5.2. Reconstructions were performed using the phase across the entire
FOV, only inside the sphere and only outside the sphere. The scenario of using the phase
across the entire FOV resembles the situation when the MIP contribution to the phase is
removed. The use of only the phase outside the sphere resembles the situation when the MIP
contribution to the phase has not been removed. The use of only the phase inside the sphere

is considered to assess whether this information is adequate to obtain a reliable solution.

5.6.1 Reconstruction of projected charge density

The input phase image shown in Fig. 5.17 was used for reconstruction of the projected
charge density. The mask that was used here to define where to allow charges to be placed
was the outer edge of the sphere. The regularisation parameter wast set to 1. Fig. 5.20 shows
the reconstructed projected charge density obtained by using different regions of the phase
image. Use of only the phase outside the sphere results in a solution that deviates significantly
from the input. The other reconstructions show an accumulation of charge at the edge of
the sphere, which is similar to that in the input. Fig. 5.21 shows corresponding profiles
of projected charge density distributions across the centre along the horizontal axis. When
only the phase outside the sphere is used, the reconstruction contains uniform charge density
inside the sphere (green line in Fig. 5.21). In this case, the algorithm does not fit the phase
inside the specimen and selects the smoothest solution that is allowed by the regularisation
term. The other two solutions show parabolic projected charge density distribution, similar
to that in the input (black line in Fig. 5.21). When the entire phase image is used (red line in
Fig. 5.21), the reconstruction is closest to the input. In both cases, the edge regions show the
greatest discrepancy from the input.
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Fig. 5.21 Line profiles extracted from the input projected charge density and from recon-
structed projected charge density distributions obtained using the phase across the entire FOV,
the phase outside the sphere and the phase inside the sphere (shown in Fig. 5.20) plotted
through the centre of the sphere along the horizontal axis.

5.6.2 Reconstruction of 3D charge density

The 3D dataset, comprising a tilt series of phase images, was the same as that used in
Section 5.5.2. The mask used here was the outer surface of the sphere. The regularisation
parameter was set to 100. Fig. 5.22 shows the reconstructed 3D charge density (central slice
z=0) obtained by using different regions of the input phase images. Similar to the situation
described above, reconstruction using only the phase outside the sphere results in a solution
that deviates significantly from the input. The other reconstructions show an accumulation
of charge at the edge of the sphere, which is similar to that in the input. Fig. 5.23 shows
corresponding profiles of the charge density in the central slice (z =0). When the phase
across the entire FOV or the phase only inside the sphere is used (red lines in Fig. 5.23), the
charge density along both the x and the y axis is close to the input (black line in Fig. 5.23).
The slight difference in the profiles along the x and y axes is probably associated with the
missing wedge, as only one tilt series about thex axis was used for reconstruction. When
only the phase outside the sphere was used, the reconstruction again contains a flat charge
density in both directions, similar to that obtained for the 2D reconstruction (Section 5.6.1).
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Several conclusions can be drawn from the above reconstructions performed both in
projection and in 3D: When using only the phase outside the specimen, the true charge density
is not retrieved and therefore the (physical) uniqueness of the solution is not guaranteed; when
using only the phase inside the specimen, the reconstruction deviates from the input charge
density. In all of the cases, the phase outside the sphere obtained from the reconstructions is
in perfect agreement with the phase calculated from the input charge density, even though
the charge density may be different, confirming that different charge density distributions
inside a specimen can result in the same electrostatic potential and therefore the same phase
outside the specimen.
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Fig. 5.22 Input charge density and charge density distributions reconstructed using the phase across the entire FOV, the phase only
outside the sphere and the phase only inside the sphere. The central slice z = 0 is shown, in units of e/pixel. The 3D dataset of tilt series
phase images was the same as that used in Section 5.5.2. The mask used here was the outer surface of the sphere. The regularisation
parameter was set to 100. The field of view is 128 nm x 128 nm. The sampling density is 2 nm.
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Fig. 5.23 Line profiles extracted from the x (solid lines) and y (dashed lines) axes of the input
charge density and reconstructed charge density distributions (shown in Fig. 5.22) in the
central slice (z =0).

5.7 Summary and conclusions

In this chapter, a model-based iterative reconstruction algorithm has been adapted and
developed to solve the inverse problem of determining the charge density in a specimen from
one or more electron holographic phase images. The approach relies on the use of a forward
model to create simulated phase images by approximating each voxel as a homogeneously
charged sphere and by a mirror charge. The algorithm can incorporate a priori knowledge
through the use of masks, regularisation parameters and other physical constraints, in order
to provide reconstructed charge density distributions that have fewer artefacts and reduced
noise. Great care is required in the selection of these parameters to avoid the introduction
of artefacts. Boundary buffer pixel regions can be used to take into account the presence
of charges outside the field of view and the perturbed reference wave. An experimental
phase image was used to test the approach. The result of the reconstruction was found to be
quantitatively consistent with the result obtained using the model-independent approach. The
charge density on the surface of a hollow sphere was used to test the use of a 3D mask in the
reconstruction of 3D charge density, as well as to investigate the uniqueness of the solution
through the use of different regions of the input phase images to perform the reconstruction.
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In summary, this approach allows additional a priori information about the specimen to be
included, including the possible positions of charges inside the specimen and untrustworthy
regions of the phase images. It allows a regularisation term that can enforce a physical
constraint to be incorporated, and can take into account the presence of charges outside
the field of view and the perturbed reference wave effect. This approach will be applied to
experimental data in the next few chapters.



Chapter 6

Charge density measurement in a W50 4
field emitter

This chapter is adapted from one of my own publications [112]. Field emitters have been
used in a wide variety of applications, including as coherent electron sources in electron
microscopy (e.g., [42, 24]). There has been considerable interest in exploiting the field
emission performance of nanostructures, as a result of the enhanced field strengths at tips
that have high aspect ratios, such as nanotubes, nanocones and nanowires [113-115, 47].

Following extensive efforts to develop carbon-based nanostructures, e.g., carbon nan-
otubes [113] and carbon-cone nanotips [114] for field emitters, tungsten oxide nanostructures,
e.g., W5014) nanowires [96, 116, 117] and WgO49 nanowires [118, 117], are attracting at-
tention due to their promising field emission performance.

Here, the model-based iterative reconstruction algorithm developed in Chapter 5, together
with the model-independent approach and the analytical model-dependent approach, are used
to measure the charge density along a WsO14 nanowire both before and during field emission
in situ in the TEM.

6.1 Geometry and experimental setup

Fig. 6.1 shows representative low-magnification SEM images of the W5014 nanowires
studied here. (See Chapter 3 for synthesis details.) Each nanowire typically has a length of
several tens of um and a width of 60-100 nm, as shown in Figs. 6.1a-b. The nanowires have
quasi-rectangular cross sections, as shown in Fig. 6.1c.
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Fig. 6.1 SEM images of as-synthesised W50j4 nanowires. (a) Low-magnification SEM
image. (b, c) Higher-magnification images of a single nanowire viewed in longitudinal
and cross-sectional directions, respectively. Courtesy of Luka Pirker (Jozef Stefan Institute,
Slovenia).

In order to study field emission from an individual WsO14 nanowire in sifu in the TEM,
the electrical biasing setup described in Chapter 3 was used !. A 12-um-long, 100-nm-
wide W5014 nanowire was chosen for detailed examination. (See Figs. 6.2 and 6.3.) This
nanowire was attached (using Pt deposition in a FIB workstation) to a sub-ptm-sized W wire
and mounted onto the fixed side of the TEM specimen holder, while an electrochemically-
sharpened pum-sized W wire was used as the counter-electrode and placed on the movable
side of the holder. The distance between the nanowire and the counter-electrode was set to
approximately 1.5 um, as shown in Fig. 6.2.

In order to trigger field emission, a negative bias voltage was applied to the nanowire. For simplicity, in
this chapter all the descriptions refer only to absolute values of applied bias voltage.
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Fig. 6.2 Electrical biasing setup used for field emission from a WsO14 nanowire in situ in
the TEM. The left side of the image shows a um-sized W wire, which serves as a counter-
electrode. The right side shows a 12-um-long, 100-nm-wide W5014 nanowire, which is
attached to a sub-pm-sized W wire.

Off-axis electron holograms were recorded using 8 s exposure times with a direct electron
counting Gatan K2-IS camera. The holographic interference spacing was 2.4 nm (5.4 pixels),
resulting in a spatial resolution of 7.2 nm in reconstructed (phase) images. The interference
width was approximately 2.4 um. Holograms were recorded with the nanowire electrically
biased at voltages of between 0 and 200 V. A vacuum reference hologram was recorded
far from the nanowire without a bias voltage applied. A representative off-axis electron
hologram with the nanowire electrically biased at 150 V is shown in Fig. 6.3. The inset shows
a magnified region of interference fringes around the apex region. This nanowire was found
to be slightly contaminated/oxidised by an approximately 10-nm-thick amorphous layer.
This amorphous layer stayed almost unchanged before and after field emission experiments.
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Fig. 6.3 Representative off-axis electron hologram recorded with the W5O14 nanowire
electrically biased at 150 V. The inset shows a magnified view of the interference fringes
around the apex region, as well as an approximately 10-nm-thick amorphous layer. The
holographic interference spacing was 2.4 nm (5.4 pixels) and the interference width was
approximately 2.4 um. The shadow in the upper right of the image indicates the orientation
of the biprism.

Fig. 6.4 shows a representative reconstructed phase image (left) and a corresponding
phase contour map (right) with the nanowire electrically biased at 150 V. The MIP contri-
bution to the phase was not removed here. The phase shift is in the order of hundreds of
radians, which is much higher than the MIP contribution to the phase of approximately 5
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radians. The phase increases from the nanowire into the vacuum, indicating that the nanowire
is negatively charged. The phase contours in the upper part of the image are less dense than
those in the lower part, as a result of the PRW effect, as the electric field penetrates into the
vacuum region, from which the reference wave is obtained.

radians
+ 800

+ 600

+ 400

0

Fig. 6.4 Representative phase image (left) and corresponding phase contour map (right) with
the W50y nanowire electrically biased at 150 V. The outline of the nanowire is marked by a
red line. The phase contour spacing is 87 radians. The MIP contribution to the phase was
not removed here.

A

6.2 Field emission

Fig. 6.5 shows an I-V curve measured in situ in the TEM from the nanowire shown
in Figs. 6.3 and 6.4 using the experimental setup described in the previous section. The
nanowire started to field emit at approximately 148 V, when the emission current increased
dramatically with applied bias voltage.

The measured emission current was observed to fluctuate with time after the onset of
field emission. The magnitudes of the fluctuations are indicated in the form of error bars
in Fig. 6.5. This instability may result from the fact that the emitted electrons are not all
collected by the counter-electrode, either colliding with the gas atoms in the TEM column
or travelling far from the counter-electrode, or alternatively because they are attracted by
positively-charged ions. Another possible reason is that the surface of the nanowire changes
slightly during field emission due to contamination from gas atoms in the TEM column,
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Fig. 6.5 I-V measurements of field emission current / as a function of applied bias voltage V
for the W5014 nanowire examined in the experimental setup described in Section 6.1. The
red dot-dashed line shows an exponential profile fitted to the data measured between 130 and
180 V. The inset shows a F-N plot (blue) of In % plotted as a function of % determined from
the measured I-V data. The red dot-dashed line in the inset shows a linear fit to the points
between 148 and 180 V.

the emission of surface atoms, e.g., from the amorphous layer, or the Brownian motion of
atoms on the emitting surface [119]. Interestingly, this instability in field emission was not
associated with a similar instability in the electrostatic potential or electric field around the
emitter, as no double-exposure effect was typically seen in holograms recorded with 8 s
exposure times, independent of whether the nanowire was field emitting or not. Related
discussions are presented in the literature [46, 48].

One example where a double-exposure effect was seen is shown in Fig. 6.6. For this
measurement, the nanowire was electrically biased at 171 V and the field emission current
was approximately 100 nA. Moiré-like fringes are visible in the hologram (Figs. 6.6a-b)
and in the reconstructed phase contour map (Fig. 6.6¢) and amplitude image (Fig. 6.6d).
This double-exposure effect results from the electrostatic potential or charge density varying
during the exposure time [120]. Detailed interpretations of double-exposure holograms are
presented in the literature [121].
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The measured current started to drop at an applied voltage of 180 V and decreased to
zero at 188 V. This drop may have resulted from the distance between the nanowire and the
counter-electrode increasing as a result of a combination of the electrical force acting on the
nanowire, the instability of the movable hat, changes to the surface of the nanowire, the field
emitted electrons creating ions at the counter-electrode that are attracted by the nanowire, or
the nanowire becoming shorter due to the field emission or heating current. The inset to Fig.
6.5 shows a corresponding F-N plot. It should be noted that the validity of the F-N theory for
nanostructures is still under debate [45]. In the region between 148 and 180 V, the plot shows

a linear relationship between In % and %, which can be interpreted using the expression

1 1
In— = —1842.73— —17.46. 6.1)
V2 14
The slope of the F-N plot is linked directly to the field enhancement factor and the work
function [122, 123], according to the relation

1.5
B‘P dcapacitor

1842.73 = , (6.2)

where B is a constant, which takes a value of 6.83 x 10° V- ¢V—15.m~1, ¢ is the work
function of the W5014 nanowire, dcgpaciror 1 the distance between the electrodes, i.e., the
counter-electrode and the pm-sized W wire where the nanowire was attached, and v is the
field enhancement factor. The work function is reported to take a value of 4.3 ¢V [116]. The
distance dcgpaciror Was measured to be 10.5 um (Fig. 6.2). The field enhancement factor
could then be estimated to be approximately 350. On the assumption that the onset voltage
for field emission was 148 V, the local electric field as a result of field enhancement from the

nanowire was calculated to be Ej,. =¥ V_ =490 V/nm.

deq pacitor
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Fig. 6.6 Example of a double-exposure effect. (a) Off-axis electron hologram and (b) magni-
fied region around the apex. (c) Phase contour map and (d) amplitude image reconstructed
from the hologram shown in (a). The W5014 nanowire was electrically biased at 171 V and
the measured field emission current was approximately 100 nA. The phase contour spacing
is 27 radians. See text for details.
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6.3 Model-independent reconstruction of charge density

A series of off-axis holograms was recorded with the W5014 nanowire electrically biased
at between 130 and 188 V. I-V measurements were not performed at the same time as
hologram acquisition. The phase was reconstructed from each hologram in order to calculate
cumulative charge profiles. When the nanowire was biased at 188 V, the phase jump between
adjacent pixels exceeded 27 and phase information could not be retrieved reliably.

6.3.1 Mean inner potential contribution to the phase

As aresult of the fact that a strong electrostatic force acted on the nanowire when it was
subjected to a high electrical bias, it was observed to bend. The alignment of phase images
to calculate differences between results recorded at different applied bias voltages, in order
to subtract the MIP contribution to the phase, was then difficult or impossible. Therefore,
the analyses presented in the following section were performed without subtracting the MIP
contribution to the phase, resulting in the possibility of artefacts in subsequent charge density
measurements [102]. The influence of the MIP contribution to the phase on charge density
measurements is considered below.

Fig. 6.7a shows a phase image recorded in the absence of an applied bias voltage,
i.e., comprising only the MIP contribution. Such an image is directly proportional to the
projected thickness of the nanowire (in the absence of dynamical diffraction). It can be used
to determine the influence of the MIP contribution to the phase on the calculated charge
density. A line profile extracted from the phase image across the nanowire axis (marked by a
magenta line in Fig. 6.7a) suggests that it has a quasi-rectangular cross-section (Fig. 6.7c,
magenta). A second line profile extracted along the nanowire axis (marked by a green line in
Fig. 6.7a) indicates that the nanowire has a sharply-terminated thickness profile at its apex
(Fig. 6.7c, green), with a transition distance that is not greater than 15 nm, including the
10-nm-thick amorphous layer. The flatness of the phase in the vacuum region in both phase
profiles confirms that the unbiased nanowire is not significantly charged electrically in the
presence of the high-energy electron beam.

Additional contributions to the charge density arising solely from the MIP contribution
to the phase can result from gradients in phase at the edge of the object, where its projected
thickness is changing. Such "artificial" or effective charges are visible in Figs. 6.7d-e, which
show cumulative charge profiles integrated along the dashed rectangle marked in Fig. 6.7a
from the base to the apex (red arrow) and from one edge to the other (blue arrow), respectively.
The total effective charge associated with the MIP contribution to the phase is zero in both
cases. Therefore, measurements of the fotal charge are likely to be free of artefacts, even in
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the presence of the MIP contribution to the phase. For integration along the nanowire axis, as
indicated by the red arrow in Fig. 6.7a and by Fig. 6.7d, the cumulative charge is always zero
except when the integration region approaches the apex of the nanowire. The fact that the
cumulative charge profile is negative and then returns to zero is consistent with the Laplacian
of the MIP contribution to the phase shown in Fig. 6.7b. As the "artificial" charges due to
the MIP contribution to the phase are present in a narrow (15 nm) region at the apex of the
nanowire, this region is excluded from the analysis (i.e., the fitting of the profiles) presented
in the following section.
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Fig. 6.7 MIP contribution to the phase alone and its effect on the measurement of cumulative
charge profiles: (a) Phase image recorded without an applied electrical bias, i.e., correspond-
ing to the MIP contribution only. (b) Effective charge density calculated from the Laplacian
of (a) using Eq. 2.7. (c) Phase profiles extracted from (a) along the nanowire axis (green)
and across the nanowire axis (magenta). (d) and (e) Cumulative charge profiles measured
from (b) along the nanowire axis and across the nanowire axis, respectively, from the region
marked by a red dashed rectangle in (a). The integration region was allowed to shrink in the
direction of the red/blue arrow to create the line profiles shown in (d) and (e), respectively.

6.3.2 Cumulative charge profiles

Since the net contribution to the cumulative charge from the MIP contribution to the
phase is zero (although there are jumps in the cumulative charge profiles at the very edge
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and apex of the nanowire), the cumulative charge in the presence of an applied bias can be
calculated using total phase images (i.e., without removing the MIP contribution) by using
Eq. 2.9 directly.

Fig. 6.8 shows cumulative charge profiles for voltages up to 186 V. The integration region
(marked by a red rectangle in the top panel of Fig. 6.8) is similar to that labelled by a red
rectangle in Fig. 6.7a. In order to obtain the cumulative charge at every position x, the
integration region was allowed to shrink progressively in the direction indicated by a red
arrow.

The total charge in the selected region (the red rectangle marked in Fig. 6.8), i.e., the
value at x = 0 nm in the chosen reference system, increases linearly with applied bias voltage,
as shown in the inset to Fig. 6.8. This measurement allows the capacitance of this part of the
nanowire to be determined to be 8.78 £ 0.04 aF.
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Fig. 6.8 Cumulative charge profiles along the W504 nanowire measured from electron
optical phase images for applied bias voltages of 130 to 186 V. The upper panel shows the
MIP contribution to the phase (recorded in the absence of an applied electrical bias), with the
integration region marked. The x axis points to the right. The origin is chosen to be at the
left edge of the image. The inset shows the total charge in the chosen region of the nanowire
plotted as a function of applied bias voltage (red squares) and a linear fit to these values (blue
line).
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The fact that the cumulative charge changes in a quasi-parabolic manner as the width
of the integration region decreases suggests that the charge density along the nanowire is
approximately linear. However, in Fig. 6.9, a quadratic (2" order polynomial) fit to the
cumulative charge profile for an applied electrical bias voltage of 150 V was determined from
values measured more than 200 nm from the apex of the nanowire. This result shows that
the experimental cumulative charge profile (black) deviates significantly from the parabolic
trend (blue) at a distance of approximately 200 nm from the apex of the nanowire and that
there is an accumulation of charge at the apex of the nanowire in the presence of an applied
electrical bias.
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Fig. 6.9 Fitting of cumulative charge profile based on line charge models. Comparison
between experimentally-measured cumulative charge profile (black) and best fits based on a
nonlinear line charge model described by Eq. 6.3 (red) and a 2" order polynomial fit (blue).
The nanowire was electrically biased at 150 V.

As a result of accumulation of charge at the apex of the nanowire, 2"¢ order polynomial
fitting to the experimental cumulative charge profiles was performed separately for the region
far from the apex and for the region close to the apex of the nanowire, as shown in Fig.
6.10. The nanowire was electrically biased at 150 V. The fitting confirms that the line charge
densities in the two regions are significantly different. The corresponding line charge density
at each applied bias voltage can be derived directly from the derivative of the fitted 2" order
polynomial, as shown in Fig. 6.11.
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Fig. 6.10 Comparison between experimental cumulative charge profile (red) and fitted
profiles (blue) to regions far from the apex and close to the apex separately based on 2" order

polynomial fits. The difference between the two profiles is shown in green. The nanowire
was electrically biased at 150 V.
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Fig. 6.11 Derived line charge density profiles with the W5014 nanowire biased at different

voltages from 130 to 186 V, obtained from 2" order polynomial fits to the experimental
cumulative charge profiles. See text for details.
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Fig. 6.12 shows the slopes and intercepts of the fitted line charge densities plotted as a
function of applied bias voltage. The slopes and intercepts in both the region close to the
apex and the region far from the apex increase almost linearly with applied bias voltage up
to the onset of field emission. The slope can be interpreted as a changing rate in the line
charge density along the length of the nanowire, while the intercept can be interpreted as
the line charge density at the apex of the nanowire; on the assumption that the effect of the
MIP contribution to the phase and under sampling can be neglected. Close to the apex (red),
the slopes are one order of magnitude higher than those far from the apex (blue), i.e., the
increasing rate in the line charge density far from the apex is on the order of 10~3 e/nm?,
while that close to the apex is on the order of 1072 e/nm?. When the nanowire arrived
at 180, 182 and 184 V, the slope of the line charge density stabilised at approximately
6.55 x 10~ 2e/nm? in the region close to its apex, while the slope of the line charge density
started to increase again at a bias voltage of 186 V. In Fig. 6.12b, the line charge density at
the apex (red squares) continues to increase from 16.23 e/nm at 130 V to 21.86 e/nm at 170
V and then remains constant at 23.22 ¢/nm when it reaches a stable state at bias voltages
of 180, 182 and 184 V. After a slight increase to 186 V, the line charge density increases to
24.50 e/nm. The fact that both the slopes and the intercept at bias voltages of 180, 182 and
184 V remain unchanged suggests that the nanowire reaches a field emission state.
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Fig. 6.12 (a) Slopes and (b) intercepts of derived line charge densities, with the nanowire
electrically biased at different voltages. (See Fig. 6.11.) For convenience, the slopes are
multiplied by 10? and 103 in the regions close to and far from the apex, respectively. See text
for details.
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6.4 Analytical model-dependent measurement of charge den-
sity

In previous experimental studies of electrically-biased carbon nanotubes [74] and sharp
metallic needles [72, 124], it was shown that a linear or constant charge density distribution
is associated with a tip shape, whose equipotential surface is similar to that of a paraboloid or
an ellipsoid of rotation. Such shapes are markedly different from that of the present nanowire,
which can be described more closely as a cylinder on the assumption of rotational symmetry.

A similar accumulation of charge to that observed here has been discussed in a series of
didactic papers about the equilibrium charge distribution along a conducting needle [125-
127]. These works highlight the influence of the detailed shape of the needle on the charge
distribution along it. Starting from these different numerical [125] and analytical [126, 127]
studies, we focus here on adapting the discrete model of Griffiths and Li [125] for a single
needle to the more complex configuration of the present setup. Our starting point is to
consider three aligned line charges that have different constant charge densities and lengths
and to adjust their parameters to describe the fixed side of the specimen holder, the attached
nanowire and the counter-electrode. The shape of the nanowire near the tip then resembles
that of very elongated ellipsoid. (See Appendix C for further details).

In order to obtain a better approximation to the cylindrical shape of the nanowire, the
line charge that was used to model it was substituted by N discrete equidistant point charges.
By varying the magnitudes of these charges and imposing the condition that the potential
between them must be constant [128], it is possible to obtain a better approximation to the
shape of a real specimen. When N = 601 charges were used, the cumulative charge up to a
distance of 700 nm from the apex of the nanowire was found to exhibit a similar behaviour
to that of the experimental cumulative charge profile. (See Appendix C Fig. C.4). The
observation of charge accumulation at the apex was well reproduced, apart from a difference
between the experimental and theoretical charge at the very apex (737 vs 400 electrons,
respectively), which may be attributed to the fact that the model does not fully represent the
shape (square vs circular cross-section) and sharpness of the apex of the nanowire.

6.4.1 Nonlinear line charge density

An advantage of using the approach of Griffiths and Li [125] is that, inspired by the
treatment of a finite cylinder by Smythe [129], they proposed an empirical analytical ex-
pression for the charge density in a needle. Based on their work and by limiting the present
considerations to the tip of the nanowire, the line charge density A in the present nanowire is
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assumed to take approximately the following form, which comprises a constant term C, a

linear term Dx and a divergent term 175 that corresponds to the "fundamental term" in

B
(A—x)
Smythe’s expansion [129]:

A(x)=C+Dx+ (6.3)

B

( A— x) 1/37
where A, B,C and D are fitting parameters. The cumulative charge can then be calculated
by integrating the line charge density along the length of the nanowire. (See Appendix C
for further details.) Eq. 6.3 fits the present experimental measurements well, as shown in
Fig. 6.9 for an applied bias voltage of 150 V. (See Appendix C Fig. C.5 and Table C.2 for
further details of the fits to all of the experimental measurements.) The corresponding line
charge density along the nanowire, which can be plotted by using the best-fitting parameters,
as shown in Fig. 6.13, reveals the divergence of the charge density at its apex.
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Fig. 6.13 Line charge density along the nanowire obtained from the best-fitting parameters
based on Eq. 6.3. The nanowire was electrically biased at 150 V.

Although the close fit provides strong evidence for the validity of Eq. 6.3, it is not possible
to provide values of the fitting parameters for the full length of the nanowire due to the limited
field of view in the recorded holograms. In order to infer this information from the present
measurements and to assess the relative weights of the linear and additional contributions
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to the field enhancement factor, the standard geometry of a line charge distribution that
protrudes perpendicular to a conducting plane in the presence of an electric field that is
asymptotically uniform and parallel to the direction of the line charge is assumed here
[130, 93, 131]. For a linear charge distribution, the surface that corresponds to V = 0 has
the shape of a hemi-ellipsoid and is suitable for representing the surface of a field emitter
that has such a shape. A similar procedure was used here to assess the effect on the field
enhancement factor of adding a nonlinear term (i.e., the divergence term in Eq. 6.3) to a
linear charge distribution. Satisfyingly, the additional nonlinear term changes the shape of
the equipotential surface from an elongated ellipsoid to a rounded cylinder. (See Appendix C
for further details.)

6.4.2 Field enhancement factor and emission current

It is assumed that the length of the line charge is equal to that of the nanowire (i.e.,
A =9.4 um) and that the charge density vanishes at the conducting plane (i.e., 1(0) = 0).
The remaining parameters are expressed in terms of the total charge in the linear contribution,
qiin> as well as the additional (i.e., nonlinear) term, g;;,. The expression for the line charge
density in Eq. 6.3 becomes

_ ip X
Ax) =270 425 4 T Mg (6.4)

The electrostatic potential and electric field can then be calculated based on image charge
theory. (See Appendix C for further details.) Here, the radius of the nanowire at its base
is fixed to (in this case, 40 nm), i.e., the aspect ratio of the nanowire is kept constant. The
ratio between the linear and nonlinear terms is then considered as a free parameter (taking
q1in = 1), which affects the overall shape of the nanowire. A knowledge of the electric field
at any position on the surface of the nanowire allows us to calculate the field enhancement
factor to be calculated, as well as, upon further integration, the emission current from the
Fowler-Nordheim expression. (See Appendix C for further details.)

The results are shown in Figs. 6.14a-c, in the form of two-dimensional maps of the
magnitude of the electric field for ratios between the linear and nonlinear terms of 4, 5 and 6,
respectively. In each case, the black area represents the shape of the tip. The maximum value
at the apex gives the field enhancement factor, as shown in Figs. 6.14d-f, which illustrate
the trend of the electric field along the axis from the apex. The field enhancement factor is
approximately 340 when the ratio is 5, which is close to the experimental estimate of ~350.
It should be noted that the latter value, which is derived from the fit to the F-N plot, is an
average over the entire surface of the nanowire where field emission happened. Figs. 6.14g-i
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show the calculated emission current plotted as a function of the applied bias voltage for the
above ratios. (See Appendix C for details about the field emission calculations.) Despite the
use of several assumptions and the relative simplicity of the model, it is encouraging that the
result for a ratio of 5 is in good agreement with the present experimental measurements (Fig.
6.5).
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Fig. 6.14 Simulations based on a nonlinear charge density model: (a)-(c) Electric field maps
in a central slice. The contour spacing is 50 V/um. The black shadow marks the apex of the
nanowire. (The rest of the nanowire is not shown); (d)-(f) Field enhancement factors along
the axis of the nanowire (indicated by white arrows in (a)-(c)): (g)-(i) Field emission current
for ratios between the linear and nonlinear contributions of 4, 5 and 6, respectively. A ratio
of 5 delivers the most satisfying agreement with the experiments.
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6.5 Model-based iterative reconstruction of charge density

In addition to the model-independent (Section 6.3) and model-dependent (Section 6.4)
measurements of charge density, the MBIR approach developed in Chapter 5 can also be used
to reconstruct the charge density in the W5014 nanowire. It should be noted that, as a result
of the instability in its field emission behaviour, only a single hologram of the nanowire was
recorded at each applied bias voltage, preventing 3D mapping of the charge density inside it
during field emission. Nevertheless, the projected charge density can still be retrieved.

A single phase image recorded with the nanowire electrically biased at 184 V was used for
reconstruction of the charge density using the MBIR approach. Since the MIP contribution
to the phase was significantly lower than that results from the applied bias voltage, the phase
inside the specimen was also used for reconstruction. An 8-pixel-wide buffer layer was set
outside each border to taken into account the PRW effect and the presence of charges outside
the FOV. The regularisation parameter was set to 500. The sampling density is 2.86 nm.

Fig. 6.15 shows the reconstructed projected charge density, which reveals charge accu-
mulation at the apex and the edges of the nanowire. The presence of charges at the bottom
the nanowire (at the left border) is thought to result from the fact that the presence of charges
outside the FOV is not fully compensated by the 8-pixel-wide buffer region.

Two line profiles of the reconstructed charge density confirm the presenec of charge
accumulation at the apex and edges of the nanowire, as shown in Figs. 6.16a-b. The projected
charge density along the length of the nanowire (Fig. 6.16a, marked by a red arrow in Fig.
6.15) increases rapidly at a distance of approximately 100 nm from the apex to a maximum
of approximately 1.5 e/nm? at the apex of the nanowire. The projected charge density plotted
across the width of the nanowire (Fig. 6.16b, marked by a blue arrow in Fig. 6.15) shows a
maximum of approximately 0.6 e/nm? at the edges and a minimum of 0.3 e/nm? at the centre
of the nanowire. For comparison with the line charge density, the reconstructed projected
charge density (Fig. 6.15) was integrated along the width of the nanowire to obtain the line
charge density along its length, as shown in Fig. 6.16c. The charge profile increases first
slowly and then more rapidly, in a manner that is consistent with the discussion presented
in Section 6.3.2. Linear fits to the two separate regions allow the line charge density to be
expressed by the slope and intercept: (-5.20 x 1073, -13.50) in the region far from the apex
and (-1.85 x 107!, -30.24) in the region close to the apex. In the region far from the apex,
the MBIR-derived line charge density is almost consistent with that derived from 2" order
fitting (see Fig. 6.12, (-4.00 x 1073, -13.10). In the region close to the apex, the greater slope
(—1.85 x 10~ ") in the reconstructed line charge density is approximately twice as large as
that obtained from the fit to the experimental cumulative charge profile (6.40 x 10~2). The
line charge density at the apex of the nanowire also deviates by approximately 30% (-23.16
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vs -30.24). The cumulative charge profile from the reconstruction, which is shown in Fig.
6.16d, is in agreement with that obtained from experimental data except in the region close
to the left border of the image. This difference is probably a result of the presence of charges
outside the FOV (in the bottom of the nanowire).

oo

200 nm

-14

Fig. 6.15 Model-based iterative reconstruction of the projected charge density with the
Ws014 nanowire electrically biased at 184 V, shown in units of e/nm?. The phase across
the entire FOV was used for reconstruction without the MIP contribution removed. An
8-pixel-wide buffer layer was set outside each border to taken into account the PRW effect
and the presence of charges outside the FOV. The regularisation parameter was set to 500.
The sampling density is 2.86 nm.
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Fig. 6.16 Line profiles of the projected charge density shown in Fig. 6.15. (a, b) Line profile
of the reconstructed charge density along the length of the nanowire (marked by a red arrow
in Fig. 6.15) and along its width (marked by a blue arrow in Fig. 6.15), respectively. (c) Line
charge density along the length of the nanowire. (d) Cumulative charge profiles from MBIR
reconstruction (red line) and using the Laplacian approach (black line) along the nanowire
axis.

There are several possible explanations for this discrepancy, including: 1) the smoothing
effect of the regularisator (see Section 5.3), which can suppress noise in the reconstructed
solution by increasing the regularisation parameter, aiming to pick a solution with a smaller
Euclidean norm; 2) the fact that the MIP contribution to the phase was not removed, which
results in uncertainty in the uniqueness of the reconstruction (see Section 5.6.1); 3) the
combined effect of under sampling and charge accumulation at the apex of the nanowire,
which may result in a Gaussian smoothing effect; 4) the accuracy of the selection of the mask
to determine where charges can be located, in particular in the region close to the apex of the
nanowire (see Section 5.4.1); 5) from the rounding of the apex of the nanowire.
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The projected in-plane electric field was calculated from the gradient of the phase after
removing the PRW effect (see Section 5.4.5), as shown in Fig. 6.17. The projected in-plane
electric field is nearly symmetrical with respect to the nanowire axis, is localized at the apex
region and decreases rapidly with distance from the apex of the nanowire. The maximum
projected in-plane electric field strength is approximately 1.4 V/nm.m.
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Fig. 6.17 Projected in-plane electric field inferred from the reconstructed projected charge
density obtained using MBIR. Top: Strength of the projected in-plane electric field, shown in
V/nm.m. Bottom: Streamline plot of the projected electric field. The shadow of the nanowire
is marked in blue (top) or in white (bottom).
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6.6 Discussion

6.6.1 Model-independent, model-dependent and model-based iterative

reconstruction

Both the model-dependent approach (Section 6.4) and the model-based iterative recon-
struction approach (Section 6.5) confirm the presence of charge accumulation in the nanowire
that was measured using the model-independent approach (Section 6.3).

In the model-dependent approach (Section 6.4 and Appendix C), a three-line-charge
model was used to represent the three components in the experimental setup (i.e., the support
to which the nanowire was attached, the nanowire and the counter-electrode). By making
use of several assumptions (e.g., the fact that an equipotential surface should resemble the
shape of the electrode), the model is shown to predict a similar charge distribution to that
obtained using the model-independent approach (see Appendix C Fig. C.4). A discrepancy
results from the fact that the model is not accurate enough to describe the true shape of the
setup, including the assumption of cylindrical symmetry to describe the quasi-rectangular
cross-section of the nanowire. This shortcoming of the model-dependent approach results
from the fact that the exact geometrical setup describing the experiment has to be reproduced
in the model. In addition, the model and the associated boundary conditions need to be
treated analytically or numerically. Based on the model-independent measured cumulative
charge profiles (Section 6.3.2), an empirical expression for the line charge density along
the nanowire was obtained, offering an alternative way for interpreting of measured field
emission data based on several assumptions (Sections 6.4.1 and 6.4.2).

The model-based iterative reconstruction approach (Section 6.5) also reproduces the
results obtained using the model-independent approach (Section 6.3), providing good agree-
ment to the cumulative charge profile (Fig. 6.16d) and the charge density profile along
the length of the nanowire (Fig. 6.16¢). It also allows the projected charge density of the
nanowire to be reconstructed with reduced noise, confirming the accumulation of charge at
the apex and at the edges of the nanowire (Fig. 6.15). This consistency relies on an accurate
specification of the mask that defines where charges can be located, the use of boundary
buffer pixels to take into account the presence of charges outside the field of view and the
perturbed reference wave effect, the choice of a suitable regularisation strength, subtraction of
the mean inner potential contribution to the phase image and an assessment of the uniqueness
of the reconstruction. It should be noted that there is a slight discrepancy in the line charge
density at the apex of the nanowire obtained using the model-independent and model-based
iterative reconstruction approaches. This discrepancy may result from the sampling density
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or spatial resolution used in the reconstruction, or from the smoothing effect associated with
the choice of regularisation strength in the model-based iterative reconstruction approach.

In the model-independent approach (Section 6.3), the MIP contribution to the phase can
result in the appearance of artificial charges where the specimen thickness changes. (See
Section 6.3.1.) In the model-dependent approach, the shape of the specimen is used to define
the equipotential surface. When using the model-based iterative reconstruction approach, the
presence of the MIP contribution to the phase can affect the uniqueness of the reconstruction.
(See Section 5.6.1.) For the reconstruction of charge density in the nanowire described in
Section 6.5, the phase across the entire field of view was used without removing the MIP
contribution to the phase, as it was significantly smaller than that from the applied bias
voltage. For comparison, a reconstruction was performed without using the phase inside
the nanowire, as shown in Fig. 6.18, showing no localisation of charge at the edges of the
nanowire. This is different from the result obtained for reconstruction with the phase inside
the specimen used (Fig. 6.15 and Fig. 5.14b in the LaBg field emitter). Such a localisation
of charge is expected based on classical electrostatics, highlighting the fact that access to
the phase inside the specimen is important for accurate reconstruction of the charge density
inside the specimen.
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Fig. 6.18 Model-based iterative reconstruction of the projected charge density with the
W;5014 nanowire electrically biased at 184 V, shown in units of e/nm?. The phase inside the
nanowire was not used for reconstruction. The reconstruction parameters were the same as
those shown in Fig. 6.15

6.6.2 Comparison with results from a CdS nanocomb

The slope of the charge density profile along the length of the W50, nanowire is not
constant and the profile has two distinct regions: a linearly-decreasing charge density far from
the apex and charge accumulation close to the apex. This behaviour is different from that
expected for a line charge model that is based on a constant charge density [71] or a linear
charge density [72, 73]. Constant and linear charge density profiles are typically associated
with equipotential surfaces that resemble ellipsoids [93, 72]. For the W04 nanowire, which
has a quasi-rectangular cross-section and a sharply-terminated apex, such a line charge model
is therefore not valid.
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In order to confirm the influence of geometry on charge density, a CdS nanocomb, which
also has a quasi-rectangular cross-section and a sharply-terminated apex, was studied. A CdS
nanocomb was electrically biased in the same experimental setup. The distance between the
counter-electrode and the nanocomb was set to 3 um. Fig. 6.19a shows the MIP contribution
to the phase recorded using off-axis electron holography. The diameter of the CdS nanocomb
is approximately 140 nm. Fig. 6.19b shows two representative phase profiles extracted
parallel and perpendicular to the axis of the comb axis along the lines marked in Fig. 6.19a.
The phase profile parallel to the axis of the comb (green) jumps abruptly from vacuum to the
nanocomb, implying that the apex is sharply terminated. The phase profile perpendicular
to the axis of the comb (magenta) is similar to that expected for a quasi-rectangular cross-
section, with the edges rounded either due to the synthesis procedure or due to surface
contamination.

Three phase images were recorded with the nanocomb biased at voltages of 120, 130
and 140 V and used to calculate cumulative charge profiles (using Eq. 2.9) and line charge
density profiles (as described in Section 6.3.2). Fig. 6.19¢ shows the resulting cumulative
charge profiles and corresponding line charge density profiles (inset). The CdS nanocomb
behaves similarly to the WsO14 nanowire. It can be concluded that its geometry, in particular
its prismatic cross-section and the termination of its apex, plays a crucial role in determining

the charge density along its length.
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Fig. 6.19 Charge density measurement in a CdS nanocomb in the presence of applied electrical
bias. (a) Phase image recorded without an applied bias voltage. (b) Two representative phase
profiles extracted parallel (green) and perpendicular (magenta) to the comb axis along the
marked dashed lines in (a). (c) Cumulative charge profiles and (inset) corresponding line
charge density profiles along the axis of the CdS nanocomb for different applied bias voltages
of 120 V (red), 130 V (green) and 140 V (blue). See text for details.
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6.7 Summary and conclusions

This chapter contains measurements of charge density along a WsO14 nanowire, which
has a sharply-terminated apex and a quasi-rectangular cross-section, both before and during
field emission, in an electrical biasing setup in the TEM. The model-independent, model-
dependent and model-based iterative reconstruction approaches are used for the reconstruc-
tion of charge density along the nanowire. Their advantages and disadvantages are compared.
The combined use of the three approaches helps to obtain a more reliable interpretation
of the experimental data. Charge is observed to accumulate at the apex of the nanowire,
while the charge profile far from the apex of the nanowire can be described using a linear
approximation. Similar charge accumulation is observed at the apex of a CdS nanocomb,

which also has a sharply-terminated apex and a quasi-rectangular cross-section.



Chapter 7

Charge density measurement in a carbon
fibre needle

In order to demonstrate the ability to measure 3D charge, electric field and electrostatic
potential distributions using the MBIR algorithm, an electrically-biased needle-shaped carbon
fibre specimen is studied in this chapter. An advantage of examining a carbon fibre is that
carbon is a light element that scatters electrons weakly. In addition, a carbon fibre is not
fully crystallised and only has a highly-textured structure along the fibre axis. These two
reasons reduce the presence of diffraction contrast when recording a tomographic tilt series
of off-axis electron holograms, which is required for retrieval of the desired 3D information.

7.1 Electrical biasing setup

The carbon fibre needle was prepared using a standard FIB preparation procedure. Fig.
7.1a shows a low-magnification bright-field TEM image of the experimental setup of the
needle and a um-sized Au tip, which serves as a counter-electrode. The diameter of the apex
of the needle is approximately 60 nm (see the higher-magnification image in Fig. 7.1b) and
the length of the needle is approximately 2.5 tum. The distance between the counter-electrode
and the needle is approximately 4.5 pm.

Off-axis electron holograms were recorded using exposure times of 6 s with a direct
electron counting Gatan K2-IS camera. The voltage of the electrostatic biprism was set
to 150 V. The holographic interference fringe spacing was approximately 1.7 nm and the
inference width was approximately 1.8 um. 30 holograms were recorded for each tilt angle
to increase the signal-to-noise ratio.



102 Charge density measurement in a carbon fibre needle

C fibre needle :
[
o
5 um 200 nm

Fig. 7.1 Experimental setup for electrical biasing of a carbon fibre needle. (a) Low-
magnification bright-field TEM image showing the experimental setup for electrical biasing
of a carbon fibre needle. (b) Higher-magnification image of the carbon fibre needle.

Fig. 7.2a shows the MIP contribution to the phase of the needle with no applied bias
voltage and a corresponding phase contour map. The flatness in the vacuum region indicates
that electron-beam-induced charging of the needle is negligible. Fig. 7.2b shows a phase
image recorded with the needle biased at +40 V and a corresponding phase contour map.
The asymmetry of the images results from the PRW effect. Fig. 7.2c shows the difference
between the phase images (shown in Figs. 7.2a-b) after alignment and a corresponding phase
contour map. The difference image therefore represents the contribution from electrical
biasing alone.

(aov (b) +40 V (c) Difference
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Fig. 7.2 Phase images (top) and corresponding phase contour maps (bottom) recorded with
the needle biased at 0 and +40 V and their difference. (a) The MIP contribution to the phase
(0 V). (b) Phase including contributions from the MIP and the applied electrical bias at +40
V. (c) Difference between (a) and (b) after alignment. The tilt angle is 0°. The phase contour
spacing is 2z radians.
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7.2 3D reconstruction of charge, electric field and electro-

static potential

A single phase image recorded in projection can convey information about the 3D
electrostatic potential within and around the specimen projected along the electron beam
direction. In some cases, an assumption of (rotational) symmetry of the specimen allows the
3D electrostatic potential to be retrieved from a single image (e.g., [132, 133]). Nevertheless,
3D information should in general be obtained from tilt series of images, as a perfectly
symmetrical object hardly exists in practice.

7.2.1 3D data acquisition

Two tomographic tilt series of holographic phase images were recorded. One series was
recorded without an electrical bias applied to the needle. This dataset therefore only includes
the MIP contribution to the phase. It can be used both to remove the MIP contribution to the
phase from a dataset with the needle electrically biased (see Fig. 7.2) and to reconstruct the
3D shape of the needle. A second dataset was recorded with +40 V applied to the needle.
Tomographic data were recorded over a tilt range of —52° to +-48° with a tilt increment of
4°. Fig. 7.3 shows a schematic representation of the acquisition of a holographic tomography
dataset with the needle electrically biased at +40 V. Each sub-image shows a phase contour
map generated after removing the MIP contribution to the phase at each individual specimen
tilt angle.

7.2.2 3D mask

The successful application of the MBIR approach to reconstruct a 3D charge density
requires the use of a 3D mask to define where the charge can be located. (See Chapter 5.)
Since charge can only be located inside the needle, its outer surface can serve as a 3D mask.
Such a mask can be obtained from the MIP contribution to the phase. Here, the tomographic
reconstruction of such images to generate a 3D mask was realised by using the ASTRA
toolbox [134]. A discrete algebraic reconstruction tomography (DART) algorithm was used
to avoid artefacts originating from the missing wedge [135]. Fig. 7.4 shows the reconstructed
3D shape of the carbon fibre needle. This reconstruction shows that the needle-shaped
geometry (side view in Fig. 7.4a) has a rounded rectangular cross-section (top view in Fig.
7.4b). Two central slices from the xy and yz planes, which are also shown in Figs. 7.4c-d,
respectively, indicate slight asymmetry in the x and z directions of the cross-section of the
needle.
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Fig. 7.3 Examples of phase contour maps generated from a tomographic tilt series of off-axis electron holograms with the needle
electrically biased at +40 V. The tilt angle is indicated next to each image. The contour spacing is & radians. The MIP contribution to
the phase was removed before calculating each phase contour map. In the full tilt series, the tilt increment is 4° and the tilt angle range
is from —52° to +48°. The scale bar (shown in the 0° image) is 400 nm.
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(a) Side view (o) T : (c) xy plane
op view

(d) yzplane

Fig. 7.4 3D shape of the carbon fibre needle reconstructed from a tomographic tilt series of
images of the MIP contribution to the phase, showing (a) a side view and (b) a top view. (c,
d) Two central slices showing the xy and yz planes. The needle is marked in yellow. The
reconstructed surface was used as a 3D mask for model-based iterative reconstruction of
charge inside the needle-shaped specimen. See text for details.

7.2.3 3D charge, electric field and electrostatic potential

3D reconstruction of the charge density in the needle was carried out using the model-
based iterative reconstruction approach described in Chapter 5. The position of the surface
normal vector of the counter-electrode was measured experimentally to be (-4.5, 0, 0) um
from the apex of the needle and the counter-electrode. The sampling density of the original
holograms was approximately 1.7 nm. The final voxel size in the reconstruction was therefore
chosen to be 1.7 nm. However, the true spatial resolution of each reconstructed phase image
was limited (by the size of the sideband used for reconstruction) to be approximately 5 nm.
An 8-pixel-wide buffer region was used to take into account contributions from charges
outside the FOV and the PRW effect. The optimal regularisation parameter was set to 1000
based on L-curve analysis.

Fig. 7.5 shows a visualisation of the reconstructed 3D charge density in the carbon
fibre needle. The charge density is greatest at the apex of the needle, which has the highest
curvature. The maximum charge density is 2.94 x10'® cm™3. The charge is distributed
asymmetrically on the sides of the needle, as it is not exactly round. It should be noted
that such an effect can also originate from the reconstruction algorithm, for example if the
boundary buffer pixel approach that is used to represent charges outside the FOV and the
PRW effect does not work effectively, or if the 3D mask is not defined correctly.
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Fig. 7.5 Visualisation of the 3D charge density in a carbon fibre needle reconstructed using
the MBIR approach. The carbon fibre needle is biased at +40 V with a distance of 4.5 um
from the counter-electrode. See text for details.

Selected 2D slices extracted from the 3D reconstruction are shown in Figs. 7.6 and 7.7.
The xy plane of the reconstructed charge density (Fig. 7.6a) reveals an asymmetry in the
charge density (white arrow "1"), which is absent in the yz plane (Fig. 7.6b). This difference
may be a result of the missing wedge, since the tilt series is recorded about a single axis (the
y axis). The fact that the majority of the charges are located on the surface of the needle
(although their penetration into the surface is considerable) is visible in the yz plane (Fig.
7.6b) and is consistent with the prediction based on classical electrostatics that charges reside
on the outer surface of a conductor [127]. Interestingly, in both planes, there is another
region with a locally increased charge density, which is marked by red dashed ellipses in Figs.
7.6a-b. This observation may be associated with the fact that the apex of the the carbon fibre
needle was damaged by sample preparation (e.g., Ga bombardment) and its conductivity was
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locally reduced. The apex and perhaps also the surface of the needle can then be regarded
as more insulating than the rest of the needle. In the presence of an applied electrical bias,
charge may then build up at the interface between the insulating apex (as well as the surface)
and the more conductive shank of the needle.

(a) xy plane

Charg density (10'8cm-3)

50 nm

Fig. 7.6 2D slices of charge density in the (a) xy and (b) yz plane extracted from the 3D
reconstructed charge density (shown in Fig. 7.5). The white dashed lines mark the outline of

the needle.

In three representative xz planes, the charge can be seen to be located primarily at the
surface of the needle (Figs. 7.7a-c). Plane "1" (labelled in Fig. 7.6a) corresponds to the
interface that is expected to be present between the more insulating apex and the conductive
shank of the needle. Plane "2" intersects a local maximum in the charge density (marked
by a white dashed ellipse in Fig. 7.6a). Plane "3" corresponds to a plane that is at a greater
distance from the apex. Planes "2" and "3" shows an approximately core-shell-like charge
distribution, with the charge localised at the outer surface of the needle. Plane "2" shows an

additional localisation of charge at one corner, as also shown in Fig. 7.6a.
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Fig. 7.7 Three representative 2D slices of charge density in the xz plane extracted from the
3D reconstructed charge density (shown in Fig. 7.5). The planes are indicated by white
arrows and numbers in Fig. 7.6a. The white dashed lines mark the outline of the needle.

Corresponding charge density profiles are shown in Fig. 7.8 for a quantitative comparison.
Fig. 7.8a shows a line profile of the charge density in the xy plane along the needle axis
(indicated by a red arrow in Fig. 7.6a). In addition to a maximum at the apex, there is another
local maximum with a charge density of approximately 0.5x 1018 cm=3. The charge density
along the axis of the rest of needle is almost zero, as expected for a conductor. For the three
chosen xz planes, line profiles of the measured charge density are plotted in both the z and
the x direction in Figs. 7.8b-c, respectively. In the z direction (Fig. 7.8b), the green and blue
profiles from planes "2" and "3" are almost symmetrical with respect to the needle axis. The
red profile from plane "1" is higher than those from planes "2" and "3" on the axis of the
needle. In the x direction (Fig. 7.8c), the blue profile from plane "3", which is far from the
curved apex, is symmetrical. The red profile from plane "1" is again higher on the axis of
the needle than the other two profiles. The cumulative charge integrated along the axis of
the needle, which is shown in Fig. 7.6d, follows an almost linear trend, indicating an almost
constant line charge density along the needle. However, at the apex of the needle, the slope
of the cumulative charge profile is slightly greater than in the shank, indicating a greater line
charge density in this region, perhaps because of its more insulating character or because of
a deviation from ellipsoidal geometry at the apex of the needle.
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Fig. 7.8 Line profiles of charge density extracted from the 3D charge density shown in Fig.
7.5 (a) along the axis of the needle (y) in the central xy plane (marked by a red arrow in Fig.
7.6a) and (b, ¢) along z and x in three different xz planes (1-red, 2-green, 3-blue) marked in
Fig. 7.6a. (d) Cumulative charge profile integrated along the axis of the needle.

The 3D electric field and electrostatic potential can be calculated from the 3D recon-
structed charge density, on the assumption that the image charges are defined by the counter-
electrode having a norm vector with respect to the apex of the needle of (—4.5, 0, 0) pm. Fig.
7.9a show a 3D visualisation of the electric field strength of the needle, while Figs. 7.9b-c
show two slices of electric field strength in the central xy and yz planes. The electric field is
almost rotationally symmetrical about the needle axis, with slight asymmetry resulting from
the asymmetry in the reconstructed charge density (as seen in the xy plane in Fig. 7.9b). The
fact that the electric field is strongest close to the apex is visible in the xy and yz planes shown
in Figs. 7.9b-c. The electric field decays rapidly into the vacuum region with increasing



110 Charge density measurement in a carbon fibre needle

distance from the apex. Detailed comparisons with models for electric fields used by the
atom probe community and finite element simulations of electric fields of needle-shaped
specimens will be beneficial in the future. The maximum electric field strength measured in
the present study is approximately 0.25 GV/m. Based on a single projection model [59] used
by the atom probe community, the geometric field factor here is predicted to be approximately
5.33, which falls within theoretical values ranging between 3 and 8 [136, 137]. Inside the
needle (Figs. 7.9b-c), the physical meaning of the electric field remains to be discussed, with
reference to the dielectric constant of the specimen. It is interesting that the electric field
appears to be finite only in the region of the specimen close to the surface, where it may
be less conducting. Nevertheless, the measurement of the electric field around the needle
is likely to be adequate for the atom probe or field emission community to calculate the
trajectories of ions or electrons.

Figs. 7.10a-b show two slices of the electrostatic potential from the central xy and yz
planes, respectively. The electrostatic potential is almost symmetric with respect to the axis of
the needle in both planes. The outer surface of the needle is measured to be an equipotential
of 25 V, which is smaller than the applied bias voltage of 40 V. This drop in voltage may
result from the contact of the specimen to ground or the presence of less conducting surface
of the needle due to sample preparation damage.
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(a) xy plane

(b) yz plane

Fig. 7.10 3D electrostatic potential determined from the reconstructed 3D charge density
shown in Fig. 7.5 for the electrically-biased carbon fibre needle. (a, b) slices of the electro-
static potential in the central xy and yz planes, respectively. The black dashed line shows the
outline of the needle.

For better visualisation, a combination of a streamline plot in the central xy plane of the
electric field and a contour map of the electrostatic potential is presented in Fig. 7.11. The
fact that the field lines on the right side of the image (close to the bottom the needle in the
FOV) lie at an inclined angle to the surface of the needle results from the presence of charges,
which are not fully compensated by the boundary buffer pixel approach. Nevertheless, in the
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middle region of the needle, the field lines travel along the normal to its surface, implying that
charges outside the FOV do not influence the reconstruction of charge density and electric
field far from them. This result highlights the fact that the electric field around the apex of a
needle can be reliably calculated using the MBIR approach.

Electric field (GV/m) Potential (V)

RN T
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Fig. 7.11 Combination of a streamline plot of the electric field and a plot of the electrostatic
potential in the central xy plane of the reconstructed volume of a carbon fibre needle. The
interior of the needle is marked in blue. The scale bar is 50 nm.

7.3 Summary and conclusions

In this chapter, the 3D charge density, electric field and electrostatic potential of an
electrically-biased carbon fibre needle have been determined experimentally using the model-
based iterative reconstruction approach. Tomographic tilt series of holographic phase images
with the needle biased at 40 V were used as input to the algorithm after subtracting the MIP
contribution to the phase from each image in the tilt series. The reconstructed charge density
is greatest at the apex of the needle and is localised primarily on its surface, as expected
based on classical electrostatics. The cumulative charge profile displays an almost linear
behaviour, which is consistent with the presence of a constant line charge density along
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the needle. Asymmetry in the reconstructed charge density can be ascribed to the local
curvature of the needle or to artefacts of the reconstruction procedure. The algorithm is
robust against many of the artefacts that would affect conventional backprojection-based
tomographic reconstruction methods and is able to retrieve 3D details of the charge density
regardless of the symmetry of the specimen. The 3D electric field and electrostatic potential
are then calculated from the reconstructed 3D charge density on the assumption that the
positions of image charges can be determined by the position of the counter-electrode. The
inferred electric field and electrostatic potential both have almost rotational symmetry about
the needle axis. The strength of the electric field is greatest close to the apex region of the
needle (outside it) and has a maximum value of approximately 0.25 GV/m for an applied
bias voltage of 40 V and a distance of 4.5 um from the counter-electrode. Further work is
required to compare the present results with finite element simulations of the electric field, as
well as with calculations that the atom probe community routinely use for the reconstruction
of 3D atom positions. Nevertheless, the results presented here is highly encouraging and
the approach can be used routinely for 3D characterisation of charge, electric field and
electrostatic potential distributions from limited datasets.



Chapter 8

Measurement of electron-beam-induced
charging

Electron-beam-induced charging is a fundamental phenomenon that particularly affects
electron microscopy studies of non-conductive materials (including biological specimens)
and semiconductors. It is influenced by the electronic band structure and secondary electron
generation and emission from the specimen (in particular from its surfaces).

In order to investigate electron-beam-induced charging phenomena, needle-shaped speci-
mens comprising an insulating apex (Al,O3) and a conductive Cr, AIC base were studied.
(See Chapter 3 for details about the specimens.)

8.1 Specimen geometry and morphology

Fig. 8.1a shows the geometry of a Cry AIC-Al,O3 needle. The needle has a length of 15
um and is attached to a conductive Cu post (not shown). Two other protrusions from the post,
which are present approximately 10 um from the primary needle, are assumed to have little
influence on its charging state. Fig. 8.1b shows a high-magnification bright-field TEM image
of the interface between the Cr AIC phase and the Al,O3 apex viewed almost edge-on.

Fig. 8.2 shows elemental maps of the needle recorded using STEM-EDS. This figure also
shows a STEM-HAADF image, in which two interfaces are visible: one between the Cr, AIC
phase and Al,O3 apex (marked by a red dashed line) and another curved interface (marked
by a blue dashed line) resulting from Cr diffusion into the Al,O3 apex. Cr in the Al,O3 apex
may take the form of Cr,O3. This specimen geometry suggests that there may be a metal
(CrpyAlC)/semiconductor (possibly p—type Cr,O3 [138])/insulator (Al;O3) junction, instead

of a metal/insulator junction, in the present needle.
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Fig. 8.1 Geometry of the Cr, AIC-Al,O3 needle-shaped specimen examined in this section.
(a) The whole needle. (b) High-magnification bright-field TEM image of the apex of the
needle.

Fig. 8.2 STEM-HAADF and STEM-EDS elemental maps of a Cr, AlIC-Al,O3 needle-shaped
specimen. The red dashed line in the HAADF image marks the interface between the Cry AIC
phase and the Al,O3 apex. The blue dashed line marks the interface between a Cr-rich area
and the Al,O3 apex. The white dashed line in each image marks the outline of the needle.
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8.2 Electron-beam-induced charging

As a result of the insulating nature of Al,O3, the apex of the needle becomes positively
charged due to secondary electron emission when it is illuminated by high-energy electrons.
Off-axis electron holography was used to evaluate its charging behaviour. Holograms were
recorded at a nominal magnification of 24,500 in Lorentz mode, with the needle illuminated
by a parallel electron beam at a nominal dose rate of approximately 4.2 e/ A? /s (30 e.p.s.).
The exposure time for each hologram was set to 6 s. The biprism was oriented perpendicular
to the needle axis and the biprism voltage was set to 100 V. A representative hologram is
shown in Fig. 8.3a. The FOV is approximately 600 nm. The holographic interference fringe
spacing is 1.3 nm, resulting in a spatial resolution of approximately 4 nm in reconstructed
amplitude and phase images which are shown in Figs. 8.3b-c, respectively.

The fact that the apex is positively charged is apparent from the phase image, as the phase
decreases from the apex of the needle into the vacuum surrounding it, as shown in the form
of a phase profile in the inset to Fig. 8.3c. A corresponding phase contour map (Fig. 8.3d)
reveals the presence of concentric projected equipotential contours, whose form suggests
that there is also a negatively charged region (possibly associated with screening charges)
in the Cr, AlC phase adjacent to the interface, as a single sign of the charge density would
decay more slowly and result in contours similar to those observed around the emitter. (See
Sections 4.2, 6.1 and 7.2.1.) It should be noted that the amplitude is flat in the vacuum region
around the needle in Fig. 8.3b, as the electric field is relatively weak in this region and can
be treated as a slowing-varying strong phase object. The MIP contribution to the phase could

not be removed because the needle was always charged by electron beam illumination.
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Fig. 8.3 Off-axis electron holography of electron-beam-induced charging of a CryAlC-
Al,O3 needle-shaped specimen illuminated by high-energy electrons. (a) Off-axis electron
hologram. (b) Reconstructed amplitude image. (c) Reconstructed unwrapped phase image
shown together with a phase profile across the apex (marked by a red dashed line) in the
inset. (d) Phase contour map. The phase contour spacing is 21—’2‘ radians. The electron dose

rate was approximately 4.2 e/ A® /s.

An analytical line charge model was used to confirm the presence of a dipole-like charge
state in the needle resulting from electron beam illumination. A similar model has been
applied successfully in simulations of holographic phase images recorded from charged
tips and nanotubes, for which analytical expressions are available both for the electrostatic
potential and for the holographic phase shift. (See Chapter 4 and Appendix B.)

For the present inhomogeneous needle, two aligned line charges with different lengths of
10 um and 100 nm, respectively, were initially used, with image line charges added to model
the effect of the conductor at the base of the needle. The base was simply assumed to be a
conducting plane perpendicular to the line charges. By adjusting the values of the charge
density to obtain a phase contour map that approximates the experimental measurement,
satisfactory agreement was only obtained for charge density distributions with different signs.



8.3 Dose rate dependence 119

The phase contour map shown in Fig. 8.4, which covers a square region of side 400 nm,
provides a best fit when the charge density in the apex is assumed to be 8 ¢/nm and that in
the supporting base is assumed to be -2 ¢/nm. The PRW effect was also taken into account
in this analysis, on the assumption of an interference distance of 650 nm.

The presence of a dipole-like charge state in the illuminated needle was therefore con-
firmed using an analytical line charge model. The origin of the dipole-like charge state is not
clear yet, as a result of the complexity of the contact between the apex and the conductive
base and the unknown surface state in the needle.
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Fig. 8.4 Phase contour map simulated using an analytical line charge model. The phase
contour spacing is 21—72’ radians. The white area denotes the needle itself. See text for details.

8.3 Dose rate dependence

In order to asses the dose rate dependence of electron-beam-induced charging of the
present needle-shaped specimen, the TEM spot size was changed while keeping the illumi-
nated area the same. The dose rate was estimated from the direct electron counting Gatan
K2-IS camera. The total dose was controlled by the exposure time. Off-axis electron holo-
grams were recorded in Lorentz mode at a nominal magnification of 14,500. The holographic



120 Measurement of electron-beam-induced charging

interference fringe spacing was 3 nm. The biprism was oriented parallel to the needle axis
and the biprism voltage was set to 100 V.

Fig. 8.5 shows phase contour maps recorded with the needle illuminated using different
spot sizes (i.e., different dose rates) and for different exposure times (i.e., different total
doses). The rows show phase contour maps with increasing total dose from left to right,
corresponding to exposure times of 4, 8, 12, 16 and 20 s. The columns show phase contour
maps with different dose rates of 1.84, 0.96, 0.24 ¢/ 1&2 /s from top to bottom, obtained by
changing the spot size from 2 to 3 and then 5. For exposure times longer than 4 s, the dose
rate, rather than the total dose, is observed to determine the charge state, as the phase contour
maps remain almost unchanged from left to right in Fig. 8.5. Intriguingly, on increasing
the dose rate (from bottom to top in Fig. 8.5), the density of the phase contours becomes
greater in the region of the conductive base, but smaller in the region of the insulating apex,
suggesting that the apex becomes more strongly (positively) charged when the dose rate is
decreased.

increasing exposure time (s)

1.84

increasing dose rate (e/A2/s)

0.24

Fig. 8.5 Phase contour maps recorded with the needle illuminated using different dose rates
and exposure times. The phase contour spacing is %—’2’ radians. From top to bottom, the dose

rate was 1.84, 0.96 and 0.24 ¢/ A? /s, respectively. From left to right, the exposure time was
4,8, 12, 16 and 20 s, respectively. The scale bar is 300 nm.
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8.4 Temperature dependence

As temperature can change the surface state of a specimen, the number of electrons near
the Fermi level, as well as its electrical conductivity, is expected to influence its electron-
beam-induced charging behaviour.

Fig. 8.6 shows phase contour maps recorded with the needle-shaped specimen studied
using different dose rates at different temperatures. At room temperature (upper row in Fig.
8.6), the charge state evolves similarly to the behaviour described above for higher dose rates
of 2.68, 1.42 and 0.88 e/x&z/s, while at lower dose rates the charge state remains almost
unchanged. After cooling to 95 K (middle row in Fig. 8.6), the density of the contours
becomes greater than those at room temperature at all dose rates, indicating that the needle is
more highly charged. The charge state follows the same dose-rate-dependent behaviour as in
the previous section, with the density of the contours becoming greater near the conductive
base region and smaller near the insulating apex region at higher dose rates. The needle was
then heated to 200 K (lower row in Fig. 8.6). Surprisingly, the charge state did not follow the
same trend as in the upper and middle rows in Fig. 8.6, exhibiting no dependence on dose
rate, but consistently showing the charge state that was observed at 95 K for a dose rate of
2.68 ¢/A’s.

The temperature-dependent charging results suggest that the surface state may play an
important role in electron-beam-induced charging, as the temperature of the specimen may
modify the presence of hydrocarbons, water or other contamination on its surface. A higher
temperature may help to clean the specimen surfaces. The use of a UHV TEM column
and the examination of ultra-clean specimen surfaces without preparation damage may
ultimately be required to understand intrinsic electron-beam-induced charging phenomena.
The present results also highlight the fact that a knowledge or a reasonable assumption of
the surface state of a specimen may be necessary to conclusively interpret observations of
electron-beam-induced charging.

The observation of "frozen" charges on the specimen surface in this section (200 K,
lower panel in Fig. 8.6) highlights the fact that charging effects can depend on physical
changes to the surface of the specimen, in addition to other effects, such as the presence of
metal/semiconductor/insulator junctions and the generation and recombination of electron-
hole pairs. Accordingly, similar experiments were carried out with different bias voltages

applied to the needle-shaped specimen. The results are described in the following section.
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increasing dose rate (e/A2/s)
2.68 1.42 o.mm 0.38 0.19 0.10

RT

95K

200 K

Fig. 8.6 Phase contour maps recorded with the needle illuminated using different dose rates and examined at different temperatures.
The phase contour spacing is N_\w radians. The annotations on the left denote the temperature while the numbers along the top denote
the dose rate. The needle was measured first at room temperature (RT), then at 95 K and finally at 200 K. Holograms were recorded in
sequence from the lowest to highest dose rates. The exposure time for each image acquisition was 8 s. The scale bar is 300 nm.
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8.5 Bias voltage dependence

As a result of the special requirements for the specimen geometry when using the STM-
TEM holder for electrical biasing experiments (see Chapter 3), a different needle-shaped
specimen with a similar morphology was used. A low-magnification bright-field TEM image
of the specimen is shown in Fig. 8.7a. The needle had a length of approximately 18 pm
and widths of 1.5 ym at its lower end and 90 nm at its apex. The separation between the
needle and the W counter-electrode was approximately 5 pm. The spot size was set to 3,
corresponding to a dose rate of approximately 0.94 e/i—ﬁ2 /s. Off-axis electron holograms were
taken in Lorentz mode at a nominal magnification of 14,500. The holographic interference
fringe spacing was 3 nm and the biprism was oriented parallel to the needle axis. Fig. 8.7b
shows a phase image, which includes contributions from the MIP and electron-beam-induced
charging. Fig. 8.7c shows a corresponding phase contour map, which confirms that this
needle displays similar charging behaviour to the needle described above.

20
15
5 um 200 nm ;
— — 0

Fig. 8.7 Results obtained from a different Crp A1C-Al; O3 needle-shaped specimen during
electrical biasing experiments. (a) Low-magnification bright-field TEM image of the speci-
men and the experimental setup. (b) Phase image, which includes contributions from both
the MIP and electron-beam-induced charging, shown in radians. (c) Corresponding phase
contour map. The phase contour spacing is —2]% radians.

The needle was then electrically biased at voltages of between &1 and +20 V. Fig. 8.8
shows phase contour maps recorded at each applied bias voltage. With the MIP contribution
to the phase removed by subtracting the phase image recorded without a bias voltage applied
to the needle (Fig. 8.7b), the fact that the density of the phase contours does not depend
on the sign of the applied bias voltage suggests that the contribution to the phase from
electron-beam-induced charging does not depend on applied bias voltage.

Cumulative charge profiles along the needle were calculated using Eq. 2.9 and are shown
in Fig. 8.9. The integration region was allowed to shrink along the needle axis towards the
apex (from right to left in Fig. 8.8). The quasi-linearity of the cumulative charge profile is
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Fig. 8.8 Phase contour maps recorded with the Cry A1C-Al;03 needle-shaped specimen electrically biased at voltages of between +1
and +20 V. The phase contour spacing is wﬂa radians. Contributions from the MIP and electron-beam-induced charging were removed
by subtracting the phase image recorded without a bias voltage applied to the needle. The outline of the needle is marked by a red
dashed line in each sub-image. The scale bar is 300 nm.
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evident at all of the applied bias voltages, indicating the presence of a constant contribution
to the line charge density in the needle from the applied bias voltage, irrespective of the
presence of the insulating apex. Slight non-linearity in the apex may be ascribed to the
accumulation of charge in this region, as discussed in Chapter 6.
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Fig. 8.9 Cumulative charge profiles along the needle axis recorded with the needle electrically
biased at voltages of between £1 and £20 V. See text for details.

The results confirm that the bias voltage applied to the needle does not influence electron-
beam-induced charging. This observation is unexpected, as a voltage on the specimen is
expected to influence secondary electron emission. As a result of the low energy of the emitted
second electrons, which is usually between several eV and several tens of eV, the applied bias
voltages used here should have had a considerable influence on charging behaviour. If the
specimen is at a positive bias, then emitted secondary electrons should be attracted back to
the specimen surface, while at a negative bias, more secondary electrons should be escaped
from the surface. Future experiments on specimens with simple geometries of the contact to
ground, the shape and morphology of the specimen and the surface would help to understand
the charging behaviour of specimens in the presence of an applied electrical bias.
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8.6 Examination of an additional needle

An additional (third) similar needle-shaped specimen was examined, both in order to
assess the reproducibility of the previous measurements and to perform new experiments that
involved changing the energy of the illuminating electrons and to assess the use of plasma
cleaning of the needle to alter its surface state.

The third needle has a length of 20 um and diameters of 80 nm at its apex and 1.5 um
at its lower end. The upper frame in Fig. 8.10a shows a STEM-HAADF image of the apex
region of the third needle. The elemental maps in Fig. 8.10 show that this needle contains a
triangular-shaped region of Cr diffusion, as highlighted by cyan dashed lines in each image.
Inside the Al,O3 region, several chromium oxide nanoprecipitates are found. Interestingly,
a mixture of (Al, Cr),03 is observed at the very apex of the needle, as labelled by a red
dashed line. This morphology is slightly different from that of the two needles that were
described in the previous sections. It should be noted that the elemental maps were recorded
after the electron-beam-induced charging experiments had been completed, so that the use of
a focused scanning TEM probe would not change the surface state of the needle.
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Fig. 8.10 STEM-HAADF image and STEM-EDS elemental maps of the third Cry AIC-A1,03
needle-shaped specimen. Elemental distributions for Al, Cr, O, C and Si are shown, as
denoted in the lower left corner of each image. A cyan dashed line in each image marks the
interface between the Crp AIC and the Al2O3. A red dashed line marks the interface between
the Al,O3 and a mixture of (Al, Cr),0O3 at the very apex. A red arrow in the STEM-HAADF
image marks a chromium oxide nanoprecipitate. The outline of the needle is marked by a
white dashed line in each sub-image.
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8.6.1 Temperature dependence

The temperature dependence of electron-beam-induced charging of this needle was first
investigated. Fig. 8.11 shows phase images and corresponding phase contour maps recorded
at different temperatures in sequence. All of the images shown here were recorded using a
spot size of 2, corresponding to a dose rate of approximately 2.6 e/ A’ /s and an exposure
time of 8 s, in order to have a high signal-to-noise ratio. Interestingly, no dependence
of electron-beam-induced charging on dose or dose rate was observed at any temperature
(not shown), in contrast to the results obtained from the first needle. The physics that
underlies the dependence of electron-beam-induced charging on dose rate or dose may de-
pend not only on secondary electron emission, but also on the details of the surface state
and on contact potentials between different phases in the specimen, which may contain
metal/semiconductor/insulator or metal/insulator/semiconductor junctions. Theoretical simu-
lations that include such effects may help to understand experimental measurements in the
future.

At room temperature, the third needle became charged in the presence of electron beam
illumination (first column in the upper panel in Fig. 8.11), similar to the behaviour observed
in the above two needles. The needle was then heated to 50 and 80 °C. Corresponding
phase images and phase contour maps are shown in the second and third columns in the
upper panel of Fig. 8.11. Charging of the needle was observed to change monotonically
with temperature (based on the density of the phase contours at each temperature). This
behaviour is expected, as the electron density near the Fermi level and therefore the electrical
conductivity is expected to increase with temperature. Surprisingly, however, when the
needle was cooled back to room temperature, the charging remained almost the same as at
80°C (fourth column in the upper panel in Fig. 8.11). This observation is unexpected, as
the effect of temperature on free charge carrier density should be reversible and suggests
that the surface state of the sample changed during examination at different temperatures.
The needle was then cooled to —180°C (first column in the lower panel in Fig. 8.11). The
number of phase contours increased, indicating stronger charging of the needle, presumably
resulting from the thermal dependence of its electrical conductivity. Subsequently, the needle
was heated to room temperature (second column in the lower panel in Fig. 8.11), resulting
in a reduction in electron-beam-induced charging when compared to any previous state.
Interestingly, when the needle was then again heated to 80°C (third column in the lower
panel in Fig. 8.11), almost complete elimination of electron-beam-induced charging was
observed. This charge state was retained when the needle was finally cooled back down to
room temperature (fourth column in the lower panel in Fig. 8.11), in a similar manner to



8.6 Examination of an additional needle 129

the first observation during cooling back from 80°C to room temperature (third and fourth

columns in the upper panel in Fig. 8.11).

17

radians

200 nm

Fig. 8.11 Off-axis electron holography of temperature-dependent electron-beam-induced
charging of the third needle, showing phase images (first and third rows) and corresponding
contour maps (second and fourth rows). The images are shown in the order, in which they
were recorded. The phase contour spacing is %Tﬂ radians.

Since electron-beam-induced charging was almost fully suppressed in the final stage of
the above cycle, this phase image (fourth column in the lower panel in Fig. 8.11) was used to
approximate and subtract the MIP contribution to the phase from the other recorded phase
images. The resulting phase difference images could then be used to perform a more reliable
and quantitative study of charging using the MBIR approach, as discussed in Chapter 5.
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The result of applying this approach to the phase images recorded at room temperature
(first column in the upper panel in Fig. 8.11) and at —180°C (first column in the lower panel
in Fig. 8.11) are shown in Fig. 8.12. The reconstructed projected charge density distributions
in Figs. 8.12a-b show that at —180°C the needle is strongly positively charged in the Al,03
apex. In both cases, the positively-charged region extends approximately 290 nm from the
very apex of the needle, which is approximately the same size as the extent of the Al,O3
phase (Fig. 8.10).
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Fig. 8.12 Projected charge density distributions reconstructed from phase images recorded
from the third needle at room temperature (first column in the upper panel in Fig. 8.11) and
at —180°C (first column in the lower panel in Fig. 8.11), respectively. The MIP contribution
to the phase was removed by using the phase acquired at room temperature (fourth column
in the lower panel in Fig. 8.11), as electron-beam induced charging was then negligible. The
pixel size is 2.86 nm.

The corresponding cumulative charge profiles show that at room temperature (red profile
in Fig. 8.13a) the apex of the needle was positively charged with a deficit of 43 electrons,
while at —180°C (blue profile in Fig. 8.13a) the apex had a deficit of 52 electrons. Line
profiles of the reconstructed projected charge density along the axis of the needle (labelled
by an arrow in Figs. 8.12a-b) are shown in Fig. 8.13b. At both temperatures, the charge in
the conductive base is relatively small and homogeneous. Interestingly, it is slightly negative
at room temperature (red profile in Fig. 8.13b), but slightly positive at —180°C (blue profile
in Fig. 8.13b). At —180°C, the charge near the interface reaches a negative maximum and
then increases to positive values up to the very apex. These results suggest that the region of
Cr diffusion plays a role in charge accumulation near the interface. In the apex region, the
charge density at —180°C stayed higher than that at room temperature.
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Fig. 8.13 (a) Cumulative charge profiles along the needle axis and (b) line profiles of the
projected charge density along the needle axis (labelled by an arrow in Figs. 8.12a-b)
extracted from the reconstructed projected charge density distributions shown in Figs. 8.12a-
b. The integration region in (a) starts from the top of the images shown in Figs. 8.12a-h.
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8.6.2 Influence of plasma cleaning

In order to assess the reproducibility of the effects described above, the charge state on
the needle was checked after several days. Unexpectedly, when using parallel illumination
with a dose rate of approximately 2.6 e/ A’ /s, electron-beam-induced charging was found
to be negligible, as shown in Fig. 8.14. This observation suggests that exposure to ambient
atmosphere can change the surface state and therefore the charging behaviour of a sample.
No dependence on either dose rate or dose was found (not shown).

radians

Fig. 8.14 Electron-beam-induced charging of the third needle measured after exposure to
air, showing a phase image (left) and a corresponding phase contour map (right) of the third

needle illuminated by 300 kV electrons at a dose rate of 2.6 ¢/ A? /s. The phase contour
spacing is 21—72‘ radians.

An attempt was made to change the surface state of the needle using plasma cleaning
(Fischione Instruments, model 1020) with oxygen at a pressure of 10~! mbar), which is
expected to remove C, H and O contamination from the specimen surface. Fig. 8.15 shows
measurements of electron-beam-induced charging of the needle after one minute of plasma
cleaning. When using the same electron beam illumination conditions and microscope
parameters as before, it can be seen that the charging behaviour of the needle recovered
and is consistent with the results presented above (e.g., in Section 8.6.1). There is also no
dependence of electron-beam-induced charging on dose rate (Fig. 8.15) or total dose (not
shown).
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8.6.3 Accelerating voltage dependence

In order to assess the dependence of electron-beam-induced charging on the energy of
the incident electron beam, the accelerating voltage of microscope was switched from 300
to 60 kV without taking the sample out of the microscope. Fig. 8.16 shows the results of
electron-beam-induced charging measurements of the third needle at 60 kV !. Just as at 300
kV, there was almost no dependence on dose rate or on dose (not shown).

The MBIR approach was used to reconstruct the projected charge density from the
results. The phase inside the needle was not used, as the MIP contribution to the phase could
not be removed. Fig. 8.17 shows the reconstructed projected charge density distributions.
Before plasma cleaning, there was almost no charge inside the needle (Fig. 8.17a), with the
cumulative charge profile (red in Fig. 8.18a) and charge profile (red in Fig. 8.18b) showing
that the needle was slightly homogeneously charged, with a total charge inside the FOV
of approximately 3 electrons. After plasma cleaning, the needle was positively charged at
its apex and negatively charged in its conductive base, both at 300 kV (Fig. 8.17b) and at
60 kV (Fig. 8.17c). The positive charge extended over a greater distance when the needle
was illuminated with 60 kV electrons than with 300 kV electrons. The measured charge
profiles (blue for 300 kV and green for 60 kV in Fig. 8.18b) show that the needle was
negatively charged up to a distance of 188 and 194 nm from the very apex at 300 and 60
kV, respectively, with a minimum charge density of -0.01 and -0.005 e/nm, respectively.
Fig. 8.18a shows corresponding cumulative charge profiles. The total positive charge at
the apex of the needle corresponds to a deficit of 37 and 48 electrons for 300 and 60 kV,
respectively, suggesting that a lower primary electron energy results in the needle becoming
more strongly charged in both the insulating apex and the conductive base. This is expected,
as the secondary electron emission yield is inversely proportional to the primary electron
energy [139, 24]. More data recorded at different accelerating voltages would be helpful
for better comparisons with theory. Oscillations in both cumulative charge profiles may be
associated with the triangular-shaped Cr diffusion area.

IThe direct electron counting Gatan K2-IS camera cannot be used at 60 kV. The Gatan Ultrascan camera
was used instead.
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Fig. 8.17 Results of model-based iterative reconstruction of the projected charge density for three cases: (a) before plasma cleaning at
300 kV; (b) after plasma cleaning at 300 kV; (c) after plasma cleaning at 60 k'V. The pixel sizes at 60 kV and 300 kV are 4.4 and 4.7

nm, respectively.
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Fig. 8.18 (a) Cumulative charge profiles along the needle axis and (b) line profiles of the
projected charge density along the needle axis (labelled by arrows in Figs. 8.17a-c) extracted
from the reconstructed projected charge density distributions shown in Figs. 8.17a-c. The
integration region in (a) starts from the top of the images shown in Figs. 8.17a-c.
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8.7 Summary and conclusions

Electron-beam-induced charging in three similar needle-shaped specimens has been
studied systematically using off-axis electron holography. The needles each comprise an
insulating Al,O3 apex and a conductive Cr, AIC base. The apex of each needle typically
charges as a result of secondary electron emission during illumination with high-energy
electrons in the TEM. The dependence of charging on parameters that include dose rate,
total dose, primary electron energy, temperature and applied bias voltage have been stud-
ied systematically. The analytical model-dependent and model-independent approaches
(Chapter 2), as well as the model-based iterative reconstruction approach (Chapter 5) have
been used to quantitatively evaluate the projected charge density induced by electron beam
illumination. The surface state of the specimen is found to play an important role in the
charging process. Improved control or knowledge of the surface state may therefore be
of great help in the future to understand and interpret charging behaviour resulting from
high-energy electron illumination. Theoretical models that are able to include local variations
in (surface) band structure, the presence of junctions (e.g., metal/semiconductor/insulator or
metal/insulator/semiconductor), secondary electron emission, defects and surface states, in
comparison with further systematic experimental measurements performed on ultra-clean
and damage-free specimens, are necessary to understand the underlying physics of electron-
beam-induced charging fully.



Chapter 9
Discussion

In this thesis, three approaches based on off-axis electron holography for the measurement
of charge, electric field and electrostatic potential with high spatial resolution, both in
projection and in three dimensions, have been developed and applied to the characterisation
of a variety of needle-shaped specimens.

9.1 Applicability of approaches

The three approaches that have been investigated are: i) an analytical model-dependent
approach (Section 4.2.2), in which a mathematical model is used to describe the charge
density and phase shift; ii) a model-independent approach (Section 4.2.1), which is based on
the application of a Laplacian operator to a recorded phase image; iii) a numerical model-
based iterative reconstruction approach (Chapter 5), in which the charge density is varied in
a forward model that is used to simulate phase images until a best match to experimental
measurements is obtained.

The analytical model-dependent approach (Section 4.2.2) relies on access to an analytical
solution for the charge density and phase distribution for the experimental specimen geometry
and requires the effect of the perturbed reference wave to be included in the model. The model-
independent approach (Section 4.2.1) is the most direct and unbiased approach for retrieving
the projected charge density from a holographic phase image and is insensitive to the presence
of both a perturbed reference wave and charges outside the field of view. However, the
measured charge density can be noisy (since the approach relies on the evaluation of second-
order derivatives), complicating reconstruction of the three-dimensional charge density from
a tomographic tilt series of two-dimensional projected charge density measurements. In the
model-based iterative reconstruction approach (Chapter 5), a forward model approximates
each charged voxel as a homogeneously charged sphere and its mirror charge. It can be used
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to incorporate a priori knowledge about the specimen and the experimental setup through
the use of masks (Section 5.4.1), regularisation parameters and other physical constraints,
resulting in the reconstruction of images that have lower noise, but requiring care in the
selection of input parameters to avoid the introduction of artefacts (Section 5.4.2). Boundary
buffer pixel regions can be used to take into account the presence of charges outside the
field of view and the effect of a perturbed reference wave (Section 5.4.4). Furthermore, a
confidence mask can be used to specify regions of phase images that contain untrustworthy
information (Section 5.4.3).

The three approaches have been used to study experimental phase images of electrically-
biased needle-shaped specimens, such as a LaBg field emitter (Chapters 4 and 5). They have
been shown to provide consistent results for charge density measurements. One or more
line charges have been used as the basis for simple models for the charge density in these
specimens in the analytical model-dependent approach (Chapters 4, 6 and 8). Projected
charge density distributions retrieved using both from the model-independent approach (e.g.,
Figs. 4.6a and 4.6b) and the model-based iterative reconstruction approach (e.g., Figs. 5.14
and 6.15) show that most of the charge in a needle-shaped specimen is typically located
close to its outer surface, with the greatest charge accumulation at its apex. The charge
density obtained using the model-based iterative reconstruction approach has much less noise
than that obtained using the model-independent approach. The three-dimensional charge
density can in principle be reconstructed using each approach, either by applying a standard
backprojection-based tomographic reconstruction algorithm to the projected charge density
distributions measured as a function of specimen tilt angle or more directly by using the
model-based iterative reconstruction approach. Both simulated phase images (Section 5.5)
and experimental phase images (Chapter 7) were used to show the advantage of using the
model-based iterative reconstruction approach, in which a priori information can be specified
about the boundary of the object when reconstructing a three-dimensional charge density
(Section 5.5, Figs. 5.15 and 5.16). In addition, boundary buffer pixel regions can be used
to take into account the presence of charges outside the field of view and the effect of a
perturbed reference wave (Sections 5.4.4 and 5.5.2, Fig. 5.18).

The uniqueness of the reconstructed charge density is guaranteed in a mathematical
sense, but not in a physical sense (Chapter 5), as different charge density distributions
inside an object can result in the same electrostatic potential and phase distribution outside
it. Subtraction of the mean inner potential contribution to the phase makes the problem
less under-determined and improves the uniqueness of the solution. In the future, such
reconstructions may require the use of a more robust regularisator (instead of the simple

Euclidean norm used in this thesis), which searches for a minimum in total electrostatic
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potential energy or makes use of other physical constraints. Nevertheless, the uniqueness of
the reconstructed phase (i.e., the projected potential and the projected in-plane electric field)
is guaranteed, even if the charge density in the specimen is not reconstructed accurately. (See
examples in Chapters 5-8.)

9.2 Significance of experimental measurements

In this thesis, the significance of a correct choice of experimental parameters when
applying the three approaches has been highlighted.

In the analytical model-dependent approach (Section 4.2.2), a careful choice of specimen
geometry is required to allow the creation of a model that can be used to solve the Laplace
equation. For a the hemi-ellipsoidal needle-shaped specimen (i.e., the LaBg field emitter
studied in Chapter 4), the shape of the needle is required to specify the major and minor
semi-axis in the analytical model [93, 41]. For a needle-shaped specimen that has a sharply-
terminated end (e.g., the WsO14 nanowire studied in Chapter 6), a knowledge of the length,
width and local curvature at the very apex is crucial to assess how closely it can be approxi-
mated by a standard ellipsoidal geometry. (See Chapter 6 and Appendix C.) In addition, the
orientation of the biprism and the interference distance have to be measured correctly to take
the effect of the perturbed reference wave into account. When such parameters are measured
independently, the fitting of an analytical solution to an experimental phase image can be
reduced to finding a single parameter, such as the constant K in the expression for the line
charge density. (See Chapter 4 and Appendix B.)

In the model-independent approach described in Section 4.2.1, access to the phase inside
the specimen is required, resulting in the need to remove the mean inner potential contribution
to the phase and to minimise the influence of dynamical diffraction and contamination on
recorded phase images. In addition, the signal-to-noise ratio in the measured phase should
be as high as possible. It should be noted that the mean inner potential contribution to the
phase does not affect a measurement of the foral cumulative charge, as its net contribution
across an entire specimen is zero. Optimisation of the phase resolution is important for
evaluation of the Laplacian operator using a second-order derivative and also for standard
back-projection-based tomography of the three-dimensional charge density from a tilt series
of projected charge density distributions.

In the model-based iterative reconstruction approach (Chapter 5), more experimental
parameters need to be determined carefully. The shape of the specimen is used to create
a mask to define where charges can be located and has to be measured correctly. For
three-dimensional reconstruction, the shape of the specimen has to be reconstructed from a
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standard tomographic tilt series of images, ideally without artefacts such as those from the
missing wedge. The accuracy of the three-dimensional mask has a strong influence on the
reconstructed charge density. (See Section 5.5.) A confidence mask can often be determined
directly from the experimental phase images to mark pixels that are not fully trustworthy
as a result of the presence of effects such as contamination, diffraction contrast and X-ray
spikes. Issues related to the alignment of an entire tilt series and to the determination of the
tilt axis and individual tilt angles are also important. Furthermore, the signal-to-noise ratio in
experimental phase images should be optimised, as a result of the sensitivity of the approach
to noise, as it involves searching for the least-squared norm minimum between calculated

and experimental phase images.

9.3 Potential for use in a combined APT-TEM instrument

The possibility of reconstructing the three-dimensional electric field of an electrically-
biased needle-shaped specimen (Chapter 7) offers the chance to improve the reconstruction
of three-dimensional atomic positions in an APT experiment. A direct measurement of the
three-dimensional electric field around an atom probe needle during field evaporation would
provide a significant benefit for the reconstruction of atom positions. A knowledge of the
electric field around an atom probe needle can then serve as the basis of aberration correction
for reconstruction [140].

A correlative experiment could involve taking an atom probe needle out repeatedly to map
its three-dimensional electric field at different stages of field evaporation, in order to obtain
several snapshots of the evolution of the electric field during the evaporation process. In such
an experiment, the atom probe needle must withstand repeated (cryo) transfer between the
APT and the TEM. Specimen failure (rupture, fracture, oxidation and contamination) can
happen. At the least, the three-dimensional electric field at the initial and final stages of an
atom probe experiment can be measured.

A physically-integrated APT and TEM is proposed in the TOMO project within the
framework of the BMBF Roadmap 2.0 in Forschungszentrum Jiilich. It aims to combine
the two techniques in a single instrument, so that APT and TEM (including the techniques
of off-axis electron holography and/or DPC imaging) can be performed sequentially or
simultaneously. It is then no longer necessary to transfer the needle between the APT and
the TEM. On the assumption of rotational symmetry, in order to reduce the acquisition time
and the complexity of the experiment, the three-dimensional electric field can in principle be
retrieved from a single projection.
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In addition, the influence of the electrical conductivity of the needle on field evaporation
and projection to the detector can be assessed directly. Whether electron-beam-induced
charging affects needles fabricated from particular materials remains to be answered by
using such an instrument. Aberrations that affect current atom probe experiments could be
compensated directly by using measurements of the three-dimensional electric field of the
needle. Questions regarding the sequence of electric field mapping and field evaporation
experiments, the influence of tilting during experiments, the influence of "switch-on" and
"switch-off" bias voltage, as well as the influence of information inside the specimen, remain
open. Comparisons between parallel-beam-based off-axis electron holography and scanning-
beam-based DPC imaging for electric field mapping have to be evaluated further in terms
of acquisition time, electric field sensitivity, signal-to-noise ratio and effectiveness of 3D

reconstruction.

9.4 Conclusions in the context of the SIMDALEE?2 project

It has been demonstrated in this thesis that charge density and electric field can be
measured quantitatively both in projection and in three dimensions, especially for studies
of needle-shaped specimens (Chapters 4-8, in particular Chapter 6 for the study of field
emission from a WsO14 nanowire). The techniques that have been developed and applied
in this thesis may serve as the basis for the evaluation of the field emission performance of
field emitters before and during field emission to provide insight into the factors that affect
their properties, such as their spatial and temporal coherence and brightness, as well as to
understand the fundamental mechanism of field emission. The relationship between the
physical shape of a field emitter and its field emission performance can be correlated (see
Chapter 6). Such an understanding can help in the search for nano-sized or even atomic-sized
field emitters, which can be used in instruments such as the NFESEM [85].

Interactions between low energy electrons and specimens, including biological materials,
insulators and dielectric materials, are crucial for understanding image contrast and spatial
resolution in the NFESEM, as well as for many other practical applications [141, 142].
The systematic observation of electron-beam-induced charging (Chapter 8) may serve as a
fundamental basis for understanding the behaviour of materials (e.g., PMMA as a lithography
resist and vitrified ice for biological specimens in cryo EM) that are illuminated by both low
and high energy electrons. It can also provide a deep understanding of the fundamental basis
of the generation and emission of secondary electrons during electron illumination.






Chapter 10
Conclusions and outlook

In this thesis, the measurement of charge, electric field and electrostatic potential with high
spatial resolution has been investigated using off-axis electron holography, both in projection
and in three dimensions. Three approaches have been used to retrieve charge density from
holographic phase images, including two existing approaches (an analytical model-dependent
approach and a model-independent approach; Chapter 2) and a newly-developed model-
based iterative reconstruction approach (Chapter 5). The advantages and disadvantages
of each approach have been reviewed and evaluated from both a theoretical perspective
(Chapter 2) and a practical perspective (Chapter 4). They have also been illustrated through
experimental studies of samples that include a LaBg field emitter (Chapter 4) and a WsO 4
nanowire (Chapter 6). The newly-developed model-based iterative reconstruction approach
has the following advantages: i) it allows the incorporation of a priori knowledge through
the use of masks (Section 5.4.1), regularisation parameters and other physical constraints,
resulting in lower noise in reconstructions but requiring care in the selection of parameters
to avoid the introduction of artefacts (Section 5.4.2); ii) it allows the use of boundary
buffer pixel regions to take into account the presence of charges outside the field of view
and the effect of a perturbed reference wave (Section 5.4.4); iii) it allows the use of a
confidence mask that can avoid artefacts originating from regions of phase images that contain
untrustworthy information (Section 5.4.3); iv) it allows the capability for the measurement
of three-dimensional charge density from tomographic tilt series of phase images without
problems associated with missing wedge artefacts (Chapter 7).

In Chapter 6, the charge density was measured in a WsOj4 nanowire, which had a
sharply-terminated apex and a quasi-rectangular cross-section. An accumulation of charge
was found to be present at the apex of the nanowire, both before and during field emission.
The charge density in the shank of the nanowire could be described using a linear line charge
density approximation.
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In Chapter 7, the three-dimensional charge density, electric field and electrostatic potential
of an electrically-biased carbon fibre needle were mapped using the developed model-based
iterative reconstruction approach (Chapter 5). The reconstructed charge density was found
to be located primarily at the apex and on the outer surface of the needle, as expected from
classical electrostatics. The cumulative charge was observed to display a linear behaviour,
indicating an approximately constant line charge density along the needle axis. The slight
asymmetry in the measured charge density could be ascribed to local curvature of the
needle or artefacts of the reconstruction. The algorithm was found to be robust to many
of the artefacts that affect conventional backprojection-based tomographic reconstruction
approaches and was able to retrieve details of the charge density regardless of the symmetry
of the specimen. The inferred three-dimensional electric field and electrostatic potential
were found to have almost rotational symmetry about the needle axis. The electric field was
greatest close to the apex region (outside the needle), where it had a maximum value of
0.25 GV/m with a bias voltage of 40 V applied to the needle at a distance of 4.5 um to the
counter-electrode.

In Chapter 8, electron-beam-induced charging in three similar needle-shaped specimen
has been investigated systematically using off-axis electron holography. The needles each
comprised an insulating Al,O3 apex and a conductive Cr, AIC base. The apex of each needle
typically charged due to secondary electron emission upon electron beam illumination in
the TEM. The dependence of charging on dose rate, total dose, primary electron energy,
temperature and applied bias voltage were studied. The analytical model-dependent, model-
independent approaches and the model-based iterative reconstruction approach were used
to quantitatively evaluate charges induced by electron beam illumination. The state of the
specimen surface was found to play a vital role in the charging process. In the future, im-
proved control or knowledge of the surface state may therefore be of great help to understand
charging of samples due to low and high energy electron illumination.

Future work can concentrate on areas that include: i) implementation of a physical regu-
larisator into the model-based iterative reconstruction algorithm, such as minimisation of the
total electrostatic potential energy in the regularisation term; ii) assessment of the uniqueness
of the inverse problem (from the electron holographic phase to the charge, the electric field
and the electrostatic potential); iii) comparison between the reconstructed three-dimensional
measurements of charge, electric field and electrostatic potential with finite element simula-
tions; iv) measurements of field enhancement factor and field emission current in nano-objects
of arbitrary geometry before and during field emission; v) examinations of field emitters
that have ultra-clean specimen surfaces, for example using a Ferrovac ultra-high-vacuum

transfer system; vi) systematic electron-beam-induced charging experiments performed on



147

ultra-clean and damage-free specimens with electrical different conductivities (e.g., MgO
nanocubes) in an ultra-high-vacuum TEM column, as well as coincidence measurements
including secondary electron imaging/spectroscopy and electron energy-loss spectroscopy, as
a function of specimen tilt, specimen orientation and shape (facets), electron dose, dose rate,
temperature, bias voltage and primary electron energy in both parallel and scanning beam
settings, and further as a function of time; vii) the development of theoretical understanding
of the generation and emission of secondary electrons, in particular in association with
surface band bending and defects.
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Appendix A

Elementary expressions for phase and
electric field

A.1 Preliminary knowledge

A Potential of a point charge g(xo, o, z0):

4meo \/(x—x0)2+ (v —y0)> + (2 — 20)?

Vp ) (A.1)

where (x, y, z) is an arbitrary point P in space except (xo, Yo, 20), € = 8.85 x 10712
F/m is the vacuum permittivity.

B Indefinite Integral:

1
——dx=In(x+ Va2 +2) +C. (A2)
/ Va2 +x2
C Image charge:

Assume that a point charge is located at (xg, yo) and the normal vector of a planar
counter-electrode is (a, b). The position of the image charge (x;, y{) is then:

b —a? 2ab

/

X = a2+b2xo—a2+b2 yo+2a (A.3)
2 _p? 2ab

vy=2 N A (A.4)

T2 T 2
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A.2 Phase of a point charge

The electrostatic potential of a point charge g(xo, yo, 0) and its image charge —g/(x(, yp), 0),
i.e., a dipole, can be written as follows:

_ 4 1 . q 1
0 /e —x0)? + (=30 22 AR fe x4 (v )2+ 2

Vp (A.5)

The total phase can be calculated by integrating the electrostatic potential in the electron

beam direction z, from —oo to +oo, in the form

+oo /\2 /\2
q , (x—xp)"+ (=)
x,y) =C, Vpdz=C In , (A.6)
o0x.y) E[m i Fare (x—x0)%+ (y—y0)?

where Cg is an interaction parameter and takes a value of 6.53 x 10° rad/(V-m) at 300 kV.
One should be aware that two singularities at the dipole positions are present in the above

expressions. Accordingly, here a uniformly-charged sphere model is used to avoid such

singularities, i.e., each singularity (single voxel) is treated as a uniformly-charged sphere.

A.3 Uniformly-charged sphere

In this model, a total charge g in a sphere is assumed to be uniformly distributed.
The volumetric charge density p is

3q

== A7
47R3’ A7)

P

where R is the radius of the sphere.

Electric field

According to Gauss’s Law, the electric flux leaving a volume is proportional to the charge
inside it, according to the expression

§£Ed§:9, (A.8)
c &

where E is the electric field, C is the surface to the volume, § is the normal of the surface and
Q is the charge enclosed by S.
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As a result of spherical symmetry, the electric field can be obtained within and outside

the sphere as follows:

* r < R, inside the sphere

43
AT
E(r) A = p-3nr
_pr__ g
E(r) = gy 4meyR3 (A-9)

* r > R, outside the sphere
E(r)-47mr? = 4
(r) -4 =

q
E(r) = rp— (A.10)

The electric field takes the graphical form shown in Fig. A.1.

_1 1
4megR?

Electric Field

10

Fig. A.1 Electric field within and outside a uniformly charged sphere. See text for details.

Electrostatic potential

The electrostatic potential outside a uniformly charged sphere can be determined from
Eq. A.5. If the potential at infinity is defined to be zero, then

_4q
V() = frger (A.11)
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9
4wegR
The potential difference between any point inside the sphere (r < R) and the potential at

The potential at the surface of the sphere is V|,—g=

its surface V,.g can be retrieved as follows:

R R
# q 2R q 2
Vig=V,—Vg= | E-dl= [ E)(r)dr= =—1 _(R*—/
rR r R [ [ )(.") r S:rregR3r |r Sjl'r{;‘oRs( )

V, = Ve +V, =ﬁ(3R2—r2). (A.12)

The potential takes the graphical form shown in Fig. A.2.

3 «q
2 4mEeyR

Potential
3
B

1 rlR 10

Fig. A.2 Electrostatic potential within and outside a uniformly charged charged sphere. See
text for details.

Phase

Just as for a point charge, the phase outside a uniformly charge sphere is given by Eq.
A.6. When the electron beam travels through the sphere, the phase has to be calculated
carefully to avoid singularities.

The projected distance is defined as the distance between the centre of the sphere and an
arbitrary point in the z =0 plane, (x, y, 0). Then, the projected distances of the centres of
the sphere and its images, d| and d>, can be given as follows:

PR e e
dy = \/(x—x6)2+(y—)‘6)2-
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If the projected distance d; or d5 is smaller than the radius of the sphere R, i.e., inside the
spheres of the charge and its image charge, then the projection has to involve the potential
both within and outside the sphere. Due to symmetry, only d; < R is considered here.

The heights that an electron enters the sphere are listed below:

71 =1/R*—d,
7= \/szd%.

The phase shift can then be integrated in two separate regions, i.e., outside and within the
sphere, as follows:

o(x,y)

oo 21 -z foo
=CE[/ V(r>R)dz+/ V(r<R)dz+/ V(r>R)dz+/ V (r>R)dz]

4 —Z —o —o0

: ) l +oo , 21
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71 0 0
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- 2CE4L(/ 2 2.2 _/ )
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q 42 2,2
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3
_ 2y [+ 24|+ q 22 4
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4mey S 71+ R R 3R3
(A.13)

Similarly, the phase shift inside the image charge sphere is given by the expression:

2+R 3
@ _E_ﬁ)' (A.14)

In summary, the phase can be expressed as follows:

o (x,y) =2Cg %( n
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1nj% ifdy,d» >R
3
<P(x,y):2CE47§7£0 In-Le+%+oh ifdi <R . (A.15)
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Appendix B

Analytical line charge models for a
needle-shaped geometry

B.1 Constant line charge model

The electrostatic field outside a charged tip can be obtained using expressions for two
constant line charges, whose lengths are 2c¢ and whose centres are 2k apart, with the lines
situated along the y axis in a symmetric position with respect to the xz plane of the xyz
coordinate system [71]. The electrostatic potential and phase can then be written as follows:

A
V(x,y,2) = ane
o= (—=h) . —c—(y—h)
sinh 2 — sinh S + (B.1)
sinh—! €= (y+h) inh—1 €= (y+h)
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A
4rey
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B.2)

o(x,y) =2Ck

where A is the line charge density.

B.2 Linear line charge model

In the presence of an external electric field, an expression for the charge density that
increases linearly along the length of a line charge can be used [93, 72]. The electrostatic
potential and phase can then be formulated as follows:

K 4L 24 (y—L)2+(y—L
Viry) = X [ YO A )}7 (B.3)
ango Ly/r2 4 (y—L)>+/r2+ (v +L)? 2+ (+L?+ (1)
where K is a constant with units of surface charge density and r = v/x2 + z2.
KCg
o(x,y) = %[
— L
ALy+dxyarctan®—~ — dxyarctan - (B.4)
2 2
+O—-L)
(L4 Y]
( Y b e

where L is the length of the line charge, i.e., half of the distance between the foci of the
ellipsoid (assuming an ellipsoid-like geometry for the needle), and x and y are Cartesian
coordinates. The electric field strength E induced by the counter-electrode and the base on
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which the field emitter is located can be calculated using the expression

_ K (ln1+e
" 4re

T 2), (B.5)

where e is the eccentricity of the needle, e = % and a is the major semi-axis.






Appendix C

Analytical model-dependent approach
for the W50, nanowire

This appendix contains further details about the numerical and analytical modelling and
simulations for the experimental setup presented in Chapter 6.

C.1 Analytical and numerical modelling

As explained in Chapter 6, we attempt to adapt our setup to the considerations developed
in a series of didactic papers written with the purpose of answering the question of the
equilibrium charge distribution on a conducting needle [125-127]. These works have also
highlighted the influence of the shape of the conductor on the charge distribution and
confirmed the accumulation of charge at the tips of cylindrical metallic needles.

Analytical solutions are known for the electrostatic potentials and electron optical phase
shifts of line charges that have constant [124] and linear [74] charge density distributions. In
the present case, our starting point is the expression for the electrostatic potential of a line
charge that extends along the y axis from —a to 0, which takes the form [124]

K Via+y)?+x*+a+y
V(xvyvz) - 47'[8() 10g< /7x2+y2+y -
a , (C.1)
V(x+xp)2+ (y+yp)?

where K is the charge density and (xp,yp,0) are the coordinates of a neutralising charge.
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Table C.1 Lengths and line charge densities of the support, the nanowire and the counter-
electrode based on the analytical model.

Electrode Length (a, um) | Charge density(A,e/nm)
Support 50 8.1
Nanowire 94 11.5
Counter-electrode 80 -8.14

In order to model the experimental setup, which consists of the fixed side of the specimen
holder (the support), the attached nanowire and the counter-electrode, we first consider three
aligned line charges and choose their lengths and charge densities so that the shapes of the
resulting equipotentials approximately fit the shapes of the real electrodes (i.e., the support,
the nanowire and the counter-electrode). In order to remove the need for neutralising charges,
we chose the charge density of the counter-electrode to obtain overall neutrality of the setup,
while ensuring that the charge on the nanowire was in agreement with the experimentally
measured value. By adjusting these parameters, we obtained values for the experimental
setup that are given in Table C.1.

In this model, the shape of the nanowire and support is defined by the equipotential
surface at V; = V,, = 130 V, while the shape of the counter-electrode is defined by the
equipotential surface at V., =-20 V.

It should be noted that the nanowire is attached to the support and its distance from
the counter-electrode is 1.6 um. Fig. C.1a shows a schematic diagram of the setup of the
analytical model. Fig. C.1b-d show equipotential plots corresponding to this preliminary
step on three different scales. The equipotential surface corresponding to V,, = 130 V (i.e.,
the shape of the nanowire) is extremely sharp (approximately 40 nm in diameter at a distance
of 1.2 um from the apex), as shown in Fig. C.1d.
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Fig. C.1 (a) Schematic illustration of the analytical model; (b-d) Equipotential plots in the
z = 0 plane resulting from the presence of the three line charges, shown on different length
scales with distances given in um. (b) The entire setup, including the support, the nanowire
and the counter-electrode, are marked in red in (a). (¢) The nanowire and counter-electrode,
marked in blue in (a). (d) The nanowire, marked in green in (a). The equipotential lines are
at -20 V (counter-electrode), 10 V, 40 V, 70 V, 100 V and 130 V (nanowire and support),
labelled in (b).

In order to better approximate the cylindrical shape of the nanowire, its continuous
charge distribution was modelled using N = 601 equally-spaced charges along its length. In
order to include the effects of the support and the counter-electrode, their potentials were
added to those of the discrete charges, making use of the requirement that the potential
mid-way between the discrete charges and the support should be a constant. This constant
was determined by imposing the additional constraint that the total charge must be equal
to that of the previous continuous line charge. The result of these calculations is shown in
Fig. C.2 in the form of equipotentials plotted in the z = 0 plane. The lateral dimension (i.e.,
diameter) of the discrete charge of the nanowire at a distance of 1.2 um from the apex) is
similar to the experimental value (100 nm) and is larger than that of the continuous one (40
nm). Moreover, the shape of the resulting equipotential surface that describes the nanowire is
now nearly cylindrical with a round apex.
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Fig. C.2 Equipotential plots in the z = 0 plane for the above two line charges (i.e., representing
the counter-electrode and support) and a discrete distribution of N = 601 equidistant charges
in place of the nanowire, shown on different length scales, as in Fig. C.1.

Interestingly, the resulting discrete charge density in the nanowire oscillates strongly,
as shown in Fig. C.3a. This effect is probably due to the choice of the potential mid-way
between the discrete charges. If it is averaged over each pair of neighbouring points, then it
resembles the expected behaviour, as shown in Fig. C.3b. The cumulative charge integrated
along the nanowire is shown in Fig. C.3c and its difference from a 2" order polynomial fit
(with all of the data points used for fitting) is shown in Fig. C.3d.
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Fig. C.3 Calculated charge density from the analytical model shown in Fig. C.2. (a)
Oscillating charge density in the nanowire. (b) Charge density after averaging neighbouring
points. (c) Cumulative charge integrated along the nanowire. (d) Difference between the
cumulative charge in (c) and a 2"? order polynomial fit. The horizontal axis contains N =
601 discrete charges. The vertical axis in (a) and (b) is the charge density (e/nm), while that
in (c) and (d) is the cumulative charge (electrons). The horizontal axis shows the number of
discrete charges (in total N = 601).

A simulation was also performed with the equipotential surface of the nanowire at 150 V.
The resulting theoretical cumulative charge profile, together with a 2" order polynomial fit
(with the data points close to the apex not used for fitting) are shown in Fig. C.4 for the last 700
nm. These can be compared with the experimental results shown in Fig. 6.9, demonstrating
that the charge accumulated at the apex still differs by a factor of approximately 2 from the
experimental value. Although it may be possible to reduce this discrepancy by making use
of a three-dimensional discrete model, the use of such an approach is not addressed in this
thesis.
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Fig. C.4 Theoretical cumulative charge profile (yellow) when the equipotential surface of the
nanowire is at 150 V, its corresponding 2" order polynomial fit (green) and their difference
(blue) for the last 700 nm of the nanowire. The vertical axis shows the cumulative charge
(electrons), while the horizontal axis shows the number of discrete charges.

C.2 Fitting of charge density and cumulative charge

A more complete understanding of the function that is fitted to the experimental data
can be obtained from the paper by Griffiths and Li [125], who were in turn inspired by the
treatment by Smythe [129] of a finite cylinder. They considered the so-called "fundamental
term" in Smythe’s series expansion of the charge density along a cylinder of length 24,
oriented with its axis parallel to the y axis, which takes the form

By
(AF—y)1/3

In this way, they obtained an excellent agreement with their discrete charge distribution.

A(y) =Co+ (C2)

In the present study, it is of interest to determine what happens at the apex of the nanowire,
say for y < Ag. By assuming that Ag is large, we obtain the following model for the charge

distribution

(C.3)

— _ B
where B = 20
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In order to reproduce our data, we also introduce a linear term. Renaming the parameters,
we obtain the expression

Ay)=Co+ Dy. (C4)

B
(o—0)1B "
In our experiments, the field of view is limited and only a finite length of the nanowire
can be seen. If the length inside the field of view is A, then y in this coordinate system varies
from (Ag —A) to Ap. As the origin of the above coordinate system cannot be determined in
the experimental data, we allow y to start from O at the left edge of the image and to end at
the right edge of the image. In this coordinate system, Eq. C.4 can be reduced to the form

B
Aly)=C i3 TD, (C.5)

Ty
where C = Cy+D(Ag—A).

By integrating the above expression to find the cumulative charge and imposing the
restriction that the cumulative charge must be zero at the tip and beyond, we finally obtain
the expression for the cumulative charge

1 1 3
—7A(2C+AD) +Cy+ EDy2 L y)2/3. (C.6)

This function provides excellent fits to experimental data, as shown in Fig. C.5 and Table
C.2.
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Fig. C.5 Fitting of experimental cumulative charge profiles at different bias voltages based
on Eq. C.6. The number in the upper left of each image denotes the applied bias voltage.
The experimental data are shown in dashed black lines and the fits are shown in red. The
horizontal axis in each image is distance (nm), while the vertical axis in each image is

cumulative charge (electrons).

Table C.2 Fitted parameters to experimental cumulative charge profiles for different applied
bias voltages based on Eq. C.6.

Voltage(V) A B C D
130 746.22 | 4211 | 2.60 | —4.83x 1074
140 746.76 | 4521 | 2.85 | —5.72x107*
150 746.27 | 49.02 | 291 | —4.75x 1074
160 746.24 | 5324 | 3.04 | —6.77x 1074
170 746.12 | 56.94 | 3.133 | —1.10x 1073
180 746.33 | 60.51 | 3.40 | —9.95x 1074
182 746.95 | 60.62 | 3.58 | —1.00 x 1073
184 748.24 | 62.68 | 3.78 | —9.46x 1074
186 74753 | 6126 | 3.58 | —6.29x 104

Although the goodness of fit provides strong evidence that the accumulation of charge

at the apex of the nanowire can be described successfully using Eq. C.6, the parameters
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cannot be determined for the whole nanowire, but only for its apex. In order to obtain
this information in a more general way and to assess the relative weights of the linear and
additional "accumulation” contributions to the field enhancement factor, we now consider
the more idealised geometry of a line charge distribution in the presence of a flat anode.

C.3 Rounded cylindrical needle on a conducting plane

As shown by Durand [130] (see also the work of Pogorelov and co-workers [93]), we
consider the case of a line charge of length A, protruding perpendicularly from a conducting
plane along the y direction in the presence of an applied constant field Ey (i.e., a linear
electrostatic potential —yEy) and having a linear charge density distribution vanishing on the
plane. If we add the image charges with respect to the plane, at V = 0, it turns out that the
equipotential surface at V = 0 outside the plane corresponds to the shape of a hemi-ellipsoid
and is able to represent a metallic hemi-ellipsoidal emitter on a plate in a constant field.
Points (0, —Ap) and (0, Ap) are the foci of the ellipse. At a fixed field, if we take it to
be unity for convenience, with fixed length Ag, then the coefficient of the linear density of
charge is in one to one relationship with the shape of the ellipse. So, if we choose the radius
R at the base of the hemi-ellipsoid at y = 0, the charge density is fixed as well as the potential
and field in the whole space.

Here, we apply the same procedure to investigate the addition to a linear charge distribu-
tion of Smythe’s fundamental term (Eq. C.5), noting that this extra parameter introduces a
new degree of freedom, which is able to affect the shape of the emitter. With the condition
that 2(0) = 0, the line charge distribution for y > 0 becomes

B

/l(y):—B—FW‘F

Dy. (€7

A more intuitive physical meaning can be ascribed to the parameters by expressing them
as a function of the total charge in the linear term ¢;;,, and the total charge in the nonlinear
term g;;p, resulting in the expression

_ qtip qtip ) l
M) = =20 42 A 2. (C.8)

For y <0, an image charge distribution should be added to keep the plane y = 0 at zero

potential. The potential in the entire space then takes the form

V(ry)=/1 ! ! - ! A(r)dt —y (C.9)
7 0 4meo \ \/(t=y)2+r2  /(t+y)2+1 ’ '
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where r = v/x2 + 72 is the radial coordinate, the second term in the brackets corresponds
to the image charge and the linear term y corresponds to an added electric field of unit
intensity. Software such as Mathematica [143] can be used to provide an analytical solution
to this integral equation in terms of hypergeometric confluent functions. However, it is more
dlin and setting the radius at the base

diip
(in practice at a small distance from the equipotential plane) to be equal to the aspect ratio

convenient to evaluate it numerically. By defining k =

of the needle, the last free parameter is used to define the zero equipotential and hence the
shape of the emitter. The electric field E can be obtained by taking the gradient of Eq. C.9.

Fig. C.6 shows the ratio-dependence of the shape of the tip of the nanowire for Ag =
9.4 um and R = 40 nm, which are close to the experimental values of our nanowire. Fig.
C.6a represents the case for g;;, = 1 and ¢;;, = 1, Fig. C.6b for g;;, = 5 and g;;, = 1 and Fig.
C.6c for gy, = 10 and g,;, = 1. Owing to the very large aspect ratio we have shown only the
region over 1 yum around the tip (distances are in tm). We can see that in the first case (a),
with the relatively predominant Smythe’s term, the shape of the wire is larger at the tip than
at the base. In the second case (b), the shape become more cylindrical, whereas in the case
(c), with a predominant linear term, the shape turns into that of an elongated ellipsoid.

Luckily, we do not need more terms in Smythe’s expansion [129] for describing our
rounded cylindrical nanowire. Having fixed the shape, we can proceed and numerically
calculate the electric field in the space around the tip and at the tip itself, where is needed to
calculate current density according to the Fowler-Nordheim expression [43].

CE2 C 3/2
j:%]) exr>< 2‘2 ) (C.10)

where ¢ = 4.3 ¢V [116] is the work function of WsOy4 and the first and second Fowler-
Nordheim constants are C; = 1.56 x 107 A eV V"2 and C; = 6.83 x 10° eV 32V m~ 1,
respectively. Note that if the work function were to be significantly affected by the surface
contamination layer, then a space charge region could form at the wire/contamination layer
interface. While we cannot rule out such effects, they are below the sensitivity of the present
measurements and require a separate higher spatial resolution study.

By numerically integrating this expression over the surface of the apex, it is possible to
calculate the emission current. Fig. 6.14 (see Chapter 6) shows results of calculations for the
electric field around the tip, on the axis from the tip and of the emission current for values
of k=4, 5 and 6. It is reassuring that a satisfying agreement with the experimental data is
obtained for k = 5.
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Fig. C.6 Shape of the nanowire near the tip for (a) g;;, = 1 and ¢;, = 1, (b) g;;, = 5 and
Grip = 1 and (¢) gy, = 10 and g;;, = 1 in a region over 1 pm around the tip. Distances are
shown in units of um.
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