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ABSTRACT

IZA DP No. 12853 DECEMBER 2019

Algorithmic Risk Assessment in the Hands 
of Humans*

We evaluate the impacts of adopting algorithmic predictions of future offending (risk 

assessments) as an aid to judicial discretion in felony sentencing. We find that judges’ 

decisions are influenced by the risk score, leading to longer sentences for defendants with 

higher scores and shorter sentences for those with lower scores. However, we find no 

robust evidence that this reshuffling led to a decline in recidivism, and, over time, judges 

appeared to use the risk scores less. Risk assessment’s failure to reduce recidivism is at least 

partially explained by judicial discretion in its use. Judges systematically grant leniency to 

young defendants, despite their high risk of reoffending. This is in line with a long standing 

practice of treating youth as a mitigator in sentencing, due to lower perceived culpability. 

Such a conflict in goals may have led prior studies to overestimate the extent to which 

judges make prediction errors. Since one of the most important inputs to the risk score is 

effectively off-limits, risk assessment’s expected benefits are curtailed. We find no evidence 

that risk assessment affected racial disparities statewide, although there was a relative 

increase in sentences for black defendants in courts that appeared to use risk assessment 

most. We conduct simulations to evaluate how race and age disparities would have 

changed if judges had fully complied with the sentencing recommendations associated 

with the algorithm. Racial disparities might have increased slightly, but the largest change 

would have been higher relative incarceration rates for defendants under the age of 23. 

In the context of contentious public discussions about algorithms, our results highlight the 

importance of thinking about how man and machine interact. 
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1 Introduction

Algorithmic predictions of future offending, known as risk assessments, are prolif-

erating in criminal justice. They are used to help inform decision-making at almost

every stage of the criminal proceedings: setting bail, sentencing, determining probation

supervision levels, offender placement within the prison system, and parole. Developed

by statistically analyzing court and police records to identify which factors best pre-

dict recidivism, risk assessment tools summarize relevant data in a standardized way.

Recent research has highlighted the errors that judges make in predicting reoffending

(Berk et al., 2016; Jung et al., 2017; Kleinberg et al., 2018; Arnold et al., 2018). If hu-

mans are systematically making mistakes, prediction algorithms may lead to efficiency

gains. By incarcerating those who pose a high risk of reoffending, and releasing those

who don’t, we should be able to lower crime rates without increasing incarceration,

or vice versa. A policy simulation conducted by Kleinberg et al. (2018) suggests that

using an algorithm to determine pretrial detention could reduce crime by up to 24%

without increasing the jail population.

However, there are increasing concerns about risk assessment’s impact on racial

disparities (Mayson, 2019; Albright, 2019). Algorithms don’t include race as a predic-

tor, but they often include direct socio-economic markers like employment, housing or

education status, which are correlated with race (Starr, 2014). Even criminal history

variables such as the number of prior convictions are likely to reflect racially disparate

policing and prosecution patterns as much as actual criminal activity. While concerns

about racial bias are well-founded, its impact on risk assessment depends on a compar-

ison to the status quo (Doleac and Stevenson, 2016; Cowgill and Tucker, 2017). Given

the substantial evidence of racial bias in human predictions (Arnold et al., 2018), as

well as statistical discrimination in the absence of objective information (Agan and

Starr, 2017; Doleac and Hansen, 2018), a risk algorithm might alleviate some of the

disadvantage black defendants face (Cowgill and Tucker, 2019; Kleinberg et al., 2019).

Some initial evidence supports this: policy simulations in Kleinberg et al. (2018) sug-

gest that risk assessment use can lower racial disparities while simultaneously increasing

efficiency.

While nascent economics research has thus far largely supported the use of risk

assessment, most studies have implicitly assumed that algorithms would take the place

of human discretion. Generally, this is not the case. Risk assessments are used as

a supplement to human discretion; people retain final decision-making power. Thus,

while the conversation about risk assessment tools is often framed as a question of

man versus machine, the relevant question is ‘how do the two interact?’ The impact of

risk assessment depends not only on the properties of the algorithm, but on how the

algorithm enters into the objective function of its user. This can lead to unexpected
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results.

This study is about what happens when risk assessments are placed in the hands of

humans. In the early 2000s, Virginia courts began using risk assessments at sentenc-

ing for nonviolent felony offenders and sex offenders. They were incorporated into the

sentence guidelines in order to (1) divert a large share of low-risk nonviolent offenders

from jail or prison, and (2) enable longer sentences for high-risk sex offenders. Other

offenders were not affected by the policy change, and judges retained final authority

over sentencing. Using several different research methodologies, we find that risk as-

sessment was influential in sentencing. Although the recommendations associated with

the risk score were not uniformly followed, sentences increased for those with higher risk

scores and decreased for those with lower risk scores. But there is no robust evidence

that this reshuffling led to a reduction in recidivism. We explore how people use risk

assessments to better understand why not. Consistent with a deep-rooted tradition of

treating youth as a mitigating factor in sentencing, judges/prosecutors are systemati-

cally more likely to be lenient with young defendants despite their higher risk scores

(Stevenson and Slobogin, 2018). Although there was a relative increase in sentences

for young defendants after risk assessment adoption, this increase was nowhere near as

large as it would have been had there been full compliance with the algorithm. Age is

one of the most important predictors of criminal activity, and, accordingly, has large

weight in almost every risk assessment currently in use. A reluctance to incarcerate

young people puts a ceiling on risk assessment’s ability to reduce crime by incarcerating

those at highest risk of reoffending.

Our results on racial disparities are mixed. We find no evidence that risk assessment

affected racial disparities in sentencing statewide. Although black defendants have

substantially higher risk scores than white defendants, judges sentence in a racially

disparate manner even without risk assessment. However, we find that racial disparities

increased in the subset of courts where risk assessment appears most influential. This

is partly driven by the risk score recommendations, and partly because judges were

more likely to sentence leniently for white defendants with high risk scores than for

black defendants with the same score.

These results were obtained using multiple different research strategies, as described

in the next few paragraphs. Our primary method of evaluating whether judges pay

attention to the risk tool takes advantage of the fact that scoring right above or below

various cutoffs in the risk score triggers different sentencing recommendations. Using

regression discontinuity, we find that nonviolent offenders whose risk score is right below

the cutoff (who just barely received a diversion recommendation) are 6 percentage

points less likely to be incarcerated and have sentences that are approximately 23%

percent shorter than those whose risk score is right above the cutoff. Sex offenders
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whose risk score is right above the relevant cutoff (who just barely received an expanded

upper bound of the guidelines-recommended sentence) are 6 percentage points more

likely to be incarcerated and have sentences that are 34% longer than those whose score

is right below. While these results show that risk assessment is influential, judicial

discretion still plays a large role. Less than half of those who were recommended for

diversion by the nonviolent risk assessment actually get diverted.

We next evaluate how risk assessment’s use affected outcomes relative to the sta-

tus quo (i.e judicial decision-making without risk assessment). We use a difference-

in-differences research design, which compares risk-assessment-eligible/-ineligible de-

fendants before/after risk assessment was adopted, to evaluate risk assessment’s net

impact on the probability of incarceration, sentence length and recidivism. The net

effect on both sentencing outcomes for nonviolent offenders was a precisely estimated

null. In other words, prison and jail terms appear to have been reallocated from defen-

dants rated low-risk to those rated high-risk so that overall incarceration for nonviolent

offenders remained the same. Under the efficiency hypothesis, if the risk assessment

helped the judge to evaluate risk more accurately, this would have led to a reduction

in crime. However, we do not find robust evidence that the adoption of risk assessment

led to a decline in recidivism. And, over time, use of risk assessment appeared to

decline, suggesting that judges did not find it to be useful.

Next, we explore the nonviolent risk assessment’s impact by age and race. Even

after differences in the guidelines-recommended sentence are accounted for, young de-

fendants have substantially higher risk scores than older defendants, and black de-

fendants have substantially higher risk scores than non-black defendants. (Age is an

explicit factor in the calculation of the risk score; race is not.) While these gaps are

concerning, the mere fact of higher risk scores does not necessarily mean that the use of

risk assessment will lead to worse average outcomes compared to the status quo. This

depends on a) the extent to which these factors influence sentencing in the absence

of formal risk evaluation and b) whether the information provided by the risk score is

interpreted differently for defendants of a different race or age (Agan and Starr, 2017;

Doleac and Hansen, 2018; Albright, 2019; Skeem et al., 2019). On net, we find that

risk assessment use adversely impacted the young. Using a triple-differences research

design we find that risk assessment use led to a 4 percentage point increase in the

probability of incarceration for young defendants (relative to older defendants), and

a 12% relative increase in the sentence length. Using simulations, we benchmark this

increase against what would have occurred if judges had fully complied with the sen-

tencing recommendations associated with the algorithm. We find that full compliance

would have entailed a much larger increase in age disparities: a 15 percentage point

relative increase in the probability of incarceration, and a 53% relative increase in the
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sentence length. Judges used their discretion to divert young defendants despite their

high risk scores, thus minimizing the adverse impacts on young people.

We find no evidence that risk assessment use increased racial disparities statewide,

although our standard errors prevent us from ruling out a moderate increase in sentence

lengths for black defendants (relative to white). However, judges vary in the extent to

which risk assessment influenced decision-making. Using regression discontinuity at the

judge level, we identify a subset of courts in which the low-risk designation appeared

to lead to the largest increase in leniency for defendants at the margin. In this ‘most

responsive’ group of judges, we find that risk assessment adoption led to an increase

in racial disparities relative to judicial discretion alone. This is partially explained

by the fact that black defendants have higher risk scores, and partially because black

defendants are sentenced more harshly than white defendants with the same risk score.

(Simulations provide suggestive evidence that full compliance would have increased

racial disparities, although this is not robust.) Our other results – the net impact on

sentencing and recidivism, as well as differential effects on young defendants – look

similar in this ‘most responsive’ subgroup as they do in the full sample.

We consider several hypotheses for why the nonviolent risk assessment did not lead

to the decline in recidivism that researchers had anticipated. Our first hypothesis,

alluded to above, is that judges are making fewer prediction errors than previously

believed. Instead, they are pursuing objectives that may conflict with the goal of in-

capacitating those at highest risk of reoffending. A reluctance to incarcerate young

people despite their high risk scores suggests lower potential gains from adopting pre-

diction tools. Our second hypothesis is that the criminogenic effects of incarceration

for higher risk defendants may have effectively canceled out its incapacitative effects.

Using discontinuities in the risk score as an instrument for incarceration, we find no

evidence to support the criminogenic channel: incarceration has a net negative effect

on recidivism for up to seven years after sentencing. Finally, we consider whether the

Virginia risk assessment simply does not predict recidivism very well, and whether we

can build a more predictive instrument. We find that even under ideal conditions,

predictions of future offending are unable to explain more than a tiny fraction of the

variation in recidivism (R2 <0.03). Future criminal activity is simply hard to predict.

However, despite the low R2, both the real risk score and our home-built one are able to

successfully sort many defendants by recidivism risk. The extent to which this provides

information that judges did not already have is unclear.

We conduct only a limited number of analyses on the sex offender risk assessment,

since the number of convicted sex offenders are relatively small. The sex offender risk

assessment was incorporated into the sentence guidelines in such a way as to only

authorize an increase in sentences for higher risk offenders. Despite this, we find a
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net decrease in incarceration rates and sentence lengths after the risk assessment was

adopted, suggesting that even though sentences increased for higher risk defendants,

this was more than offset by a decrease in sentences for lower risk defendants. It’s

possible that the risk assessment changed judges’ beliefs so that sex offenders were,

on average, perceived as less risky than they had previously believed. However, the

risk assessment tool provides no statistical information about recidivism risk, only an

ordinal ranking, making this explanation less than satisfying. It’s also possible that

the risk assessment provided a sort of political shield that, at least for those with

low risk scores, empowered judges to be more lenient. In our interviews with judges,

many mentioned a skew in decision-making: releasing someone who goes on to reoffend

has larger consequences for the judge than failing to release someone who would not

have reoffended. By acting as a second opinion, the risk assessment may protect

judges from political backlash if someone who was classified as low risk goes on to

reoffend, counteracting the aforementioned skew. (We have nicknamed this mechanism

the ‘Willie Horton hypothesis’ after the infamous offender used in political attack ads

in the 1980s.) We do not evaluate recidivism effects for sex offenders due to their

lengthy sentences.1

There is a large literature, both in criminal justice and beyond, that has predicted

substantial gains from adopting predictive algorithms.2 However, there are few stud-

ies that evaluate their real world impacts. This small literature includes studies of

algorithms in prison placement (Berk et al., 2002), parole (Berk, 2017) and pretrial

detention decisions (Stevenson, 2019; Sloan et al., 2018; Albright, 2019; Cowgill, 2019)

– and in some non-criminal-justice contexts such as hiring (Cowgill, 2018). We add to

this literature by providing the first evaluation of how risk assessment at sentencing af-

fects outcomes relative to the status quo.3 This setting is important both because of its

high stakes – months, years, or even decades of a person’s liberty – as well as the rapid

expansion of prediction algorithms in this domain. Our results highlight the impor-

tance of considering human incentives in the use of algorithms. When decision-makers

follow objectives that differ from, or even conflict with, the goals that the algorithm

is supposed to advance (i.e. reducing incarceration/crime by reallocating jail beds

towards those at the highest risk of reoffending), algorithm adoption may lead to un-

expected results. Virginia’s nonviolent risk assessment reduced neither incarceration

nor recidivism; its use disadvantaged a vulnerable group (the young); and failed to

reduce racial disparities. Virginia’s sex offender risk assessment lowered sentences for

1Most sex offenders are incarcerated throughout the available follow-up periods; recidivism rates thus do
not tell us about offenders’ actual risk.

2See, e.g., (Chetty et al., 2014; Berk et al., 2016; Goel et al., 2016; Chalfin et al., 2016; Jung et al., 2017;
Kleinberg et al., 2018).

3This complements descriptive studies, both qualitative and quantitative, of how judges use risk assess-
ments at sentencing, e.g. Ostrom et al. (1999); Garrett et al. (2019); Garrett and Monahan (2018a).
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those convicted of rape: a group that the Sentencing Commission had targeted for

increased sentences. Such outcomes would be hard to predict with policy simulations,

and underline the importance of empirical evaluation.

We expect at least some our findings to be generalizable, both to other jurisdic-

tions and to other criminal justice uses of risk assessment. For instance, an aversion

to putting teenagers and young adults in jail is likely to influence decisions in many

settings, including those where the sole justification for incarceration is purportedly

preventive, such as bail. This suggests that prior research may have overestimated

the extent to which judges are making prediction errors, and thus the potential gains

from adopting them (Jung et al., 2017; Kleinberg et al., 2018). We also expect risk

assessment will generally be an ineffective way of trying to control incarceration or

implement policy. Judges have their own sets of priorities. Attempts to nudge them

towards particular policy goals via the risk assessment could backfire: judges may ig-

nore the risk assessment altogether or respond strategically, using it to advance their

own agenda (Cowgill and Stevenson, 2019). Career aspirations and the pressures of re-

election/reappointment add an extra layer of complexity (Lim et al., 2015; Berdej and

Yuchtman, 2013). These incentives could interact with the risk score in a counterintu-

itive fashion, as our Willie-Horton hypothesis demonstrates. Unless there is a meaning-

ful penalty that discourages judges from deviating from the action-recommendations

associated with each risk score (e.g. release for low risk defendants), risk assessment is

unlikely to be an effective way of implementing reform.

The paper proceeds as follows: Section 2 provides more background on risk as-

sessment algorithms and the Virginia policy context. Section 3 presents our data and

describes race/age disparities in risk assessment. Section 4 explains our empirical

strategies and presents results for each of the following: (1) effect of risk assessment

on judges’ decisions, (2) net effect on incarceration rates, sentence lengths and recidi-

vism, (4) effect on race/age disparities. Section 5 explores how judicial discretion to

follow/ignore the sentencing recommendations associated with the algorithm impacted

our findings and Section 6 evaluates two other potential explanations for why risk

assessment use did not lower recidivism. Section 7 discusses and concludes.

2 Background

2.1 Algorithmic risk assessment in criminal justice

Judges’ decisions are, in part, predictions about risk (e.g. the risk of reoffending, or

the risk of not appearing for trial). Tools that improve the accuracy of these predictions

may therefore enable better decisions. Risk assessment tools aim to do just that, and
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are now used broadly in criminal justice: in determining bail and pretrial custody,

probation supervision levels, offender placement within the prison system, release on

parole, and in sentencing.4 Sentencing is one of the most controversial applications

of risk assessment. This is both because of the high stakes of criminal sentencing

and because sentencing decisions are informed by many other goals beyond simply

incapacitating those at high risk of reoffending, such as retribution or rehabilitation.

Nonetheless, desire to make sentencing more efficient and consistent has prompted

rapid expansion of risk assessment into the sentencing decision, particularly in the last

five to ten years. Risk assessment tools are used at sentencing in 28 states; at least

7 additional states use risk assessment at sentencing in at least some counties. (See

Appendix A.1 for a full list.)

Risk assessment tools are built by statistically analyzing court and police records to

evaluate how various inputs correlate to measures of future offending, such as rearrest

or re-conviction. The most common inputs include age, gender, and criminal history

(prior convictions, arrests, periods of incarceration, etc.). Many tools also include

socio-economic markers such as employment or housing status, and some also include

indicators for mental health, attitudes, substance abuse, peer and family relationships.

Some risk assessment tools are developed by private companies, who contract with

local jurisdictions to provide their proprietary algorithms. These black-box tools are

particularly controversial, since defendants cannot contest or even understand the as-

sessments they provide. They have faced legal challenge, but courts have placed little

restriction on their use.5 Other risk assessments were developed by local jurisdictions,

universities, or foundations. These algorithms are usually public knowledge.

Almost all risk assessment tools currently used today take the form of a ‘weighted

checklist’, where inputs are assigned point values based on their statistical correlation

with future offending, as measured by re-arrest or reconviction. The risk score is the

sum of the points. This type of simple linear model is not able to exploit nonlinear

or interactive relationships in the same way that more sophisticated machine learning

algorithms do. However, evidence suggests that simple tools, with integer weights and

only a handful of inputs, can rival the accuracy of complex prediction models in a

wide variety of domains. In the criminal justice context, Jung et al. (2017) show that

“simple rules that consider only two features – age and prior FTAs [failureto-appear in

court] – perform nearly identically to state-of-the-art machine learning models (random

forest and lasso regression) that incorporate all 64 available features”.6 Other authors

have shown that it is possible to construct simple two-feature prediction tools that

4Predictive algorithms are also used in policing, but the tools and applications differ somewhat from the
court context discussed in this paper.

5State v. Loomis, 881 N.W.2d 749 (Wisc. 2016)
6This tool was designed to predict future failures-to-appear in court for pretrial defendants.
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perform as well as the well-known risk assessment tool COMPAS, which has access to

136 input variables, or a non-linear support vector machine trained on 7 input variables

(Angelino et al., 2017; Dressel and Farid, 2018).

Defendants who score above/below certain cutoffs in the risk score will receive

classifications such as low, moderate or high risk. Usually, jurisdictions will have a

policy that states which intervention is recommended for defendants with different risk

classifications. For instance, Virginia recommends diversion for nonviolent defendants

with the low-risk designation. However, judges or other criminal justice decision-makers

almost always retain discretion to deviate from the recommended actions.

2.2 Felony sentencing in Virginia

Virginia uses a voluntary sentence guidelines regime in which judges are recom-

mended, but not required, to sentence within a particular range.7 This system has

been in place since the 1980s. In 1994, Virginia adopted a major ‘truth-in-sentencing’

reform act that abolished parole, mandated that offenders serve at least 85% of their

sentence, and increased sentences for violent offenders. In order to free up state prison

beds for violent offenders who were expected to serve longer terms as a result of the

reform, Virginia also set the goal of diverting 25% of nonviolent offenders from jail

or prison. Risk assessment was the proposed method of achieving this. It was to be

designed and implemented by the newly founded Virginia Criminal Sentencing Com-

mission (VCSC, or Sentencing Commission).

While most of the ‘truth-in-sentencing’ reforms were implemented immediately af-

ter the bill passed, risk assessment came later. The VCSC designed a new risk tool

for nonviolent offenders in the late 1990s, and piloted it in 6 judicial circuits. They

launched a revised risk nonviolent risk assessment statewide on July 1, 2002. This

tool was in use until 2013, when several further revisions were made.8 Our analysis

is focused around the time that risk assessment was adopted statewide, and uses data

from judicial circuits that did not participate in the pilot.9

The nonviolent risk score was developed by analyzing a randomly selected sample

of 1500 nonviolent offenders who either had received a non-carceral sentence or had re-

7The information in this section was derived from interviews with the director of the Virginia Criminal
Sentencing Commission, Meredith Farrar-Owens, as well as Ostrom et al. (1999); VCSC (2001); Ostrom et
al. (2002).

8The revised instrument no longer includes socioeconomic markers. We find no evidence that incarcera-
tion rates, sentence lengths, racial disparities, or recidivism changed when this revised risk tool was adopted
(results not shown).

9We have also evaluated the impacts of risk assessment in the pilot circuits and find results that are
qualitatively similar to those shown here. We do not make use of the pilot period in a panel difference-in-
difference design because the instrument implemented then was meaningfully different from the one later
implemented statewide.
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cently been released from jail or prison. It is designed to predict which defendants would

be reconvicted of a felony within three years of return to the community. Its inputs

include indicators for whether the charge of conviction was drug, larceny or fraud; an

indicator for whether there were any additional offenses; gender; age; employment and

marital status; recent arrests or confinement; prior felony convictions or adjudications;

and prior adult incarcerations.10 Based on the mandate from Virginia’s legislature,

VCSC chose a cutoff in the risk score that identified the 25% lowest risk defendants.

(This cutoff was increased by three points on July 1, 2004.)11 Those who score below

the cutoff are recommended for diversion from jail or prison. For defendants whose

guidelines-recommended sentence is prison (more than 12 months), diversion means

probation or a shorter jail sentence. For defendants whose guidelines-recommended

sentence is jail (less than or equal to 12 months), diversion means probation or some

other non-carceral sentence.

The nonviolent risk assessment is only administered on eligible cases: a defendant

must be convicted of a drug, larceny or fraud charge, and cannot have a prior or current

conviction for a violent crime. Since the tool is designed for diversion, only those who

were recommended for jail or prison by the sentence guidelines are eligible. The final

two eligibility requirements are that defendants must not have sold large quantities of

cocaine or be convicted of an offense that includes a mandatory term of incarceration.

Virginia uses a separate risk assessment tool for sex offenders. The VCSC began

to develop this tool in 1999, launched it statewide on July 1, 2001, and it is still in

use today. The sex offender risk score was developed by analyzing a sample of 579

felony sex offenders. A risk algorithm was trained to predict rearrest for a new sex

offense or any other crime against a person within 5 years after release. The input

factors include age; education; employment; relationship with the victim; aggravated

sexual battery; location of offense; history of arrest for sex or other against-person

crimes; prior incarceration; and prior mental health/substance abuse treatment. The

sex offender risk score has three cutoffs; defendants whose score surpasses each cutoff

will have the upper bound of the sentence guidelines increased by 50%, 100% or 300%

respectively. The sex offender risk assessment is administered exclusively for defendants

convicted of rape or sexual assault.

Both the sentence guidelines and the risk scores are calculated using a set of work-

sheets that are filled out by a probation officer or a prosecutor after conviction. (The

risk assessment results are therefore available during plea negotiations.) These work-

sheets are then provided to the judge for sentencing. The cover page of these work-

sheets prominently displays the sentence range that is recommended by the guidelines.

10The pilot risk score included indicators for lack of accomplices, prior felony drug convictions, and prior
juvenile incarcerations, and did not include indicators for the charge of conviction.

11Unfortunately, this change affected too few defendants to be able to evaluate its impacts.
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A sentence is considered ‘guidelines-compliant’ if it falls within this range, and the

midpoint of the range is what we refer to as the ‘guidelines-recommended sentence’.

If a judge chooses a sentence that is not guidelines-compliant, they must provide a

written justification.

The risk assessment is incorporated into the guidelines by expanding the set of sen-

tences that are considered guidelines-compliant: diversion for low-risk nonviolent of-

fenders, and longer sentences for higher risk sex offenders. Right beneath the guidelines-

recommended sentence on the nonviolent offenders’ cover sheet is a checkbox with the

label ‘Recommended for Alternative Punishment’. This box is checked if the defen-

dant scores below the low-risk cutoff. Sex offenders have three boxes right beneath the

guidelines-recommended sentence. These boxes state that the upper bound of the sen-

tence guidelines is increased by 300%, 100% and 50% respectively. If the person scores

above one of the respective cutoffs in the sex offender risk score, one of these boxes will

be checked. (Both risk assessments, and their respective cover sheets, are provided at

the end of the Appendix.) If the judge is interested in the exact risk score, as opposed

to merely the risk classification and its associated sentence-recommendation, they can

find it by flipping through the pages of the worksheets. (As in most jurisdictions,

the risk score simply consists of a number denoting an ordinal ranking among the de-

fendants. No statistical information about the risk of reoffending is provided.) After

sentencing, the final sentence is written on a separate worksheet. All sheets are mailed

to the Sentencing Commission, who maintains a database on all felony sentences in

Virginia.

In addition to housing records of felony sentencing, the VCSC maintains detailed

records of every change to the sentence guidelines and every change to sentencing policy

going back at least to 1995. This meticulous record-keeping helps to ensure that there

are no important policy changes concurrent to the adoption of risk assessment that

would confound our analysis. We find only trivial changes to sentencing practices for

all offense categories during the time period of our analysis: fiscal years 2000-2004.

The only change concurrent with the adoption of the nonviolent risk assessment is a

policy shift that makes it easier for prosecutors and probation officers to access juvenile

records. However, this change applies to all cases, and we have no reason to believe

that this will impact nonviolent risk-assessment-eligible defendants more than anyone

else. There are no changes to sentencing for sex offenders that are concurrent with

the adoption of the sex offender risk assessment. However, there is a technical change

in how the guidelines-recommended sentence is calculated for defendants convicted of

sexual assault: the risk score is used as an input into the algorithm that calculates

the guidelines-recommended sentence, corrupting one of our most important control

variables. (This does not affect those convicted of rape.) For this reason we omit sexual
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assault from our difference-in-differences analyses.

In this paper, we refer frequently to judges as if they are the sole decision-makers

in sentencing. Of course, this is not strictly true. For one, juries determine sentences

for all cases that resolved through jury trial.12 These, however, constitute only about

2% of felony convictions. Formally, judges are in charge of sentencing for all remaining

cases. They directly set the sentence in bench trials, which account for approximately

10% of felony convictions (VCSC, 2003). But the remaining felony convictions come

from guilty pleas. If this entails an agreement between the prosecution and defense,

then the judge’s influence is less direct. A plea agreement can stipulate three things:

that other charges will be dropped, that the prosecutor will make a specific (non-

binding) recommendation for the sentence, or that the defendant should receive a

specific sentence.13 We don’t have good data on how many cases are resolved each

way, but anecdotally, stipulated sentences are common. Other actors, particularly the

prosecutor, are influential in negotiated sentences. However, all negotiations occur in

the ‘shadow of the judge’. In other words, since the sentence must be approved by

the judge, the plea-bargaining process is influenced by expectations about what type

of sentence will be approved.14 For the purposes of concision in language, and since

the judge is both formally and practically influential in sentencing, we often refer to

judges as the primary actors – for instance, when describing judicial discretion in risk

assessment use. We acknowledge that this is not ideal, and hope that the reader will

understand that prosecutorial discretion plays a large role as well.

Judges are appointed by majority vote of the Virginia General Assembly. They

are up for reappointment every eight years. The reappointment procedure includes

an interview with the legislative committee and then a vote in the General Assembly.

Compliance with sentencing guidelines is monitored by the Sentencing Commission,

reported (at the state level) in an annual report, and became formally included in the

reappointment evaluation in 2009. Compliance rates have hovered around 80% since

fiscal year 2000, with deviations evenly split between aggravation and mitigation.15

Prosecutors in Virginia are called Commonwealth Attorneys, who set policy and man-

age operations in each individual jurisdiction. They are elected officials who serve

four-year terms and can appoint Assistant Commonwealth Attorneys to carry out the

day-to-day work of prosecution.

12The judge is authorized to deviate downward from the jury’s sentence but they cannot deviate upward.
13Virginia Rule 3A.8.
14The judge can reject the plea agreement, but she must then recuse herself from the case and it will be

passed on to another judge.
15See the Annual Reports put out by the VCSC: http://www.vcsc.virginia.gov/reports.html
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3 Data

3.1 General descriptive statistics

The data used in this paper comes from two sources. The primary data source is

the VCSC, which collects and maintains records on all felony sentences in the state

of Virginia since 1995. This data was acquired through a public records request and

contains lots of information relevant to the case, such as the charges, sentences, sentence

guidelines, and risk score. In addition, it contains dozens of variables that are used

to calculate the risk score and the guidelines-recommended sentence, including those

pertaining to the current offense, the criminal record, and personal characteristics of

the defendant. Unfortunately, neither the risk score nor the exact variables used to

calculate it are available for defendants who did not receive a risk score. Therefore

we do not have risk score information for eligible defendants sentenced before risk

assessment was adopted, nor for defendants whose charge/criminal history makes them

ineligible for risk assessment. VCSC data also does not contain the race or gender of

the defendants.

Race, gender, and an alternative recidivism measure (new felony charges) were

obtained by matching the Sentencing Commission data with bulk court records scraped

from a public online site. For most counties, court records from as far back as the

year 2000 can be found online.16 Alexandria and Fairfax counties are an exception;

we were unable to match VCSC data back to the original court records for cases in

these counties. The match was conducted using the fastLink package in R, which

conducts probabilistic matching across multiple variables (Enamorado et al., 2018).

The variables used for the match include the first name, last name, offense date, birth

month and county of arrest. With a probabilistic match threshold of 0.92, 96% of the

post-2000 cases in the Sentencing Commission data (excluding Alexandria and Fairfax)

found a match in the court records.

Descriptive statistics for defendants sentenced in fiscal year 2001 (which extends

from July 1, 2000 through June 30, 2001, and is the last year before the sex offender

risk assessment was adopted) can be found in Table 1. The first column shows data

for nonviolent risk-assessment-eligible offenders. This includes all defendants who were

convicted of a drug, larceny, or fraud offense; whose guidelines-recommended sentence

was jail or prison; and who did not have a current or prior violent conviction.17 The

16Many thanks to Ben Schoefield for the public service of scraping the data and making it available to
researchers.

17This group is expected to be slightly over-inclusive, since we can’t identify offenders who would have been
ineligible due to a mandatory minimum sentence or large quantities of cocaine unless they were sentenced
during the post-risk-assessment period. However, in cases for which data is available, these ineligibility
criteria rule out only 2% and 1% of cases, respectively.
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second column shows nonviolent offenders who were not risk-assessment-eligible, due

to either a non-carceral guidelines-recommended sentence or a violent conviction. The

third column corresponds to those convicted of sex offenses and the final column in-

cludes all other ineligible offense categories.

Roughly 2/3 of the sample is convicted of a nonviolent offense, and a little more

than half of these are risk-assessment-eligible. Drug convictions make up the largest

share of nonviolent cases, followed by larceny and then fraud. Both actual sentences

and guidelines-recommended sentences are longer for risk-assessment-eligible nonvi-

olent cases than ineligible nonviolent cases. This is because the primary eligibility

criteria is whether or not the defendant was recommended for a carceral sentence by

the sentence guidelines.

Sex offenders account for only 3% of the entire sample. This smaller sample imposes

some restrictions on our analysis for the sex offender risk score; for instance, we do not

do heterogeneity analysis for the sex offender risk score, nor do we conduct auxiliary

analyses in order to better understand the results. Almost all of those convicted of

sex offenses receive a carceral sentence, and many are quite long. The mean carceral

sentence is 83 months, and the median is 32 months.

About 31% of felony convictions are for offense categories that are ineligible for any

sort of risk assessment. Assault, burglary and traffic each constitute roughly 1/5 of

these cases. Robbery accounts for an additional 10%, and the remaining convictions

are either weapons or other miscellaneous offenses. The average incarceration rate for

this group is 81% and the average sentence is 74 months.

Our primary measure of recidivism is an indicator for having been convicted of a

new felony offense in the state of Virginia within three years of the original sentencing

date. We focus on this measure because it is very similar to the target variable that

Virginia’s nonviolent risk assessment was trained to predict. The main difference is that

our time-counter for recidivism begins at sentencing, and Virginia’s time-counter for

recidivism begins at release. In our recidivism measure, incarcerated defendants will be

incapacitated (at least for crimes in which the victims are outside of prison walls) during

a portion of the recidivism time window. This is intentional: we are curious about the

extent to which risk assessment use lowers recidivism by incapacitating those at highest

risk of reoffending. According to this definition, 12-16% of nonviolent offenders and

9% of offenders in the ‘other’ category recidivate. The three year recidivism rate for

sex offenders is only 2%, due at least in part to their longer sentences. Since the

incapacitation period is so long for sex offenders, and recidivism rates are so low, we

do not evaluate risk assessment’s impact on recidivism for this group.

The bottom panel shows descriptive statistics for the variables that were acquired

from matching to the Circuit Court data set. As above, these descriptive statistics
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are for cases sentenced in fiscal year 2001. 65% of nonviolent risk-assessment-eligible

defendants are black. In contrast, only 39% of sex offenders are black. Almost all

of the remaining defendants are labeled as white in our data. Women composed 23-

29% of nonviolent offenders, 2% of the sex offenders, and 9% of other offenses. Our

other recidivism measure, being charged with a new felony offense within three years

of sentencing, shows higher rates than the previous measure. (Most of the felony

charges that don’t result in a conviction are either dismissed or are bargained down to

a misdemeanor conviction.) Nonviolent offenders have a 33-40% recidivism rate; sex

offenders have a 16% recidivism rate, and those charged with other offense categories

have a 26% recidivism rate.

Virtually everyone convicted of a sex offense has a sex offender risk score adminis-

tered once they become available. However, only about 70% of those who appear eligi-

ble for the nonviolent risk assessment actually has one administered. This is partially

due to the fact that we choose a definition of risk-assessment-eligible that is consis-

tent across the pre and post-period, and data limitations force us to be over-inclusive.

However, it appears that court actors are failing to administer the nonviolent risk

assessment as required in some cases. Our contacts at the VCSC report that a risk

assessment is less likely to be administered when the prosecutor has negotiated a plea

agreement with a stipulated sentence.

3.2 Race and age disparities in the nonviolent risk score

In this subsection we present some descriptive statistics pertaining to race and age

disparities in the nonviolent risk score. While race does not specifically factor into the

risk score, many of its inputs – such as the criminal record, employment, and marital

status – are correlated with race. Age, on the other hand, is a direct input to the risk

score. Being under the age of 30 results in 13 additional points to the risk score. As

a reference point, having five or more prior adult incarcerations adds only nine points

to the risk score.

Sentencing law and practice has often entailed leniency for young offenders due

to the belief that their immaturity and impulsivity makes them less culpable. This

leniency, however, does not extend to defendants in their late 20s. For this reason,

when we are exploring risk assessments’ impact on the young, we define youth as being

under the age of 23. This was also the youngest age bracket in Virginia’s pilot risk

assessment.

Figure 1a plots the likelihood of receiving a low risk classification against the

guidelines-recommended sentence, shown separately by race. The sample includes all

defendants who received a risk assessment and whose guidelines-recommended sentence
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is prison.18 At all points in the guidelines-recommended sentence, white defendants are

more likely to be recommended for diversion by the risk assessment than black defen-

dants. The gap is particularly large at high guidelines-recommended sentences. Using

regression, we find that white defendants are 26% (11 percentage points) more likely to

be classified as low risk then black defendants with the same guidelines-recommended

sentence.19

Figure 1b is similar, except that the sample is divided by age. Individuals under

the age of 23 are substantially less likely to receive the low risk designation, particu-

larly at higher guidelines-recommended sentences. Using regression, we find that older

defendants are 43% (15 percentage points) more likely to be classified as low risk than

young defendants with the same guidelines-recommended sentence.

Given the large weight that age holds in calculating the risk score, disparities across

age are not surprising. But disparities across races stems solely from disparities across

the inputs to the risk score. Which risk assessment factors contribute most to the race

gaps in scores? We evaluate this using the decomposition method proposed in Gelbach

(2016). This technique uses the omitted variables bias formula to measure how much

the race gap in risk assessment score can be explained by the different inputs to the risk

score, conceptualized here as ‘omitted variables’. Results are presented graphically in

Figure 1c, in the order of their contribution to the black-white gap in risk scores. (This

figure presents the decomposition after controlling for the guidelines-recommended sen-

tence; results are similar if controls for the recommended sentence are not included.)

The top four contributing factors are prior incarceration, employment status, gender,

and marriage status. It is worth noting that two of the top four factors – employment

and marriage status – are socio-economic markers that do not reflect any culpable

behavior. These are among the most controversial inputs to risk assessment tools,

precisely because they are expected to exacerbate class- and race-based disadvantage

(Starr, 2014).

4 Main results

4.1 Do judges use the risk assessment tools?

We begin by evaluating whether the risk assessment affects sentencing decisions.

While judges and prosecutors have access to the raw risk score, the most salient in-

18Results are similar for defendants whose guidelines-recommended sentence is jail. However, the
guidelines-recommended sentence is not a continuous variable for these individuals. Rather, the guidelines-
recommended sentence comes in bins such as ‘1 day-6 months jail time’, making it harder to graph.

19We regressed a low risk indicator on a race indicator, with a fully saturated set of fixed effects for the
exact guidelines-recommended sentence.
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formation is simply whether or not the defendant’s risk score triggers a change to the

guidelines-recommended sentence. Nonviolent offenders just below the cutoff receive

a recommendation for diversion; those above the cutoff do not. Sex offenders right

above the cutoff receive an expanded upper bound of the sentence guidelines; those

right below the cutoff do not. (For sex offenders, we focus on the first cutoff – the one

that expands the upper bound of the guidelines-recommended sentence by 50% – due

to limited observations at the higher cutoffs.) Our strategy is to test for discontinuous

changes in sentencing around the risk score cutoffs using a regression discontinuity de-

sign with risk score as the running variable. Our specification is shown in Equation 1,

where riskscore is the raw risk score, high risk is an indicator for being above the cut-

off and X includes the guidelines-recommended sentence, age, recent prior convictions,

and offense. Observations i are at the case level.

(1)Yi =α+riskscorei∗β1+high riski∗β2+riskscorei∗high riski∗β3+Xi∗β4
+ εi

The regression discontinuity design relies on the assumption that, with the excep-

tion of the risk classification, people who score right below the cutoff are very similar

to people who score right above. This assumption is negated if there is ‘gaming’ in

the calculation of the risk score: that is, if the person who administers it strategically

assigns points to ensure that someone is rated low- or high-risk. Such strategic manip-

ulation is often observable in an uneven bunching of scores right below or right above

the cutoff, or in discontinuous changes in personal characteristics such as age, criminal

history, or race.

The distribution of the risk scores is shown in Appendix Figures A.1a and b. The

risk assessment has been normalized so that scores below zero fall into the lowest risk

category. Nonviolent offenders who score below zero are recommended for diversion;

sex offenders who score below zero do not have an expanded guidelines-recommended

sentence. There is no obvious bunching around the cutoffs that would indicate strategic

manipulation of the score. However, the distribution of the risk scores is lumpy, which

complicates both visual evaluation as well as formal distribution tests. The lumpiness

is due to the fact that integer weights are used to calculate the risk score; integers that

are multiples of three are particularly common in the nonviolent risk score. Thus, we

rely primarily on tests for discontinuities in defendant characteristics around the risk

score cutoff to assuage concerns about strategic manipulation.

Figure 2 shows no evidence of discontinuous changes in either the guidelines-recommended

sentence, the defendant’s age, or recent prior convictions.20 Panel A of Table 2 shows

this more formally: using regression discontinuity, we find no evidence of a discon-

tinuous change in gender, race, age, guidelines-recommended sentence, recent prior

20Note: the guidelines-recommended sentence is not altered by the risk assessment.
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convictions, or the conviction offense across either the nonviolent cutoff or the first sex

offender cutoff. (As noted above, we don’t evaluate the higher sex offender cutoffs due

to small sample size in this part of the distribution). Unless otherwise indicated, we

use the optimal mean squared error bandwidth selection method proposed in Calonico

et al. (2014) for all regression discontinuity estimations in this paper. None of the

estimates are statistically significant, and the coefficients are small compared to their

means (shown in Table 1).

We do, however, find that the cutoff delineating a change in risk classification

corresponds to a discontinuous change in both the probability of incarceration and in

the sentence length. We use an inverse hyperbolic sine (arcsinh) transform on sentence

length both to reduce the influence of extreme outliers and to allow coefficients to

be interpreted approximately as a percent-change in the outcome. These results are

shown graphically (Figure 3) and in regression discontinuity (Panel B of Table 2).

Defendants above the nonviolent cutoff are 6 percentage points (p < 0.05) more likely

to be incarcerated, and receive sentences that are approximately 23% longer (p <

0.01). Defendants above the sex offender cutoff are 6 percentage points (p < 0.01)

more likely to be incarcerated, and receive sentences that are approximately 34% longer

(p < 0.001). All together, these results imply that judges and/or prosecutors do pay

attention to the recommendations associated with the risk assessment, and adjust their

sentences accordingly.

Of course, if the risk assessment only changed sentencing for defendants at the

margins of the different risk classifications then there is no reason to expect large

gains. The efficiency gains that policy simulations predicted come from releasing low

risk defendants who otherwise would have been incarcerated, or incarcerating high risk

defendants who otherwise would have gone free. Testing changes in sentencing for

defendants at the tails of the risk score distribution would be straightforward if we

had risk assessment information for defendants sentenced before risk assessment was

adopted. Unfortunately this data is not available. We do, however, have access to

much of the same information that is used to calculate the risk score: age, gender (for

most defendants), offense and criminal history. Using this information we are able to

calculate risk score predictions for nonviolent risk-assessment-eligible defendants. We

use a triple-differences specification, to evaluate how risk assessment affected sentencing

at various quintiles of the predicted risk score distribution. More details about this

process, as well as the table of results, are available in Appendix Section A.2 and

Table A1. In sum, we find that risk assessment adoption also influenced sentencing

at the tails of the risk score distribution. Sentence lengths increased by about 10%

for defendants in the highest risk score quintile and declined by approximately 7% for

defendants in the lowest risk score quintile after risk assessment was adopted
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While there is ample evidence that judges used the risk scores, compliance was far

from perfect. In fact, judges followed the recommendation for diversion in less than half

(44%) of the nonviolent cases for which diversion was recommended.21 Even though

the risk score is influential, judicial discretion still plays a substantial role.

4.2 Did risk assessment reduce incarceration and/or re-

offending?

In this section we evaluate how the adoption of risk assessment affects average

incarceration rates, sentence lengths and recidivism compared to the status quo (i.e.

sentencing without risk assessment). Our primary method of analysis is a difference-

in-difference research design that compares outcomes before/after the adoption of risk

assessment for defendants who are/are not eligible for risk assessment. Thus we are

comparing outcomes during the time period in which risk assessment is used to out-

comes during the period right before its adoption, controlling for any changes over

time that would impact risk-assessment-eligible and -ineligible defendants similarly.

We estimate the impacts of the sex offender risk assessment and the nonviolent risk

assessment jointly as shown in Equation 2:

(2)Yi = α+ Post02i ∗NV eligiblei ∗ β0 + Post01i ∗ Sex offenderi ∗ β1
+NV eligiblei ∗ β2 +Sex offenderi ∗ β3 +Post02i ∗ β4 +Post01i ∗ β5
+Xi ∗ β6 + ψi

Each observation i consists of a single case. Post02 refers to the period after nonvi-

olent risk assessment is adopted and NV eligible refers to nonviolent risk-assessment-

eligible cases. Post01 refers to the time period after the sex offender risk assessment

is adopted, and Sex offender is an indicator for sex offender cases. Covariates (X)

include the guidelines-recommended sentence, offense, age, recent prior charges, judge

fixed effects, and fixed effects for the month, year and week-day of sentencing. Obser-

vations i are at the case level.

As discussed in Section 2, we drop defendants convicted of sexual assault; our

difference-in-differences estimates for the sex offender risk assessment pertain only to

people convicted of rape. In addition, we drop circuits that participated in the pilot

program and thus were already using a (different) risk assessment tool. Our primary

specification includes cases that were sentenced within two years before and two years

after risk assessment was adopted. Since the two risk assessments were adopted in

subsequent years, our sample includes the five years encompassing fiscal years 2000-

2004. Motivated in part by the design-based inference methods proposed in Abadie

21Research by Garrett et al. (2019) suggests that judges are more likely to divert low risk defendants if
some sort of alternative sanction, such as mental health treatment, is available in that county.
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et al. (2017) we cluster standard errors at the level of the judge. Judges vary in the

extent to which they use the risk assessment tool, meaning that defendants seen by

different judges have varying levels of ‘treatment’. Just as a medical trial that assigned

varying intensities of treatment to different clusters of people (e.g. different hospitals)

would cluster at the level of treatment assignment, we cluster at the level of judge

assignment. With the exception of large counties in which there are multiple judges,

this is effectively clustering at the county level.

The difference-in-differences estimates are shown in Table 3. The odd columns

do not include controls; the even columns do. Columns 1 – 4 show risk assessment’s

impact on sentencing: both the probability of incarceration and the sentence length

with an arcsinh transform. We find no evidence that the nonviolent risk assessment led

to a net change in either the probability of incarceration or the length of the sentence.

The coefficients are small, precisely estimated, and statistically insignificant. We find,

however, that the sex offender risk assessment led to a five percentage point decline in

the probability of being incarcerated (p < 0.01) and an approximate 24% decline in

the sentence length (p < 0.05).

Interestingly, the net sentencing effects are quite different from what one might have

expected based on how the risk assessment was incorporated into sentence recommen-

dations. Both the nonviolent risk assessment and the sex offender risk assessment were

incorporated in a unidirectional manner: to lower sentences for nonviolent offenders

and increase sentences for sex offenders. Yet sentences remain the same for nonviolent

offenders and went in the opposite direction for those convicted of rape. What is going

on here?

Subsection 4.1 showed us that, at least around the margins, the sentencing recom-

mendations associated with the risk classification affected sentencing decisions. But

apparently judges responded as much to the absence of the recommendation as they

did to the recommendation itself. To whatever extent risk assessment increased the

diversion rate for nonviolent offenders who received a recommendation for diversion –

those who scored below the cutoff – it must have decreased the diversion rate for those

who did not. To whatever extent it increased sentences for sex offenders who were

recommended for a longer sentence – those who scored above the cutoff – it must have

decreased sentences even more for those who were not.

Note that neither risk assessment provides any absolute information about the sta-

tistical likelihood of recidivism. The only information it provides is relative information:

information about how a defendant scores relative to the cohort. Thus the decline in

the likelihood of incarceration for sex offenders is particularly interesting. It is possible

that this is a simple information story: the sex offender risk assessment taught judges

that defendants were less risky on average than they had previously believed. However,
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this hypothesis is hard to reconcile with the fact that the risk assessment conveyed no

information about the statistical likelihood of reoffending. We believe this evidence is

most consistent with the ‘Willie Horton’ hypothesis: that judges feel more comfortable

releasing defendants when they can point to the low risk-assessment score as a second

opinion to support their decision. This is a theory that was expressed to us by multi-

ple judges during the course of our research. And concern about public backlash when

granting lenient sentences to those convicted of sex offenses is not just hypothetical.

In 2016, Judge Aaron Persky gave only a six month jail sentence to a Stanford student

who had been convicted of sexual assault. This resulted in huge public backlash. Aaron

Persky became a household name, and activists mounted a successful recall movement

that cost him his job. If the Stanford student had received a low risk score, this would

almost certainly be cited to help defend the low sentence he received. It may not have

changed the fate of Judge Persky, but it may change outcomes in more marginal sit-

uations, or in cases where an apparently low-risk offender went on to commit another

crime.

Although one of the policy goals for nonviolent risk assessment – lowering jail and

prison populations – was not met, the policy may still have led to a more efficient use

of criminal justice resources: lowering average recidivism rates by incarcerating those

at higher risk to reoffend and releasing those at a lower risk. Unfortunately, there is

little evidence that this happened. Our main recidivism measure is the likelihood of a

new felony conviction within three years of the initial conviction. The point estimates

on recidivism outcomes, shown in Columns 5 and 6 of Table 3, are positive and statis-

tically significant, albeit small. They suggest that the nonviolent risk assessment led

to an increase of about one percentage point in the likelihood that offenders would be

convicted of a new felony charge within three years. We explore potential explanations

for why risk assessment use did not lead to a reduction in recidivism in Sections 5 and

6. (We do not report recidivism results for sex offenders. Their sentences are very long

and their recidivism rates are very low, making it hard to detect any change.)

4.3 Did risk assessment use affect race/age disparities?

We next evaluate whether the adoption of the nonviolent risk assessment affected

defendants differently by race or age. Due to small sample size we do not test for

heterogeneity in the impacts of the sex offender risk score.

As Figures 1a and b show, the added information provided by the risk assessment

score directs judges towards relatively harsher sentences for young and black defen-

dants, at least compared to older and white defendants. If the sentence guidelines

are a set of instructions from the state to the judge, and the risk assessments are an

amendment to those instructions, this amendment is unfavorable to black people and
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to young people. However, the simple fact that black and young defendants tend to

have higher risk scores does not automatically mean that adoption of the risk score will

lead to harsher sentences for these two groups. If judges are already sentencing in a

racially biased manner, it’s unclear whether or not risk assessment will make this worse.

Statistical discrimination adds an extra layer of complication. Presumably, the judges

are conducting some sort of intuitive evaluation of the risk a defendant poses. Lacking

more detailed information about risk, they may make generalizations – either accurate

or not – about offending rates based on age and race. In the presence of statistical

discrimination, changing the amount of information available can have counterintuitive

effects. In the hiring context, scholars have found that removing information about the

criminal record lowers hiring rates for black applicants since it increases the likelihood

that employers will use race as a proxy for criminal history (Doleac and Hansen, 2018;

Agan and Starr, 2017). Since the risk assessment increases the amount of information

available to the judge, it could lower statistical discrimination and prove net-beneficial

to young and black defendants.

Theory provides no clear answers about risk assessment’s expected impact on racial

disparities. The little empirical research currently available in the pretrial context has

documented an increase in race disparities after risk assessment was adopted, although

this is largely due to regional variation in take-up (Stevenson, 2019; Albright, 2019). A

vignette study conducted on a sample of practicing judges shows that risk assessment

use increased socioeconomic disparities in sentencing, potentially by triggering negative

stereotypes about poor people (Skeem et al., 2019). We are unaware of any prior

empirical work on risk assessments impact on age disparities.

We test whether risk assessment affects defendants differently by race or age using

a triple differences research design, as shown in Equation 3. Depending on the specifi-

cation, Z is an indicator for being black or being under the age of 23. The rest of the

variables are as described above.

Yi = α+Post02i ∗NV eligiblei ∗β0 +Post02i ∗NV eligiblei ∗Z ∗β1 +NV eligiblei
∗β2+Post02i∗β3+Zi∗β4+NV eligiblei∗Zi∗β5+Post02i∗Zi∗β6+Xi∗β7+γi

(3)

Our sample for heterogeneity analysis is restricted to fiscal years 2001-2004: two

years before and two years after the nonviolent risk assessment was adopted. Alexan-

dria and Fairfax counties are omitted from the racial disparities specification, since

race information is not available for these jurisdictions. We drop sex offenders in order

to focus on the impact of the nonviolent risk assessment. Results are shown in Table

4. We see no evidence that racial disparities in sentencing changed after the adoption

of the nonviolent risk assessment. The point estimates (β1) are small and statistically

21

 Electronic copy available at: https://ssrn.com/abstract=3489440 



insignificant, although the standard errors are large enough that we can’t rule out a

moderate (12%) increase in the sentence length. We do, however, see a relative in-

crease in sentence severity for young defendants. Defendants under the age of 23 are

four percentage points more likely to be incarcerated and receive sentences that are

approximately 12% longer.

Recidivism results by race and age are reported in Appendix Table A2. As expected,

standard errors on these outcomes are substantially larger than in the difference-in-

differences specification. The point estimates suggest a small relative decline in re-

cidivism for young offenders, consistent with an incapacitation effect due to increased

incarceration. However, the estimates are too noisy to draw clear inference.

4.4 Robustness tests and event-study graphical analysis

The ‘parallel trends’ assumption under which the difference-in-differences estimates

can be interpreted causally is that trends in outcomes between treated and control

group would have been parallel after the reform had it not been for the adoption of risk

assessment. One potential challenge to this assumption is that prosecutors may have

changed charging practices in response to the adoption of risk assessment, thus changing

both the frequency and composition of risk-assessment-eligible cases at the same time

that risk assessment was adopted. As demonstrated in Appendix Figure A.2, we find

no evidence that the frequency of either nonviolent risk-assessment-eligible cases or

rape cases changed when their respective risk assessments were adopted. Furthermore,

by comparing even and odd columns in Table 3 we find that the estimates are stable to

the inclusion of covariates, even though these covariates increase the R2 substantially.

While not dispositive, this eases concerns about changes in the composition of cases

occurring at the time of risk assessment adoption.

In order to evaluate whether outcome trends were parallel before risk assessment

adoption, and to verify that the decline in sentencing for sex offenders was coincident

with the adoption of risk assessment, we add lag and lead indicators to our main

specification. In particular, we generate dummy indicators for each fiscal year 1999-

2006, as well as interactions between these dummies and risk assessment eligibility. This

specification is shown in Equation 4, where laglead indicates the eight year dummies

and the other variables are as defined above.

(4)Yi = α+ lagleadi ∗NV eligiblei ∗ β0 + lagleadi ∗ Sex eligiblei ∗ β1
+NV eligiblei ∗ β2 +Sex eligiblei ∗ β4 + lagleadi ∗ β5 + γ ∗Xi + εi

Figures 4a-e shows coefficient plots for β0 and β1, where the dummy for the year

before risk assessment adoption is dropped to serve as a baseline. While there is some

year-on-year noise, there is no evidence of divergent trends between those who are/are
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not eligible for the risk assessment before the reform. Nor do we see any evidence

that average sentences or recidivism for nonviolent offenders changed after the reform,

consistent with the small, mostly statistically insignificant coefficients shown in Table

3. For sex offenders, we see a decline in both the probability of incarceration and the

sentence length in the years immediately after the reform.

We also conduct an event-study style graphical analysis of the triple-differences

specifications, with the sentence length as the outcome. In particular, we substitute

post02 in Equation 3 with a set of lag/lead dummy variables in order to get a better

sense of the timing of the changes. The age specification includes eight year-dummies,

from fiscal year 1999 to 2006; in the race specification we are only able to document

trends from 2001 to 2006. Figures 5a and b present the results. There is no visual

evidence of diverging outcomes in the years prior to risk assessment adoption. However,

there is an increase in the sentence length for defendants under the age of 23, coincident

with the adoption of risk assessment.

We conduct a variety of tests to ensure that our estimates for risk assessment’s

impact on average sentencing and recidivism are robust to various ways of defining the

sample. These results are shown in Appendix Tables A3 and A4. First, we show that

our results are robust to varying the sample time window. In our main specification, we

used 5 years of data. Results are generally similar using 3, 7, and 9 year samples as well.

We then showed that our results are robust to different ways of defining the control

groups. We select two alternative control groups for nonviolent risk assessment eligible

defendants: those convicted of a nonviolent offense but who were risk-assessment-

ineligible, and those who were convicted of an offense type for which there was no risk

assessment. We select one alternative control group for the sex offenders: defendants

who were convicted of violent offenses. Results are qualitatively similar using these

alternative control groups.

We also use alternate measures of recidivism to evaluate whether our estimates

of risk assessment’s impact on recidivism are robust. In particular, we test to see if

risk assessment led to a change in new felony convictions for crimes committed within

various time windows after sentencing (6 months and 1, 3, 5, or 7 years). We also use

an alternative measure of recidivism: having new felony charges for offenses committed

after sentencing within the same five time windows listed above. This outcome is only

available for the cases in which we were able to match to the court data, thus we

drop fiscal year 2000 as well as Alexandria and Fairfax counties. Results are shown in

Appendix Table A5. The top panel uses the full sample and the new felony conviction

measure but with varying time windows. The middle panel continues to use the new

felony conviction measure with varying time windows, but the sample is restricted to

exclude Alexandria and Fairfax. The outcome measure in the bottom panel is the
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likelihood of receiving a new felony charge within varying time windows; Alexandria

and Fairfax are dropped because data is unavailable. Across these 15 specifications,

few estimates are statistically significant. There is some evidence that risk assessment

use may have led to a decline in the likelihood of receiving a new felony charge within

five or seven years, although the estimates are only statistically significant at the 10%

level. However, the coefficient on the sentence length is positive in this subsample,

suggesting that sentence lengths may have increased by about 4%, again significant at

the 10% level. If sentences increase slightly then recidivism may decline mechanically

due to an incapacitation effect.

Across a variety of specifications, there is little evidence that the nonviolent risk

assessment led to a more efficient use of jail and prison beds. The specification most

favorable to risk assessment suggests that it led to a slight decline in the likelihood of

receiving new charges within 5-7 years. However, average sentences increased in this

subsample, so it would be difficult to conclude that this is due to improved information

about risk. The evidence does not support the type of dramatic gains that policy

simulations of risk assessment had predicted.

5 The role of discretion

In the previous section, we saw that the real-world impacts of risk assessment

often differed from what was expected. In order to better understand the results, this

section explores how judges/prosecutors use their discretion to follow or ignore the

recommendations associated with the risk assessment. Our analysis focuses on the

nonviolent risk assessment due to the small sample of sex offenders. First, we test to

see what factors predict deviation from the algorithm. Second, we conduct simulations

to see how race/age disparities would have changed if judges had fully complied with

the sentencing recommendations associated with the algorithm. Third, we conduct

an exploratory analysis to see how sentencing and recidivism changed in the subset

of courts where risk assessment appeared most influential. Finally, we evaluate risk

assessment’s influence over time.

5.1 What factors predict deviation from the algorithm-

recommended sentence?

While Subsection 4.1 showed that sentencing was influenced by the risk assessment,

judges still made ample use of their discretion to ignore the sentencing recommenda-

tions associated with the algorithm. In this section we consider several hypotheses that

may explain why judges deviate. First, judges may ignore the risk assessment if they
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believe a defendant to be higher or lower risk than the risk score says. If their beliefs

are correct, these deviations would be a beneficial complement to the algorithm. If

they are incorrect, they would reduce the efficacy of the tool.

Judges may also deviate from the risk score if they believe, either consciously or

unconsciously, that it is mis-calibrated for people of different races. For instance they

may be less likely to trust a low-risk classification for black defendants than for white

defendants. Alternatively, they may believe that the risk assessment is biased against

black defendants, and may try to compensate for this by treating black defendants

more leniently than white defendants with the same risk score.

Finally, judges may deviate from the risk score when they are considering fac-

tors besides risk when making the sentencing decision. For instance, judges may be

considering culpability, external effects on family/community, or whether some other

characteristic of the case evokes mercy.

We explore these different hypotheses by testing which factors predict deviation

from the risk assessment. In particular, we regress a dummy that is equal to one if the

judge grants the defendant a diversion from jail or prison on each factor, controlling

for the exact risk score and the exact guidelines-recommended sentence. The top panel

shows results for defendants with a low risk score: those who received a recommenda-

tion for diversion. The bottom panel shows results for defendants who did not receive

a diversion recommendation. The first factor we consider is an alternative risk score

that we build ourselves using a random forest model on a sample of nonviolent offend-

ers sentenced during the two years before risk assessment was adopted statewide.22

If judges are deviating because they have risk information not captured by the real

risk assessment tool, this might be detectable with our alternative measure. However,

as can be seen in Column 1 of Table 5 we find no evidence that recidivism risk, as

measured by our alternative prediction tool, is correlated with the decision to deviate.

We next test to see how race affects the likelihood of deviating. Column 2 shows

that judges are about three percentage points less likely to grant diversion to black

defendants in the highest risk category than to white defendants with similar risk scores

and guidelines-recommended sentences. The difference is not statistically significant in

the low risk sample.

We then test to see how employment status, young age and gender affect judges’

decision-making, since these factors may evoke more mercy-based rationales in sentenc-

22Like the real risk assessment, our target variable is the likelihood of a new felony conviction within
three years. Our input variables include age, gender, offense, the total score for each of the three sentence-
guidelines worksheets, and all the criminal history variables from the first page of the worksheets. This
includes additional current offenses, prior against-person felonies, prior drug felonies, prior property felonies,
prior convictions, prior incarcerations, recent legal restraints, prior juvenile incarcerations, prior misdemeanor
convictions, and prior weapons offenses. We restrict the training sample to those who received a non-carceral
sentence since recidivism is unobserved during the time period of incarceration.
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ing. Judges may feel more sympathy for a defendant who engages in illegal commerce

due to poverty. Judges may choose leniency for young defendants either due to their

more limited culpability, or the adverse consequences that incarceration may have on

the impressionable. Finally, judges may hesitate to incarcerate women due to concerns

about separating them from their children. Consistent with the mercy hypothesis, we

find that judges are more likely to divert defendants who are unemployed, young or fe-

male. The effects are particularly pronounced for young defendants: defendants under

the age of 23 are 6-7 percentage points (P < 0.001) more likely to be diverted than

older defendants. This is true both in the low risk sample, where the mean diversion

rate is 44%, and the high risk sample, where the mean diversion rate is only 16%.

Our hypotheses are exploratory, but the regression results demonstrate that devi-

ation from the risk score is non-random. Judges are choosing to follow/ignore the risk

assessment because other factors are at play in their decision, with disparate impact

on different demographic groups. The risk score itself embeds disparities. But judicial

discretion in its use can both exacerbate them (black defendants) and reduce them

(young defendants).

5.2 How would race/age disparities have changed if there

was full compliance with the algorithm?

In this subsection we conduct a simulation to see how race/age disparities would

have changed if judges had fully complied with the sentencing recommendations as-

sociated with the nonviolent risk assessment. Since the thought experiment we are

interested in is the comparison between sentencing done by human intuition and sen-

tencing done by algorithm, we develop the following guidelines for our simulations.

First, ‘sentencing by algorithm’ entails a uniformity requirement, meaning that differ-

ences across defendants and cases only impact sentencing through their impact on the

risk score and the guidelines-recommended sentence. Thus, a person with the same

risk score and guidelines-recommended sentence would receive the same sentence, re-

gardless of race, age, gender, or any other personal characteristic. ‘Sentencing by

algorithm’ also requires a policy that maps the risk score to the sentence. Here we

follow Virginia policy: for nonviolent offenders whose score is below the low-risk cut-

off, our simulations assign a non-carceral sentence. (In alternative specifications, we

revise this so that full compliance is defined as a 6 or 12 month jail sentence for those

whose guidelines-recommended sentence is prison.) For defendants whose score is above

the low-risk cutoff, we simply impose the uniformity requirement, and assign them a

predicted sentence based on their risk score and guidelines-recommended sentence.23

23Since these predictions are generated by training a model on actual sentences, we are deferring to
judicial discretion in the extent to which risk scores should influence sentencing in the absence of specific
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We use the same triple-differences specifications described in Sections 4.2 and 4.3

to estimate the effect of full compliance with the algorithm. In these simulations, the

sentence of defendants who received a risk score is replaced with the sentence they

would have received if judges had fully complied with the algorithm. Defendants who

did not receive a risk score – either because they were sentenced before risk assessment

was adopted, or because they were not risk-assessment-eligible – do not have their

sentences altered. The simulated sentences are summarized below:

• Nonviolent offenders whose risk scores are below the low-risk cutoff are assigned

non-carceral sentences (sentence length = 0).

• Nonviolent offenders whose risk scores are above the low-risk cutoff are assigned

sentences based on the predictions of a random forest algorithm whose only inputs

are the guidelines-recommended sentence and the risk score.24

• Defendants who did not receive a risk score were assigned their actual sentence.

This includes all defendants sentenced before the nonviolent risk assessment was

adopted as well as those who did not receive one because they were ineligible.

Using the triple-differences specification shown in Equation 3, with our simulated

sentences as the outcome variable, we estimate how full compliance with the algorithm

would have affected race/age disparities in sentencing. These results are shown in Table

6. First, we see that the relative probability of incarceration for black defendants would

have gone up by 3.7 percentage points relative to white defendants. The coefficient on

the sentence length is not statistically significant, but corresponds to an approximate

8% increase in black sentences relative to white.

The estimates for age disparities are striking. The relative probability of incarcer-

ation for young defendants would have increased by 15 percentage points, and relative

sentence lengths for young defendants would have increased by approximately 45%.

These simulations suggest that, even though age disparities increased after risk

assessment was adopted, judicial discretion minimized the full impact on young people.

Young age is one of the most important predictors of future offending and, accordingly,

is given large weight in virtually every risk assessment tool (Stevenson and Slobogin,

2018). If the goal at sentencing is to prevent future crime by incarcerating those who

pose the highest risk of committing it, then jails and prisons should be full of young

people. Sentencing by algorithm would achieve just that. Yet many would argue that

this is undesirable. There is a long history of leniency in criminal justice for teenagers

and young adults. Every state has a separate justice system for people below a certain

recommendations. However, since the only predictors are the risk score and the recommended sentence, we
are imposing the uniformity requirement described above.

24This model is trained on all defendants who received a nonviolent risk score in fiscal years 2003-2004.
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age, usually 18 years. Recent movements have pushed to increase the maximum age for

juvenile justice even further. Vermont will raise the age for juvenile justice courts to 20

years by 2022, and Massachusetts, Illinois, and Connecticut have proposals to raise the

age to 21.25 A number of states have youthful offender’ provisions that call for more

lenient treatment of offenders tried in adult court who are under a certain age (e.g.,

21 or 25).26 Leniency for youthful offenders is often motivated by the idea that young

people are less culpable. Their brains are still developing; they are more impulsive,

more susceptible to peer influence. Many will simply grow out of the lawbreaking phase.

Given this history, it seems unlikely that judges are simply making prediction errors

when they divert young people. Rather, they are pursuing goals that are in conflict

with risk-based sentencing. If one of the most important inputs to risk assessment is

effectively ‘off-limits’, then the risk assessment is handicapped. Expectations as to the

extent to which its use will increase efficiency should be revised downward.

The results for age disparities are very robust. Regardless of how ‘full compliance’

is defined, it results in a large relative increase in sentences for young defendants. The

results for race disparities are less robust. If full compliance is defined so that defen-

dants are assigned shorter jail sentences (6 or 12 months) if they are recommended for

diversion but have a guidelines-recommended sentence of prison, then the coefficients

on race disparities shrink and lose statistical significance. This is because racial dispar-

ities in the algorithm are amplified when policies map low risk scores onto sentences

that are very different from high risk scores.

Why do simulations suggest that full compliance with the risk algorithm would

have disadvantaged young people so much more than it would have disadvantaged

black people? Both groups have high risk scores. The key is ‘compared to what’.

If judges sentence in a racially disparate manner without a formal risk assessment,

risk assessment tools may not increase the race gap. Age is different. When judges

have discretion, they do not sentence young offenders as severely as risk assessments

recommend.

5.3 Analyzing effects for the ‘most responsive’ judges

In this subsection, we conduct an exploratory analysis to evaluate how risk assess-

ment affected sentencing and recidivism among the subset of judges that appeared to

use risk assessment most. In some senses, this is similar in spirit to our previous exer-

cise. We are engaging in a thought experiment to evaluate how sentencing would change

if the algorithm played a greater role. There are two important differences, however.

25https://chronicleofsocialchange.org/youth-services-insider/juvenile-justice-raise-the-age-vermont-
missouri-state-legislation/31430

26See, e.g., FLA. STAT. 958.04; GA. CODE. ANN. 42-7-2; N.J. STAT. ANN. 30:4-148 (West 2018).
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First, we are testing what judges actually do, not just a simulated hypothetical. Judges

still have, and utilize, discretion to deviate from the risk assessment at will. Second,

we can evaluate recidivism effects in courts that appear to use risk assessment most.

We refrain from doing this in our simulations due to the highly speculative nature of

inferring counterfactual criminal activity for defendants who were incarcerated.

Qualitative research has found that Virginia judges vary significantly in their views

of risk assessment. In a statewide survey only half “always” or “almost always” con-

sider the results of the nonviolent risk assessment in sentencing. In contrast, 38%

rely “primarily on judicial experience” when making decisions (Monahan et al., 2018).

As one particularly dry Virginia judge puts it “I also don’t go to psychics” (Garrett

and Monahan, 2018b). Our strategy entails measuring judge-responsiveness by the

magnitude of the discontinuity around the low risk cutoff. In particular, we generate

regression discontinuity estimates at the judge level: judges for whom the RD esti-

mate is large are classified as more responsive to the risk score. We then redo both

the difference-in-differences and the triple-differences analyses from Section 4 on the

subsample of ‘most responsive’ courts.

Table 7 shows results from the subset of judges that appear to use risk assessment

most. This subset includes all judges whose RD estimate is greater than the median in

a regression discontinuity with a bandwidth of seven and probability of incarceration as

the outcome.27 Most of the results look similar to what was shown with the full sample.

There is no evidence that the nonviolent risk assessment affected average sentencing

or that it reduced recidivism. Sentences declined for sex offenders and increased for

the young. Note, however, that the increase in sentences for the young is of similar

estimated magnitude to the full sample, and substantially less than would be seen in

full compliance. Even though judges are using the risk assessment more, they still use

their discretion to minimize its impact on young people. This could help explain why

risk assessment use did not lead to a detectable decline in recidivism.

The most striking difference between this subset analysis and the full sample is

that here we see an increase in racial disparities. The probability of incarceration for

black defendants increased by about four percentage points (P < 0.10) relative to white

defendants, and the length of the sentence increased by approximately 17% (P < 0.05).

This increase is partially due to racial disparities in the risk score, but partially due

to the fact that, as in the full sample, judges are more likely to deviate downward for

white defendants with high risk scores than black.

How should we interpret these results? In particular, how should we interpret the

provocative finding that racial disparities increased after risk assessment was adopted

27In alternative specifications, we vary between bandwidths of 4, 7, and 10, and use the sentence length
as the outcome in the RD regressions. The full set of results for these different specifications is shown in
Appendix Table A6 and is qualitatively similar to the chosen specification.
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among the ‘most-responsive’ judges? We acknowledge that our measure of risk-assessment

responsiveness is noisy. We are partially selecting our subsample based on risk assess-

ments’ impact and partially based on idiosyncratic factors that led to higher sentences

for defendants just above the threshold. This noise is likely to increase type II errors

in the difference-in-differences and triple differences specifications. However, with the

finding of increased racial disparity, we are more concerned about type I errors. Does

the fact that we are selecting partially on noise around the cutoff increase the likelihood

of false positives? We don’t believe so. We see little reason why this noise should be

correlated with a change in sentencing trends across races for nonviolent offenders at

the time of risk assessments’ adoption. If we are selecting on a factor that is orthogonal

to treatment it should not increase the likelihood that we falsely reject the null.

That being said, what sort of external validity does this result have? Judges who

respond more to the risk assessment algorithm may differ in other ways from the

less responsive judges.28 Thus, while we consider the increase in racial disparities

documented in this subsection to be a red flag on a very important issue, we hesitate

to draw more general conclusions about how intensity of risk assessment use would

impact people of color.

5.4 How does risk assessment use change over time?

Finally, we inquire as to how risk assessment use changes over time. Evaluating

use over time provides indirect evidence on how useful judges find the tool. It also

provides evidence about the extent to which our difference-in-differences and triple-

differences results generalize to more recent time periods in Virginia. If risk assessment

use increases, then our estimates from Section 4 might understate the impact of risk

assessment. If risk assessment use decreases, then our results might be thought of as

an upper bound on risk assessment’s impact.

Our primary metric for evaluating the extent to which risk assessment was influen-

tial is the magnitude of the sentencing discontinuity around the high risk cutoff. Thus,

to examine risk assessment’s use over time, we analyze changes in the magnitude of the

discontinuity over time. Specifically, we conduct regression discontinuity estimates as

described in Equation 1 on rolling two-year samples: first fiscal years 2003-2004; then

fiscal years 2004-2005; and so forth. Figure 6a shows results with sentence length as

the outcome and using a bandwidth of 7; we find similar results with bandwidths of 4

and 10, as well as with using the probability of incarceration as the outcome. Disconti-

nuities are greatest in the first two years of risk assessment use: fiscal years 2003-2004,

28We have investigated to see whether judge responsiveness to the risk assessment correlates with the
judges’ experience, sentencing severity, or level of sentencing disparity across races. In general, the results
are not robust enough to warrant inclusion.
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the leftmost coefficient shown in the plot shown in the plot. By fiscal years 2004-2005

the discontinuity has already declined. While there is some year-on-year variation, the

95% confidence interval includes zero in most of the subsequent time periods.

We provide an alternative metric for evaluating the extent to which judges use the

risk assessment: the fraction of low-risk defendants who receive a diversion. Figure

6b plots this by year from 1998 (the adoption of the pilot risk assessment) through

2017. There is a gentle downward trend in the fraction of low risk defendants granted

diversion: 45-50% in the earlier years down to 35-40% in the later years

Judges appear to respond most to the tool when it was first introduced. This could

be because the tool was particularly salient in the early years: new things generate

attention, and trainings brought reminders and encouraged use. The decline may also

be because judges tried it but did not find it to be useful.

6 Other challenges to risk assessment’s efficacy

If the risk assessment had worked as intended, the change in the distribution of

those incarcerated (shifting jail beds towards those at the highest risk of reoffending)

should have led to a net decline in reoffending. There is no evidence this happened. In

the previous section we proposed one potential explanation: a reluctance to incarcerate

young defendants despite their high statistical risk of reoffending. In this section we

explore two alternative hypotheses for why we didn’t see a decline in recidivism. First,

we inquire as to whether the criminogenic effects of incarceration effectively canceled

out the incapacitative effects for higher risk defendants. Second, we ask whether the

risk assessment tool simply wasn’t very good - and whether it’s possible to build a

better one.

6.1 Did criminogenic effects cancel out incapacitation?

Some scholars have argued that incarceration is criminogenic, i.e. that the experi-

ence of incarceration makes someone more likely to commit crime after release. This

could be due to peer effects during incarceration, the decay of human capital, or dif-

ficulties in finding employment after release (Bayer et al., 2009; Stevenson, 2017). If

incarceration is criminogenic, then the net effects of incarcerating more high-risk people

are ambiguous, and could even lead to an increase in future offending. Thus one poten-

tial explanation for why risk assessment led to no detectable reduction in recidivism is

that the criminogenic effects of incarceration for high-risk-score defendants effectively

canceled out the incapacitative effects. We explore this hypothesis in this subsection.

Prior research on the criminogenic effects of incarceration has come to varying

conclusions. Most papers that have attempted to identify the causal impact of incar-
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ceration on post-release offending have exploited random assignment to judges with

varying propensities to incarcerate. Several studies using this method have found ev-

idence supporting the criminogenic channel (Mueller-Smith, 2015; Aizer and Doyle,

2009), but others have not (Kling, 2006; Loeffler, 2013). Another recent study, using

regression discontinuity with a sentence guidelines score as the running variable, found

no evidence for a criminogenic effect (Rose and Tov, 2018).

We return to our discontinuity-in-risk-score specification described in the Equation

1 to provide new evidence on how incarceration affects recidivism. If the criminogenic

effect dominates the incapacitative effect then we would expect to see increased recidi-

vism rates for defendants right above the low-risk cutoff, since these defendants were

more likely to be incarcerated and had longer sentences. Table 8 presents reduced form

results as well as instrumental variables estimates for the impact that sentence length

has on recidivism, using sentencing discontinuities around the low-risk threshold as

an instrument. We use new felony charges as our recidivism measure. Even though

this means we need to drop Alexandria and Fairfax counties, the higher recidivism

rates using this measure increases our power to detect effects.29 Our sample includes

nonviolent offenders with a risk score in fiscal years 2003-2004. Columns 1-2 shows

how the high-risk classification increases the probability of sentence and the length of

the sentence (with an arcsinh transform) for defendants at the margin. Columns 3-5

show reduced form estimates where the outcome in Equation 1 is recidivism within

a one, three, and seven year window. Columns 6-8 shows results from the fuzzy RD

estimation, where the endogenous variable is the sentence length, i.e. Column 2 is the

first stage.

If incarceration reduces criminal activity through incapacitation but then subse-

quently increases it through its criminogenic effects, we expect to see coefficients that

are negative for shorter recidivism time windows and positive for longer ones. Instead,

we see only negative coefficients. The reduced form estimates show that defendants

whose score is right above the low-risk cutoff are 8 percentage points less likely to have

been charged with a new felony 3 years after sentencing (P < 0.05), and 6 percentage

points less likely to be charged with a new felony 7 years after sentencing (P < 0.05).

The five-year outcome is shown graphically in Figure 6a.

The IV estimates suggest that a doubling of the sentence length (from a mean of

about 11 months) leads to a 35 percentage point decline (P < 0.10) in the likelihood of

being charged with a new felony within three years, and a 26 percentage point decline

(P < 0.10) within seven years.

In Appendix Table 8 we conduct the same analysis with our sample limited to

defendants under the age of 23. Our sample size is substantially smaller. The results are

29Regression discontinuity results with new felony convictions as an outcome are statistically insignificant.
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not statistically significant, but the coefficients are negative and of a similar magnitude

to what was shown in Panel B.

In sum, incarceration lowers recidivism for compliers in our sample. If incarcera-

tion has a criminogenic effect, it is not large enough to cancel out the crime-reducing

channels of incapacitation and/or specific deterrence. Of course it’s possible that incar-

ceration is criminogenic only for the type of high-risk-score defendants who saw their

sentences increase after risk assessment was adopted. We can’t rule this out, but we

find no evidence to support this theory.

6.2 Is the risk assessment tool just bad at predicting re-

cidivism?

Perhaps the risk assessment did not bring about the desired results because it

provided poor information about recidivism. This could be for several reasons. First

it was trained on data that suffers from sample selection issues (Bushway and Smith,

2007). Since recidivism data is not available during the time period when offenders are

incarcerated, researchers need to either drop them from the training model or include

them after they were released - in which case they a) are older, and b) have different

life circumstances, networks, and noncognitive traits due to incarceration. We refer

to this as the ‘missing data’ problem. Second, the risk score uses integer weights in

a simple algorithm developed through logistic regression, and therefore would not be

able to pick up any interactions or nonlinearities that might help improve prediction.

Third, even without problems of missing data or model constraints, recidivism may

simply be hard to predict.

The traditional way of evaluating a risk score, known as a ‘validation study’ in the

risk assessment literature, is to test how well it predicts recidivism among released

defendants. Since risk assessments are trained on released defendants, it is expected

to perform better on this group. However, risk assessments are expected to be less ac-

curate for the type of defendant who is unlikely to be released, since the missing-data

problem is more relevant to this group. If the predictive power of the tool declines

substantially in the probability of incarceration, then the risk assessment tool may be

only one-way informative: it provides good information about which released defen-

dants have the highest recidivism risk, but bad information about which incarcerated

defendants pose a low risk. Since the nonviolent risk tool is designed to identify the

latter - to identify low risk defendants for diversion from jail or prison - this concern

is of particular importance.

We conduct several exercises to evaluate how well Virginia’s nonviolent risk tool

predicts recidivism. As a benchmark, we use an alternative risk assessment tool that
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we built using a random forest model. While we can do nothing about selection issues

in the data, the random forest model is better equipped to identify nonlinear and

interactive relationships between the predictor variables and recidivism. Our goal is to

evaluate how well the real risk assessment tool sorts defendants by crime propensity as

compared to our alternative risk tool.

The alternative risk score is trained on nonviolent offenders who received a non-

carceral sentence during the two years before risk assessment was adopted statewide.

Like the real risk assessment, our target variable is the likelihood of a new felony

conviction within three years. Our input variables include age, gender, offense, the

total score for each of the three sentence-guidelines worksheets, and all the criminal

history variables from the first page of the worksheets.30 Using this model, we generate

out-of-bag alternative risk scores for all nonviolent offenders sentenced in fiscal years

2003-2013.

The first thing worth noting is that, even in ideal circumstances, recidivism is hard

to predict. When we regress the recidivism dummy on indicators for each decile of

our alternative risk score, the adjusted R2 is less than 0.03. This is using our training

data, in which the risk prediction is optimized to perform well. The same regression

applied to the test sample of defendants with a non-carceral sentence in fiscal years

2003-2004 yields an adjusted R2 of less than 0.02. If we run a similar regression in

fiscal years 2003-2004, with the deciles of the real risk score instead of the deciles

of our alternative risk score, we also find an adjusted R2 of less than 0.02. If it were

possible to know the counterfactual crime rate for incarcerated defendants, and include

them in our regression, the R2 would almost certainly go down even further due to the

sample-selection issues outlined above.

Despite the low R2, both the real risk score and our alternative risk score success-

fully sort defendants by recidivism risk, at least among the sample of defendants who

receive a non-carceral sentence. The average recidivism rate for defendants in the high-

est risk decile is about 14 percentage points higher than recidivism in the lowest risk

decile (P <0.001, results not shown). This is true for both the real and our alternative

risk score.

The real question is how accurately the risk score predicts recidivism among the

type of defendants who receive carceral sentences. We cannot answer this question

fully. But we can provide an estimate for risk assessment’s accuracy among a group

of defendants who are unlikely to receive completely non-carceral sentence: those who

are on the margins of being sent to prison. (By definition, prison entails a sentence of

at least 12 months.)

30This includes additional current offenses, prior against-person felonies, prior drug felonies, prior property
felonies, prior convictions, prior incarcerations, recent legal restraints, prior juvenile incarcerations, prior
misdemeanor convictions, and prior weapons offenses.
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Our method uses an instrumental variables technique. In particular, we exploit dis-

continuities in a sentence guidelines score that determines whether or not the defendant

will be recommended for a prison sentence, known colloquially as the ‘in/out’ score.

Defendants who score above a certain cutoff in the in/out score will be recommended

for prison, defendants who score below that cutoff will not. We use this discontinu-

ity as an instrument to develop estimates of recidivism risk for defendants around the

margins of being recommended for prison. Here, recidivism risk is measured as the new

felony charges that would be averted if a group of defendants were incapacitated from

committing crime by incarceration. Incarceration averts more crimes for defendants

who pose a higher recidivism risk and fewer crimes for those that pose a low recidivism

risk.

To evaluate how well Virginia’s risk assessment sorts defendants at different levels of

recidivism risk, we first sort them into three terciles of the risk score. We use regression

discontinuity with the ‘in/out’ score as the running variable to develop estimates of

recidivism risk (i.e. incarceration’s impact on the likelihood of receiving new felony

charges) for defendants in each tercile. We then evaluate the gap between the recidivism

risk of defendants in the lowest and highest terciles. If the risk score successfully sorts

defendants, recidivism risk for the lowest tercile should be substantially lower than

recidivism risk for the highest tercile. We then repeat the analysis for our alternative

risk score: we divide the sample into terciles according to this alternative metric, run

the RD on each tercile, gather estimates of recidivism risk, and compare the recidivism

risk of the highest tercile to that of lowest.

This method is a little complex and we leave the details to Appendix A.3. Using

Virginia’s risk assessment we find that recidivism risk for defendants in the highest

tercile is about 13 percentage points higher than for defendants in the lowest tercile.

Using our risk score, recidivism risk is about 14 percentage points higher in the highest

tercile compared to the lowest. The results indicate that both the real risk score and

our alternative risk score successfully sort defendants by recidivism risk, even among

a sample that is likely to receive a carceral sentence.

To summarize: we find no evidence that Virginia’s nonviolent risk assessment is

impaired by its use of integer weights in a simple algorithm. In all tests, the real

risk assessment performed similarly to our alternative risk assessment generated with

a random forest algorithm. Both tools were able to successfully sort defendants with

a non-carceral sentence by recidivism risk. Both tools were able to successfully sort

defendants at the margins of a prison sentence by recidivism risk. But neither tool

explained more than a tiny fraction of the variation in recidivism. This is due to

structural issues, not to sample selection issues in the training data. Demographic data,

employment/marital status, and the criminal record provide only limited information
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about the likelihood someone will offend in the future.

7 Conclusion

In this paper, we document how the use of risk assessment affected judicial decision-

making and recidivism. Despite being adopted with an express decarceral purpose,

Virginia’s nonviolent risk assessment did not result in lower incarceration rates or

sentencing. Instead, incarceration was reallocated from those with lower risk scores to

those with higher risk scores. Theoretically, this should have reduced recidivism rates.

We find no evidence that this was the case. This can be at least partially explained

by the use of judicial discretion. Although risk assessment use did lead to a relative

increase in sentencing for young defendants, this increase was nowhere near as large as

it would have been if judges had fully complied with the sentencing recommendations

associated with the algorithm. Judges used their discretion to systematically divert

young offenders, despite their higher risk of reoffending. This is likely due to long-

standing practices of treating youth as a mitigating factor, as opposed to an error in

prediction. Since young age is one of the most important predictors of reoffending, a

preference for leniency for this group will curtail risk assessment’s expected benefits.

The disappointing recidivism results may also be partially explained by structural

challenges in predicting offending. Even in optimal circumstances, risk predictions

explain only a tiny fraction (low R2) of the variation in reoffending. Furthermore,

the data used to train risk assessment algorithms suffer from a missing data problem:

recidivism rates for incarcerated defendants are unobserved during the period of incar-

ceration. While we find that Virginia’s risk assessment successfully sorts at least some

defendants by recidivism risk, it’s unclear the extent to which this provides information

that wasn’t already known by judges. Over time, the use of risk assessment appeared

to decline, suggesting that judges did not find it useful.

We find mixed results on racial disparities. We find no evidence that risk assess-

ment affected racial disparities in sentencing statewide, although we cannot rule out

moderate increases in the sentence length. However, we find that racial disparities

increased in the courts that appear to use risk assessment most.

The sex offender risk assessment was incorporated into the sentence guidelines to

authorize an increase in sentences. But its use led to a net decrease in sentences.

Even though judges increased punitiveness for sex offenders with higher risk scores,

the increased leniency for sex offenders with low risk scores proved dominant.

In sum, we find that the real-world impacts of risk assessment differs from what

many had anticipated, in large part because the incentives of human decision-makers

were not taken into account. Policy simulations and debates about hypotheticals pro-
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vide no replacement for on-the-ground evaluation.
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Table 1: Summary statistics from fiscal year 2001

Nonviolent Nonviolent Sex Other ineligible
RA-eligible RA-ineligible offenses offenses

Variables from sentencing commission data:
Age 31.39 31.41 33.34 31.63
Age<23 0.26 0.29 0.25 0.29
Recent felony conviction 0.09 0.04 0.02 0.05
Drug 0.53 0.48 0.00 0.00
Larceny 0.30 0.32 0.00 0.00
Fraud 0.17 0.19 0.00 0.00
Rape 0.00 0.00 0.35 0.00
Sex assault 0.00 0.00 0.65 0.00
Burglary 0.00 0.00 0.00 0.21
Robbery 0.00 0.00 0.00 0.12
Assault 0.00 0.00 0.00 0.19
Traffic 0.00 0.00 0.00 0.33
Guidelines-recommended sentence 13.00 8.81 90.15 41.96
Pr(incarceration) 0.78 0.33 0.81 0.83
Sentence length (months) 9.95 6.66 73.82 37.81
New felony conviction - 3yr 0.16 0.12 0.02 0.09
Observations 7479 6439 700 6065
Variables from court data:
Black 0.65 0.55 0.39 0.52
Female 0.23 0.29 0.02 0.09
New felony charge - 3yr 0.40 0.33 0.16 0.26
Observations 6678 5570 594 5522

Note: This table provides summary statistics from fiscal year 2001, the year before the sex offender risk
assessment was adopted. All variables except for age, guidelines-recommended sentence and months of
incarceration are dummy variables. Age is measured in years and both the guidelines-recommended sen-
tence and the actual sentence is measured in months. The likelihood of receiving a new felony charge or
conviction within three years is measured from the time of sentencing, not the time of release. From left
to right, the columns show statistics for those who are nonviolent risk-assessment-eligible, those who were
convicted of a violent offense but are ineligible for risk assessment, those convicted of a sex offense, and
those convicted of an offense category that has no risk assessment.
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Table 2: Regression discontinuity around the low-risk cutoffs

Nonviolent RA Sex offender RA
(1) (2) (3) (4)

Panel A
Female 0.034 -0.005

(0.033) (0.013)
Black -0.004 0.006

(0.030) (0.035)
Age -0.395 -0.610

(0.745) (0.739)
Recent conviction 0.031 -0.002

(0.019) (0.010)
Guidelines-rec. sentence 0.534 12.473

(0.706) (7.672)
Drug -0.008 0.000

(0.030) (.)
Larceny 0.017 0.000

(0.022) (.)
Fraud -0.011 0.000

(0.027) (.)
Rape 0.000 0.014

(.) (0.031)
Panel B
Pr(incarceration) 0.062∗∗∗ 0.059∗∗ 0.067∗∗∗ 0.060∗∗∗

(0.024) (0.024) (0.022) (0.020)
Months sentence (arcsinh) 0.238∗∗∗ 0.230∗∗∗ 0.406∗∗∗ 0.343∗∗∗∗

(0.085) (0.072) (0.126) (0.093)
Observations 12850 12850 9436 9436
Mean pr(incarceration) 0.820 0.820 0.870 0.870
Mean sentence (arcsinh) 2.297 2.297 3.838 3.838
Covariates N Y N Y
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This table uses regression discontinuity to test for changes around the
low-risk cutoff for both the nonviolent risk score and the sex offender risk score.
The top part tests for discontinuous changes in defendant characteristics and
the bottom part tests for discontinuous changes in the probability of incarcera-
tion and sentence length, with an arcsinh transform. The estimates are gener-
ated using optimal mean-squared error bandwidths. Mean incarceration rates
and sentence lengths (with an arcsinh transform) are shown at the bottom.
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Table 3: Risk assessment’s net impact on sentencing and recidivism

Pr(Incarceration) Sentence (arcsinh) Recidivism (3yr)
(1) (2) (3) (4) (5) (6)

NV eligible x post-02 -0.00838 0.00284 0.0208 0.0327 0.00861 0.0102∗∗

(0.00839) (0.00799) (0.0301) (0.0215) (0.00526) (0.00496)
Rape x post-01 -0.0504∗∗∗ -0.0495∗∗∗ -0.262∗∗ -0.245∗∗

(0.0163) (0.0170) (0.116) (0.104)
Observations 77065 77065 77065 77065 77065 77065
R2 0.223 0.439 0.211 0.637 0.00760 0.0377
Mean DV, NV 0.791 0.791 2.119 2.119 0.162 0.162
Mean DV, Rape 0.962 0.962 5.311 5.311 0.0157 0.0157
Covariates N Y N Y N Y
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This table presents difference-in-differences estimates in which outcomes are compared across eli-
gible/ineligible cases before/after risk assessment is adopted. The outcomes are the probability of incar-
ceration, the sentence length (with an arcsinh transform) and the likelihood of being convicted of a new
felony within 3 years. Standard errors are clustered at the judge level. The mean dependent variables
during the pre-risk assessment period are shown in the bottom row (NV= nonviolent risk-assessment-
eligible). Recidivism estimates for sex offenders are omitted to avoid drawing focus towards tests for
which we are underpowered. The sample includes all defendants convicted of a felony in fiscal years
2000-2004.

Table 4: Risk assessment’s impact by race and age

Pr(Incarceration) Sentence (arcsinh)
(1) (2) (3) (4)

NV elig. x post-02 x black -0.0141 0.0324
(0.0165) (0.0466)

NV elig. x post-02 x young 0.0416∗∗ 0.120∗∗

(0.0172) (0.0526)
Observations 58744 58744 63700 63700
R2 0.431 0.622 0.430 0.622
Mean DV, NV, black 0.820 2.277
Mean DV, NV, young 0.733 1.984
Covariates Y Y Y Y
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This figure shows triple difference estimates of risk assessment’s impact by
race and age. The outcomes are the probability of incarceration and the sentence
length (with an arcsinh transform). Standard errors are clustered at the judge
level. The mean dependent variables during the pre-risk assessment period are
shown in the bottom row (NV= nonviolent risk-assessment-eligible). The sam-
ples are limited to defendants sentenced in fiscal years 2001-2004; Alexandria
and Fairfax counties are dropped from race regressions since data is unavailable.
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Table 5: What factors predict whether judges will follow the recommendations of the risk
assessment?

(1) (2) (3) (4) (5) (6)
Panel A: Diverted | risk = low

Alternative risk score 0.013 0.010
(0.010) (0.010)

Black -0.015 -0.014
(0.015) (0.016)

Unemployed 0.025 0.009
(0.017) (0.018)

Female 0.040∗∗ 0.038∗∗

(0.016) (0.017)
Age<23 0.069∗∗∗∗ 0.065∗∗∗

(0.020) (0.020)
Observations 3943 3943 3943 3943 3943 3943
R2 0.204 0.204 0.204 0.205 0.206 0.280
Mean DV 0.44 0.44 0.44 0.44 0.44 0.44

Panel B: Diverted | risk = high
Alternative risk score -0.004 -0.007

(0.005) (0.005)
Black -0.029∗∗∗ -0.045∗∗∗∗

(0.010) (0.012)
Unemployed 0.043∗∗∗∗ 0.018

(0.012) (0.012)
Female 0.038∗∗∗ 0.040∗∗∗

(0.013) (0.014)
Age<23 0.065∗∗∗∗ 0.058∗∗∗∗

(0.011) (0.011)
Observations 7598 7598 7598 7598 7598 7598
R2 0.142 0.143 0.144 0.143 0.146 0.197
Mean DV 0.16 0.16 0.16 0.16 0.16 0.16
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: The outcome variable in all regressions is a dummy equal to one if the defendant is diverted
from jail or prison. The top panel includes defendants who received a recommendation for diver-
sion from jail or prison due to the low risk score. The bottom panel includes defendants with a high
risk score who were not recommended for diversion. All regressions include controls for the exact
nonviolent risk score and the exact guidelines-recommended sentence. The alternative risk score is
a risk score we built using a random forest model and various demographic, criminal history, and
offense variables.
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Table 6: Simulating how full compliance with the algorithm would have affected race/age
disparities

(1) (2) (3) (4)
Pr(Inc.) Sent. Pr(Inc.) Sent.

NV elig. x post-02 x black 0.0377∗∗ 0.0851
(0.0187) (0.0539)

NV elig. x post-02 x young 0.156∗∗∗∗ 0.447∗∗∗∗

(0.0180) (0.0520)
Observations 58744 58744 63700 63700
R2 0.387 0.614 0.384 0.613
Mean DV, NV, black 0.826 2.277
Mean DV, NV, young 0.747 1.984
Covariates Y Y Y Y
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This table provides simulation estimates of how risk assessment would
have impacted race and age disparities in sentencing if judges had fully com-
plied with the sentencing recommendations associated with the algorithm. The
outcomes are the probability of incarceration and the sentence length (with an
arcsinh transform). Standard errors are clustered at the judge level. The mean
dependent variables during the pre-risk assessment period are shown in the bot-
tom row (NV= nonviolent risk-assessment-eligible). The samples are limited to
defendants sentenced in fiscal years 2001-2004; Alexandria and Fairfax counties
are dropped from race regressions since data is unavailable.
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Table 7: Impacts of risk assessment among the ‘most responsive’ judges

Panel A: Differences-in-differences
Pr(Incarceration) Sentence (arcsinh) Recidivism (3yr)
(1) (2) (3) (4) (5) (6)

NV eligible x post-02 0.0000247 0.00475 0.0207 0.0189 0.0143∗ 0.0133∗

(0.0127) (0.0106) (0.0472) (0.0325) (0.00727) (0.00702)
Rape x post-01 -0.0710∗∗∗ -0.0767∗∗∗ -0.337∗ -0.309∗∗

(0.0237) (0.0227) (0.188) (0.143)
Observations 32490 32490 32490 32490 32490 32490
R2 0.209 0.429 0.201 0.631 0.00739 0.0331
Mean DV, NV 0.784 0.784 2.160 2.160 0.154 0.154
Mean DV, sex 0.983 0.983 5.375 5.375 0.0252 0.0252
Covariates N Y N Y N Y
Panel B: Triple-differences

Pr(Incarceration) Sentence (arcsinh)
(1) (2) (3) (4)

NV elig. x post-02 x black 0.0361∗ 0.166∗∗

(0.0191) (0.0640)
NV elig. x post-02 x young 0.0545∗∗ 0.138

(0.0268) (0.0855)
Observations 25532 27933 25532 27933
R2 0.428 0.424 0.619 0.618
Mean DV, NV, black 0.795 2.207
Mean DV, NV, young 0.713 1.961
Covariates Y Y Y Y
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This table presents estimates from the subset of judges who appear most responsive to the risk assessment,
as measured by the magnitude of sentencing discontinuities around the low risk cutoff. The top panel presents
difference-in-differences estimates in which outcomes are compared across eligible/ineligible cases before/after
risk assessment is adopted. The bottom panel shows triple difference estimates of risk assessments’ impact by
race and age. The outcomes are the probability of incarceration, the sentence length (with an arcsinh trans-
form) and the likelihood of being convicted of a new felony within 3 years. Standard errors are clustered at
the judge level. The mean dependent variables during the pre-risk assessment period are shown in the bottom
row (NV= nonviolent risk-assessment-eligible). The sample for difference-in-differences includes all defendants
convicted of a felony between fiscal years 2000-2004. The sample for triple-differences is limited to defendants
sentenced in fiscal years 2001-2004; Alexandria and Fairfax counties are dropped from race regressions since
data is unavailable.
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Table 8: Effect of incarceration on recidivism: discontinuity-in-risk-score estimates

Impact Reduced form IV
on sentencing impacts on recidivism impacts on recidivism

Pr(inc.) Sent. 1yr 3yr 7yr 1yr 3yr 7yr
(1) (2) (3) (4) (5) (6) (7) (8)

RD Estimate 0.065∗∗∗ 0.217∗∗ -0.025 -0.077∗∗ -0.058∗∗ -0.110 -0.354∗ -0.264∗

(0.025) (0.093) (0.024) (0.033) (0.029) (0.104) (0.197) (0.154)
Mean DV 0.766 2.032 0.182 0.352 0.423 0.182 0.352 0.423
Observations 11304 11304 11304 11304 11304 11304 11304 11304
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: All columns show RD estimates that exploit discontinuities in risk classification at a cutoff in the risk
score. The outcome variables in Columns 1 and 2 are the probability of incarceration and the sentence
length (arcsinh transform). The outome variables in Columns 3-5 are recidivism within different time
windows. The outcome variables in Columns 6-8 are also recidivism in different time windows, but these
estimates are from a fuzzy RD regression in which the length of the sentence (with an arcsinh transform)
is the endogenous variable (in other words, Column 2 is the first stage). Recidivism is defined here as the
likelihood of receiving a new felony charge within X years of sentencing. The mean dependent variable
is shown for defendants whose risk score is within -3 to -1. Alexandria and Fairfax counties are dropped;
the sample includes defendants who received a nonviolent risk assessment in fiscal years 2003-2004.
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Figure 1: Nonviolent risk score and race/age disparities

(a) Racial disparities in low-risk classification
by recommended sentence
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(b) Age disparities in low-risk classification
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(c) Gelbach decomposition of racial dispari-
ties in the NV risk score
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Note: The top two graphs plot the likelihood of receiving a low risk classification against the guidelines-
recommended sentence, shown separately by race and age. The sample includes all defendants who received
a risk score and whose guidelines-recommended sentence was prison. The bottom graph is a coefficient plot
that shows how various nonviolent risk score factors contribute to the race gap in the nonviolent risk score
using a Gelbach demposition. A positive coefficient means that that factor increases risk scores for black
defendants relative to white defendants. The factors include offense type, additional offenses, age, recent
arrest or confinement, prior felonies, marital status, gender, employment, prior incarcerations.
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Figure 2: Covariate balance across risk score cutoffs

(a) Nonviolent risk score and
the guidelines-recommended
sentence
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(d) Sex offender risk score and
the guidelines-recommended
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Note: The vertical axes of these figures show the guidelines-recommended sentence (which is not altered by
the risk score), age, and a dummy for recent prior felony convictions. The horizontal axis in the top two
figures is the nonviolent risk score, and the horizontal axis in the bottom figures is the sex offender risk score,
normalized so that scores below 0 are in the lowest risk classification. Each dot shows the mean for a bin
of three risk scores, and the whiskers show the 95% confidence interval for that mean. The lines represent
fitted polynomial trends of degree 2.
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Figure 3: Does the risk classification affect defendants’ sentences at the margin?

(a) Nonviolent risk score and probability of incar-
ceration
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(b) Nonviolent risk score and the sentence length
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(d) Sex offender risk score and the sentence length
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Note: The vertical axes of these figures show the probability of incarceration and the sentence length (with an
arcsinh transform). The horizontal axis in the top two figures is the nonviolent risk score, and the horizontal
axis in the bottom figures is the sex offender risk score. Each dot shows the mean for a bin of three risk
scores, and the whiskers show the 95% confidence interval for that mean. The risk scores are normalized
so that defendants with a score of 0 or above are in the higher risk classification. The lines represent fitted
polynomial trends of degree 2.
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Figure 4: Event-study graphical analysis of risk assessment’s impact on sentencing and
recidivism

(a) Nonviolent risk score and probability
of incarceration

(b) Nonviolent risk score and the sentence
length (arcsinh)

(c) Nonviolent risk score and recidivism
(3yr)

(d) Sex offender risk score and probability
incarceration

(e) Sex offender risk score and the sen-
tence length (arcsinh)

Note: These figures describe the net impact of risk assessment. Each dot represents a lead/lag treatment
coefficient as described in Equation 4. The sample includes fiscal years 1999-2006. The year prior to each risk
assessment adoption is omitted as the baseline and is indicated by the dashed vertical line. The outcomes are
the probability of incarceration, the sentence length (with an arcsinh transform) and the likelihood of being
convicted of a new felony within 3 years (for nonviolent offenders). 95% confidence intervals are shown.
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Figure 5: Event-study graphical analysis of risk assessment’s actual and simulated impact
on race and age disparities

(a) Risk assesment’s actual impact on sentencing
for black defendants

(b) Risk assesment’s actual impact on sentencing
for young defendants

(c) Risk assesment’s simulated impact on sen-
tencing for black defendants

(d) Risk assesment’s simulated impact on sen-
tencing for young defendants

Note: The top two figures present lag/lead coefficient plots for the triple differences estimations of risk
assessment’s impact on the sentence length (arcsinh transform) for black defendants and young defendants.
Each dot is the magnitude of a lead/lag treatment coefficient as described in Equation 4. The bottom
figures are similar except they estimate how risk assessment would have impacted race and age disparities
in sentence length if judges had fully complied with the sentencing recommendations associated with the
algorithm. The year prior to risk assessment adoption is omitted as the baseline and is indicated by the
dashed vertical line. 95% confidence intervals are shown.
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Figure 6:

(a) Influence of risk assessment over time
(b) Fraction of nonviolent low risk diverted over
time
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(c) RD in risk score: recidivism (5yr)

Note: The top left figure is a coefficient plot designed to show how sentencing responds to the risk clas-
sification in different time periods. Each dot represents an RD estimate of the magnitude of sentencing
discontinuity at the low-risk cutoff for nonviolent cases sentenced during a rolling two year period as indi-
cated in the horizontal axis. The top right figure shows the yearly fraction of low-risk nonviolent defendants
who were diverted from jail or prison. The bottom figure plots the likelihood of being charged with a new
felony within 5 years of sentencing against the nonviolent risk score. The risk score has been normalized;
scores below 0 receive a recommendation for diversion from jail or prison.
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A Appendix

A.1 Use of risk assessment at sentencing

The following states use risk assessment at sentencing:

• AL (Ala. Stat. 12-25-33(6));

• CO (Colorado Revised Statues Title 16-11-102 (1)(b)(II));

• ID, NE, OR (Elek, J. K., Warren, R. K., & Casey, P. M. (2015). Using Risk and
Needs Assessment Information at Sentencing: Observations from Ten Jurisdic-
tions. National Center for State Courts.);

• HI, IL (Howell, T. (n.d.). LSI-R, LS/RNR and LS/CMI Documentation. Public
Safety Division, Multi-Health Systems, Inc. Retrieved from https://www.scstatehouse.gov/Archives/CitizensInterestPage/SentencingReformCommission/Miscellaneous/exhibittoDanford100809presentationsLSIdocumentation.doc);

• KS (Kansas Judicial Branch. (2014, June 26). Court Services Officer Assessment
of Adult Offenders (Rule 110B). Retrieved from http://www.kscourts.org/rules/District˙Rules/Rule%20110B.pdf);

• CA, FL, WI (Kehl, D. L., & Kessler, S. A. (2017). Algorithms in the Criminal
Justice System: Assessing the Use of Risk Assessments in Sentencing. Retrieved
from https://dash.harvard.edu/handle/1/33746041);

• PA (Meyers, R. S. (2018). Introducing Risk Assessment at Sentencing in Pennsyl-
vania. Presented at the CJAB Annual Conference. Retrieved from https://www.pccd.pa.gov/training/Documents/Conferences%20and%20Training/Sentence%20Risk%20Assessment.pdf);

• ND (North Dakota Department of Corrections and Rehabilitation. (2013). 2011-
2013 Biennial Report. Retrieved from https://docr.nd.gov/biennial-report-archive);

• NY (Office of Probation and Correctional Alternatives. (2015). New York Correc-
tional Offender Management Profiling for Alternative Sanctions (NYCOMPAS)
Risk and Needs Assessment Instrument: Practitioner Guidance for Probation and
Community Corrections Agencies. New York State Division of Criminal Justice
Services. Retrieved from http://www.criminaljustice.ny.gov/opca/pdfs/2015-5-
NYCOMPAS-Guidance-August-4-2015.pdf);

• IA (Presentation to the Iowa Board of Corrections: Risk Assessments in Presen-
tence Investigations. (2011). Retrieved from http://justicereformconsortium.org/wp-
content/uploads/2011/11/BOC˙LSIR1.pdf);

• AZ, IN, KY, MI, MO, OH, OK, UT, VA, WA, WV (Starr, S. B. (2014). Evidence-
based sentencing and the scientific rationalization of discrimination. Stan. L.
Rev., 66, 803?872.);

• VT (State of Vermont Department of Corrections. (2011, December 20). Pre-
sentence Investigation (PSI) Reports (Directive #342.01). VT. Retrieved from
http://doc.vermont.gov/about/policies/rpd/correctional-services-301-550/335-350-
district-offices-general/copy˙of˙342-01-pre-sentence-investigation-psi-reports);

• TN (TENN. CODE ANN. 41-1-412).

There are 7 more states in which at least one county uses risk assessments in
sentencing:

• NC (Howell, T. (n.d.). LSI-R, LS/RNR and LS/CMI Documentation. Public
Safety Division, Multi-Health Systems, Inc. Retrieved from https://www.scstatehouse.gov/Archives/CitizensInterestPage/SentencingReformCommission/Miscellaneous/exhibittoDanford100809presentationsLSIdocumentation.doc);

• LA (Louisiana Stat. Ann. 15:326(A));
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• MN (Minnesota Department of Corrections. (2011). Study of Evidence-Based
Practices in Minnesota: 2011 Report to the Legislature. St. Paul, MN. Retrieved
from https://mn.gov/doc/assets/12-10EBPreport˙tcm1089-271698.pdf);

• NM (New Mexico 2nd Judicial District Criminal Justice Strategic Plan. (2012).
Bernalillo County. Retrieved from https://www.bernco.gov/uploads/FileLinks/33e0766212d24ba7a61e6d4557817134/Bernalillo˙County˙Criminal˙Justice˙Strategic˙Plan.pdf);

• ME (Starr, S. B. (2014). Evidence-based sentencing and the scientific rational-
ization of discrimination. Stan. L. Rev., 66, 803?872.);

• TX (Starr, S. B. (2014). Evidence-based sentencing and the scientific rational-
ization of discrimination. Stan. L. Rev., 66, 803?872. Elek, J. K., Warren,
R. K., & Casey, P. M. (2015). Using Risk and Needs Assessment Information
at Sentencing: Observations from Ten Jurisdictions. National Center for State
Courts.);

• AR (Warren, R. K. (2013). State Judicial Branch Leadership In Sentencing
and Corrections Reforms. Center for Sentencing Initiatives, Research Division,
National Center for State Courts. Retrieved from https://www.ncsc.org/ /me-
dia/Microsites/Files/CSI/State%20Judicial%20Branch%20Leadership%20Brief%20csi.ashx).

A.2 Changes at the tails of the risk distribution

In this section, we evaluate whether the adoption of the risk assessment affected
sentencing at the tails of the risk distribution. Unfortunately, we don’t have risk score
information for defendants who did not receive a risk score. However, the sentence-
guidelines worksheets contain much of the same information – albeit weighted differ-
ently. We use this data to develop a prediction model for the nonviolent risk score.
(Note: we are predicting the risk score, not recidivism.) This model was trained using
a random forest algorithm on the set of defendants who received a nonviolent risk score
within fiscal years 2003-2004. The correlation coefficient between the actual risk score
and the predicted risk score (generated using ‘out of bag’ predictions, or predictions in
which that particular observation was not used) is 0.73. While not a perfect prediction,
the two are strongly correlated. Predictions were then generated for all drug, larceny,
and fraud defendants who were sentenced during fiscal years 2001-2004. We divide
this predicted risk score into quintiles and generate dummies for each. We then use
the triple differences specification described in Equation 3, where Z are the quintile
dummies, to evaluate how risk assessment affected sentencing at various quintiles of
the predicted risk score distribution. Appendix Table A1 shows results, with the third
quintile dropped to serve as a baseline. (The cutoff for the low risk classification lies at
the 38th percentile of the risk score distribution: near the top of the second quintile.)
Sentencing for defendants in the second and third quintile at the margins of the low
risk classification is fairly similar. Sentencing changes the most for defendants in the
highest risk quintile: an increase of three percentage points in the likelihood of incar-
ceration and approximately 10% in the sentence length relative to the middle quintile.
The probability of incarceration declined by 1.5 percentage points (not statistically
significant) and the sentence length declined by approximately 7% for the lowest risk
quintile relative to the middle quintile.

Since we use the predicted risk score instead of the actual risk score we are in-
troducing measurement error into the specification which should both bias estimates
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towards zero and increase the standard errors. Despite these caveats, the evidence
suggests that risk assessment affected decision-making at the tails of the distribution
as well as at the margins of the low risk cutoff.

A.3 Calibrating the risk assessment with an instrumental
variables method

In this section, we describe a novel method of evaluating how well the risk assess-
ment sorts defendants by recidivism risk. Our method uses an instrumental variables
technique to estimate recidivism risk for defendants in different terciles of the risk
distribution. The instrumental variables method exploits discontinuities in a sentence
guidelines score that determines whether or not the defendant will be recommended
for a prison sentence, known colloquially as the ‘in/out’ score. Defendants who score
above a certain cutoff in the in/out score will be recommended for prison, defendants
who score below that cutoff will not. This creates sharp discontinuities in the incarcer-
ation length. Using regression discontinuity with the sentence guidelines as the running
variable, we develop estimates of recidivism risk for different groups. Here, recidivism
risk is measured as the new felony charges that would be averted if a group of defen-
dants were incapacitated from committing crime by incarceration. Incarceration averts
more crimes (i.e., the IV estimated impact of incarceration on recidivism is larger) for
defendants who pose a higher recidivism risk and fewer crimes for those who pose a
low recidivism risk.

As a benchmark, we build an alternative risk assessment tool using a random forest
model. While we can do nothing about selection issues in the data, the random forest
model is better equipped to identify nonlinear and interactive relationships between
the predictor variables and recidivism. Our goal is to evaluate how well the real risk
assessment tool sorts defendants by crime propensity as compared to our alternative
risk tool.

The alternative risk score (described in more detail in Section 6.2) is trained on
nonviolent offenders who received a non-carceral sentence during the two years before
risk assessment was adopted statewide. Like the real risk assessment, our target vari-
able is the likelihood of a new felony conviction within three years. The correlation
coefficient between the alternative risk score and the real risk score is 0.29.

We use all defendants who have a nonviolent risk score between fiscal years 2003-
2013, whose case matches to the court data, and whose offense does not automatically
guarantee a recommendation for prison. (More serious offenses do not rely on the
in/out score to ascertain whether the guidelines recommended sentence entails prison
time.) First, we partition the sample into terciles of the real risk score. We exploit
discontinuities in the in/out score to build IV estimates of recidivism risk for these
three groups. Then, using the same sample, we partition the sample again according
to terciles of our alternative risk assessment. Using the same IV method we build
estimates of recidivism risk for these three groups. A tool that is accurate for defendants
at the margins of the prison sentence should be able to successfully sort defendants;
in other words, there should be a large gap in recidivism risk between higher- and
lower-risk-score groups.

Appendix Figures A.3b and c provide motivation for the RD specification. Figure
A.3b shows a sharp jump up in the fraction of the first year spent incarcerated for
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defendants who are right above the prison cutoff. Figure A.3c shows a corresponding
decline in the likelihood of having a new felony charge within one year of sentencing.

Table A8 shows the IV results. We use a bandwidth of 7 for the RD but find similar
results with bandwidths of 4 and 10. The endogenous variable is equal to one if the
sentence is 12 months or greater, or it is equal to the months of the sentence divided by
12 if the sentence is less than a year. The outcome variable is the likelihood of having
a new felony charge within one year of sentencing; Alexandria and Fairfax counties are
dropped. (We focus on a relatively short time window post-incarceration to increase
the likelihood that what we are capturing is an incapacitation effect.) The first three
columns show the real risk score and the final three columns show the alternative risk
score. The top panel shows defendants who are in the lowest terciles in each respective
risk score, the middle panel shows defendants in the middle terciles, and the bottom
panel shows the highest terciles. The first stage, shown in Column 1 for the real risk
score and in Column 4 for the alternative risk score, is very strong for all subgroups,
and suggests that scoring right above the cutoff leads to an increase of 0.31-0.37 in the
fraction of the first year spent incarcerated. Columns 2 and 5 show the RD results
without controls, Columns 3 and 6 show the RD results with controls for age, gender,
offense and recent prior convictions.

The IV estimates are all negative and all highly statistically significant: being
incarcerated decreases the likelihood of having new felony charges within the first year
after sentencing. Furthermore, the estimates remain pretty stable to the inclusion of
controls, easing concerns about omitted variable bias or manipulation of the running
variable. Both risk scores effectively sort defendants by recidivism risk. For the real
risk score, the recidivism risk is 14% for the lowest-scoring tercile, 23% for the middle-
scoring tercile, and 27% for the highest-scoring tercile. The lowest, middle and highest
terciles of the alternative risk score have an estimated recidivism risk of 13%, 21% and
27% respectively. By these metrics, the alternative risk score might outperform the
real risk score slightly: the gap in recidivism risk between the bottom and top terciles is
13 percentage points for the real risk score and 14 percentage points for the alternative
one. However, this difference is small and the standard errors preclude drawing clear
inference.

This test demonstrates that Virginia’s risk assessment tool can successfully sort
defendants on the margins of being imprisoned. In addition, we find no evidence that
one can build a substantially better risk assessment with a more complicated algorithm.
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Table A1: How risk assessment affected sentencing for defendants in different quintiles of
the risk distribution

Pr(Incarceration) Sentence (arcsinh)
(1) (2)

1st quintile risk -0.0196 -0.0773∗

(0.0151) (0.0408)
2nd quintile risk -0.000435 0.00331

(0.0144) (0.0396)
4th quintile risk 0.0148 0.0334

(0.0121) (0.0345)
5th quintile risk 0.0287∗∗ 0.101∗∗∗

(0.0113) (0.0385)
Observations 64431 64431
R2 0.432 0.633
Covariates Y Y
Mean DV, NV 0.791 2.119
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This table presents estimates from a triple differences spec-
ification, which compares outcomes pre-/post-nonviolent risk as-
sessment adoption across risk-assessment-eligible/-ineligible de-
fendants. The dummy for being risk-assessment-eligible is inter-
acted with quintiles of the predicted risk score to ascertain how
adoption of the risk assessment affects outcomes for defendants
at different risk levels. The outcomes are the probability of in-
carceration and the sentence length (with an arcsinh transform).
Standard errors are clustered at the judge level. The bottom
row shows the mean of the outcome variable for nonviolent risk-
assessment-eligible cases during the two years before risk assess-
ment was adopted. The sample includes all defendants convicted
of a felony in fiscal years 2001-2004.
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Table A2: Risk assessment’s impact on recidivism by race and age

Recidivism (3yr)
(1) (2)

NV elig. x post-02 x black 0.0111
(0.0118)

NV elig. x post-02 x young -0.000684
(0.0124)

Observations 58744 63700
R2 0.0391 0.0371
Mean DV, NV, black 0.164
Mean DV, NV, young 0.163
Covariates Y Y
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This table shows triple difference estimates of risk
assessment’s impact by race and age on the likelihood of
being convicted of a new felony within 3 years. Stan-
dard errors are clustered at the judge level. The mean
dependent variables during the pre-risk assessment pe-
riod are shown in the bottom row (NV= nonviolent risk-
assessment-eligible). The samples are limited to defen-
dants sentenced in fiscal years 2001-2004; Alexandria and
Fairfax counties are dropped from race regressions since
data is unavailable.
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Table A6: Robustness tests for ‘most responsive’ judges

(1) (2) (3) (4) (5) (6)
h=7 h=7 h=4 h=4 h=10 h=10

Sentence Pr(Inc.) Sentence Pr(Inc.) Sentence Pr(Inc.)
Panel A: Dependent variable=Pr(incarceration)

NV eligible x post-02 0.008 0.005 -0.005 0.000 0.004 -0.003
(0.012) (0.011) (0.011) (0.011) (0.010) (0.010)

Rape x post-01 -0.052∗ -0.077∗∗∗ -0.077∗∗∗ -0.077∗∗∗ -0.059∗∗ -0.046∗

(0.026) (0.023) (0.024) (0.023) (0.023) (0.024)
NV elig. x post-02 x black 0.032 0.036∗ 0.026 0.023 0.011 0.031

(0.022) (0.019) (0.020) (0.020) (0.021) (0.019)
NV elig. x post-02 x young 0.029 0.055∗∗ 0.031 0.034 0.026 0.040

(0.031) (0.027) (0.029) (0.029) (0.027) (0.027)

Panel B: Dependent variable=months sentence (arcsinh)
NV eligible x post-02 0.051 0.019 0.030 0.017 0.038 0.013

(0.035) (0.032) (0.034) (0.034) (0.033) (0.030)
Rape x post-01 -0.307∗ -0.309∗∗ -0.324∗∗ -0.366∗∗ -0.241∗ -0.161

(0.159) (0.143) (0.154) (0.147) (0.139) (0.144)
NV elig. x post-02 x black 0.159∗∗ 0.166∗∗ 0.162∗∗ 0.136∗∗ 0.065 0.140∗∗

(0.063) (0.064) (0.061) (0.062) (0.062) (0.058)
NV elig. x post-02 x young 0.095 0.138 0.078 0.075 0.074 0.089

(0.089) (0.085) (0.088) (0.092) (0.081) (0.085)

Panel C: Dependent variable=new fel. conviction w/in 3yrs
NV eligible x post-02 0.008 0.013∗ 0.012 0.017∗∗ 0.011 0.015∗∗

(0.009) (0.007) (0.008) (0.007) (0.008) (0.007)
Rape x post-01 0.008 0.000 0.003 -0.004 0.021∗ 0.002

(0.018) (0.020) (0.018) (0.019) (0.011) (0.018)
NV elig. x post-02 x black 0.034∗∗ 0.023 0.027 0.032∗ 0.016 0.025

(0.016) (0.018) (0.017) (0.017) (0.017) (0.017)
NV elig. x post-02 x young -0.027 -0.013 -0.021 -0.018 -0.018 0.001

(0.017) (0.019) (0.019) (0.019) (0.018) (0.016)
Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This table shows robustness tests for our ‘most responsive’ judges analysis. We use six different meth-
ods of defining the sample of ‘most responsive’ judges. Each subsample is defined by using regression dis-
continuity to identify judges for whom there is a large sentencing discontinuity around the low-risk cut off
for the nonviolent risk assessment. However, the exact specification varies: the bandwidth, h, is chosen from
4,7,10 and the outcome is chosen from sentence length (arcsinh), probability of incarceration. We include
all cases seen by a judge who has an RD coefficient above the median in the subsample. The bandwidth
and outcome that defines the specification are shown as column headers. For instance, Column 1 shows
estimates for the subsample defined by a bandwidth of seven and the sentence length as the RD outcome.
The dependent variables in Panel A-C respectively are the probability of incarceration, the sentence length
(arcsinh), and the likelihood of being convicted of a new felony within three years of sentencing. The top
part of each panel shows difference-in-differences results; the bottom two parts of each panel show triple
differences results for race and age disparities.
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Table A7: Effect of incarceration on recidivism for young defendants: discontinuity-in-risk-
score estimates

Reduced form IV
Pr(inc.) Sent. 1yr 3yr 7yr 1yr 3yr 7yr

(1) (2) (3) (4) (5) (6) (7) (8)
RD Estimate 0.072 0.208 -0.005 -0.058 -0.051 0.011 -0.234 -0.215

(0.062) (0.205) (0.049) (0.062) (0.063) (0.193) (0.288) (0.293)
Mean DV 0.710 1.817 0.155 0.343 0.415 0.155 0.343 0.415
Observations 2837 2837 2837 2837 2837 2837 2837 2837
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: All columns show RD estimates that exploit discontinuities in risk classification at a cutoff in the
risk score. The outcome variables in Columns 1 and 2 are the probability of incarceration and the sen-
tence length (arcsinh transform). The outome variables in Columns 3-5 are recidivism within different
time windows. The outcome variables in Columns 6-8 are also recidivism in different time windows,
but these estimates are from a fuzzy RD regression in which the length of the sentence (with an arc-
sinh transform) is the endogenous variable (in other words, Column 2 is the first stage). The sample
includes only defendants under the age of 23; recidivism is defined here as the likelihood of receiving a
new felony charge within X years of sentencing. The mean dependent variable is shown for defendants
whose risk score is within -3 to -1.
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Table A8: Evaluating the risk scores’ ability to sort defendants by recidivism risk using
discontinuities in the in/out score

Real risk score Alt. risk score
1st stage 2nd stage 1st stage 2nd stage

1yr incarc. 1yr recidivism 1yr incarc. 1yr recidivism
(1) (2) (3) (4) (5) (6)

Panel A: Lowest tercile in risk score
RD Estimate 0.315∗∗∗∗ -0.158∗∗∗∗ -0.144∗∗∗∗ 0.369∗∗∗∗ -0.122∗∗∗ -0.127∗∗∗

(0.0116) (0.0449) (0.0425) (0.0119) (0.0430) (0.0439)
Observations 15586 15586 15586 15731 15731 15731
Mean DV 0.358 0.358 0.358 0.431 0.431 0.431
Panel B: Middle tercile in risk score
RD Estimate 0.339∗∗∗∗ -0.235∗∗∗∗ -0.233∗∗∗∗ 0.361∗∗∗∗ -0.181∗∗∗∗ -0.208∗∗∗∗

(0.0111) (0.0433) (0.0428) (0.0107) (0.0397) (0.0410)
Observations 17019 17019 17019 16723 16723 16723
Mean DV 0.465 0.465 0.465 0.503 0.503 0.503
Panel C: Highest tercile in risk score
RD Estimate 0.351∗∗∗∗ -0.267∗∗∗∗ -0.268∗∗∗∗ 0.339∗∗∗∗ -0.282∗∗∗∗ -0.268∗∗∗∗

(0.0105) (0.0414) (0.0413) (0.0110) (0.0408) (0.0403)
Observations 17070 17070 17070 17221 17221 17221
Mean DV 0.591 0.591 0.591 0.487 0.487 0.487
Covariates N N Y N N Y
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01, ∗∗∗∗ p < 0.001

Note: This table presents RD estimates of the impact of incarceration on recidivism for defendants
who are in different terciles of both the real risk scores and the alternative risk scores. The real risk
scores are those used on nonviolent offenders in Virginia. The alternative risk scores were built by us
using a random forest model trained on data from released defendants during the two years prior to
risk assessment adoption. Columns 1 and 4 show the first stage of the instrumental variables regres-
sion; the endogenous variable is equal to one if the sentence is at least one year and is equal to the
number of months of the sentence divided by 12 if the sentence is less than one year. The outcome
is whether or not the defendant is charged with a new felony offense within one year of sentencing.

65

 Electronic copy available at: https://ssrn.com/abstract=3489440 



Figure A.1: Distribution of risk scores

(a) Distribution of nonviolent risk score
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(b) Distribution of sex offender risk score
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Note: These figures show the distribution of the nonviolent risk score and the sex offender risk score. The
vertical lines indicate the cutoffs that delineate the different risk classifications and trigger a change in the
sentence recommendations: diversion for nonviolent offenders below the cutoff, and an increased upper bound
of the guidelines-recommended sentence for sex offenders above the various cutoffs. The risk scores have
been normalized so that defendants with a score of 0 and above are in the higher risk classification.
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Figure A.2: Case frequency around time of risk assessment adoption

(a) Case frequency of nonviolent risk-assessment-
eligible cases around time of risk assessment adop-
tion
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(b) Case frequency of rape cases around time of
risk assessment adoption
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Note: These two scatterplots show case frequency over time for nonviolent risk-assessment-eligible offenders
and sex offenders. Each dot represents a one month average. The vertical line indicates the date that each
risk assessment is adopted.

Figure A.3:

(a) RD in the in/out score: incarceration (1yr) (b) RD in the in/out score: recidivism (1yr)

Note: The left-hand figure plots the fraction of the first post-sentencing year spent incarcerated against the
in/out score score (used to determine whether the guidelines-recommended sentence is prison). The in/out
score score has been normalized; scores above 0 are recommended for prison. The right figure plots the
one year recidivism rate (defined as being charged with a new felony offense within one year of sentencing)
against the in/out score score.
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