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Preface

Imagine what we would know – or better: would not know – about the microscopic structure 
and dynamics of condensed matter if geniuses like Ernest Rutherford (Nobel Prize 1908), 
Max von Laue (Nobel Prize 1914), son and father William Lawrence and William Henry 
Bragg (Nobel Prize 1915), Clifford G. Shull (Nobel Prize 1994) and Bertram N. Brookhouse 
(Nobel Prize 1994) and many others would not have invented scattering as a most powerful 
tool for condensed matter science; scattering with x-rays, neutrons and electrons, which “tell 
us where atoms are and how they move” (C. G. Shull). Would we be able to build 
smartphones, produce high-performance plastic materials, modern energy harvesting and 
energy storage devices or cure diseases with carefully designed pharmaceuticals without the 
understanding of the microscopic world gained through scattering methods? Much of the 
amenities we have become accustomed to are based on research with scattering methods. 
Information on the atomic length scale is provided mainly through x-ray, neutron and electron 
scattering- and microscopy. To achieve a deeper look into this fascinating microscopic world, 
large scale facilities have been constructed based on synchrotron x-ray- and neutron radiation 
sources. With the x-ray free electron laser in Hamburg, Germany, and the European 
Spallation Source in Lund, Sweden, Europe hosts and will host worldwide leading facilities in 
this important research field. Groundbreaking research is being performed at such facilities in 
a very broad range of research areas in physics, chemistry, life science, geoscience, material 
science and engineering. The range of materials, structures, phenomena, and processes, which 
can be studied, is unlimited. Experimental methods have been developed which span an 
incredible range of length- and time-scales from picometer to meter and from femtoseconds to 
hours. Doing experiments at these large-scale facilities is an especially exciting aspect of 
research for young scientists. Not only do they obtain unique microscopic information on 
structure, excitations and dynamics of condensed matter, but from the start they are 
familiarized with cutting edge technology and with work in an international collaboration.

The goal of this Spring School is to enable students and young researchers to apply the entire 
tool box of advanced scattering methods to their topical research in order to provide them 
with microscopic information, which they cannot obtain otherwise. To this end, we teach the 
basics of scattering, introduce the various radiation sources with the particular properties of 
the corresponding radiation, familiarize the students with the appropriate methods and 
instruments and show how modern scattering methods can be applied to provide essential and 
unique contributions to the solution of grand challenges facing our modern societies such as 
energy supply, health, earth and environment, cultural heritage, transport and information 
technology.



The IFF Spring School 2019 is structured in six sections:

Basics-Scattering: This section provides a solid introduction into the basics of 
scattering methods, starting from the interaction processes of X-rays and neutrons with matter 
via scattering theory and the application of correlation functions. 

Basics-Materials: An overview is given of our current understanding of the structure 
of crystals and complex fluids, the dynamics of disordered systems and large molecules, and 
the collective excitations in crystalline matter. 

Sources and Instrumentation: Building on this firm foundation, we then proceed to 
introduce present-day synchrotron radiation and reactor-based neutron sources and 
corresponding instrumentation as well as modern and future pulsed sources, such as free 
electron lasers and neutron spallation sources. The two European flagship projects, XFEL and 
ESS, are highlighted as well as the most advanced development of High Brilliant Compact 
Neutron Sources, which will provide a new quality of research with neutrons particularly for 
nanostructured and biological materials. 

Techniques: Out of the enormous range of modern scattering techniques, some of the 
most advanced are presented in detail. In this block, we focus on techniques applicable to 
topical investigations, such as nanostructures, functional and biological materials, quantum 
materials and correlated electron systems and latest development for in situ operando studies 
of energy materials. To prepare students for research at these future sources, innovative 
scattering techniques at pulsed spallation sources or free electron lasers are introduced. 

Topical Applications: Examples of topical applications in various fields of science 
allow the students to connect what they have learned to their own research. We point out the 
application of scattering methods for the grand challenges in information technology, energy 
materials and life sciences. 

Complementary Techniques: The course is rounded off by a comparison of scattering 
methods with complementary techniques, such as real space imaging or electronic structure 
spectroscopies.

The preparation of the School benefited from the long track record of the Forschungszentrum 
Jülich of advanced research in the field of condensed matter science employing scattering 
methods and the operation of neutron scattering facilities and beamlines at synchrotron 
radiation sources. Neutron scattering was at the basis of the foundation of the former Institut 
für Festkörperforschung IFF (Institute of Solid State Research) in 1969, which is the eponym 
for this Spring School, which has been held every year since then, now in 2019 for the 50th

time. After a restructuring in 2011, research with neutrons is carried on by the Jülich Centre 
for Neutron Science (JCNS), which operates instruments at some of the most forefront
neutron large scale facilities worldwide and has research foci in “Soft Matter” and in 
“Quantum Materials and Collective Phenomena”. Research with synchrotron radiation is 
performed in JCNS, the Peter Grünberg Institute (PGI) and the Institute for Complex Systems 
(ICS), which emerged from the IFF in the mentioned restructuring process. PGI owns and 
operates several synchrotron beamlines. Finally, the Ernst Ruska-Center for Microscopy and 
Spectroscopy with Electrons (ER-C) allows complementary studies using electrons as a 
probe. The knowledge on the application of neutrons, synchrotron radiation and electrons 



assembled in these institutes sets the stage for this Spring School and allows us to present the 
students with the most forefront developments in the field.

This School could not take place without the help and dedication of many colleagues. We are 
grateful to all contributors from JCNS, PGI, ICS and ER-C, as well as the colleagues from the 
RWTH Aachen University as part of the Jülich-Aachen Research Alliance (JARA).
Explicitly, we acknowledge the time and effort the following colleagues spent to prepare the 
manuscripts and the lectures:

• Angst, Manuel, Prof.,
Forschungszentrum Jülich

• Appavou, Marie-Sousai, Dr., 
Forschungszentrum Jülich

• Biehl, Ralf, Dr., 
Forschungszentrum Jülich

• Blügel, Stefan, Prof., 
Forschungszentrum Jülich

• Brückel, Thomas, Prof., 
Forschungszentrum Jülich

• Carsughi, Flavio, Dr.,
Forschungszentrum Jülich

• DiVincenzo, David, Prof., 
Forschungszentrum Jülich

• Dulle, Martin, Dr., 
Forschungszentrum Jülich

• Dunin-Borkowski, Rafal, Prof., 
Forschungszentrum Jülich

• Ebert, Philipp, Dr., 
Forschungszentrum Jülich

• Förster, Beate, Dr., 
Forschungszentrum Jülich

• Förster, Stephan, Prof., 
Forschungszentrum Jülich

• Frielinghaus, Henrich, Dr., 
Forschungszentrum Jülich

• Gutberlet, Thomas, Dr.,
Forschungszentrum Jülich

• Holderer, Olaf, Dr.,
Forschungszentrum Jülich

• Jaksch, Sebastian, Dr., 
Forschungszentrum Jülich

• Kentzinger, Emmanuel, Dr., 
Forschungszentrum Jülich

• Klemradt, Uwe, Prof., 
RWTH Aachen University

• Koutsioumpas, Alexandros, Dr.,
Forschungszentrum Jülich

• Kruteva, Margarita, Dr., 
Forschungszentrum Jülich

• Mayer, Joachim, Prof.,
RWTH Aachen University

• Meven, Martin, Dr., 
RWTH Aachen University

• Nandi, Shibabrata, Dr., 
Forschungszentrum Jülich

• Ohl, Michael, Prof.,
Forschungszentrum Jülich

• Pasini, Stefano, Dr., 
Forschungszentrum Jülich

• Pavarini, Eva, Prof.,
Forschungszentrum Jülich

• Radelytskyi, Igor, Dr., 
Forschungszentrum Jülich

• Roth, Georg, Prof., 
RWTH Aachen University

• Rücker, Ulrich, Dr., 
Forschungszentrum Jülich

• Sarkar, Anirban, Dr., 
Forschungszentrum Jülich

• Schneider, Claus Michael, 
Prof., Forschungszentrum Jülich

• Schneidewind, Astrid, Dr., 
Forschungszentrum Jülich

• Schrader, Tobias, Dr.,
Forschungszentrum Jülich

• Stadler, Andreas, Dr., 
Forschungszentrum Jülich

• Violini, Nicolo, Dr., 
Forschungszentrum Jülich

• Voigt, Jörg, Dr., 
Forschungszentrum Jülich

• Wuttke, Joachim, Dr., 
Forschungszentrum Jülich

• Zorn, Reiner, Dr., 
Forschungszentrum Jülich



Thanks to Drs. Manuel Angst, Philipp Ebert, Olaf Holderer, Emmanuel Kentzinger, Ulrich 
Rücker and Astrid Schneidewind for organizing the rehearsals and coordinating the content of 
the various lectures.

We are especially glad that several distinguished colleagues from external universities and 
research laboratories have agreed to contribute to the program of the School:

• Chapman, Henry, Prof., DESY, Hamburg, Germany
• Disch, Sabrina, Dr., Universität zu Köln, Germany
• Feidenhans’l, Robert, Prof., X-FEL, Hamburg, Germany
• Müller, Martin, Prof., HZG, Geesthacht, Germany
• Schreyer, Andreas, Prof., ESS, Sweden
• Strobl, Markus, Prof., PSI, Switzerland
• Techert, Simone, Prof., DESY, Hamburg, Germany
• Xiao, Yinguo, Prof., Peking University, Shenzhen, China

The public evening lecture on occasion of the 50th anniversary of the IFF Spring School is 
given by:

• Tolan, Metin, Prof., TU Dortmund, Germany

After our course has presented everything you always wanted to know about scattering, Metin 
Tolan shows us with great humor the limits of the laws of physics in his talk on "Shaken, not 
stirred! - James Bond in the Focus of Physics"

Without the participation of all these colleagues, the program would not be as interesting, 
versatile, and attractive. We would like to express our thanks to all of them for the effort and 
enthusiasm, which they have put into the preparation and presentation of their lectures and 
manuscripts. We are very grateful to the board of directors of the Forschungszentrum Jülich 
for the continuous organizational and financial support, which we have received for the 
realization of the IFF Spring School and the production of this book of lecture notes. Finally, 
our special thanks go to Ms. Barbara Daegener for the general management, the organization, 
public outreach and the compilation of the lecture notes. Without her enormous commitment, 
this School would not have been possible.

Manuel Angst, Thomas Brückel, Stephan Förster, Karen Friese and Reiner Zorn
March 2019
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1 What is Scattering?
Scattering is one of the most important processes in nature. It gives rise to manifold 
phenomena and can be used as a powerful tool for science and industry. But what actually is 
scattering? A general definition of scattering could read as follows:

Scattering is the physical process in which radiation is being deflected by an object from 
straight propagation.

Scattering can occur whenever there are localized non-uniformities in the medium through 
which the radiation propagates. In the quantum regime, according to the wave–particle 
duality, radiation can be described by moving particles or by a wave. Therefore, the above
definition includes particle-particle collisions, but also reflections or refractions at a surface or 
interface. There can be single or multiple scattering events in the media. 

Scattering is the basic mechanism which gives rise to many important phenomena such as:
• electrical resistivity in solids, which is due to scattering of electrons from defects or 

thermal vibrations of the atoms
• light emission in fluorescence lamps through inelastic scattering of electrons by gas 

atoms
• the blue color of the sky through so-called elastic Rayleigh scattering of the sun light, 

which has a strong wavelength dependence of l-4

• cosmic rays scattered in the atmosphere (aurora borealis!)
• scattering of the charged particles inside particle accelerators, an important factor 

determining the beam emittance, which is the average spread of particle coordinates in 
position-momentum phase space

• emission of bremsstrahlung x-rays from anodes bombarded by electrons, which lose 
energy through inelastic collisions

• neutrons scattered and thermalized in moderators of nuclear reactors giving rise to a 
certain energy spectrum

Besides being at the origin of many phenomena, scattering is one of the most important tools 
in many fields of science as it can provide information about the internal structure of the 
medium from which the radiation is scattered. Single scattering events are particularly useful 
due to their simple theoretical description. Examples include:

• in the geosciences, seismological studies of the propagation and deflection of elastic 
waves through the earth are the primary tool for underground exploration 
(e.g. to detect petroleum bearing formations) and the mapping of the earth’s interior

• the scattering of radar waves is being used e.g. for air traffic control or the detection of 
weather formations

• nuclear- and particle physics uses the scattering of high energy elementary particles 
(electrons, protons etc.) from accelerators to investigate the structure of the nuclei or 
nucleons etc. 

• medical ultrasound investigations are an important tool to obtain information on 
internal body structures or blood flow through scattering of high frequency sound 
waves

• and last but not least: nearly all information which we humans as individuals collect 
on a day-to-day basis about the world in which we live, comes from light scattering 
and imaging through our eyes!
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In this Spring School, we concentrate on the application of scattering methods for condensed 
matter or biological materials. Here the aim is to understand the microscopic atomic structure 
of matter, i.e. to find out where the atoms are located inside our samples and also how they 
move. We want to relate this information to the properties and functionalities of the materials 
under investigation. To this end, scientists mimic the mentioned process of obtaining 
information through visual perception in well controlled scattering experiments: they build a 
source of radiation, direct a beam towards a sample, detect the radiation scattered from a 
sample, i.e. convert the signal into an electronic signal, which they can then treat with
computers. In most cases one wants an undisturbed image of the object under investigation 
and therefore chooses the radiation, so that it does not influence or modify the sample. 
Scattering is therefore a non-destructive and very gentle method, if the appropriate type of 
radiation is chosen for the experiment.

If the energy or wavelength of the scattered particles or waves, respectively, is the same as 
before the scattering process, one speaks of elastic scattering or diffraction. Scattering 
without analysis of the energy of the scattered beam gives information about the position of 
the atoms inside the sample. If the energy of the radiation is changing during the scattering
process, one speaks of inelastic scattering, which can provide additional information about 
the movement of atoms in the sample. The analysis of the energy of the scattered radiation 
with respect to the energy of the incident radiation is called spectroscopy.

Which type of radiation should we chose for such investigations? It is quite intuitive to 
understand that if we want to measure the distance between the atoms, we need a “ruler” of 
comparable lengths. The distance between atoms is in the order of 0.1 nm = 10-10 m = 
0.0000000001 m. Since this is such an important length scale in condensed matter science, it 
has been given its own unit: 0.1 nm = 1 Ångstrøm = 1 Å. If we compare the wavelength of 
light with this characteristic length scale, it is 4000 to 7000 times longer and therefore light is 
not appropriate to measure distances between atoms. In the electromagnetic spectrum, x-rays 
have a well-adapted wavelength of about 1 Å for studies on such a microscopic scale. They 
also have a large penetration power as everybody knows from the medical x-ray images. The 
alternative to x-rays are so-called thermal neutron beams, i.e. beams of neutrons being emitted 
from a moderator at ambient temperature. Such neutrons also have wavelengths in the Å
range, but in addition energies which are comparable to the energies of elementary excitations 
in solids. As neutral particles neutrons penetrate deep into matter. Finally, electrons can be 
used but as charged particles they suffer from reduced penetration and multiple scattering 
events. We will mainly concentrate on x-ray and neutron scattering throughout this course.

2 A brief history of x-ray and neutron scattering
“If I have seen further it is by standing on the shoulders of giants.
(Sir Isaac Newton, 1643 - 1727)”.

A discovery made more than 100 years ago revolutionized mankinds’ understanding of 
condensed matter: the observation of interference patterns obtained with x-rays scattered by a 
single crystal [1]. In 1914 Max von Laue received the Nobel prize in physics for the 
interpretation of these observations. One cannot overestimate the impact of this discovery: 
it was the first proof that atoms as the elementary building blocks of condensed matter are 
arranged in a periodic manner within a crystal; at the same time the experiment proved the 
wave nature of x-rays. The importance of x-ray diffraction for condensed matter research was 
immediately recognized at the beginning of the 20th century as evidenced by the award of two 
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successive Nobel prizes in physics, one 1914 to Max von Laue “for his discovery of the 
diffraction of x-rays by crystals” and a second one 1915 to William and Lawrence Bragg 
“for their services in the analysis of crystal structure by means of x-rays” [2]. Both, Laue and 
the Bragg’s, could build on earlier experiments by Geiger and Marsden [3, 4] and interpreted
by Ernest Rutherford [5] which proved - again by scattering, this time with alpha particles, -
that the atom was composed of a nucleus with a diameter in the femtometer (10-15 m) range, 
while the surrounding electron cloud has a typical extension of 1 Å = 0.1 nm = 10-10 m. While 
this seems trivial to us nowadays, this was a breakthrough discovery at the time since 
alternate models for the atomic structure with a more continuous distribution of positive and 
negative charges had been discussed and only scattering methods could provide the final 
proof of the now well accepted structure of the atom consisting of a tiny nucleus and an 
extended electron cloud. Since these early experiments, a lot of scattering investigations on 
condensed matter systems have been done. The overwhelming part of our present-day 
knowledge of the atomic structure of condensed matter is based on x-ray structure 
investigations, complemented by electron and neutron diffraction. Electrons due to the strong 
Coulomb interaction with the atoms suffer multiple scattering events, which make a 
quantitative evaluation to obtain atomic positions much more difficult. As a probe in 
condensed matter, electrons made their impact mainly with microscopy techniques (see 
lecture F6 by Rafal Dunin-Borkowski and Joachim Mayer). Ernst Ruska was awarded the 
Nobel prize in physics in 1986 “for the design of the first electron microscope”.

Entirely new possibilities became apparent with the discovery of the neutron by James 
Chadwick [6, 7]. He received the Nobel prize in physics in 1935. However, for neutrons to 
become a valuable probe in condensed matter research, they had to be available in large 
quantities as free particles. This was only possible with the advent of nuclear reactors, where 
nuclear fission is sustained as a chain reaction. The first man-made nuclear reactor, Chicago 
Pile-1, was built beneath the west stands of Stagg Field, a former squash rackets court of the 
campus of the University of Chicago. The reactor went critical on December 2, 1942. The 
experiment was led by Enrico Fermi, an Italian physicist, who was awarded the Nobel prize in 
physics in 1938 for this work on transuranium elements. The reactor was a rather crude
construction based on a cubical lattice of graphite and uranium oxide blocks. It had no 
provision for cooling, but two rudimentary manual emergency shutdown systems: one man to 
cut with an axe a rope, on which a neutron absorbing cadmium rod was suspended, which 
would drop into the reactor and stop the chain reaction; and a team of three guys standing 
above the pile ready to flood it with a cadmium salt solution. Considering what was known 
about nuclear fission at the time it is no wonder that the standing joke among the scientists 
working there was: if people could see what we are doing with a million and a half of their 
dollars, they would think we are crazy. If they knew, why we are doing it, they would know we 
are [8]. Out of this very crude first experiment, which was only possible within the World 
War II Manhattan Project, the modern sophisticated research reactors with their extremely 
high safety standards developed. In contrast to their big brothers, the nuclear power plants, 
these reactors are mainly used for isotope production and neutron scattering experiments. The 
two pioneers of neutron diffraction and inelastic neutron scattering, Clifford G. Shull and 
Bertram M. Brockhouse, respectively, received the Nobel prize in physics in 1994, many 
years after the first neutron diffraction experiments, which were performed at Oak Ridge 
National Lab in 1946. The work of Clifford Shull clearly demonstrated the different contrast 
mechanisms of neutron scattering compared to x-ray scattering, which in particular allows
one to make light elements like hydrogen visible and to distinguish different isotopes like 
hydrogen and deuterium [9]. But Shull also demonstrated that neutrons, due to their nuclear 
magnetic moment, could not only be used to determine the arrangement of atoms in solids but 
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they could also be used to determine the magnetic structure e.g. of antiferromagnetic materials 
[10]. While Shull studied “where the atoms are located” and eventually how the magnetic 
moments are arranged in the solid, Brockhouse observed for the first time “how the atoms are 
moving” in the solid. He developed the so-called triple-axis spectroscopy, which enables the 
determination of the dispersion relations of lattice vibrations and spin waves [11]. 

Since the early work in x-ray and neutron scattering sketched above, many years have passed, 
new radiation sources such as synchrotron radiation sources, x-ray free electron lasers or 
neutron spallation sources have been developed, experimental methods and techniques have 
been refined and the corresponding theoretical concepts established. For the further 
development of modern condensed matter research, the availability of these probes to study 
the structure and dynamics on a microscopic level is absolutely essential. It comes as no 
surprise therefore that scattering methods have been employed in ground-breaking work 
which led to recent high-level prizes. Examples include the discovery of topologically 
stabilized magnetic vortices with possible applications in future spintronics or the discovery 
of magnetic monopole excitations in frustrated magnetic materials (Europhysics Prizes 2016 
and 2012, respectively). The Nobel prize in chemistry 2011 was awarded to Dan Shechtman 
“for the discovery of quasi-crystals”. By means of electron diffraction, Shechtman discovered 
icosahedral symmetry in aluminum manganese alloys. The observed tenfold symmetry is not 
compatible with translational symmetry in three dimensions. While the icosahedral symmetry 
was discovered with electron diffraction, the question where the atoms are located requires 
the collection of many weak quasicrystal reflections and the analysis of their intensities, 
which is only possible with x-ray and neutron diffraction. A higher dimensional reciprocal 
space approach had to be developed to explain the diffraction pattern of such quasicrystals. 
Another outstanding piece of work in x-ray diffraction is the Nobel prize in chemistry 2009, 
which was awarded jointly to Venkatraman Ramakrishnan, Thomas A. Steitz and 
Ada E. Yonath “for studies of the structure and function of the ribosome”. Ribosomes 
translate DNA information into life by producing proteins, which in turn control the chemistry 
in all living organisms. By means of x-ray crystallography the Nobel awardees were able to 
map the position for each and every one of the hundreds of thousands of atoms that make up 
the ribosome. 3D models that show how different antibiotics bind to the ribosome are now 
used by scientists in order to develop new drugs. 

Here we have given a brief and absolutely incomplete historical summary of the development 
of scattering methods. This Spring School is devoted to modern applications of this powerful 
tool. In this introductory overview, we will now give a short summary of which information 
we can obtain from scattering experiments, compare the two probes x-rays and neutrons 
briefly, discuss techniques and applications, giving an outlook into the bright future of the 
field which the two new European facilities promise: the European X-Ray Free Electron 
Laser X-FEL (www.xfel.eu) and the European Spallation Source ESS 
(europeanspallationsource.se) and finally explain how large-scale facilities for this type of 
research are organized.

3 Introduction to scattering
3.1 Scattering cross section
Let us look at a scattering experiment in condensed matter science in the so-called 
Fraunhofer- or far-field-approximation, where we assume that the incident and scattered 
waves can be described as plane waves with wavelengths l and l’ (strictly monochromatic) 
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and propagation direction kk and 'kk' , respectively. Let us define the so-called scattering 
vector

(1)
where k and k' are the wave vectors of the incident and scattered radiation, respectively: 

(2)

ħQ represents the momentum transfer during scattering, since according to de Broglie, the 
momentum of the particle corresponding to the wave with wave vector k is given by p=ħk.
The magnitude of the scattering vector can be calculated from wavelength l and scattering 
angle 2θ (between k’ and k) as follows

(3)

A scattering experiment comprises the measurement of the intensity distribution as a function 
of the scattering vector. The scattered intensity is proportional to the so-called cross section,
where the proportionality factors arise from the detailed geometry of the experiment. For a 
definition of the scattering cross section, we refer to Figure 1.

Fig. 1: Geometry used for the definition of the scattering cross section.

If n' particles are scattered per second into the solid angle dΩ seen by the detector under the 
scattering angle 2θ and into the energy interval between E' and E' + dE', then we can define 
the so-called double differential cross section by:

(4)
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Here j refers to the incident beam flux in terms of particles per area and time. If we are not 
interested in the change of the energy of the radiation during the scattering process, or if our 
detector is not able to resolve this energy change, then we will describe the angular 
dependence by the so-called differential cross section:

(5)

Finally the so-called total scattering cross section gives us a measure for the total scattering 
probability independent of changes in energy and scattering angle:

(6)

For a diffraction experiment, our task is to determine the arrangement of the atoms in the 
sample from the knowledge of the scattering cross section /d dσ Ω . The relationship between 
scattered intensity and the structure of the sample is particularly simple in the so-called 
Born approximation, which is often also referred to as kinematic scattering approximation
(see lecture A2). In this case, refraction of the beam entering and leaving the sample, multiple 
scattering events and the extinction of the primary beam due to scattering within the sample 
are being neglected (these effects are also dealt with in lecture A2). Following Figure 2, the 
phase difference between a wave scattered at the origin of the coordinate system and at 
position r is given by

(7)

Fig. 2: A sketch illustrating the phase difference between a beam scattered at the origin of 
the coordinate system and a beam scattered at the position r. The yellow body 
represents the sample from which we scatter. 

The probability for a scattering event to occur at position r is proportional to the local 
interaction potential V(r) between radiation and sample. For a coherent scattering event 
(interference of scattered waves), the total scattering amplitude is given by a linear 
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superposition of the waves scattered from all points within the sample volume Vs, i.e. by the 
integral

(8)

This equation demonstrates that the scattered amplitude is directly connected to the 
interaction potential by a simple Fourier transform: scattering is a probe in reciprocal space, 
not in direct space and gives direct access to thermodynamic ensemble averages! 

A knowledge of the scattering amplitude for all scattering vectors Q allows us to determine 
via a Fourier transform the interaction potential uniquely. This is the complete information on 
the sample, which can be obtained by the scattering experiment. Unfortunately nature is not 
so simple. On one hand, there is the more technical problem that one is unable to determine 
the scattering cross section for all values of momentum transfer ħQ. The more fundamental 
problem, however, is given by the fact that normally the amplitude of the scattered wave is 
not measurable. Instead only the scattered intensity

(9)
can be determined. Therefore the phase information is lost and the simple reconstruction of
the scattering potential via a Fourier transform is no longer possible. This is the so-called 
phase problem of scattering. There are ways to overcome the phase problem, i.e. by the use of 
reference waves. Then the potential V(r) becomes directly accessible. The question, which 
information can be obtained from a scattering experiment despite the phase problem, will be 
addressed below and in subsequent lectures. 

Which wavelength do we have to choose to obtain the required real space resolution? For 
information on a length scale L, a phase difference of about Q⋅L ≈ 2 π leads from the primary 
beam (Q = 0) to the interference maximum. According to (3) Q ≈ 2π/l for practical scattering 
angles (2θ ~ 60°). Combining these two estimates, we end up with the requirement that the 
wavelength l has to be in the order of the real space length scale L under investigation. To 
give an example: with the wavelength in the order of 0.1 nm, atomic resolution can be 
achieved in a scattering experiment.

3.2 Coherence
In the above derivation, we assumed plane waves as initial and final states. For a real 
scattering experiment, this is an unphysical assumption. In the incident beam, a wave packet 
is produced by collimation (defining the direction of the beam) and monochromatization

(defining the wavelength of the incident beam). Neither the direction 
k
k , nor the wavelength 

l have sharp values but rather have a distribution of finite width about their respective mean 
values. This wave packet can be described as a superposition of plane waves. As a 
consequence, the diffraction pattern will be a superposition of patterns for different incident 
wave vectors k and the question arises, which information is lost due to these non-ideal 
conditions. This instrumental resolution is intimately connected with the coherence of the 
beam. Coherence is needed, so that the interference pattern is not significantly destroyed. 
Coherence requires a phase relationship between the different components of the beam. Two 
types of coherence can be distinguished.

3( ) ~ ( ) i

V s

A V e d r⋅⋅∫ Q rQ r

2( ) ~ ( )I AQ Q
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• Temporal or longitudinal coherence due to a wavelength spread.
A measure for the longitudinal coherence is given by the length, on which two components of 
the beam with largest wavelength difference (l and l+∆l) become fully out of phase.

According to the following figure, this is the case for ( )||
1
2

l n nl l l = ⋅ = − + ∆ 
 

.

Fig. 3: A sketch illustrating the longitudinal coherence due to a wavelength spread.

From this, we obtain the longitudinal coherence length ||l as 

(10)

• Transversal coherence due to source extension
Due to the extension of the source (transverse beam size), the phase relation is destroyed for 
large source size or large divergence. According to the following figure, a first minimum 

occurs for sin
2

d dl θ θ= ⋅ ≈ ⋅ .

Fig. 4: A sketch illustrating the transverse coherence due to source extension.

From this, we obtain the transversal coherence length l⊥ as 

(11)

Here ∆θ is the divergence of the beam. Note that l⊥ can be different along different spatial 
directions: in many instruments, the vertical and horizontal collimations are different. 

Together, the longitudinal and the two transversal coherence lengths (in two directions 
perpendicular to the beam propagation) define a coherence volume. This is a measure for a 
volume within the sample, in which the amplitudes of all scattered waves superimpose to 
produce an interference pattern. Normally, the coherence volume is significantly smaller than 
the sample size, typically a few 100 Å for neutron scattering, up to µm for synchrotron 
radiation. Scattering between different coherence volumes within the sample is no longer 
coherent, i. e. instead of the amplitudes, the intensities of the waves contributing to the 

2

|| 2l l
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∆
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scattering pattern have to be added. This limits the real space resolution of a scattering 
experiment to the extension of the coherence volume.

3.3 Pair correlation functions
After having clarified the conditions under which we can expect a coherent scattering process, 
let us now come back to the question, which information is accessible from the intensity 
distribution of a scattering experiment. From (9) we see that the phase information is lost 
during the measurement of the intensity. For this reason, the Fourier transform of the 
scattering potential is not directly accessible in most scattering experiments (note however 
that phase information can be obtained in certain cases). 

Substituting (8) into (9) and applying variable substitution R=r’-r, we obtain for the 
magnitude square of the scattering amplitude, a quantity directly accessible in a diffraction
experiment:

(12)

This function denotes the so-called Patterson function in crystallography or more general the 
static pair correlation function: 

(13)

P(R) correlates the value of the scattering potential at position r with the value at the position
r+R, integrated over the entire sample volume Vs. If, averaged over the sample, no cor-
relation exists between the values of the scattering potentials at position r and r+R, then the 
Patterson function P(R) vanishes. If, however, a periodic arrangement of a pair of atoms 
exists in the sample with a difference vector R between the positions, then the Patterson func-
tion will have an extremum for this vector R. Thus, in a periodic arrangement the Patterson 
function reproduces all the vectors connecting one atom with another atom. 

As will be shown in detail in lecture A4, pair correlation functions are being determined quite 
generally in a scattering experiment. In a coherent inelastic scattering experiment, we measure 
a cross section proportional to the scattering law S(Q,ω), which is the Fourier transform with 
respect to space and time of the spatial and temporal pair correlation function:

(14)

While the proportionality factor between the double differential cross section and the 
scattering law depends on the type of radiation and its specific interaction potential with the 
system studied, the spatial and temporal pair correlation function is only a property of the 
system studied and independent of the probe used:

(15)

Here, the pair correlation function is once expressed as a correlation between the position of 
N point-like particles (expressed by the delta functions) and once by the correlation between 
the densities at different positions in the sample for different times. In a magnetic system, 
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radiation is scattered from the atomic magnetic moments, which are vector quantities. 
Therefore, the scattering law becomes a tensor - the Fourier transform of the spin pair 
correlations:

(16)

α, ß denote the Cartesian coordinates x, y, z; R0 and Rl are the spatial coordinates of a
reference spin 0 and a spin l in the system.

3.4 Scattering from a periodic lattice in three dimensions
We now are ready to understand the famous first diffraction experiment by Laue et al. As an 
example for the application of (8) and (9), we will now discuss the scattering from a three 
dimensional lattice of point-like scatterers. As we will see later, this situation corresponds to 
the scattering of thermal neutrons from a single crystal. More precisely, we will restrict 
ourselves to the case of a Bravais lattice with one atom at the origin of the unit cell. To each 
atom we attribute a “scattering length b” (see interaction potential of neutrons below). The 
single crystal is finite with N, M and P periods along the basis vectors a, b and c. The 
scattering potential, which we have to use in (8) is a sum over δ-functions for all scattering 
centers: 

(17)

The scattering amplitude is calculated as a Fourier transform:

(18)

Summing up the geometrical series, we obtain for the scattered intensity:

(19)

The dependence on the scattering vector Q is given by the so-called Laue function (19), which 
factorizes according to the three directions in space. One factor along one lattice direction a is 
plotted in Figure 5.

Fig. 5: Laue function along the lattice direction a for a lattice with five and ten periods, 
respectively.
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The main maxima occur at the positions Q = n ⋅ 2π/a. The maximum intensity scales with the 
square of the number of periods N2, the half width is given approximately by ∆Q = 2π/(N⋅a).
The more periods contribute to coherent scattering, the sharper and higher are the main peaks. 
Between the main peaks, there are N-2 side maxima. With increasing number of periods N,
their intensity becomes rapidly negligible compared to the intensity of the main peaks. The 
main peaks are of course the well-known Bragg reflections, which we obtain for scattering 
from a crystal lattice. From the position of these Bragg peaks in momentum space, the metric 
of the unit cell can be deduced (lattice constants a, b, c and unit cell angles α, β, γ). The width 
of the Bragg peaks is determined by the size of the coherently scattering volume (parameters 
N, M, and P) - and some other factors for real experiments (resolution, mosaic distribution, 
internal strains, ...).

Via the so-called Ewald construction, it can be shown that the Laue conditions for 
interference maxima to occur Q·a=n·2π etc. are equivalent to the Bragg equation for 
scattering from lattice planes (hkl) with interplanar spacings dhkl:

(20)

4 X-rays and Neutrons
Since the first scattering experiments, some standard probes for condensed matter research 
have emerged, which optimally fulfil the requirements for a suitable type of radiation. 

First of all, electromagnetic radiation governed by the Maxwell equations can be used. 
Depending on the resolution requirements, X-rays with wavelength l about 0.1 nm are being 
used to achieve atomic resolution, or visible light (l ~ 350 - 700 nm) is employed to 
investigate e. g. colloidal particles in solution. Besides electromagnetic radiation, particle 
waves can be utilized. It turns out that thermal neutrons with a wavelength l ~ 0.1 nm are 
particularly well adapted to scattering experiments in condensed matter research. Neutrons are 
governed by the Schrödinger equation of quantum mechanics. An alternative is to use 
electrons, which for energies of around 100 keV have wavelengths in the order of 0.005 nm. 
As relativistic particles, they are governed by the Dirac equation. The big drawback of 
electrons is the strong Coulomb interaction with the electrons in the sample. Therefore neither 
absorption, nor multiple scattering effects can be neglected. However, the abundance of free 
electrons and the relative ease to produce optical elements makes them very suitable for
imaging purposes (electron microscopy). Electrons, but likewise atomic beams, are also very 
powerful tools for surface science: due to their strong interaction with matter, both types of 
radiation are very surface sensitive. Low Energy Electron Diffraction LEED and Reflection 
High Energy Electron Diffraction RHEED are both used for in-situ studies of the crystalline 
structure during thin film growth, e.g. with Molecular Beam Epitaxy MBE. In what follows 
we will concentrate on the two probes, which are best suited for bulk studies on an atomic 
scale: x-rays and neutrons. We will touch upon the radiation sources, briefly discuss the main 
interaction processes and finally give a comparison of these probes. 

4.1 X-ray Sources
Since the early days of Conrad Röntgen X-rays are being produced in the laboratory in sealed 
vacuum tubes, where electrons from a cathode are accelerated towards the anode. There 
characteristic- and/or bremsstrahlungsradiation is produced. Radiation emitted from such x-
ray tubes has been widely used for structural studies in condensed matter science. However, 

2 sinhkl hkld θ l=
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in 1947 a new type of radiation was discovered in a General Electric synchrotron accelerator 
[12]. It soon turned out that this so-called synchrotron radiation has superb properties, see 
figure 6.

Fig. 6: Sketch of a synchrotron radiation source indicating the properties of synchrotron 
radiation.

Synchrotron radiation is emitted when relativistic charged particles (electrons or positrons) 
are being accelerated perpendicular to their direction of motion by an appropriate magnetic 
field. This happens is so-called bending magnets within circular accelerators and this type of 
radiation has originally been used by solid state physicists in a parasitic mode at particle 
physics facilities (first generation of synchrotron radiation sources). Second generation 
synchrotron radiation sources were dedicated to the production of synchrotron radiation, 
mainly from such bending magnets. However, even more intense radiation can be produced in 
straight sections of the accelerator by so-called insertion devices - wigglers and undulators -
which consist of arrays of magnets with alternating field direction. Modern synchrotron 
radiation sources of the 3rd generation employ mainly these insertion devices as radiation 
sources, see lecture C3. This continuous improvement of the source parameters led to an 
exponential growth of the brilliance, i.e. the spectral photon flux, normalized to the size and 
divergence of the beam. A further increase of the peak brilliance can be achieved with free 
electron lasers. For the X-ray regime these are based on the SASE principle: Self Amplified 
Spontaneous Emission. In such facilities, an electron beam from a linear accelerator passes 
through an undulator structure, where synchrotron radiation is produced. The electromagnetic 
interaction between this radiation and the electron beam travelling in parallel leads to an 
amplification of the radiation, giving rise to extremely brilliant fully coherent x-ray flashes of 
about 100 fs duration. Close to DESY in Hamburg such a facility, the European XFEL has 
been realized [13]. Details will be presented in lecture C5 by Robert Feidenhans’l. The 
facility opens entirely new perspectives for research, see lectures D7 and D8 by 
Henry Chapman and Simone Techert, respectively.
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4.2 Neutron Sources
While neutrons are everywhere - without neutrons we would not exist - they are extremely 
difficult to produce as free particles, not bound in nuclei. Free neutrons are produced by 
nuclear physics reactions, which require rather large and high-tech installations. Two main 
routes to produce free neutrons are being followed today (see figure 7 and lecture C2): 

(1) Fission of the uranium 235 nuclei in a chain reaction; this process happens in research 
reactors.

(2) Bombarding heavy nuclei with high energetic protons; the nuclei are “heated up” when a 
proton is absorbed and typically 20 - 30 neutrons are being evaporated. This process is 
called spallation and requires a spallation source with a proton accelerator and a heavy 
metal target station.

Fig. 7: A cartoon of the processes of fission and spallation, respectively, used for the 
production of free neutrons (adapted from the ess-reports).

Both processes lead to free neutrons of energies in the MeV region. These neutrons are way 
too fast to be useful for condensed matter studies. These so-called epithermal neutrons have to 
be slowed down, which is done most efficiently by collisions with light atoms - e.g. Hydrogen 
H or Deuterium D in light or heavy water moderators, or C in graphite as in the first reactor, 
the Chicago Pile 1. During the moderation process after several collisions, the neutrons 
thermalize and acquire the temperature of the moderator. To adjust the energy spectra to ones 
need, mainly three types of moderators are being employed: 
Moderator Typical temperature

[k]
Neutron energy 
range [meV]

Neutron wavelength 
range [Å]

hot source
(graphite block)

2500 100 - 1000 0.3 - 0.9

thermal source
(H2O / D2O)

300 5 - 100 0.9 - 4

cold source
(liquid D2)

25 0.05 - 5 4 - 40
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Note that room temperature ~ 300 K corresponds an energy of about 26 meV (1 meV =
11.6 K), which is just a typical energy of elementary excitations in a solid. Despite the effort 
made in these high-tech facilities, the free neutrons available for scattering studies are still 
extremely rare. In a high flux reactor the neutron flux i.e. the number of neutrons passing 
through a given area in a given time is in the order of 1015 neutrons/cm2·s. If one compares 
this value with particle fluxes in gases, the neutron density in high flux sources corresponds to 
high vacuum conditions of about 10-6 mbar pressure. The neutrons have to be transported 
from the source to the experimental areas, which can either be done by simple flight tubes or 
so-called neutron guides. These are evacuated tubes with glass walls (often covered with 
metal layers to increase the performance), where neutrons are transported by total reflection 
from the side, top, and bottom walls in a similar manner like light in glass fibers. The neutron 
flux downstream at the scattering experiments is then even much lower than in the source 
itself and amounts to typically 106 - 108 neutrons/cm2·s. This means that long counting times 
have to be taken into account to achieve reasonable statistics in the neutron detector. Just for 
comparison: the flux of photons of a small Helium-Neon laser with a power of 1 mW (typical 
for a laser pointer) amounts to some 1015 photons/s in a beam area well below 1 mm2. At 
modern synchrotron radiation sources, a flux of some 1013 photon/s in a similar beamspot can 
be achieved. 

Just as for synchrotron radiation with the XFEL, there is an European project to build the 
world’s most powerful neutron source: the European Spallation Source ESS. It will 
outperform all existing sources by several orders of magnitude in peak flux and allow entirely 
new experiments to be realized [14]. This facility is currently being built in Lund, Sweden 
and will be presented by Andreas Schreyer as lecture C6.

Finally, one should emphasize that neutrons can also be generated through nuclear reactions 
by bombarding targets with protons in the MeV regime. Such facilities driven by compact 
accelerators will be significantly cheaper and smaller than spallation sources, while their 
scattering, imaging and analytical instruments promise performances comparable to nowadays 
medium flux research reactors or spallation sources. The “High Brilliance neutron Source” 
(HBS) project for such a facility at Forschungszentrum Jülich [15], will be presented by 
Thomas Gutberlet in lecture C7.

4.3 Interaction Processes
The principle probes for condensed matter studies, X-rays, electrons and neutrons feature 
different interaction processes with matter, leading to a great complementarity. The principle 
interaction processes are depicted schematically in fig. 8. Details will be given in lecture A3.
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Fig. 8: Cartoon of the scattering processes of X-rays, neutrons and electrons with atoms in a 
solid in a 2d representation. The most relevant interaction processes which lead to 
scattering events are indicated. Note that electrons are mainly scattered in a surface-
near region (figure inspired by a lecture by R. Pynn, 1990).

For X-rays, the most relevant scattering process is pure charge or Thomson scattering with the 
differential cross section for scattering from one electron of: 

(21)

where 0 2
0

2.82er fm
m c

= = is the classical electron radius and P(θ) a factor describing the 

polarization dependence of Hertz’ dipole radiation. The Thomson scattering process is the 
basis for all structural investigations with X-rays since the discovery by Max von Laue one 
hundred years ago. A single electron is a point-like scatterer, leading to a cross section which 
is independent of Q, apart from the polarization dependence. Scattering from the extended 
electron cloud of an atom, on the other hand, leads to a variation of the scattered amplitude 
with scattering angle described by the so-called formfactor - the (normalized) Fourier 
transform of the electron density of a single atom. 

Of course, X-rays as electromagnetic radiation also interact with the spin moment of the 
electron. This so-called magnetic x-ray scattering process is a relativistic correction to charge 
scattering and typically six orders of magnitude weaker. At absorption edges of elements, the 
scattering amplitude becomes energy dependent, leading to so-called anomalous scattering.
Anomalous scattering (see figure 9) enables contrast variation, can also be used to enhance 
small scattering contributions, such as scattering from charge, orbital or magnetic order, see 
lecture D9. For most such studies, polarization handling is required, see lecture C4.
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Fig. 9: Schematic illustration of the second order perturbation process leading to 
anomalous scattering: core level electros are virtually excited by the incident X-rays 
into empty states above the Fermi level, if the photon energy is close to an 
absorption edge. Besides photoelectric absorption, a resonant scattering process can 
occur, where X-rays of the same wavelength are re-emitted.

For neutron scattering, two main interaction processes are relevant: scattering with the 
nucleus due to the strong interaction (nuclear scattering) and scattering due to magnetic 
dipole-dipole interaction between the neutron’s magnetic moment and the spin- or orbital 
moment of unpaired electrons in the solid (magnetic scattering). 

Since the nucleus is a point-like object compared to the wavelength of thermal neutrons, the 
differential cross section for nuclear scattering is independent of scattering angle and given 
by: 

(22)

where b, the scattering length, is a phenomenological parameter as measure of the strength of 
the interaction potential. b depends not only on the atomic number, but also on the isotope and 
the nuclear spin orientation relative to the neutron spin. 

Magnetic neutron scattering strongly depends on the polarization state of the neutron (for 
polarization handling, see lecture C4). The differential cross section is given by: 

(23)

The pre-factor 0nrγ has the value 12
0 0.539 10 5.39nr cm fmγ −= ⋅ = . σ denotes the spin 

operator, and 'z zσ σ the polarization state of the neutron before and after the scattering 
process, respectively. ( )⊥M Q denotes the component of the Fourier transform of the sample 
magnetization, which is perpendicular to the scattering vector Q:

(24)

This tells us that with neutron scattering we are able to determine the magnetization M(r) in 
microscopic atomic spatial co-ordinates r, which allows one not only to determine magnetic 
structures, but also the magnetization distribution within a single atom. 
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To obtain an idea of the size of the magnetic scattering contribution relative to nuclear 
scattering, we can replace the matrix element in (23) for a spin ½ particle by the value of one 
Bohr magneton 1 µB. This gives an “equivalent” scattering length for a magnetic scattering of 
2.696 fm for a spin ½ particle. This value corresponds quite well to the scattering length of 
cobalt bco = 2.49 fm, which means that magnetic scattering is comparable in magnitude to 
nuclear scattering. 

4.4 Comparison of Probes
Figure 10 shows a double logarithmic plot of the dispersion relation "wave length versus 
energy" for the three probes neutrons, electrons and photons. The plot demonstrates, how 
thermal neutrons of energy 25 meV are ideally suited to determine interatomic distances in 
the order of 0.1 nm, while the energy of X-rays or electrons for this wavelength is much 
higher. However, with modern techniques at a synchrotron radiation source, energy 
resolutions in the meV-region become accessible even for photons of around 10 keV 
corresponding to a relative energy resolution ∆E/E≈ 10-7 (compare lectures D4 and D6)! The 
graph also shows that colloids with a typical size of 100 nm are well suited for the 
investigation with light of energy around 2 eV. These length scales can, however, also be 
reached with thermal neutron scattering in the small angle region (compare lecture D1). While 
figure 10 thus demonstrates for which energy-wave-length combination a certain probe is 
particularly useful, modern experimental techniques extend the range of application by 
several orders of magnitude.
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Fig. 10: Comparison of the three probes - neutrons, electrons and photons - in a double
logarithmic energy-wavelength diagram.

It is therefore useful to compare the scattering cross sections as it is done in figure 11 for
X-rays and neutrons. Note that the X-ray scattering cross sections are significantly larger as 
compared to the neutron scattering cross sections. This means that the signal for x-ray 
scattering is stronger for the same incident flux and sample size, but that caution has to be 
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applied that the conditions for kinematical scattering are fulfilled. For X-rays, the cross 
section depends on the number of electrons and thus varies in a monotonic fashion throughout 
the periodic table. Clearly it will be difficult to determine hydrogen positions with x-rays in 
the presence of heavy elements such as metal ions. Moreover, there is a very weak contrast 
between neighbouring elements as can be seen from the transition metals Mn, Fe and Ni in 
figure 11. However, this contrast can be enhanced by anomalous scattering, if the photon 
energy is tuned close to the absorption edge of an element (lecture D9). Moreover, anomalous 
scattering is sensitive to the anisotropy of the local environment of an atom. For neutrons the 
cross sections depend on the details of the nuclear structure and thus vary in a non-systematic 
fashion throughout the periodic table. As an example, there is a very high contrast between 
Mn and Fe. With neutrons, the hydrogen atom is clearly visible even in the presence of such 
heavy elements as uranium. Moreover, there is a strong contrast between the two hydrogen 
isotopes H and D. This fact can be exploited for soft condensed matter investigations by 
selectively deuterating certain molecules or functional groups and thus varying the contrast 
within the sample (see lectures E2, E8, E9). 

Fig. 11: Comparison of the coherent scattering cross-sections for x-rays and neutrons for a 
selection of elements. The area of the coloured circles represent the scattering cross 
section. In the case of X-rays these areas were scaled down by a factor of 10. For 
neutrons, the green and blue coloured circles distinguish the cases where the 
scattering occurs with or without a phase shift of π.

Finally, both neutrons and X-rays allow the investigation of magnetism on an atomic scale. 
Magnetic neutron scattering (lectures D4, E3, E5…) is comparable in strength to nuclear 
scattering, while non-resonant magnetic X-ray scattering is smaller than charge scattering by 
several orders of magnitude. Despite the small cross sections, non-resonant magnetic x-ray 
Bragg scattering from good quality single crystals yields good intensities with the brilliant 
beams at modern synchrotron radiation sources. While neutrons are scattered from the 
magnetic induction within the sample, X-rays are scattered differently from spin and orbital 
momentum and thus allow one to measure both form factors separately. Inelastic magnetic 
scattering e.g. from magnons or so called quasielastic magnetic scattering from fluctuations in 
disordered magnetic systems is a clear domain of neutron scattering. Finally, resonance 
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exchange scattering XRES, a variant of anomalous X-ray scattering for magnetic systems, 
allows one not only to get enhanced intensities, but also to study magnetism with element-
and band sensitivity (lecture D9). The corresponding technique for the study of excitations is 
called Resonant Inelastic X-ray Scattering (RIXS).

With appropriate scattering methods, employing neutrons, X-rays or light, processes in con-
densed matter on very different time and space scales can be investigated. Which scattering 
method is appropriate for which region within the "scattering vector Q - energy E plane" is 
plotted schematically in figure 12. Via the Fourier transform, the magnitude of a scattering 
vector Q corresponds to a certain length scale, an energy to a certain frequency, so that the 
characteristic lengths and times scales for the various methods can be directly determined 
from the figure.
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Fig. 12: Regions in frequency v and scattering vector Q (n,Q)- or energy E and length d 
(E,d)-plane, which can be covered by various scattering methods.

5 Techniques and Applications
Scattering with electromagnetic radiation (light, soft- and hard-X-rays) and neutrons cover a 
huge range of energy and momentum transfers (see figure 12), corresponding to an 
extraordinary range of length- and time scales relevant for research in condensed matter. 
Exemplary, this is depicted for research with neutrons in figure 13.
The very extremes of length scales - below 10-12 m - are the domain of nuclear and particle 
physics. For example, neutrons with an energy of 14 MeV, corresponding to wavelengths of 
7.6 fm, are used to determine the size and shape of atomic nuclei. Furthermore, high energy 
neutrons are used for measurements of the charge or the electric dipole moment of the neutron 
to provide stringent tests of the standard model of particle physics without the need of huge 
and costly accelerators. On the other extreme, neutrons also provide information on length-
and time scales relevant for astronomical dimensions, e. g. the decay series of radioactive 
isotopes produced by neutron bombardment give information on the creation of elements in 
the early universe. In this course, however, we are only concerned with neutrons as a probe 
for condensed matter research and therefore restrict ourselves to a discussion of neutron 
scattering. Still, the various scattering techniques cover an area in phase space from 
picometers pm up to meters and femtoseconds fs up to hours, an extremely impressive range!
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Fig. 13: Length- and time scales covered by research with neutrons giving examples for 
applications and neutron techniques. 

Different specialized scattering techniques are required to obtain structural information on
different length scales:

• With wide angle diffractometry, charge (X-rays) or magnetization (neutrons) densities 
can be determined within single atoms on a length scale of ca. 10 pm1. The position of 
atoms can be determined on a similar length scale, while distances between atoms lie 
in the 0.1 nm range (e.g. lectures B1, D3, E8). 

• The sizes of large macromolecules, magnetic domains or biological cells lie in the 
range of nm to µm or even mm. For such studies of large-scale structures, one applies 
reflectometry (lectures D2, E4) or small angle scattering technique (lectures D1, E2) 
or imaging (lecture F1). 

• Most materials relevant for engineering or geo-science occur neither in form of single 
crystals, nor in form of fine powders. Instead they have a grainy structure, often with 
preferred orientation of the grains. This so-called texture determines the macroscopic 
strength of the material along different directions. Texture diffractometry as a 
specialized technique allows one to determine this granular structure on length scales 
of up to mm (high energy X-ray diffraction as “3d microscope”). 

• Finally, for even larger structures, one uses imaging techniques, such as neutron 
radiography or tomography (lecture F1), which give a two dimensional projection or 
full 3-dimensional view into the interior of a sample due to the attenuation of the 
beam, the phase shift or other contrast mechanisms.

In a similar way, specialized scattering techniques are required to obtain information on the 
system’s dynamics on different time scales:

1 In this sense, X-rays and neutrons are not only nanometer nm, but even picometer pm probes!
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• Neutron Compton scattering, where a high energy neutron in the eV energy range 
makes a deep inelastic collision with a nucleus in so-called impulse approximation,
gives us the momentum distribution of the atoms within the solid. Interaction times are
in the femtosecond fs time range. 

• With pump-probe techniques at free electron lasers, processes in the fs to ps time 
range can be studied (lecture D8). For this technique one uses the time structure of the 
radiation and delays a “probe” pulse with respect to the “pump” pulse to study 
e.g. relaxation processes after excitation in real time. 

• In magnetic metals, there exist single particle magnetic excitations, so-called Stoner 
excitations, which can be observed with inelastic scattering of high energy neutrons 
using the so-called time-of-flight spectroscopy or the triple axis spectroscopy
technique (lecture D4). Typically, these processes range from fs to several hundred fs. 

• The electronic structure of solids, including electronic relaxation processes in the 
fs time range, can be determined by X-ray spectroscopy techniques (lecture F2). 

• Lattice vibrations (phonons) or spin waves in magnetic systems (magnons) have 
frequencies corresponding to periods in the picosecond ps time range (lecture B5).
Again, these excitations can be observed with neutron time-of-flight-, neutron triple 
axis spectroscopy or at high energy resolution backscattering synchrotron beamlines 
(lecture D4). 

• Slower processes in condensed matter are the tunneling of atoms, for example in 
molecular crystals or the slow dynamics of macromolecules (lectures B4, E2, E9).
Characteristic time scales for these processes lie in the nanosecond ns time range. 
They can be observed with specialized techniques such as neutron backscattering 
spectroscopy, neutron spin-echo spectroscopy, light- or X-ray photon correlation 
spectroscopy (lecture D6).

• Even slower processes occur in condensed matter on an ever-increasing range of 
lengths scales. One example is the growth of domains in magnetic systems, where 
domain walls are pinned by impurities. These processes may occur with typical time 
constants of microseconds µs. Periodic processes on such time scales can be observed 
with stroboscopic scattering techniques. 

• Finally, time resolved scattering or imaging techniques, where data is taken in 
consecutive time slots, allow one to observe processes from the millisecond ms to the 
hour h range. 

Even within a Spring School of two weeks, it is impossible to cover all scattering techniques 
and applications. Some techniques will be touched briefly in the application lectures E1-E9, 
which cover such different fields as research on soft matter (E2) and quantum materials 
(E3, E1), nanoparticles (E5), engineering and energy materials (E7 & E6) and life science 
(E8 & E9).

6 Life at large scale facilities
Neutron and x-ray sources are rather expensive to build and to operate. Therefore, only few 
such installation exist world wide - especially in the field of research with neutrons, where 
licensing of nuclear installations is an additional aspect to be considered. Figure 14 shows the 
geographic distribution of the major facilities for research with neutrons. The Jülich Centre 
for Neutron Science JCNS is present at some of the world’s best sources. 
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Fig. 14: Major neutron research centers worldwide which have sources of appreciable flux 
and a broad instrumentation suite for condensed matter research. JCNS is present at 
four of the leading sources worldwide: the Heinz Maier-Leibnitz Zentrum MLZ at the 
research reactor FRM II in Garching, Germany, the Institute Laue-Langevin ILL in 
Grenoble, France, the Spallation Neutron Source SNS in Oak Ridge, USA and the 
Chinese Advanced Research Reactor CARR close to Beijing, China. JCNS also has a 
leading involvement in the European Spallation Source project, Lund, Sweden. 

The fact that there are only few sources worldwide implies that experiments at large facilities 
have to be organized quite different from normal lab-based experiments (see lecture C1).
Efforts have to be made to use the existing sources as efficient as possible. This means 
(i) continuous and reliable operation of the source during a large fraction of the year; 
(ii) many highly performing instruments, which can run in parallel, located around every 
source; (iii) professional instrument operation with highly qualified staff and a stringent risk 
management to keep the downtime of instruments and auxiliary equipment as low as possible; 
(iv) and access for as many scientists as possible. While there are specialized companies
which produce beamline and instrument components, there is no true commercial market for 
neutron or synchrotron instruments. Therefore, these instruments are being built by research 
centers, where usually one or a few staff scientists work closely with engineers and 
technicians to realize an instrument for a certain application. These highly experienced 
scientists will then later-on also operate the instruments. The Jülich Centre for Neutron 
Science JCNS has such staff scientists located at the outstations at MLZ, ILL and SNS. 
However, these large-scale facilities are way too expensive to be operated just for a small 
number of scientists. Beamtime is offered to external users from universities, research 
organizations (such as Max-Planck or Fraunhofer in Germany) and industry. In order for these 
users to obtain access to a scattering instrument, the user will obtain information from the 
internet on available instruments, contact the instrument scientist and discuss the planned 
experiments with the instrument scientist. Once a clear idea and strategy for an experiment 
has been worked out, the user will write a beamtime proposal where he describes in detail the 
scientific background, the goal of the planned experiment, the experimental strategy and the 
prior work. The facility issues a call for proposals in regular intervals, typically twice a year. 
The proposals received are distributed to members of an independent committee of 
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international experts, which perform a peer review of the proposals and establish a ranking. 
Typically overload factors between 2 to 3 occur i.e. 2 to 3 times the available beam time is 
being demanded by external users. Once the best experiments have been selected, the 
beamtime will be allocated through the facility, where the directors approve the ranking of the 
committee, the beamline scientist schedules the experiments on the respective instrument and 
the user office sends out the invitations to the external users. Many facilities will pay travel 
and lodging for 1 up to 2 users per experiment. It is now up to the user to prepare the
experiment as well as possible. If the experiment fails because it was not well prepared, it will 
be very difficult to get more beamtime for the same scientific problem. Typical experiments 
last between 1 day and up to 2 weeks. During this time lots of data will be collected which 
users take home and usually spend several weeks or months to treat the data and model it.

A typical scattering facility will run about 200 days a year with a few hundred visits of user 
from all over the world. This is also what makes research at large facilities so attractive to 
young scientists: early-on in their career they will learn to work in large international 
collaborations, get the opportunity to work on state-of-the-art high-tech equipment and learn 
to organize their research as efficient as possible. You have therefore chosen well to attend 
this Spring School!

Conclusion
This overview was meant to give a first introduction to scattering methods, give a glimbse of 
the possibilities provided at current and future sources and outline the structure of the course. 
You can now look forward to interesting lectures, where many more details will be explained 
and you will learn the principles to enable you to successfully perform experiments at neutron 
and synchrotron radiation sources. Have lots of fun and success working with these powerful
techniques!
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Peter Grünberg Institut and Institute for Advanced Simulation

Forschungszentrum Jülich GmbH
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1 Introduction

Since Rutherford’s surprise at finding that atoms have their mass and positive charge concen-
trated in almost point-like nuclei, scattering methods are of extreme importance for studying
the properties of condensed matter at the atomic scale. Electromagnetic waves and particle
radiation are used as microscopic probes to study a rich variety of structural and dynamical
properties of solids and liquids. Atomistic processes in condensed matter take place at length
scales on the order of an Ångström (1Å= 10−10m) and an energy scale between a meV and a
few eV. Obviously, detailed information concerning atomic systems require measurements re-
lated to their behavior at very small separations. Such measurements are in general not possible
unless the de Broglie wavelength (λ = h

p
= h

mv
) of the relative motion of the probing particle is

comparable to these distances. This makes x-ray scattering and neutron scattering, in addition
to electron scattering and to a certain extent also Helium scattering, to the outstanding micro-
scopic “measurement instruments” for studying condensed matter. To push electromagnetic
waves in this area one uses either x-rays with wavelengths of a few Ångströms, but in the keV
energy range, or light with energies in the eV range, but wavelengths of some 1000 Å. Neutrons
(and Helium atoms) make it possible to match energy and wavelengths simultaneously to the
typical atomic spacings and excitation energies of solids (solid surfaces). The most important
scattering properties of the probing particles are collected in Tabel. 1.

neutrons x-rays electrons LEED
energyE 10 meV 10 keV 100 keV 100 eV

wavelengthλ 1 Å 1 Å 0.05 Å 1 Å
extinction length dext 105 Å 104 Å 102 − 103 Å 5 Å

absorption length 1/µ0 108 Å 105 Å 103 − 104 Å 10 Å
1/∆µ > 108 Å 30 · 105 Å 3 · (103 − 104) Å 10 Å

Table 1: Basic parameters for the diffraction of neutrons, electrons, x-rays and in the case low-
energy electron diffraction (LEED). The extinction length, which is essentially the thickness
of the crystal for which the kinematic theory breaks down and the absorption length changes
by orders of magnitude between different probing particles. ∆µ = µ0 ± µG is the absorption
length in the case when the Bragg reflection is excited. For the case of Bragg diffraction,
the absorption of the x-rays is reduced by a very large factor, known as the Borrmann effect,
whereas the absorption of electrons is only slightly reduced.

Thus, a simultaneous spatial and temporal resolution of atomistic or magnetic processes is pos-
sible. In addition, the photon, neutron, electron and under certain conditions also Helium pos-
sess internal degrees of freedom such as a polarization vector or a spin with which the probes
couple to core and valence electrons. The photon, neutron and Helium result in only week inter-
action with matter, which simplifies considerably the analysis and interpretation of experiments
as multiple scattering processes are frequently of minor importance and can often be ignored
completely, which makes an interpretation of the scattering results valid within a kinematic
scattering theory.

Within the kinematic theory, it is assumed that the incoming wave of e.g. x-rays is scattered from
the objects, which perform the scattering, e.g. atoms, only once. After such ”once-scattering”
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the intensities of the scattered waves are added taking into account the phase differences of the
scattered waves in order to form the intensities of the transmitted and reflected beams. What
is neglected in the kinematic theory is the interaction of the ”once-scattered” waves with each
other and the matter. In terms of rigorous scattering theory, the kinematic theory corresponds
to the (1st) Born approximation, discussed in detail in the first part of the chapter lecture.

Very often, however, electrons are used as particles or the diffraction of waves and particles on
large crystals of very good crystalline quality is investigated, and the intensities of the trans-
mitted and reflected beams are measured after the waves forming them traverse large regions of
space filled with atoms. In this case the interaction between the scattered waves and atoms can-
not be ignored anymore, and the so-called multiple scattering of waves inside the crystal, which
technically corresponds to going beyond the Born approximation, has to be considered in order
to explain observed phenomena which cannot be understood within the kinematic theory. For
centrally symmetric potentials the partial wave expansion, an angular momentum expansion of
the scattered waves, offers an elegant description of the multiple scattering in terms of a partial
wave scattering amplitude expressed in phase shifts, a direction we do not follow in this chapter
due to lack of time. The description of multiple scattering can be essentially simplified if the
perfect periodicity of the crystal is assumed. The dynamical scattering theory describes the in-
teraction of waves with a regular lattice of atoms such as atomic crystal structures, or nanometer
scaled multilayers, or self-arranged systems and it includes all multiple scattering effects. The
variety of effects, which can be explained within the dynamical scattering theory is vast, and
there are considerable differences for different types of radiation.

In this Chapter, we will provide a brief introduction to the elementary concepts and methodol-
ogy of scattering theory. The focus lies on the introduction of the description of the scattering
process in terms of the Hamiltonian of the scattering projectile at a finite range interaction
potential of a single site target using the Lippmann-Schwinger equation, an integral equation
formulation of scattering that leads then to the first Born approximation of scattering and the
distorted wave Born approximation. The former is the approximation of choice if multiple scat-
tering is unimportant and the latter is applied in the analysis of grazing-incidence small-angle
scattering experiments discussed in more details chapter D2. The subject is typically part of an
Advanced Quantum Mechanics curriculum and is therefore elaborated at textbooks on quantum
mechanics. A selection is given as references [1–3]. The lecture continues with the discussion
of the scattering on the lattice rather than a single site target resulting at the Bragg scattering [4],
that will be discussed in more detail in the succeeding chapter. The foundations of the dynami-
cal scattering theory, which goes beyond the kinematical scattering theory of diffraction along
these lines, were set already by Darwin in 1914 [5]. On a more fundamental level the problem
was treated by Ewald in 1917 [6] and later by Laue [7]. For electrons, the problem has been
tackled further by Bethe [8]. Since then, many good books and reviews on the subject have
been published, see e.g. the books of Zachariasen [9], Cowley [10] or Authier [11], or reviews
by Slater [12], and Batterman and Cole [13]. In our manuscript, we provide a simple intro-
duction into the dynamical scattering theory following mainly the review by Slater [12] and a
beautiful review by P. H. Dederichs [14].
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Fig. 1: A set-up of a typical diffraction experiment consisting of a particle source, a scattering
target and a particle detector. The beam passes through a collimator and a monochromator with
a beam opening ∆r.

2 The Scattering Problem

In a scattering experiment a beam of particles is allowed to strike a target,1 and the particles that
emerge from the target area or scattering volume, respectively, are observed.

The Experimental Situation

A schematic representation of a standard scattering experiment appears in Fig. 1. Each scat-
tering experiment consists of three indispensable elements: (i) The source of incident beam of
particles or electromagnetic wave, to propagate with wave vector k = 2π

λ
k̂ of wavelength λ

along the direction k̂, which we assume without loss of generality to be the ẑ-direction (the
axis of the collimator). (ii) The target, that we consider stationary, a reasonable assumption in
condensed matter physics and (iii) the detector, whose function is to simply count the number
of particles of a particular type that arrive at its position r with the coordinate r = (x, y, z) in
real space along the direction r̂ at the angle (θ, ϕ) with respect to the axis of the propagating in-
cident beam. Ideally it may be set to count only particles of a given energy, spin or polarization
vector, respectively. We assume throughout that the source and detector are classical objects
that have a clearly defined, precisely controllable effect on the scattering process. The detector
will be assumed to be 100% efficient and to have no effect on the scattered particle prior to the
time it enters the detector.

The result of the scattering experiment will vary with the energy E of the incident beam. In or-
der to simplify the analysis of the experimental data, the energy spectrum of the incident beam
should be sharply peaked so that the experiment may be considered to take place at a unique
energy eigenvalue E. To this end, in most experiments care is taken to achieve a monochro-
matic incident beam characterized by the wave vector k. We shall assume here that the beam
emerging from the collimator and monochromator is both perfectly monochromatic and per-
fectly collimated, as well. Of course, according to the uncertainty principle, a beam of finite
cross section (of the size of the collimator opening ∆r) cannot be perfectly monochromatic
(∆k > 0) and perfectly collimated as well. We may, however, assume the beam to be suffi-

1 In the language of elementary scattering theory one frequently refers to a target although we keep in mind that in
the language of condensed matter, it is referred to as the sample.
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ciently well collimated that the angular divergence may be ignored in an actual experiment. In
that case we must necessarily have not a monochromatic beam represented by a plane wave, but
rather a beam describable as a superposition of such waves. In this respect the collimator and
monochromator can be considered the fourth indispensable elements of a scattering experiment.
It shields the detector from the incoming beam to the ideal extent that no count is measured in
the detector without target, and produces a small beam of monochromatic energy. We further
assume that the detector has a small opening angle dΩ and is positioned at large distance from
the target. Under these conditions, the scattered beam can be characterized at the position of the
detector by the wave vector k′ and energy E ′. Summarizing, in a scattering experiment a wave
packet of incident particles characterized by the initial state (k, E, e), denoting the polarization
vector e of an x-ray beam as a representative of an internal degree of freedom of the particle, is
scattered into the final state:

(E,k, e)
scattering−→ (E ′,k′, e′). (1)

The scattering process is characterized by the scattering vector

Q = k′ − k (2)

and the energy transition
�ω = E ′ − E. (3)

�Q represents the momentum transfer during scattering, since according to de Broglie, the mo-
mentum of the particle corresponding to the wave with wave vector k is given by p = �k. For
elastic scattering (diffraction), it holds that E ′ = E and |k′| = |k| and all possible scattering
vectors are located on a sphere, called Ewald-sphere. Structural investigations are always car-
ried out by elastic scattering. The magnitude Q of the scattering vector can be calculated from
wavelength λ and scattering angle θ as follows

Q =
√
k2 + k′2 − 2kk′ cos θ =

√
2k2(1− cos θ) = k

√
2(1− cos2

θ

2
+ sin2 θ

2
) =

4π

λ
sin

θ

2
(4)

Description of Scattering Experiment

After the beam of particles is emitted from the collimated source, the experimenter has no
control over the particles until they have reached his detector. During that time, the propagation
is controlled solely by the laws of quantum mechanics and the Hamiltonian of the projectile-
target system. We restrain our description to the nonrelativistic domain and may thus formulate
the physical situation in terms of the solution of a Schrödinger equation using an appropriate
Hamiltonian and suitable boundary conditions. The occurring phenomena can be very complex.
We assume in the following that the incident particles do not interact with each other during
the time of flight, rather that the particles fly one by one, and that incident particles and the
target particles do not change their internal structures or states, but only scatter off each other.
Internal excitations, rearrangements, charge or spin exchange are also excluded. In fact, internal
degrees of freedom such as the spin or polarization vector are currently completely neglected.
That means we shall consider only the purely elastic scattering. We further neglect the multiple
scattering in the target and consider at first only the interaction of an incident particle with one
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Target

θ

φ

x-axis

y-axis

z-axis

Detector

k

incident beam
(E,k, e)

k′

scattered beam
(E ′,k′, e′)

r2dΩr̂

Fig. 2: The geometry of the scattering experiment.

target particle, the state of both is described by a two-particle wave function Ψ(rP, rT) and the
interaction is described by a potential V (r) which depends only on the relative distance r = rT−
rP, where the subscripts T and P denote the target and the incoming particle, respectively. We
shall confine ourselves in this article to scattering processes in which only short-range central
forces are present. In the presence of such potentials, the particle is not under influence of the
target potential when they are emitted from the source or when they enter the detector. Since
for the two-body problem the motion of the center of mass R can be separated out, the problem
reduces to the scattering of a particle with the reduced mass 1

m
= 1

mT
+ 1

mP
at the potential

V (r). Since the potential does not depend explictly on the coordinate of the center of mass R,
the two-particle wave function can be expressed in terms of a product of single-particle wave
functions Ψ(rP, rT) = φ(R)ψ(r),2 both solutions of two separate Schrödinger equations. The
elementary two-body scattering process could be intrinsically elastic, but recoil of the target
particle might lead to a transfer of energy to the target. In the present context elastic scattering
specifically excludes such effects. Considering a solid as target, depending on the energy of
the projectile and the interaction of the constituent atoms in a solid, this can be a very good
assumption, as for favorable circumstances all atoms contribute to the scattering mass of the
solid (of course, in other chapters it becomes clear that atoms in a solid vibrate and a scattering
event may cause inelastic excitations of phonons in the vicinity of the elastic energy). To think
that the target particle or a target solid is infinitely heavy relative to the mass of the incident
particle simplifies our thinking further. In this case the center of mass of the target remains
stationary at the position of the target particle throughout the scattering process. Under these
circumstances the relative coordinate r represents the actual laboratory coordinate of the light
particle and the mass m is then the mass of the incident particle. These parameters enter the

2 This does not hold if target and projectile are identical particles. Identical articles scattering about angle θ and
π − θ cannot be distinguished.
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time-dependent Schrödinger equation

i�
∂ψ

∂t
=

[
− �2

2m
∇2 + V (r)

]
ψ with V (r) = 0 except r ∈ target region T (5)

to be solved.

The time-dependent Schrödinger equation seems a natural starting point for the description
of a scattering event as it is not a stationary process but involves individual discrete particles
as projectiles, but as we see a bit later the good news is, that under reasonable assumptions
that are fulfilled in typical experimental situations, the same results are obtained using a time-
independent description applying the stationary Schrödinger equation.

At the vicinity of the collimator and detector, the solution of the potential-free Schrödinger
equation (5) is analytically known as the free-particle wave packet:

ψ(r, t) =
1

(2π)3

∫
d3k A(k)ψk(r, t) with ψk(r, t) = eikre−i �k

2

2m
t. (6)

The wave packet is expressed as a superposition of a complete set of stationary-state solutions
ψk(r) of this Schrödinger equation, which are plane waves ψk(r) = eikr. The energy eigenvalue
corresponding to the eigenfunction ψk is simply Ek = �2

2m
k2. For convenience the target is

placed at the origin of the coordinate system (r = 0). The coefficient A(k) is the probability
amplitude for finding the wave number k, or momentum �k in the initial state. We assume
that the properties of the source are such that the wave packet is close to monochromatic and
that the amplitude function A(k) peaks about the average momentum �k = �k◦ with a spread
in the wave number ∆k that is small compared to k◦ (∆k � k◦), related to the opening of
the collimator ∆r by Heisenberg’s uncertainty principle (∆k∆r � 1). If we finally impose
the condition (∆k)2

k◦
L � 1 (equivalent to the condition λ◦

∆r
� ∆r

L
) the packet does not spread

appreciably during the course of the experiment with the set-up of length L, and we can finally
show that a stationary description of the scattering problem is sufficient. Under these conditions
the energy-dependent phase factor of ψk(r, t) can be conveniently be approximated about the
median energy k2 � −k2

◦ + 2k · k◦ and Eq. (6) will become

ψ(r, t) = ei
�k2◦
2m

t 1

(2π)3

∫
d3k A(k) eik·(r−v◦t) = ei

�k2◦
2m

tψ(r− v◦t, 0), (7)

i.e. a wave packet ψ(r, t) centered about the origin r = 0 at t = 0 moves at the classical
velocity v◦ = �k◦

m
and the packet at time t > 0 will have exactly the same shape, but centered

about r = v◦t. Thus, the initial state limt→−∞ ψ(r, t) and the final state limt→+∞ ψ(r, t) can
be expressed by Eq. (7), but with the coefficients A(k) in the final state having been modified
compared to the ones in the initial state due to the scattering, as we shall discuss immediately.

A solution of Eq. (5) requires, however, the specification of boundary conditions imposed on
the solution that reflect the physical situation in the laboratory as discussed in section 2. The
proper boundary condition is a condition on the wave function when the particle and target
are far apart. It can be motivated from Huygens’ principle [15] who proposed that every point
which a luminous disturbance reaches becomes a source of a spherical wave, and the sum of
these secondary waves determines the form of the wave at any subsequent time. For a single
target scatterer we express the wave function

ψk(r)
r→∞−→ eikr +

1

r
eikrfk(θ, φ) ∀k and t > 0 (8)



A2.8 Stefan Blügel

in terms of a superposition for the incoming wave plus an outgoing scattered wave emanating
from the target, removing some of the incoming particles from the incident primary beam.
f(θ, φ), f(r̂) or f(k̂′), respectively, denotes the scattering amplitude. This form of the wave
function is motivated by the fact that we expect, after scattering, an outgoing spherical wave,
modified by the scattering amplitude, interfering with the incoming wave; we will later show a
more rigorous justification of this expression. Consistent to the lab schematics in Fig. 1, k◦‖ẑ
and the azimuthal and polar scattering angle (θ, φ) are given by the projection of the direction of
the wavevector k̂ of the scattered wave, e.g. into the detector at direction r̂ and the ẑ direction.
If we replace ψk(r, t) in (6) by its asymptotic form given in (8), when the packet is far from
the target, the wave function ψ′(r, t) (where we use a prime to denote the wave function after
scattering) breaks up into two terms

ψ′(r, t) = ψk(r, t) + ψsc(r, t), with ψsc(r, t) = 0 for t < 0 (9)

with the incident beam ψk(r, t) identical to Eq. (7) and the scattered wave ψsc(r, t) according
to Eq. (6)

ψsc(r, t) =
1

r

1

(2π)3

∫
d3k fk(r̂)A(k) e

ikr e−i �k
2

2m
t. (10)

If we assume now that the scattering amplitude is slowly varying over the spread of the wave
numbers ∆k, and thus approximate fk(r̂) � fk◦(r̂) as well as making use of the approximations

k � k̂◦ · k and k2 � −k2
◦ + 2k · k◦ for (∆k)2 � k2

◦ (11)

(k = |k| = |k◦+∆k| = [k2
◦+2k◦ ·∆k+(∆k)2]1/2 � k◦[1+2k◦ ·∆k/k2

◦]
1/2 � k◦+k̂◦ ·(k−k◦))

in which k is equal to the projection along k◦ we obtain

ψsc(r, t) = e−i
�k2◦
2m

t 1

r
fk◦(r̂)

1

(2π)3

∫
d3k A(k) eik·(k̂◦r−v◦ t) = e−i

�k2◦
2m

t 1

r
fk◦(r̂)ψ(k̂◦r−v◦t, 0) .

(12)
Thus, after the incident packet has passed the target a spherical scattered wave shell of thickness
∆r, equal to the size of the packet, centered on the origin and having a radius r = v◦t emerges
from the target. One finds further that the incoming wave packet given in (7) and the scattered
wave, Eq. (12), share absolutely the same time dependence and are the same for all k. The
solution is actually a superposition of all available wave numbers according to

∫
d3kA(k) . . . .

Since there is no mode-mode coupling such as k → k1 + k2, it is totally sufficient to solve
the problem in terms of a scattering problem of ψk(r) on the basis of a stationary Schrödinger
equation for all relevant wave vectors k, which will be pursued during the rest of the manuscript,
and keep thereby in mind that a wave packet is formed with a certain probability amplitude. This
stationary problem with plane waves as incident beam simplifies the description of scattering
significantly.

Coherence

The formation of a wave packet bears, however, a consequence on which we shall briefly touch
upon: The scattering pattern or diffraction pattern, respectively, will be a superposition of pat-
terns for different incident wave vectors (k,k+∆k) and the question arises, which information
is lost due to these non-ideal conditions. This “instrumental resolution” is intimately connected
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with the “coherence” of the beam and the size of the scattering volume in comparison to the tar-
get volume. Coherence is needed, so that the interference pattern is not significantly destroyed.
Coherence requires a phase relation between the different components of the beam. A measure
for the coherence length l is given by the distance, at which two components of the beam be-
come fully out of phase, i.e. when one wave train at position r exhibits a maximum, meats a
wave train exhibiting a minimum, thus experiencing a phase difference of λ/2. If the coherence
length l‖ is determined by the wavelength spread, λ and λ + ∆λ one refers to the temporal or
longitudinal coherence. The condition l‖ = nλ = (n− 1

2
)(λ+∆λ) translates then into

l‖ =
1

2

λ2

∆λ
for longitudinal coherence

and

l⊥ =
1

2

λ

∆θ
for transversal coherence.

Analogously one obtains the transversal coherence length l⊥ shown in above equation due to
the divergence of the beam ∆θ that results from the finite transverse beam size due to the
finite extension of the source. In many instruments, the vertical and horizontal collimations are
different and the vertical one can even be different along different spatial directions.

Together, the longitudinal and the two transversal coherence lengths define a coherence volume.
This is a measure for a volume within the sample, in which the amplitudes of all scattered
waves superimpose to produce an interference pattern. Normally, the coherence volume is
significantly smaller than the sample size, typically a few 100 Å for neutron scattering, up to µm
for synchrotron radiation. Scattering between different coherence volumes within the sample
is no longer coherent, i.e. instead of the amplitudes, the intensities of the contributions to the
scattering pattern have to be added. This limits the spatial resolution of a scattering experiment
to the extension of the coherence volume.

The Cross Section

A general measure of the scattered intensity I(Ω) is the differential cross section ( dσ
dΩ
). It is

defined by the number of particles dN counted per unit time dt scattered into a cone of solid
angle dΩ = sin θ dθ dφ in the detector located at the distance r along a ray specified by the
direction r̂, at angle (θ, φ) or the solid angle Ω, respectively, normalized to the current of the
incoming particles jin

1

jin

dN

dt
=

(
dσ

dΩ

)
dΩ =

(
dσ

dΩ

)
1

r2
dA. (13)

dσ describes a cross-sectional area with a surface normal parallel to k◦, through which the
number of particles dN that get scattered into the angle Ω flow per unit time. The total cross
section

σtot =

∫ 4π

0

(
dσ

dΩ

)
dΩ (14)

is the total effective geometrical cross-sectional area of the incident beam that is intercepted and
the particles therein deflected by the target object.
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From Eq. (13) the scattered current density is jsc = 1
r2
jin(

dσ
dΩ
). On the other hand jsc can be

calculated directly employing the expression of the probability current density given by

jsc(r) = −i
�
2m

[ψ∗
sc(r)∇ψsc(r)− ψsc(r)∇ψ∗

sc(r))] � jin
1

r2
|f(Ω)|2 r̂+O

(
1

r3

)
. . . (15)

where as ψsc = 1
r
eikrf(Ω) is the asymptotic scattering wave, Eq. (8). We explicitly inserted

here the current density jin = �k
m

to the incoming plane wave ψin. Equating the two expressions
gives the relation

I(Ω) ∝
(
dσ

dΩ

)
= |f(Ω)|2 (16)

for the differential cross section. This expression relates the experimental quantity, the differ-
ential cross section, to the scattering amplitude, which characterizes the wave function at large
distances from the target. It is the fundamental relation between scattering theory and scattering
experiments.

3 Lippmann Schwinger Equation

Having established the basic concepts for the scattering problem, we turn now to the illustration
of the physical ideas that underlie the scattering analysis using integral equation methods. We
recall that we are looking for the solution of the stationary Schrödinger equation
[
− �2

2m
∇2 + V (r)

]
ψk(r) = Eψk(r) with V (r) = 0 except r ∈ target region T,

(17)
that is consistent with the boundary condition (8) of an incident plane wave ψk(r) = eikr and
an emanating scattered wave. The energy E is determined by the energy of the incident plane
wave Ek = �2

2m
k2. By introducing the Green function G◦,

[
�2

2m
∇2 + E

]
G◦(r, r

′|E) = δ(r− r′), (18)

for the potential-free Schrödinger equation, the Schrödinger equation for ψk(r),
[
�2

2m
∇2 + E

]
ψk(r) = V (r)ψk(r), (19)

can be transformed into an integral equation

ψ′
k(r) = ψk(r) +

∫

T
d3r′G◦(r, r

′|E)V (r′)ψ′
k(r

′), (20)

in which the formal expression V (r)ψ′
k(r) is conceived as inhomogeneity of the differential

equation (18). This integral equation is called the Lippmann-Schwinger equation. Hereby,
ψk(r) is the above cited plane-wave solution of the potential-free Schrödinger equation. The
index k in ψ′ expresses the fact that this state has evolved from one that in the remote past was a
plane wave of the particular wavevector k. Obviously, in the limit of zero potential, V (r) → 0,
the scattered and the incident wave are identical, ψ′

k(r) = ψk(r).
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The Green function G◦(r, r
′|E) is not uniquely determined by the Schrödinger equation (18).

Also here the unique solution requires a boundary condition, which is chosen such, that the
solution ψ′

k(r) describes outgoing scattered waves. The Green function G◦(r, r
′|E),

G◦(r, r
′|E) = −2m

�2
1

4π

eik|r−r′|

|r− r′| with k =

√
2m

�2
E, (21)

describes then the stationary radiation of a particle of energy E, that is generated at r′, by a
spherical wave outgoing from the target. In other words, the Green function G◦(r, r

′|E) gives
the amplitude of this wave at location r due to its generation by the source at r′, under the
condition that the wave is not further scattered during its propagation from r′ to r. By the
Lippmann-Schwinger equation, the incident wave ψk(r) is superimposed with spherical waves
emitted from scattering at position r′ in the target. The amplitude of these scattered waves is
proportional to the interaction potential V (r′) and the amplitude of the total wave field ψ′(r′) at
that point.

Recalling our experimental set-up that the distance between target and detector is significantly
larger than the size of the sample, for large distances between r and the scattering center r′

it is useful to expand the Green function G◦ in powers of r′

r
� 1 assuming that the extent

of r′ is restricted to the space of a small target or scattering volume, respectively, r′ ∈ T.
Approximating for r′ � r

1

|r− r′| =
1

r
+O

(
1

r2

)
and |r− r′| ≈ r − r̂ · r′ with r̂ =

r

r
(22)

and inserting this into the relation (21) one obtains the asymptotic form, or far-field limit, re-
spectively, of the Green function G◦,

G◦(r, r
′|E) = −2m

�2
1

4π

eikr

r
e−ikr̂·r′ + O

(
1

r2

)
. (23)

Inserting this expression into the Lippmann-Schwinger equation (20) one obtains the asymptotic
solution of the wave function ψ′

k(r) for large distances r

ψ′
k(r) � eikr +

1

r
eikrfk(r̂), (24)

scattering volume

Detector

k

k′‖r
r′

r− r′

Fig. 3: Scattering geometry for the calculation of the far-field limit at the detector. In the
Fraunhofer approximation, we assume that |r| � |r′|.
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which is exactly the boundary condition (8) we conjectured from Huygens’ principle, whereas
the scattering amplitude f(r̂) = f(θ, φ) is given by the integral,

fk(r̂) = −2m

�2
1

4π

∫
d3r′ e−ik′r′V (r′)ψ′

k(r
′) = −4π

�2

2m
T (k′,k) (25)

that can be interpreted as a transition-matrix element from the scattering state described by
ψ′
k(r

′) to the scattered state at far distances, which is a plane-wave state described by k′ =
k · r̂, the wave vector of the scattered wave in the direction of the detector, which is known
in the experiment. T (k′,k) is referred to as the T matrix or transition amplitude, a quantity
proportional to the scattering amplitude. Due to the far-field approximation (22) the scattering
pattern fk(r̂) is independent of the distance between target and detector, depending only on the
angles to the detector from the target. In optics this is known as the Fraunhofer diffraction and
in this context approximation (23) is also referred to as the Fraunhofer approximation of the
Green function.

4 Born Approximation

Note that in the Lippmann-Schwinger equation (20), the wave function ψ′(k) appears both on
the left and right hand side. In a general case, there is no simple way to find exact solutions of
the Lippmann-Schwinger equation. The form of the Lippmann-Schwinger equation provides a
natural but approximate means that can be used for any potential, under the proper conditions,
to proceed by an iterative procedure. At zeroth order in V , the scattering wave function is
specified by the unperturbed incident plane wave,

ψ
′(0)
k (r) = eikr. (26)

Then one can iterate the Lippmann-Schwinger equation (20) according to the rule

ψ
′(n+1)
k (r) = eikr +

∫
d3r′G◦(r, r

′|E)V (r′)ψ
′(n)
k (r′) (27)

that results in the Born expansion or the Born series, respectively, of the wave function in
powers of the interaction potential V written here in a symbolic form3

ψ′
k = ψ

′(0)
k + ψ

(1)
k + ψ

(2)
k + ψ

(3)
k + · · ·+ (28)

= ψ
′(0)
k +G◦V ψ

′(0)
k +G◦V G◦V ψ

′(0)
k +G◦V G◦V G◦V ψ

′(0)
k + · · ·+ (29)

= (1 +G◦T )ψ
′(0)
k with T = V + V G◦V + · · ·+ = V

1

1−G◦V
(30)

k

k′
+

k

k′
+

k

k′
+ . . .

3 Please note that ψ(n)
k = (G◦V )nψ

′(0)
k . This is different from definition ψ

′(n)
k (r) in (27).
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A term-by-term convergence of this series is in general not guaranteed and depends on the
potential and the energy of the incident particle, even though the final expression is always

valid. Physically, an incoming particle undergoes a sequence of multi-

k
k′

ple scattering events from the potential. The first term in the series ex-
pansion (29) describes single scattering processes of the incident wave,
while the following terms describe then scattering processes of succes-
sively higher order. Rarely are higher-order terms calculated analytically,
since the complications then become so great that one might as well use
a numerical method to obtain the exact solution if this is possible at all.
Thus, only the first iteration of the series is taken into account, i.e. only
single scattering, and the T matrix is approximated by the potential matrix V (k′,k),

T (k′,k) � V (k′,k). (31)

This first order term, in which the exact wave function ψ′
k(r

′) in the integral kernel is replaced
by the plane wave eikr

′
is the first Born approximation and typically abbreviated as the Born

approximation.4 This approximation is most useful when calculating the scattering amplitude.
In first Born approximation the general equation for the scattering amplitude (25) reads then

f
(1)
k (r̂) = −2m

�2
1

4π

∫
d3r′ e−ik′r′V (r′) eikr

′
= −2m

�2
1

4π
V (Q) with Q = k− k′, (32)

with V (Q) denoting the Fourier transform of the potential with the momentum transfer Q.5

V (Q) can be interpreted as a transition-matrix describing the transition from the incoming
plane-wave of state k into the outgoing plane-wave state k′ due to the action of the potential
expressed in the reciprocal space at scattering angle Q. From (16) follows then the differential
cross section

(
dσ

dΩ

)(1)

=

(
2m

�2

)2
π

2
|V (Q)|2. (33)

The physics behind the 1st Born approximation is provided by
Ewald sphere
|k| = |k′|

k

k′
Q

θ

Fig. 4: The Ewald sphere.

the assumption that the incoming wave scatters only once inside
the target potential before forming the scattered wave ψ(1). This
is the concept behind the kinematic theory of scattering, that
simplifies the interpretation of the scattering experiment sub-
stantially. For example, for the case of elastic scattering that
we assumed all the time during the derivations, energy is con-
served |k|2 = |k′|2, all possible scattering vectors are placed on
the so-called Ewald sphere with radius |k|. The length of the
scattering vector Q is then given by

Q(Ω) = |Q| = 2 |k| sin 1

2
Ω =

4π

λ
sin

1

2
Ω with Ω = (θ, φ)�(k′,k). (34)

Note, and this is the essence of the Ewald-sphere, that this shows that the differential cross
section (33) does not depend on scattering angle and beam energy independently, but on a
single parameter through the combination Q = 2k sin 1

2
Ω. By using a range of energies, k, for

4 It should not be confused with the Born-Oppenheimer approximation.
5 It would be mathematically more correct to denote the Fourier transformation F of V (r) by a different function
name e.g. Ṽ (Q) = F [V (r)]. To avoid incomprehension of reading due to unduly complicated notation we replace
Ṽ (Q) by V (Q).
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the incoming particles, this dependence can be used to test whether experimental data can be
well described by the Born approximation. A very common use of the Born approximation is,
of course, in reverse. Having found dσ

dΩ
, experimentally, a reverse Fourier transform can be used

to obtain the form of the potential.

Example of Born Approximation: Central Potential

For a centrally symmetry potential, V (r) = V (r), we can make some progress with the matrix
element integral (32) if we choose a polar coordinate system with Q along the z-axis, so that
Q · r = Qr cos θ. Then, the scattering amplitude in Born approximation f (1)(θ) is written after
some manipulations in the form

f
(1)
k (θ) = −2m

�2
1

Q

∫ ∞

0

V (r) r sinQr dr (35)

and is seen to be independent of φ due to the cylindrical symmetry of the problem at hand and
all scattering vectors are placed on an Ewald-circle. An example, is the Rutherford scattering
or Coulomb scattering, respectively, where a charged particle with charge Z1e impinges on an
other charged particle with charge Z2e under the action of a Coulomb potential, which results
into the scattering amplitude

f
(1)
k (θ) = −2m

�2
Z1Z2

Q2
e2 = −1

4

Z1Z2

sin2 1
2
θ
e2

1

E
(36)

and the differential cross section,

(
dσ

dθ

)(1)

=

∣∣∣∣
1

4

Z1Z2

sin2 1
2
θ
e2
∣∣∣∣
2

1

E2
(37)

known as the Rutherford formula. Due to the long-range nature of the Coulomb scattering
potential, the boundary condition on the scattering wave function does not apply. We can, how-
ever, address the problem by working with the screened (Yukawa) potential, V (r) = Z1Z2

r
e−κr,

leading to f (1) ∝ 1
Q2+κ2 and taking κ → 0, which leads then to the Rutherford formula (37). Ac-

cidentally, the first Born approximation gives the correct result of the differential cross section
for the Coulomb potential.

Example of Born Approximation: Square Well Potential

Consider scattering of particles interacting via a spherical three dimensional (3D) square well
potential V (r) = V◦ for r ≤ R◦ and zero outside (V (r) = 0 for r > R◦). The integral (35) for
the scattering amplitude required here is then

f
(1)
k (θ) =

2m

�2
1

Q

∫ R◦

0

V◦ r sinQr dr =
2m

�2
1

Q
V◦

[
sinQr −Qr cosQr

Q2

]R◦

0

(38)
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6 and whence to the differential cross section
(
dσ

dθ

)(1)

=

(
2m

�2
V◦

Q

)2

R2
◦ j

2
1(QR◦) �

(
2m

�2
V◦

Q

)2
{

1
9

(
1− 1

5
Q2R2

◦
)

for low E, kR◦ < 1
R2

◦
Q2 for high E, kR◦ > 1

.

(39)
From integrating over θ and φ the low and high energy limits for the total cross section are

σ(E → ∞) = π

(
2m

�2

)2(
V◦R

3
◦

kR◦

)2

σ(E → 0) = σ(E → ∞)
8

9

(
k2R2

◦ −
2

5
k4R4

◦ + · · ·
)
.

(40)

The two examples illustrate some general features of scattering in the Born approximation:
(i) Born approximation is based on perturbation theory, so it works best for high energy parti-
cles.
(ii) At high energy, the scattering amplitude and the cross section are inversely proportional
to the energy (E = �2k2/2m). E.g. both become smaller and the scattering weaker with
increasing energy. This is a general phenomenon, if no bound states appear in the vicinity
of the energy. This can be seen best by inspecting the Fourier transformed Green function
G◦(k|E) ∝ 1/(E − h2k2

2m
) that is inverse proportional to the energy.

(iii) Scattering depends on square of the interaction potential, e.g. V 2
◦ , so both attractive and

repulsive potentials behave the same.
(iv) The dependence on the energy of the incident beam k and scattering angle θ arises only
through the combination Q = 2k sin θ

2
. Thus as energy increases, the scattering angle θ is re-

duced and the scattered beam becomes more peaked in the forward direction.
(v) Angular dependence depends on the range of the potential R◦ but not on the strength V◦.
(vi) The total cross section depends on both range R◦ and depth V◦ of the potential.

Validity of first Born Approximation

This raises the practical questions (i) under which conditions the Born expansion converges and
(ii) whether the first term is a good approximation. In the Born approximation the T matrix is
approximated by the potential matrix V . This will not work if the denominator |1 − V G◦| in
(30) is small or zero. This is the situation at low energy, when the energy of the incoming beam
coincides with bound states of the potential. Then, the Born approximation is invalid and the
Born expansion will not converge. The solution to this problem is provided by the dynamical
scattering theory discussed in section 6. According to (30) the Born approximation T � V is
equivalent to the condition

∣∣∣∣
∫ ∫

T
d3r d3r′ V (r)G◦(r, r

′|E)V (r′)

∣∣∣∣ � 1 . (41)

At the same time this condition determines the radius of convergence of the Born series with
respect to the strength of the potential. This condition means that the first Born approximation
is valid and the Born series converges if the potential is sufficiently weak and the approximation
improves as the energy is increased. Concerning the question whether the first term is itself a

6 j0(Qr) = sinQr/Qr is the spherical Bessel function for angular momentum � = 0. Radial integration leads to
Bessel function j1(Qr).
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good approximation to the wave function, a convenient, although nonrigorous, criterion can be
obtained by requiring that the first-order correction to the wave function be small compared to
the incident wave in the region of the potential, i.e. |ψ(1)〉k(r)| � |ψ′(0)

k (r)| which results to

2m

�2
1

4π

∣∣∣∣
∫

T
d3r′

eikr
′

r
V (r′) eikr

′
∣∣∣∣ � 1. (42)

For the above introduced spherical 3D square well potential V (r ≤ R◦) = V◦ and V (r > R◦) =
0, this implies ∣∣∣∣

mV◦

�2k2

(
eikR◦ sin kR◦ − kR◦

)∣∣∣∣ � 1. (43)

or

m

�2
|V◦|R2

◦ � 1 for low energies kR◦ < 1 (44)

m

�2
|V◦|R◦

1

k
� 1 for high energies kR◦ > 1. (45)

Since a bound state for this potential exists when m
�2 |V◦|R2

◦ � 1, as said above, the Born ap-
proximation will not be valid at low energies if the potential is so strong that it has a bound
state. On the other hand criterion (45) can be satisfied for any potential by going to sufficiently
high energy. When we square criterion (45) and multiply it by the geometrical cross section
σgeo = πR2

◦, criterion (45) reads

π

(
2m

�2

)2 (
V◦R

3
◦

kR◦

)2

� πR2
◦ ⇐⇒ σtot � σgeo. (46)

and provides a hand-waving criterion when the potential is sufficiently weak so that the Born
approximation gives reliable results: If the ratio of the scattering cross section and the geomet-
rical extension of the potential is small, u := σtot

σgeo
� 1, the Born approximation can be used.

For x-ray and neutron scattering, the scattering cross sections amount to a few 10−24 cm2, the
cross-sectional area per atom is of the order of several 10−16 cm2. This results indeed in a very
small potential strength of u ∼ 10−8 ÷ 10−7 for scattering on different atoms: that means, the
Born approximation is justified and the easy-to-interpret kinematic interpretation of scattering
results is sufficient. The arguments become invalid for the nuclear scattering of neutrons by
individual nuclei as the cross-sectional area of a nucleus is eight orders of magnitude smaller
and the scattering cross section and the geometrical gross section can be of similar size and the
potential strength u can be even larger than 1, u > 1. Due to the strong Coulomb interaction
potential, the probability for multiple scattering processes of electrons in solids is extremely
high, making the interpretation of electron diffraction experiments very difficult. Although in
neutron and x-ray scattering, the first Born approximation is almost always adequate, even for
neutrons and x-rays, the kinematic scattering theory can break down, for example in the case of
Bragg scattering from large nearly perfect single crystals. In this case as in the case of electron
scattering the wave equation has to be solved exactly under the boundary conditions given by
the crystal geometry. This is then called the dynamic scattering theory discussed in Section 6.
For simple geometries, analytical solutions can be obtained. Other examples where the Born
series do not converge are neutron optical phenomena like internal total reflection in a neutron
guide, or grazing-incidence small-angle neutron scattering (GISANS). The same holds for x-
ray scattering for example in combination with grazing-incidence small-angle x-ray scattering
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(GISAXS) experiments. The grazing-incidence small-angle scattering (GISAS) techniques and
their application will be discussed in Chapter D2. The theoretical analysis makes use of the
distorted-wave Born approximation (DWBA).

Distorted-Wave Born Approximation (DWBA)

In the previous Section we discussed that the Born approximation is accurate if the scattered
field is small, compared to the incident field, in the scatterer. The scatterer is treated as a pertur-
bation to free space or to a homogeneous medium, and the incident wave is a plane wave. When
this smallness criteria is not met, it is often possible to generalize the idea of the Born approxi-
mation, which is frequently referred to as the distorted-wave Born approximation (DWBA). In
generalization to the Born approximation, the free space zero-potential, V◦(r) = 0, is replaced
by a non-trivial reference potential V1(r) to which the scattered field ψ′1

k is known analytically,
numerically, e.g. due to the solution of the Lippmann-Schwinger equation (20),

ψ′1
k (r) = eikr +

∫

T
d3r′G◦(r, r

′|E)V1(r
′)ψ′1

k (r
′), (47)

or experimentally. The interaction of interest V

V (r) = V1(r) + δV (r) with |δV | � |V1| (48)

is treated as a perturbation δV to the reference system V1. In the distorted-wave Born approx-
imation, the scattering field ψ′

k(r) due to the potential V is then determined applying the Born
approximation

ψ′
k(r) = ψ′1

k (r) +

∫
d3r′G1(r, r

′|E) δV (r′)ψ′1
k (r

′) (49)

to the description of the scattering of the incident wave ψ′1
k (r), the so-called “distorted” wave,

due the perturbative potential δV (r). The “distorted” incident wave, is the outgoing-wave solu-
tion of [

�2

2m
∇2 − V1(r) + E

]
ψ′1
k (r) = 0, (50)

that is supposed to be known, and G1(r, r
′|E) is the corresponding Green function with the

outgoing boundary condition for the same potential,
[
�2

2m
∇2 − V1(r) + E

]
G1(r, r

′|E) = δ(r− r′). (51)

In analogy to the potential-free case (19), the difference to the reference system that appears in
the Schrödinger equation, δV (r)ψ′1

k (r), can be considered as inhomogeneity that constitutes a
Lippmann-Schwinger equation with ψ′1

k (r) as homogeneous solution. The Born approximation
to this equation is given by Eq. (49).

To satisfy the boundary conditions we must also require that the “distorted” wave function
behaves in the asymptotic limit as plane wave plus an outgoing wave

ψ′1
k (r)

r→∞−→ eikr +
1

r
eikrf 1

k(θ, φ), (52)
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where, as in (25)

f 1
k(θ, φ) = −2m

�2
1

4π

∫
d3r′ e−ik′r′V1(r

′)ψ′1
k (r

′). (53)

This is simply the scattering amplitude for the potential V1(r), as if it were the only potential
present, assumed to be known. The total scattering amplitude fk(θ, φ) is

fk(θ, φ) = f 1
k(θ, φ) + δfk(θ, φ) (54)

where δfk(θ, φ) is calculated in the Born approximation (ψ′
k(r) � ψ′1

k (r))

δfk(θ, φ) � −2m

�2
1

4π

∫
d3r′ ψ

′1(−)∗
k′ (r′)δV (r′)ψ′1

k (r
′). (55)

The scattering amplitude describes the scattering strength of an outgoing spherical wave. By
inspection of Eq. (53) one finds that the first wave function of the integrand is a plane wave
e−ik′r′ , whose negative sign in the exponent represents an incoming plane wave. According of
the standard definition of plane waves we can write e−ik′r′ = ψ

(−)∗
k , where (−) denotes the

incoming boundary condition. Quite in the same way ψ
′1(−)∗
k′ (r′) is the known incoming wave

function corresponding to the reference potential V1.

Clearly Eq. (55) will be a good approximation if δV (r) is sufficiently small, so that the ad-
ditional scattering that is generated does not significantly modify the wave function. Some
example in which this method is useful include scattering in which δV (r) may be the spin-orbit
interaction or a perturbation due to many-particle excitations, atomic scattering where δV (r)
may be a deviation from the Coulomb potential or from a Hartree average potential, or in case
of scattering at a magnetic superlattice where V1(r) contains the scattering at the nuclei or elec-
tron charge distribution plus the interaction to an average magnetization, and δV (r) describes
the interaction to the modulated magnetic structure of the superlattice. One can think for ex-
ample of a long-wave single-q or multiple-q spin-spiral structure, which is a modulation of the
(collinear) ferromagnetic state, or a surface with roughness and the smooth surface as refer-
ence. The analysis of grazing-incidence small-angle scattering (GISAS) experiments to resolve
the magnetic structure of superlattices [16] is an example where the DWBA is at place .

5 Scattering from a Collection of Scatterers

Finally, after having considered so far only the scattering at a single site with the target potential
V (r) placed at position Rτ = 0, prior to closing this chapter we shall relate these derivations
to the scattering phenomena in solid state systems with the potential composed of an assembly
of targets

V (r) =
∑
τ

vτ (r−Rτ ) (56)

centered at a collection of sites Rτ . Inserting this into the Lippmann-Schwinger equation (20),
replacing the integration variable r′ by a vector r′τ ∈ Tτ within the target τ and the center-of-
gravity-vector Rτ , r′τ + Rτ , and taking into consideration that the free-space Green function
G◦(r, r

′|E) depends only on r− r′, the Lippmann-Schwinger equation for many potentials can
be written as

ψ′
k(r) = ψk(r) +

∑
τ

∫

Tτ

d3r′τG◦(r−Rτ , r
′
τ |E)V (r′τ )ψ

′
k(r

′
τ +Rτ ). (57)
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Approximating the Green function by its far-field asymptotic form (23) and considering that
in the far-field solution ψ′

k(r
′
τ + Rτ ) � eikRτψ′

k(r
′
τ ), behind which is the Huygens’ principle

where the wave function generated at different sites share a phase relation, which becomes exact
in the limit of the Born approximation, one obtains the asymptotic solution of the wave function
ψ′
k(r) for large distances r

ψ′
k(r) � eikr +

∑
τ

1

|r−Rτ |
eik|r−Rτ |eikRτfk(r̂−Rτ ) (58)

Since in the far-field approximation (22), r � Rτ , k|r−Rτ | � k(r − r̂ ·Rτ ) = kr − k′ ·Rτ ,
we shall rewrite the asymptotic solution of the wave function for scattering at many potentials
as

ψ′
k(r) � eikr+

1

r
eikrF (Q) with F (Q) =

∑
τ

Pτ (Q) fτk(r̂τ ) and Q = k′−k .

(59)
where the static structure factor (or structure factor for short) F (Q) describes the way in which
an incident beam is scattered by the atoms of a solid state system, taking into account the
different scattering power of the elements through the term fτk(r̂τ ) also called atomic form
factor

fτk(r̂τ ) = −2m

�2
1

4π

∫

Tτ

d3r′τ e
−ik′r′τV (r′τ )ψ

′
k(r

′
τ ) with rτ = r−Rτ (60)

that depends only on the potential and not on the position of the atom. The atomic form factor,
or scattering power, of an element depends on the type of radiation considered. Since the atoms
are spatially distributed, there will be a difference in phase when considering the scattered
amplitude from two atoms. This phase difference is taken into account by the phase factor

Pτ (Q) = eiQ·Rτ , (61)

which depends only on the position of the atoms and is completely independent of the scattering
potential. So in total the structure factor separates the interference effects from the scattering
within an target from the interference effects arising from scattering from different targets.
Thus, the scattering intensity and the differential cross section are proportional to the square of
the structure factor

I(Q) ∝
(
dσ

dΩ

)
= |F (Q|2 =

∣∣∣∣∣
∑
τ

Pτ (Q) fτk(r̂τ )

∣∣∣∣∣
2

. (62)

If we ignore spin degrees of freedom, so that we do not have to worry whether an electron
does or does not flip its spin during the scattering process, then at low energies the scattering
amplitude f(θ) of particles from a cluster of atoms or a crystal becomes independent of angle
(s-wave) and maybe described by the scattering length bτ for atom τ , i.e. fτk(r̂τ ) = bτ . Then,
the differential cross section simplifies to

(
dσ

dΩ

)
=

∣∣∣∣∣
∑
τ

Pτ (Q) bτ

∣∣∣∣∣
2

. (63)
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If we consider scattering from a periodic crystal lattice, all atoms are same, i.e. have the same
nuclear number (and we consider here also all nuclei as identical), thus bτ = b for all atoms τ .
Then, we are left with the differential cross section

(
dσ

dΩ

)
= N |b|2S(Q) with S(Q) =

1

N

∣∣∣∣∣
∑
τ

eiQRτ

∣∣∣∣∣
2

. (64)

S(Q) is the form factor of the lattice, a quantity closely
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related to the pair density of a solid. For simplicity
we consider scattering at a finite Bravais lattice. The
lattice points are spanned by the lattice vector Rτ =
Rm = Am, where A is the Bravais matrix consistent
with the primitive vectors (a1, a2, a3) of the three di-
mensional lattice, and m = (m1,m2,m3) ∈ N3 with
0 ≤ mi ≤ (Ni−1). The reciprocal lattice is defined by
the matrix B, that is orthogonal to A, BTA = 2π1.
The reciprocal lattice vectors are given as Gh = Bh with h = (h1, h2, h3) ∈ Z3. The
transfer of scattering momentum vector is expressed by Q = (Q1,Q2,Q3) = Bκ, with
κ = (κ1, κ2, κ3) ∈ R3. The scattering amplitude is calculated analytically summing up the
geometrical series

∑
m

eiQRm =
∑
m

ei2πκm =

N1−1∑
m1=0

N2−1∑
m2=0

N3−1∑
m3=0

ei2πκ1m1ei2πκ2m2ei2πκ3m3

=
1− ei2πκ1N1

1− ei2πκ1
· 1− ei2πκ2N2

1− ei2πκ2
· 1− ei2πκ3N3

1− ei2πκ3

= ei2π(κ1(N1−1)/2+κ2(N2−1)/2+κ3(N3−1)/2) · sinN1πκ1

sin πκ1

· sinN2πκ2

sin πκ2

· sinN3πκ3

sin πκ3

giving the scattered intensity

I(Q) ∝
(
dσ

dΩ

)
= |b|2 sin

2 1
2
N1Q1a1

sin2 1
2
Q1a1

· sin
2 1
2
N2Q2a2

sin2 1
2
Q2a2

· sin
2 1
2
N3Q3a3

sin2 1
2
Q3a3

. (65)

taking into account that 2πκi = Qiai, for i = 1, 2, 3. The dependence of the scattering intensity
on the scattering vector Q is given by the so-called Laue function, which separates according to
the three Bravais vectors. One factor along one lattice direction a is plotted in Fig. 5.

The main peaks are the Bragg reflections. They occur at integer κi, κ = (κ1, κ2, κ3) ∈ Z3, i.e.
at reciprocal lattice vectors Q = Gn. At points of Bragg reflection the coherent interference
of scattering waves of all atoms add up constructively so that the maximum intensity scales
with the square of the number of periods N2. This high intensity is the reason why the Born
approximation can in general not be used to describe the scattering at Bragg peaks. At small
deviations ∆κ from the exact Bragg condition the intensity drops fast,7 so that the total intensity
integrated over a small ∆κ region, ∆κ � 1/N , varies only � N . The half width is given

7 For κ � 1 it follows that sin2 Nπκ
sin2 πκ

≈ sin2 Nπκ
π2κ2 =⇒

∞∫
−∞

dκ sin2 Nπκ
sin2 πκ

≈ N
π

∞∫
−∞

dx sin2 x
x2 = N =⇒ κ̄ � 1/N .
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Fig. 5: Laue function along the lattice direc-
tion a for a lattice with N = 5 and N = 10
periods.

Fig. 6: Three-dimensional rendering of x-
ray diffraction data obtained from over 15 000
single nanocrystal diffraction snapshots of a
protein complex (Permission of use granted
by SLAC National Accelerator Laboratory, see
also [17]).

approximately by ∆Q = 2π
a

1
N

. The more periods contribute to coherent scattering, the sharper
and higher are the main peaks. Between the main peaks, there are N − 2 side maxima. With
increasing number of periods N , their intensity becomes rapidly negligible compared to the
intensity of the main peaks. From the position of these Bragg peaks in momentum space, the
metric of the unit cell can be deduced (lattice constants a1, a2, a3 in the three Bravais vector
directions and unit cell angles α, β, γ). The width of the Bragg peaks is determined by the size
of the coherently scattering volume N = N1N2N3 and experimental factors (resolution) as well
as details of the sample (size of crystallite, mosaic distribution, internal strains, etc.). For large
N the form factor approaches a δ-function

(
dσ

dΩ

)
= N |b|2VBZ

∑
h

δ(Q−Gh) , (66)

where VBZ is the Brillouin-zone volume.

6 Scattering of Electrons in Crystal

Scattering of Electronic Wave by a Periodic Perturbation

We start with a simple picture of a wave of electrons, which is to be scattered, and which we
can write as ei(ω0t−k0r), where k0 is the propagation vector and r = (x, y, z) is the coordinate
in real space. The wave which will do the scattering in a crystal we represent in a very simple
way as e−iGr, where G is some reciprocal vector of our crystal lattice. For simplicity, we
assume in this section that the periodicity of the crystal is obeyed only along one direction,
which is perpendicular to the surface of the crystal, onto which the wave ei(ω0t−k0r) is incoming.
Thus, G = (0, 0, G). This is a typical setup of the Bragg diffraction experiment, see Fig. 7.
Generally speaking, the solution to this scattering experiment, that is, the decomposition of the



¨

Fig. 7: A setup of a simple diffraction experiment. An incoming wave with wave vector k0

and energy �χ0 is scattered at a semi-infinite crystal, periodic along the z-direction. The wave
on the left represents the case of x-ray radiation. In case of the Bragg scattering, the incoming
wave is completely scattered into the reflected wave of the same energy and wave vector k0+G,
where G is the reciprocal vector corresponding to the periodicity of the lattice.

total wavefunction in space into incident, scattered and the wavefunction inside the crystal can
be obtained by finding a solution of the Schrödinger equation in R3, which satisfies certain
boundary conditions. This solution must correspond to a constant energy E = �χ0, meaning,
that the wave inside the crystal, as well as incident and scattered waves have the same frequency.

Let us first find the solution to the Schrödinger equation (5) inside the crystal:

� �2

2m
� 2φ + V1 cos(Gr)φ = i�

�φ

�t
� (67)

Owing to the Bloch’s theorem, valid inside periodic crystals, every solution of this equation can
be characterized by a certain wave vector k from the Brillouin zone of the crystal (reciprocal
space) [4], and the solution itself can be represented as:

φ(r�t) =
+��

n=� �

Ane
� i[� 0t� (k+nG)r]� (68)

Substituting the Bloch wave into Eq. (5), we obtain a system of equations for the amplitudes
An: �

�2

2m
(k+ nG)2 � �χ0

�
An +

V1

2
(An� 1 + An+1) = 0� (69)

The system of equations above is completely identical to the system of equations for the coeffi-
cients of the wavefunction φ expanded in the complete and orthonormal basis of quantum states
�φn�: φ =

�
n Anφn. Then, if the components of the Hamiltonian matrix Hnm = �φn�H�φm�,
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Fig. 8: (a) Energy �ω0 as a function of z component of the k-vector for an electron wave inside
the crystal. (b) The z component of the wave vector outside the crystal (kz0) as a function of
the z component of the wave vector inside the crystal (kz). Taken from [12].

wavefunction ψ solves the Schrödinger equation with energy E when the following system of
equations is satisfied [3]:

(Hnn − E)An +
∑
m �=n

HnmAm = 0 (70)

As follows from Eq. (69), in our case, the Hnn matrix elements are given by �2
2m

(k+nG)2−�ω0,
while the off-diagonal Hn,n±1 matrix elements assume the values of V1/2.

In general, the system of equations Eqs. (69) and (70) has solutions only for certain values of E
(or ω0), if the Bloch vector k is given, which establishes the so-called dispersion relation ω0(k)
in a crystal. The wavefunction (68) with the vector k is the solution of the Schrödinger equation
at energy E if the det(Hnm−Eδnm) = 0. From this condition both E(k) = �ω0(k) and the set
of {An} can be determined. The solution for {An} for all n can be easily performed iteratively
following Eq. (69) if, for example, A0 and A1 are pre-given. Effectively, the choice of A0 and
A1 corresponds to the choice of the value of the wavefunction and its derivative when solving
the second-order differential Schrödinger equation. It is known that generally, if arbitrary A0

and A1 are specified, the value of the wavefunction can be unbounded at infinity, however, upon
an appropriate choice of ω0 and A1/A0 ratio, the series (69) can be converged to provide a
bounded wavefunction. Such frequencies ω0 specify the energy spectrum of our system at k.

Usually, in the theory of the x-ray diffraction and electron diffraction one of the main approxi-
mations which is made is the smallness of the V1 (or its equivalent for x-rays, see last section).
This allows to use approximations which are equivalent to the perturbation theory expressions.
In the drastic case of V1 = 0 (free space) the solution is trivial: A0 = 1, An = 0, n > 1,
and �2k2/2m = �ω0 = �2k0

2/2m. When V1 is sufficiently small we can derive approximate
expression for the energy:

�ω0 =
�2k2

2m
− V1

4

[
1

�2
2m

(k+G)2 − �ω0

+
1

�2
2m

(k−G)2 − �ω0

]
(71)
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and the only surviving coefficients in the first order with respect to V1 are:

A±1 = −V1

2
A0

1
�2
2m

(k±G)2 − �ω0

(72)

While for most of the energies A0 � A±1, in the particular case of the Bragg scattering,
when (k ±G)2 = k0

2, Eqs. (69) and (71) have no definite value. In this case, the degenerate
perturbation theory should be used. Note that in our interpretation of the equations (69) the
Bragg condition means the equality of the diagonal elements of the Hamiltonian matrix for
n = 0 and n = 1. In this case, employing the degenerate perturbation theory we can show that
at the point where the Bragg condition, k = ±G/2, is met, exactly two energy solutions are
possible:

�ω0 =
�2

2m
k2 ± V1

2
, (73)

while there are two major participants in the Bloch wave: A0/A1 = 1. The solution �ω0 as a
function of k for the both considered above cases of the Bragg scattering and away from it, is
shown in Fig. 8(a). We have to remark that without assuming that there are only two waves in
the crystal in the vicinity of the Bragg point (as we shall see in the following, it is called the
two-beam approximation), we can recover analogously the opening of the gaps in the spectrum
at points ±nG/2, with the magnitude of the gap proportional to V n

1 . Thus, if V1 is small, then
the two-beam approximation is justified.

Lets try to interpret now the appearance of the gap in the energy spectrum of a perfect periodic
crystal (through V1 and G) from the point of view of a simple diffraction experiment, depicted
in Fig. 7. In this experiment a wave of electrons (x-rays etc.) of a certain energy �ω0 and
wavelength k0, is sent toward the (possibly even finite) film, while the intensities of the reflected
(or even transmitted to the other side of the film) waves are measured. Theoretical treatment of
this experiment lies in finding the solutions to the Schrödinger equation in the vacuum and in the
film, which can be very complicated owing to the dynamical nature of scattering. Two necessary
conditions have to be satisfied in order to uniquely solve the problem: (i) the solution of the
Schödinger equation in each part of space is sought at an energy �ω0, and (ii) the wavefunction
and its normal space derivative have to be continuous at the boundaries of the crystal.

In our simple case, the boundary conditions, owing to the fact that we have periodicity in the
crystal only along the z-axis, lead to an observation that the in-plane components of the wave
vector have to be continuous: kx = kx0, ky = ky0, where k0 = (k0x, k0y, k0z) and the wave
vector of the wave inside the crystal k = (kx, ky, kz). The z-components of the both wave
vectors do not have to be the same however, and they are indeed different in the vicinity of
±G/2. This discrepancy is obvious looking at the energy dispersion in Fig. 8(a), in which the
energy of the electrons inside the crystal as a function of kz is given with the thick line, while
the thin line stands for the energy of electrons as a function of k0z in the vacuum. As we can
see, in the vicinity of ±G/2 the constant energy line will cross the two energy profiles at two
different k-points. The correspondence between the two k-vectors at a constant energy is given
in Fig. 8(b).

If the energy of an incoming wave lies in the gap of the energy solutions in the crystal, the
reflection of the incoming wave will be very large. In this case the waves inside the crystal
will be decaying with the distance from the surface of the film, since the Bloch waves cannot
be matched to the wave outside the crystal. When the energy is in the middle of the gap,
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Fig. 9: (a) Ewald sphere around the Bloch vector k of the radius corresponding to an incoming
wave k0. The origin of the sphere is sometimes called the Laue point. (b) Dispersion surface
for the two-beam case. Taken from [14].

which occurs exactly at the Bragg angle of the incoming wave of θB, see Fig. 7, the reflection
is complete. The range of the angles of the incident wave, θ, for which the transmission is
unfavorable can be found easily:

sin θ =

[
sin2 θB ± V1

2�ω0

]1/2
. (74)

On the other hand, when the experiment operates away from the Bragg condition, the matching
of the incoming wave to the Bloch wave inside the crystal can be perfectly done, and, as a result,
the amplitude of the reflected beam is very small.

Dynamical Scattering of Electrons in Crystal

In this section we elaborate in more detail how the dynamical scattering can be studied in a way
suggested in the previous section.

The motion of an electron in a solid is described by the Schrödinger equation Eq. (17). In
an infinite periodic crystal the potential V (r) is periodic with respect to translations by lattice
vectors R. The crystal potential can be split into contributions from different unit cells:

V (r) =
∑
R

v(r−R) (75)
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where v(r) is the potential of the Wigner-Seitz cell:

v(r) = −Ze2

r
+

∫

VC

dr′
e2ρ(r′)

|r− r′| with Z =

∫

VC

dr′ ρ(r′) . (76)

Here, the first term represents the attractive interaction with the nucleus of charge Z, and the
second one is the repulsive interaction with the electron density ρ in the unit cell of the volume
VC . The crystal potential can be decomposed into Fourier series:

V (r) =
∑
G

VGe
iGr (77)

where the set {G} is the reciprocal lattice. The expression for the G-components of V reads:

VG =
1

VC

∫

VC

e−iGrV (r) dr =
1

VC

∫

R3

e−iGrv(r) dr (78)

Using expression Eq. (76) we come to:

VG = −4πe2

VC

Z − fG
G2

(79)

with
fG =

∫

VC

e−iGrρ(r) dr (80)

The quantity fG is known as atomic scattering factor, and it is normally smaller or equal than
Z, ensuring that all the Fourier components of the potential are negative. For small G’s the
VG’s approach a constant, while for higher harmonics the interaction with the nucleus becomes
increasingly important.

According to the Bloch’s theorem valid in periodic crystals, the solution of the Schrödinger
equation with a wave vector k can be represented as:

ψk(r) = eikruk(r) =
∑
G

AG(k)e
i(k+G)r, (81)

where uk(r) is a lattice-periodic function. The coefficients AG(k) can be found by substitut-
ing the Bloch wave into the Schrödinger equation, leading thus to an infinite system of linear
homogeneous equations:

{
Ek −

�2

2m
(k+G)2

}
AG(k) =

∑
G′

VG−G′AG′(k) (82)

By solving this system, for each k we can find a set of solutions AG(k) which determine the
Bloch wave, and the set of energies Ek, with the latter one being commonly referred to as the
band structure. This system has a solution only if the dispersion equation is satisfied:

det

[{
Ek −

�2

2m
(k+G)2

}
δG,G′ − VG−G′

]
= 0 (83)

The effect of the absorption for electrons in crystals can be phenomenologically included by
considering complex potential V (r), complex k-vectors and complex energies Ek.
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Fig. 10: Left: Dispersion surface near the Bragg spot kB. Right: Bandstructure for the case on
the right, for the direction of the Bloch vector along y. Taken from [14].

As already mentioned, for electron and x-ray diffraction the calculation of the Bloch waves and
the band structures can be very much simplified since the energy is much larger than the poten-
tial, and, analogously to the previous section, we can apply the perturbation theory. Assuming
first that V (r) = 0, we get the following system of equations:

{
k2
0 − (k+G)2

}
AG = 0, (84)

where the energy Ek is given by an incoming wave with k0: Ek = �2
2m

k2
0. For given energy and

given k the expression in brackets will in general not vanish for all G and there are no allowed
waves. Nevertheless, for a certain k it may happen that k2

0 = (k+G)2 for one G, for example
G = 0. Then AG = δG,0 and the wave eikr is allowed. For V �= 0 the system of equations (83)
comes to: {

K2
0 − (k+G)2

}
AG =

∑
G′ �=G

vG−G′AG′ , (85)

with vG = (2m/�2)VG, and K2
0 = k2

0−v0 = (2m/�2)(Ek−V0). It can be shown that for small
vG the secondary waves AG for G �= 0 are small and we have only one strong beam ψ = eikr

with a slightly renormalized k-value.

However, if the condition k2
0 ≈ (k+G)2 is fulfilled not only for the primary wave G = 0

but also for other secondary waves G �= 0, then these waves may also become strong and the
perturbation theory breaks down. This condition means that for certain G the vector k+G lies
near or at the so-called Ewald sphere, see Fig. 9. Because the energies �2

2m
k2 and �2

2m
(k+G)2

are close in this case, the degenerate perturbation theory has to be applied, which takes into
account on an equal basis all the excited waves. Here, we restrict ourselves to the so-called
two-beam case, for which only two waves are prominent in the crystal: at k and k+G. This
approximation allows to obtain main conclusions of the dynamical scattering theory in a simple
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way, yet without loosing generality. We also used the two-beam approximation in the previous
section. For two beams, the equations for the amplitudes of the waves read:

(K2
0 − k2)A0 = v−GAG, (K2

0 − (k+G)2)AG = vGA0, (86)

while the dispersion equation reads:

(K2
0 − k2) · (K2

0 − (k+G)2) = vG · v−G. (87)

From the dispersion equation it is clear that in the absence of the crystal potential for a given
by K2

0 energy the allowed k-vectors lie on a dispersion surface consisting of two intersecting
spheres centered around the origin, and G, both with the radius K2

0, see Fig. 10. Non-zero
G-component of the potential, on the other hand, forces the intersection surface between the
two spheres, at which the Bragg condition k2 = (k+G)2 is fulfilled, to split into two surfaces,
of which the outer branch 2 completely surrounds the inner branch 1. While at the Bragg point
k = kB, by setting k = kB + δk around the intersection, we find:

4(kB · δk)((kB +G) · δk) = vG · v−G, (88)

if we neglect the 3rd and 4th orders in δk. For convenience, we decompose the δk into x and y
components, see Fig. 10. Using the condition that K0 sin θB = G/2 we find:

δk2
x − δk2

y tan
2 θB =

|vG|2
4K2

0 cos
2 θB

. (89)

In this approximation, the dispersion surfaces are hyperbolas, the asymptotes of which are the
tangential planes of the spheres, see Fig. 10. The smallest separation between the two branches
is

∆k =
|vG|

K0 cos θB
(90)

The distance dext = 2π
∆k

, over which the two Bloch waves from the opposite branches get a
phase difference 2π, is called the extinction length.

From the dispersion equation we get the energy as a function of k as follows:

2m

�2
E(k)− v0 = K2

0 =
1

2
(k2 + (k+G)2 ± 1

2

√
(k2 − (k+G)2)2 + 4|vG|, (91)

showing that for k2 = (k+G)2 there is a band gap of the width ∆E = 2VG, as in the previous
section. We have plotted the bandstructure according to the relation above along the direction
of G in Fig. 10. When the energy E1 is below the gap, we get four allowed k-values. For the
energy in the gap E2 we obtain only two allowed k-values, while we restore the situation for E1

when we go above the band gap (E3).

From the previous formulas also the expressions for the amplitudes of the waves in the crystal
can be derived:

A0 =
1√
2

√
1∓ W√

1 +W 2
, AG = ±sign(vG)

1√
2

√
1± W√

1 +W 2
, (92)
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Fig. 11: (a) Modulation factors of ψI and ψII . (b) Absorption for Bloch wave ψI and ψII at
µG = 3/4µ0. Taken from [14].

where an important parameter W , which measures the deviation from the Bragg angle, θB (see
Fig. 10), is given by:

W =
δk ·G
|vG|

. (93)

The limiting case of |W | → ∞ corresponds to the situation away from the Bragg spot.

For the case of exact Bragg condition W = 0 the two Bloch waves are:

ψI(r) =
√
2ei(k+

G
2
)r · cos

(
Gr

2

)
, ψII(r) = −i

√
2ei(k+

G
2
)r · sin

(
Gr

2

)
(94)

In case of electron diffraction, the Fourier components of the potential are negative, and the ψI

will be positioned on the outer branch, while ψII lies at the inner branch. This situation will be
reversed for x-ray diffraction, in which case vG is positive. Characteristic for both branches are
the cosine and sine modulation functions. Owing to these modulation functions, ψI is always
maximal at the atomic positions of the reflecting planes (situated along G), while it is small in
between the planes, see Fig. 11. The situation is reversed for ψII , which is maximal between the
atomic planes, while it almost does not interact with atomic potential. Both waves, of course,
have the same energy, however, the Bloch vector of ψI is larger than that of ψII , since the
solutions are positioned on different branches. This manifests the larger kinetic energy of the
first wave, which is compensated by larger but negative energy coming from interaction with
the atoms.

For an absorbing crystal it is clear that the absorption will be very much different for ψI and
ψII . The absorption of wave ψI will be higher than normal since an electron in the Bloch wave
spends more time on the atoms, while wave ψII manages to avoid the atoms and has therefore a
smaller than average absorption, resulting in a so-called anomalous transmission (or anomalous
absorption).
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7 X-ray Scattering

The theory of x-ray diffraction is quite analogous to the theory of electron diffraction with the
exception that the wave fields are vector fields in nature (see Fig. 1). The interaction of x-
rays with the medium arises via excitation of atomic electrons. The frequencies of motion of
electrons are of the order of ω0 ≈ ve/aB, where ve is the velocity of electron motion around
the atom, and aB is Bohr’s radius. The wavelength of x-rays is comparable to aB while their
frequencies are of the order of 2πc/λ with c as the speed of light, that is, much higher than
those of the electrons. Thus, electrons can be treated as free. This simplification leads to
the following formulation of the Maxwell’s equations, which have to be solved instead of the
Schrödinger equation for electrons (assuming harmonic time-dependence of the x-ray field with
the frequency ω):

∇× E = i
ω

c
H, ∇×H = −i

ω

c
D, (95)

where the electric displacement field D = εE and ε is the dielectric function of the medium:

ε(r, ω) = 1− 4πe2

mω2
ρ(r), (96)

with ρ(r) as the electronic density. Additionally,

∇ ·D = ∇ ·H = 0, ∇×∇× E = (ω/c)2D. (97)

Deviation of ε from unity is actually very small for x-rays and the quantity χ = ε− 1 normally
varies between 10−6 and 10−4. Thus, we can write that

E =
1

ε
D ≈ D− χD. (98)

This equation is a great simplification, which, substituted into previous equations leads to an
equation for D alone:

(∇2 + k2
0)D(r) = −∇×∇× [χ(r)D(r)] (99)

In an infinite periodic crystal the charge density as well as the dielectric function are periodic
and can be expanded in terms of the Fourier series in analogy to the potential for electrons
Eq. (77). Analogously to electrons, the solution to Eq. (99) can be sought in the shape of a
Bloch wave:

Dk(r) =
∑
G

DGe
i(k+G)r. (100)

Since ∇ ·D = 0 the vectors DG are orthogonal to k+G: DG · (k+G) = 0. It can be shown
that the corresponding component HG is orthogonal both to k+G and DG, while EG lies in
the plane of DG and k+G, but the difference between EG and DG is very small owing to the
smallness of χ.

For each Fourier component we can introduce two polarization vectors eσG · (k+G) = 0 and
eσG ·eσ′

G = δσ,σ′ , where σ and σ′ are either ”1” or ”2”. Thus, we can write that DG =
∑

σ D
σ
Ge

σ
G.

Since χ is very small, we can significantly simplify Eq. (99), arriving at the following system
of equations for the scalar Fourier components of D:

(
k2
0 − (k+G)2

)
Dσ

G =
∑
G′,σ′

κG−G′ (eσG · eσ′

G′)Dσ′

G′ , (101)
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Fig. 12: (a) Direction of polarization vectors. Vectors e10 = e1G are normal to the plane of the
plot. (b) Dispersion surface for Σ and Π polarizations. Taken from [14].

where
κG−G′ = −k2

0χG−G′ =
4πre
VC

fG−G′ (102)

with fG as the atomic scattering factor, Eq. (80), and re as the classical electron radius of 2.82×
10−13 cm. Note that since eσG · eσ′

G′ is in general non-zero because G �= G′, the latter equations
couple both polarizations. Also note complete similarity between Eq. (101) and Eqs. (82) and
(85) derived previously for the case of electron scattering in a crystal. Thus, κG−G′ is analogous
to the corresponding component of the crystal potential for electrons. The eigenenergies, or,
bands ωk of x-ray Bloch states in a crystal are determined from the secular equation which is
very much the same as Eq. (83). Analogously to the case of electrons the effect of absorption lies
in complexity of the k-vectors, eigenenergies and Fourier components of the crystal ”potential”
κ.

For scattering of x-rays from a finite crystal, the boundary conditions have to be formulated.
Owing to the nature of Maxwell’s equations given in the beginning of the section, and smallness
of χ, the boundary conditions are very simple: both normal and tangential components of D
have to be continuous across the boundary between the crystal and the vacuum. In general one
writes the fields in the vacuum before the slab (see Fig. 6) as:

D(r) = D̂eik0r +
∑
G

RGe
iK−

G r, z < 0, (103)

and after the slab:
D(r) =

∑
G

TGe
iK+

G r, z > d, (104)

while in the crystal we seek the solution in terms of Bloch waves:

D(r) =
∑
j

PjDkj
(r), (105)
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where all the reflection (RG), transmission (TG) and Pj coefficients are found by satisfying the
boundary conditions. It is noteworthy to remark, that, in analogy to electrons, the kinematic and
dynamical theory of x-ray scattering can be also developed starting from the integral equation
for the D-field.

D(r) = D̂eik0r +∇×∇×
∫

dr′
eik0|r−r′|

4π|r− r′|χ(r
′)D(r′). (106)

In analogy to electrons, if the scattering occurs away from Bragg condition, we have only one
strong beam. If the Bragg reflection is excited, we have two strong beams k and k+G. In this
case there is a natural choice for polarization vectors: (i) Σ-polarization for σ = 1: e10 = e1G
perpendicular to both k and k+G, and (ii) Π-polarization for σ = 2: e20 = e2G in the plane of
k and k+G, see Fig. 11. Via this particular choice of polarization vectors we can decouple the
equations (101) for Σ and Π waves:

(k2
0 − κ0 − k2)Dσ

0 = κGPσD
σ
G, (107)

(k2
0 − κ0 − (k+G)2)Dσ

G = κGPσD
σ
0 , (108)

where polarization factor Pσ = eσ0 · eσG equals one for Σ-polarization, and cos 2θB for Π-
polarization. For each polarization the allowed k-vectors lie on the dispersion surface given
by:

(k2
0 − κ0 − k2)(k2

0 − κ0 − (k+G)2) = P 2
σ |κG|2. (109)

As we can see, far away from the Bragg condition the dispersion surfaces are spheres around
k = 0 and k = G with the radius

√
k2
0 − κ0 for both polarizations. Near the Bragg condition

the degeneracy between both polarizations is lifted and the smallest separation between the
outer and inner branches becomes polarization-dependent:

∆kσ =
2π

dext
=

PσκG

k0 cos θB
, (110)

see Figure 12. In this figure the dispersion surface in the vacuum, degenerate for both polariza-
tions, is shown with thin lines, while the dispersion surface in the crystal is shown with thicker
lines. The expressions for the coefficients Dσ

0 and Dσ
G are exactly the same as those in Eq. (92),

with vG replaced by PσκG. The resulting Σ-fields are identical to those given by the Bloch
waves ψI and ψII from the previous section. However, for Π-polarization we do not get pure
sine and cosine waves but only a combination of both, since e20 �= e2G. Correspondingly, only
Σ-waves show an anomalous transmission effect, while Π-waves never vanish at the atomic
positions completely. Interestingly, for multi-beam cases, important for x-ray diffraction, the
situation complicates significantly, since both polarizations cannot be anymore decoupled.

Final Remarks

I shall conclude this chapter by mentioning that in 1914 the Nobel Prize in Physics was awarded
to Max von Laue “for his discovery of the diffraction of x-rays by crystals” and in 1915 the No-
bel Prize in Physics was awarded to Sir William Henry Bragg and William Lawrence Bragg
“for their services in the analysis of crystal structure by means of x-rays”. Since the pioneering
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days of von Laue, Ewald, Knipping, Friedrich, the Bragg’s, Compton, etc., diffraction experi-
ments went a long way deciphering today the atomic arrangement of noncrystalline solids such
as viruses as shown in a recent experiment [17] carried out at the Linac Coherent Light Source
(LCLS), at SLAC National Accelerator Laboratory in California, USA) as shown in the diffrac-
tion image Fig. 6. Physical principles established 100 years ago and subsequent theoretical and
experimental methods developed, reinvented and constantly brought to perfection contribute
today and will contribute in the future to the welfare of mankind.
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1 The Basics of Scattering Theory

Each of the scattering probes that we discuss here, be they particles or waves, permit, according
to the tenets of quantum mechanics, a description of either sort. In fact, the wave theory is
the best adapted as the unified framework that we will set up here. The incident beam will be
treated as monoenergetic and unidirectional – and thus as a plane wave, with incident wave field

Ψinc(r) = Aeik·r (1)

→

→

k

k’

Fig. 1: A schematic of the scattering process from an atomic target. The incident plane
wave (wavy line) has wavevector k; its constant-phase fronts are shown as straight lines.
The scattered wave is an outgoing spherical wave (circles) going out in all directions, in-
cluding in the wavevector direction k′.

The energy of the incident scatterer is a function of the magnitude of the wavevector |k|; for
nonrelativistic electrons or neutrons, E = �2k2/2m, and for light, E = �ck. The direction of
propagation is of course the direction of the vector k, which will be conveniently described in
spherical polar coordinates using angles (θ, ϕ) = Ω. We assume that there is a small scattering
target fixed at the origin. In the relevant wave equation, this scatterer will be described by a
potential energy function V (�r). The “interaction region“ |r| < r0 is assumed to be the only
region in which V (�r) �= 0. Outside this interaction region the wave field also contains an
outgoing spherical wave of the form

Ψscat = Af(Ω)
eikr

r
(2)
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We have specialized to elastic scattering (appropriate for most of the scattering experiments
considered in this chapter), so that the magnitude of the incident and scattered wavevectors k
are the same.

The quantity f(Ω) is the central focus of our attention, describing the amount of scattering in
the direction of the solid angle Ω. Note that the complex quantity f has units of length – it is a
”scattering length”. It in fact directly indicates the normalized scattering flux ∆σ(Ω) in a cone
of solid angle ∆Ω (see Fig. 2), in the direction Ω, for unit incident wave flux density:

→ → →

←→
v∆t

v∆t

detector 

∆Ω

←

←
→

→

r

∆S

Fig. 2: Geometry of the scattering process.

∆σ = |f(Ω)|2dΩ (3)

The total scattering cross section is

σ =

∫
|f(Ω)|2dΩ (4)

We see that the phase of the complex scattering length f(Ω) does not appear in any of our
expressions; however it is very important in the interference that occurs in scattering from two
different scattering centers. This effect is beyond the scope of the present chapter.

For completeness, we note the other important quantity, the differential scattering cross section,
which is simply the integrand of the quantity above:

dσ

dΩ
= |f(Ω)|2 (5)

We end this section with a simple physical picture of the scattering cross section. Naturally,
the above discussion implies that the full wave field is given by the sum of the incident and
scattered waves, which is correct in the Born approximation:

Ψtot(r) = A

(
eik·r + f(Ω)

eikr

r

)
(6)

This Born approximation expression does not take account of the fact that the flux of the incident
beam is affected (and depleted) by scattering. The amount by which it is depleted is exactly the
flux density through the area σ. One can have a simple picture of this result: the depleting effect
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of the scatterer is exactly the same as that of a fully absorbing screen with area σ (Figure 2).
The common unit for σ in scattering physics is the barn, which, at 10−28m2, is actually a large
unit of area in many areas of particle and nuclear physics. The term originates from the 20th
century American taunt to a poor thrower, “You couldn’t hit the broad side of a barn.”

Fig. 3: A schematic of the square of ther real part of the polarizability (χ′(ω))2 versus
frequency ω. We see the low frequency, Rayleigh part (frequency independent), a complex
intermediate frequency range in which anomalous dispersion and absorption occur, and
then a high-frequency, Thompson part (going line 1/ω4).

2 The Scattering of Electromagnetic Radiation from Atoms

While we will in this school primarily be concerned with high-energy scattering probes such
as X-rays, we begin this discussion at the low-energy (that is, the low-frequency) end of the
spectrum. An electromagnetic wave comprises transverse, perpendicular oscillating electric
and magnetic fields. We first consider the effect of the electric fields on a target atom. At low
frequencies, below that of any atomic resonances, the applied field will polarize the electrons
bound to the atom, producing an electric polarization P proportional to the strength of the
electric field:

P (ω) = χ(ω)E(ω) (7)

At low frequencies, the electric polarizability of the atom χ(ω) is independent of frequency
ω. The resulting electric dipole oscillating with angular frequency ω, P (ω)eiωt, will radiate
an outgoing spherical wave – this is the scattered wave of our general scattering theory. From
classical electromagnetic theory, the efficiency with which this dipole radiates energy scales like
the fourth power of the frequency; the net result for the scattering cross section is the formula
for Rayleigh scattering:

σR(ω) =
8π

3

ω4

(4πε0c2)2
(χ(0))2 (8)
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Recall that this ω4 dependence gives Rayleigh’s explanation that the sky is blue.

Passing over the visible and ultraviolet region of the spectrum where atoms show complex
resonant behavior in their scattering cross section (Figure 3), we consider a regime where the
frequency is high enough that the binding of the electron to the atom is irrelevant; the electron
oscillates as if it were in free space. In this regime a calculation of the oscillating dipole P (ω)
is again straightforward, since it simply requires the calculation of the periodic displacement of
a free particle subject to a sinusoidal force. The result in this regime is

Fig. 4: Polar plot of the Klein-Nishina formula for the differential scattering cross section
of X-rays by electrons. At low frequency the scattering goes to that of a classical dipole; at
high frequency (the Compton regime) the cross section becomes more and more forward
directed, best described as energy- and momentum-conserving photon-electron collisions.
From [1].

χ(ω) =
e2

meω2
(9)

The higher the frequency, the smaller the polarizability, because the electron has a shorter time
in which to move. The scattering formula Eq. (8) still applies, so we get the simple, frequency-
independent result for the cross section contribution per electron:

σT =
8π

3
r2e (10)

This is the regime of Thompson scattering. Here

re =
1

4πε0

e2

mec2
≈ 2.8× 10−13cm (11)



A3.6 David P. DiVincenzo

is the so-called classical electron radius.

Even though the binding of the electron to the atomic nucleus is irrelevant in the Thompson
scattering regime, it should be understood that, in the regime of low excitation intensity, the
nevertheless remains associated with the atom, so long as the distance over which the electron
travels under the influence of the time-oscillatory force is much smaller than the atomic radius.
In this regime, X-ray scattering is non-destructive. Naturally, if the excitation intensity is raised
to the point where this oscillation distance becomes comparable to or greater than the atomic
radius, we enter the regime of high-intensity effects, which can very realistically be achieved
with strong X-ray sources such as the free-electron laser (FEL). In that case the X-ray probe
is destructive, causing ionization and disruption of chemical structure, so the time available for
this scattering probe to give useful information about condensed matter is limited.

Of course a more complete calculation is possible; the result for the differential cross section is

dσ

dΩ
=

r2e
2

(
1 + cos2 θ

)
. (12)

The angular dependence appears in Fig. 3, showing the dipolar form that is also characteristic of
the Rayleigh scattering regime. This figure shows the result of a much more general calculation
due to Klein and Nishina [1], who calculated this scattering taking quantum and relativistic
effects into account. The Klein-Nishina formula for the differential cross section is

Fig. 5: Scattering geometry for discussion of atomic form factor.

dσ

dΩ
=

r2e
2
P (ω, θ)2

(
P (ω, θ) + P (ω, θ)−1 − 1 + cos2 θ

)
. (13)

Here the factor
P (ω, θ) =

1

1 + (�ω/mec2)(1− cos θ)
(14)

has a simple kinematical interpretation when we take the quantum point of view and consider
the light to consist of particles (photons): it is the ratio of the photon energy after the scattering
event to its original energy before scattering. Note that in the limit of small ω, P (ω, θ) = 1
and this expression reduces to the one for Thompson scattering. At high frequencies, when the
photon energy �ω becomes comparable to the rest energy of the electron mec

2 = 511keV, the
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scattering takes on a different character, and we enter the regime of Compton scattering. The
scattering cross section becomes much more forward-directed, as we can see from the figure;
the energetic photon suffers less and less of a deflection during the scattering from the electron,
the higher its energy is.

Fig. 6: The atomic form factor f(Q) for several ions and elements, versus sin(θ)/λ. λ is
wavelength, θ is scattering angle; with another 4π factor this expression is the scattering
wavevector Q. Note that f(0) = Z Z = total number of electrons, not nuclear charge).
From top to bottom these curves are for K+, Cl− (note that these have the same number
of electrons), Cl and O. From [2].

3 Atomic Form Factor for X-rays

The Thompson scattering formula is clearly not the whole story of X-ray scattering from an
atom. Even in the (considerable) frequency range in which The scenario for Thompson scatter-
ing applies (scattering from quasi-free electrons), we need to take account of the fact that the
scattering is from the cloud of electrons that is bound to the atom. This means, in short, that the
scatterers are not all at the origin of the coordinate system, and we must do a calculation to sum
up their contributions.

Referring to the figure, we consider each volume element d3r′ to be a source of Thompson
scattering with a strength governed by the probability that an electron is found in this volume
element, which is given by the electron density function according to n(r′)d3r′. The spherical
wave that is emitted from that element involves the factor
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Fig. 7: Schematic of X-ray absorption structure, including many edges, for a typical atom
with many inner shells. From [3].

n(r′)d3r′
eik0|r−r′|

|r− r′| e
ik0·r′ . (15)

Note that the final factor comes from the phase of the incident plane wave at the scattering point
r′. The overall scattering strength is given by integrating this quantity over the electron cloud:

∫
d3r′n(r′)

eik0|r−r′|

|r− r′| e
ik0·r′ . (16)

Note that the angular factor from, e.g., the Thompson differential cross section formula will not
appear inside this integral, since we will consider only the far field (i.e., |r| >> |r′|, so that the
angular dependence can be put on as an overall factor once the integral is done.

Since |r− r′| = r − r̂ · r′, we can approximate the integrand by

eik0|r−r′|

|r− r′| e
ik0·r′ ≈ 1

r
eik0rei(k0−k1)·r′ . (17)

Here k1 = r̂k0. We see here appearing the scattering wavevector

Q = k0 − k1 (18)

With this we write our scattering amplitude

∫
d3r′n(r′)eiQ·r′ e

ik0r

r
= fa(Q)

eik0r

r
. (19)
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We identify the Fourier transform of the atomic electron density,

fa(Q) =

∫
d3r′n(r′)eiQ·r′ , (20)

as the atomic form factor for X-ray scattering. It is a factor that must be accounted for in other
applications of the scattering theory (e.g., for Bragg scattering). For example, it appears this
way in the Thompson scattering differential cross section for an atom,

dσ

dΩ
=

r2e
2
|fa(Q)|2

(
1 + cos2 θ

)
(21)

We can see several features of the atomic form factor from Fig. 6. It is of course isotropic for
atoms, so this it depends only on |Q|. Its value at zero is very simple:

fa(0) = Z (22)

Z being the total electron number of the atom or ion. The figure shows two cases for which this
number is the same, namely for the ions K+ and Cl−. The extension of these functions is the
reciprocal of the extent of the atomic electron cloud in real space; thus we can observe that the
Cl− ion is considerably more extended than K+.

Fig. 8: Electron inelastic mean free path versus incident electron energy, for a range of
materials. After [4].

4 X-ray Absorption and Dispersion

Our discussion above has so far ignored the phenomenon of absorption of radiation. We can
trace this to our implicit assumption in Eq. (7) that the polarization vector is in-phase with the
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applied electric field, so that the polarizability function χ(ω) is real. In fact the polarization has
an out of phase component as well; elementary electromagnetic theory shows that a polarization
oscillating out of phase with the electric field results in absorption of energy. Thus, we write
the polarizability function as the sum of the real and an imaginary part:

χ(ω) = χ′(ω) + iχ′′(ω) (23)

For atoms, χ′′(ω) in the X-ray regime is fairly featureless, except for sharp X-ray edges that
appear when the radiation can eject electrons from the inner electronic shells of the atom. Figure
7 shows the occurrence of these edges, and how they are interpreted in the shell model.

Fig. 9: Continuous Stopping Distance Approximation (CSDA) range of electrons vs. elec-
tron energy. After [4].

The occurrence of dispersion, significant variation in the lossless response χ′(ω), is intimately
tied to the appearance of structure in the lossy χ′′(ω) as exemplified by edges. This connection
is embodied in the Kramers-Kronig relations. These relations for the χ′(ω) function are

χ′(ω) =
1

π
PV

∫ ∞

−∞

χ′′(ω)

ω′ − ω
dω′, (24)

χ′′(ω) = − 1

π
PV

∫ ∞

−∞

χ′(ω)

ω′ − ω
dω′. (25)

The derivation of these relations is usually presented as an exercise involving Cauchy’s theorem
from complex analysis. I will take a moment to review a less rigorous but more physically
informative demonstration involving only the elementary features of the Fourier transform. This
derivation makes it more clear that the one and only one premise on which the Kramers-Kronig
relations are based is the causality of the response of the system during scattering. Imagine
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that the scattering wave impinges as a wave packet on the scatterer, so that the time dependent
electric field E(t) becomes non-zero only after t = 0. The temporal polarization response is
given using the Fourier transform of the polarizability function:

P (t) =

∫ ∞

−∞
χ(t− t′)E(t′)dt′ (26)

But because such a physical response is causal, P (t) = 0 if t < 0; the response cannot begin
before the excitation has arrived. But for χ, this implies that

χ(t) = 0 for t < 0. (27)

Now, we write χ(t) = χe(t) + χo(t), that is, we decompose χ into a sum of an even function
of time and an odd function of time. Because of the causality condition these two functions are
related:

χe(t) = sgn(t)χo(t) (28)

Here the “sign function” sgn(t) is +1 for t ≥ 0 and −1 for t < 0. Fourier transforming this
equation immediately gives the first Kramers-Kronig relation: The Fourier transform of χe is
purely real and is in fact the real part of χ(ω), χ′(ω). The Fourier transform of the product is a
convolution, the Fourier transform of χo(t) is iχ′′(ω), and the transform of sgn(t) is −i/(πω).
The other relation is obtained similarly.

Hopefully this little discussion takes some of the mystery out of these relations. What do they
have to do with X-ray scattering? We can see the connection by looking at the model of H. A.
Lorentz for absorption based on a model of a damped resonator with resonant frequency ω0.
This is a good model for an electron bound in an atom; it captures only qualitatively the X-ray
absorption edges, which involve not just the oscillation of the electron but also the ejection of
the electrons into a continuum. But the “Lorentzian lineshape” for the absorption in Lorentz’s
model is very simple:

χ′′(ω) =
e2

me

Γω

(ω2
0 − ω2)2 + Γ2ω2

(29)

Here Γ is a linewidth or damping parameter. The Kramers-Kronig relation above requires that
this absorbtion function be accompanied by the following frequency-dependent in-phase polar-
izability:

χ′(ω) =
e2

me

ω2
0 − ω2

(ω2
0 − ω2)2 + Γ2ω2

. (30)

Note that this expression intepolates between the two low-absorption regimes that we have
discussed above: Rayleigh scattering (for ω � ω0, and Thompson scattering for ω � ω0. The
Kramers-Kronig constraints say that there must be a regime of high loss in between, and that the
in-phase polarizibility much also rise to a much higher value than in either of the two limits (in
fact, χ′(ω)max = e2/m(2Γω0+Γ2) ≈ e2/(2mΓω0) for Γ � ω0). This strong enhancement near
an absorption feature of the real part of the polarizability, and therefore of the scattering cross
section, and its strong frequency dependence, is known as anomalous dispersion. As you will
learn elsewhere in this course, this phenomenon is used to enhance the contrast of one atomic
element relative to another in X-ray scattering.

I conclude this section with a brief discussion of magnetic X-ray scattering. I have so far de-
scribed the X-ray scattering process as involving only the electric field of the incident wave.
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Naturally, the electromagnetic wave also has a magnetic component, normal to the direction of
propagation and also normal to the electric field. This magnetic field also induces a response,
and causes an additional contribution to the scattered spherical wave. Most importantly, this
scattering is sensitive to the magnetic state of the target – the scattering from an atom will be
different when its spin is up or down. Thus, such contributions to the scattering can distinguish
the magnetic state (ferromagnetic, antiferromagnetic, etc.) of a material. Generally, this mag-
netic contribution to the scattering is weak; the scattering amplitude has a prefactor �ω/mec

2,
so that this scattering is generically suppressed for X-ray photon energies below 511keV. Wise
use of magnetically-dependent anomalous dispersion can enhance the magnetic signal.

5 Electron Scattering

The basic physics of the scattering of electrons from matter is the same as that for X-ray pho-
tons: in the quantum theory the electrons have a wave description, and the basic scenario of
scattering, in which there is an incident wave on the target, and an outgoing scattered spherical
wave. The important qualitative distinction between electron scattering and X-ray scattering is
that the strength of electron scattering is much greater than that of X-rays. Electrons will not
penetrate a large thickness of material as X-rays will.

In fact, the scattering cross section for electrons can be deduced directly from the cross sec-
tion for electromagnetic waves, already discussed above. In the electron wave equation (the
Schroedinger equation), the scattering intensity from point r is determined by the potential
function at that point V (r). From a calculation of the scattering problem using this equation,
the scattering form factor is given by the expression

f e(Q) =
2mee

�2

∫ ∞

0

V (r) sin(qr)r2dr

qr
(31)

Note that by convention the form factor for electron scattering also contains the scattering
length; this means that it has units of meters, rather than being dimensionless as the X-ray
form factor is taken to be.

One further step permits f e to be related directly to the X-ray form factor, since we can relate
the scattering potential V (r) to the electron density n(r) whose fourier transform determines
the f(Q) for X-rays. This relation is via the Poisson equation, ∇2V (r) = − e

ε0
n(r). Fourier

transforming this equation and substituting into Eq. (31) gives the Mott-Bethe formula for the
electron form factor for an atom with atomic number Z:

f e(Q,Z) =
mee

2

2π�2ε0

(
Z − f(Q,Z)

Q2

)
(32)

This equation also includes the form factor Z/Q2 for the atomic nucleus.

The principal item of practical interest that I will cover here is the theory of the stopping range
of low-energy electrons in solid matter. For electrons with an incident energy in the range of
5 keV, the basic picture is that electrons slow down by a large sequence of scatterings in the
material, each of which leads to a small loss of energy. We speak of the continuous slowing
down approximation (CSDA) in calculating the electron range. This calculation again involves
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the polarizability of constituents χ(ω). When summed over a large number of constituents, this
response is called the dielectric function ε(Q,ω); this expression singles out polarization leading
to a scattering wavevector Q. Then for an electron traveling with energy E, the probability of
energy loss ω over a unit of distance is given by the expression

p(E, ω) =
mee

2

π�2E

∫ q+

q−

Im
( −1

ε(Q,ω)

)
dQ

Q
(33)

Here �q± =
√
2mE ±

√
2m(E − �ω). p(E, ω) is known as the differential inverse mean free

path. The stopping power S(E), which is the energy loss per unit distance travelled along the
electron path, is given by

S(E) =

∫
dE�ωp(E, �ω) (34)

Finally, the distance over which the electron is stopped (actually, brought to a nominal kinetic
energy of 10eV) is the CSDA range R0(E), given by

R0(E) =

∫ E

10eV

dE ′

S(E ′)
(35)

In Fig. 8 we show the inelastic mean free path for electrons in a wide variety of solid matierials,
over the range of incident energies from 10 eV to 250 eV. This quantity continues to grow
almost linearly above this energy, up to 2keV. There are two important things to note about this
quantity: it has a minimum at a few tens of eV. Electrons are more penetrating at energies both
above and below this. Second, the scale of this mean free path is very small, being a fraction
of a nanometer over much of this energy range. Just a couple of atomic layers are effective at
blocking the passage of a large fraction of electrons in this energy range.

Fig. 10: Scattering length b for the atomic elements, showing the non-monotone depen-
dence of b on atomic weight, even for isotopes of the same element. See [5].
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Finally, Fig. 9 shows a sampling of the total travel range for incident electrons (note the much
greater range of energies than in the previous figure) for several types of solid materials. Note
that the total penetration range never exceeds 1 micrometer for any of the cases shown.

6 Neutron Scattering

The neutron, a particle with no charge, a mass very close to that of the proton, and a spin
magnetic moment about 1000 times smaller than that of the electron, is a very useful scatter-
ing probe. Neutron beams of high intensity and sharply defined energy and direction can be
produced and directed at targets; the neutron’s lack of charge permits low-energy neutrons to
penetrate deeply into matter. The free neutron is unstable; while its decay is fast compared with
many radio-nuclei, at about 10 minutes this time is very long compared with that of the scatter-
ing process and detection, so that this decay can be ignored in discussions of neutron scattering.
The energy range of the scattering neutrons is usually “thermal”, meaning that the kinetic en-
ergy of the neutrons is reduced by moderation (passage through a non-absorbing material) into
the range of kBT with T ≈ 300K. (Moderation to lower energies is possible.) Monochromators
pick off well defined energies from this moderated collection of neutrons.

Lacking an electric change, the neutron still has two means of interacting significantly with
matter: first, its magnetic moment makes it sensitive to the magnetic scatterers in the target.
Second, the strong nuclear force causes there to be a significant scattering cross section from
each magnetic nucleus. It turns out that these contributions are roughly of the same order of
magnitude, both are very important in the application of neutron scattering.

We will deal first with the scattering arising from the nuclear force. The strong interaction of
the neutron with a many-nucleon atomic nucleus is very complex. However, the description
we need of scattering is very much simpler, because at thermal energies, the wavelength of the
quantum-mechanical (de Broglie) neutron wave is in the vicinity of 0.1 nm, comparable, in
fact, to the internuclear spacings in molecules or solids. This wavelength is very long compared
with the range of the strong nuclear force (about 10−6 nm). Thus, the neutron-nucleus inter-
action may be accurately represented as a delta-function at the origin; this is called the Fermi
pseudopotential. Fermi writes

V (r) =
2π�2

mN

bδ(r) (36)

Here mN is the neutron mass. b has dimensions of a length, and is in fact the s-wave scattering
length; it is also equal to the neutron form factor, since the delta-function form of the potential
means that the form factor has no dependence on the scattering wavevector Q.

In the simplest view b is just a simple scalar number. We must be a little bit more sophisticated,
for several reasons. First, if the target nucleus possesses a non-zero nuclear spin quantum
number I , then the scattering depends on the relative angles of the neutron spin vector s and the
nucleus angular momentum vector I; in general this spin dependence is quite strong. This effect
is included by writing b as

b = bc +
2bi√

I(I + 1)
s · I (37)

Thus, the scattering process takes two parameters to describe; for historical reasons, these pa-
rameters are called the coherent cross section bc and the incoherent cross section bi. In fact both
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parameters describe perfectly coherent wave scattering phenomena. However, it is typical in
scattering experiments to have no control over the spin state of the target nucleus (there are now
many exceptions to this); thus it has been traditional to consider the nuclear spin state to be ran-
dom, causing the resulting scattering to be incoherent. We will state shortly the consequences
of this for scattering from atomic crystals.

The second fact about b that we wish to note is that it also possesses an imaginary part ib”.
As with χ′′ above, this constant describes the absorption of neutrons,due to nuclear reactions,
during the scattering. Finally, the b “constants” can also be functions of energy. Generally b′′

has a linear energy dependence, so that in tabulations the scattering energy must be stated. The
real part is in most cases energy independent at thermal energies, although it should be noted
that for a small minority of the atomic nuclei, there are already resonances, with anomalous
dispersion and enhanced absorption, already at low energies.

All these parameters are accurately measured and can be found tabulated, typically with a cou-
ple of digits of accuracy but sometimes much more, for all the isotopes of the periodic table
of elements. Unlike the X-ray and electron scattering lengths, which increase monotonically as
one moves down the periodic table, the b parameters, which depend on complex details of nu-
clear physics, are already large for the lightest nuclei, and vary tremendously from one element
to the next, and vary to the same degree even for isotopes of the same element. We show this
variation in Fig. 10. So, a crystal of pure He has a perfect periodic structure as seen either by
X-ray scattering or neutron scattering (producing “Bragg peaks”, see Chap ???), because pure
helium consists almost entirely of one spinless isotope, He-4. But a crystal of pure selenium
with equal amounts of Se-74 and Se-76 (these are both natural isotopes of Se, but these are not
the natural abundances) looks highly disordered from the point of view of neutron scattering,
producing a large component of non-Bragg diffuse scattering, because bc for Se-74 and Se-76
are very different (0.8 and 12.2 barns, resp.). On the other hand, a pure crystal of arsenic looks
disordered for the other reason; while there is only one stable isotope As-75, the four different
permitted spin states of the I=3/2 As-75 nucleus scatter with considerably different strengths
(because bi = −0.7 barns).

7 Magnetic Neutron Scattering

The neutron is a chargeless particle, but it has a magnetic moment, which is about the same in
magnitude as the protons, and about 100 times smaller than that of the electron. We analyse the
scattering of the neutron from the field arising from the spin of an electron at position r′:

BS =
µ0

4π
∇r ×

(
µe ×∇r

1

|r− r′|

)
, (38)

here µe = geµBse is the electron spin magnetic moment; the Bohr magneton is µB and the
electron spin operator is se. The field arising from electron orbital motion is

BL = −µ0e

4π

ve × (r− r′)

|r− r′|3 (39)
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(we use the Biot-Savart law for a particle with charge −e and velocity ve). Here we further
consider only the spin field, yielding the potential

V (r) = −µnBS = −µn
µ0geµB

4π
∇r ×

∫
dr′se(r

′)×∇r
1

|r− r′| , (40)

µn is the neutron magnetic moment, and se(r
′) is the electronic spin density. The scattering

amplitude requires a calculation of a double integral

I =

∫
dre−iQr∇r ×

∫
dr′se(r

′)×∇r
1

|r− r′| (41)

We perform this evaluation in the Furier domain

1

r
=

1

2π2

∫
dq

eiqr

q2
.

One obtains

I = − 1

2π2

∫
dr′

∫
dre−iQr

∫
dqq̂× se(r

′)× q̂eiq(r−r′) (42)

= −4πQ̂×
∫

dr′se(r
′)× Q̂e−iQr′ .

Note that the application of ∇rs to the exponential term eiq(r−r′) results in the simple factors
iq = iqq̂. The integration over r gives the delta function δ(Q − q), permitting the integration
over q to be completed. Specializing to the case of constant spin direction se(r

′) = se(r
′)̂s we

get a scattering amplitude

f(Q) = −µn
2mn

�2
µ0geµB

4π
Q̂× ŝ× Q̂Fmagn(Q), (43)

here we see the magnetic form factor

Fmagn(Q) =

∫
dr′eiQr′se(r

′). (44)

Using the usual cross-product identity a× (b× c) = (a · c)b− (a ·b)c one gets Q̂× ŝ× Q̂ =
ŝ − (̂s · Q̂)Q̂; note that this is the component of ŝ perpendicular to Q̂. Thus the scattering
amplitude (44) is related to the Fourier transform of the spin density component perpendicular
to the scattering vector Q. So, magnetic neutron scattering allows a determination of both
the size and the direction of the magnetisation in a material of interest. Originally neutron
scattering was the only practical probe for the determination of the magnetic structure of solids.
In the present time magnetic X-ray scattering with X-rays produced using synchrotron radiation
sources can also deliver such information.

Let us estimate the magnitude of the magnetic scattering length (43). The neutron magnetic
moment is µn = 1

2
gnµNσ, where gn is the neutron g-factor, µN the nuclear magneton and

σ = 2sn is the Pauli spin operator. We can estimate the prefactor in (43) to be

2mn

�2
µ0

4π
gn

e�
2mp

ge
e�
2me

≈ 4
e4

(4πε0�c)2
4πε0�2

mee2
= 4α2a0,
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where gn ≈ −4, ge ≈ −2, mn ≈ mp, µ0 = 1/ε0c
2, the Bohr magneton µB = e�/2me, the

nuclear magneton µN = e�/2mp, the fine structure constant α = e2/4πε0�c and the Bohr
radius a0 = 4πε0�2/mee

2 have been used. Note that α2a0 is the classical electron radius re;
this happens to be in the same range as nuclear scattering lengths b. Thus the nuclear and
magnetic scattering are of competitive size (very much unlike the X-ray case); this means that
interference between the two forms of scattering can in practice occur.
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1 Introduction

The central statement of this lecture is that scattering experiments indirectly measure correlation
functions. The usual derivation of scattering laws is based on the fact that the scattering law
(for neutrons, photons or any other radiation) is essentially the absolute square of the Fourier
transform of a scattering density. In Fig. 1 this is shown as the left way from the density ρ(r) to
S(Q). The Wiener-Khintchine theorem

|F [f(x)]|2 = F [〈f(0)f(x)〉] (1)

(F denoting the Fourier transform) now states that the absolute square of a Fourier transform
is the Fourier transform of the autocorrelation function. This opens another way (the right one
in Fig. 1) to calculate the scattering law. Apart from elucidating the meaning of the scattering
law in another way, this gives an alternative to calculate it even if the density distribution itself
is not known.

( )rρ

( )F Q (0) ( )rρ ρ

( )S Q

……FT

FT
2

…

Fig. 1: The two ways to calculate the scattering law from the microscopic density, left: as
the absolute-squared Fourier transform of the density, right: as the Fourier transform of the
correlation function.

This lecture will in the first section treat the results from a static system where the scattering
is completely elastic. In this situation the scattering will only contain information about the
structure. Strictly speaking, this is a fictitious assumption because all materials show some
dynamics (quantum-mechanically even at zero temperature). Nevertheless, the broad range of
diffraction methods is covered with sufficient accuracy. The second part of the lecture will deal
with inelastic scattering. In this experiment, scattering gives information about the structure via
the momentum transfer and about the dynamics via the energy transfer. For inelastic scattering
a Fourier transform in time has to be carried out in addition leading from the time correlation
function to the scattering function.

Textbooks on scattering theory usually restrict themselves to a single probe. For neutron scat-
tering refs. 1–3 can be recommended, for light scattering refs. 4–8, and for x-ray scattering
refs. 9–11.

2 Scattering from static systems

In this section it will be assumed that the scattering system is static. It is either represented
by fixed positions of point scatterers in space, rj , or a time-independent density, ρ(r). The
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former case can be included in the latter by considering the microscopic density as a sum of
delta functions:

ρ(r) =
N∑
j=1

δ(r− rj) . (2)

From the fact that the scatterers are fixed follows that the scattering will be elastic, i.e. the
energy of the scattered particles will not change due to the scattering process. This is clear from
classical mechanics because a system which is static before and after the scattering process
cannot exchange energy. The equivalent argument from the wave picture would be that upon
scattering by fixed centres there is no Doppler shift of the frequency.

2.1 Structure factor from density

The result of an elastic scattering experiment is usually expressed in terms of the differential
cross-section which is the probability density that a particle is scattered into a solid angle ele-
ment dΩ normalised to the intensity of the incident beam:

dσ

dΩ
=

〈∣∣∣∣∣
N∑
j=1

bj exp(iQ · rj)
∣∣∣∣∣
2〉

. (3)

bj is a measure of the ‘scattering power’ of the particle. From the dimensions it is obvious that it
has the dimension [length]. Therefore, bj is called the scattering length. Note that the scattering
length is not necessarily positive. bj < 0 just means that scattering leads to a reversal of the
amplitude, in other words a phase shift π. The scattering length may even be complex. In that
case, the imaginary part corresponds to absorption of the scattered particle by the scatterer.

It can be seen that expression (3) does not contain the scattering angle 2θ directly but a scat-
tering vector Q. It is the vectorial difference of the wave vector k′ after scattering and that
before scattering, k. The wave vectors are defined by having the length |k| = k = 2π/λ and
the direction of the propagation of the wave. For elastic scattering k′ = k, and the definition of
Q is graphically demonstrated by the black (isosceles) triangle in Fig. 2 resulting in

Q =
4π

λ
sin θ . (4)

From this equation one can see that scattering depends on a combination of the scattering angle
and the wavelength of the scattered radiation. The same Q can be obtained by different com-
binations of 2θ and λ. Quantum-mechanically Q corresponds to the momentum transfer due to
the scattering process: �Q = �k′ − �k = p′ − p.

At this point it is necessary to explain the meaning of the average 〈. . .〉 in (3) and justify it. Of
course for a completely arrested system and completely coherent radiation, (3) would be valid
without the average. Experimentally, this situation is only realised in laser light scattering from
rigid objects. There, the experiments as well as the calculation do not yield a smooth function
dσ/dΩ but an assembly of so-called speckles. For two reasons this situation is exceptional and
the observed scattering is usually an average:
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k

k'

2θ

Q

Fig. 2: Definition of the scattering vector Q in terms of the incident and final wave vectors k
and k′. The black (isosceles) triangle corresponds to elastic scattering. The blue and red ones
correspond to inelastic scattering with energy loss or gain of the scattered radiation, respectively.

1. If a dynamics exists, even if it is sufficiently slow not to cause a noticeable inelasticity, the
particles will rearrange over the duration of the experiment. In this sense, 〈. . .〉 expresses
a temporal average over the experimental time.

2. If the radiation used is not highly coherent, the sum over the amplitudes in (3) has to be
restricted to the coherence volume which is usually much smaller than the sample vol-
ume. The results from the individual regions have to be added as intensities, i.e. after the
absolute-square. This implies the same average but to be interpreted as a thermodynamic
average over different realisations of the particle positions. In the case of ergodic systems
both averages have the same result.

With the assumption that all scatterers are identical (for neutron scattering implying that they
are the same isotope and have the same spin orientation) one can factor out the material-specific
properties N and b:

dσ

dΩ
= |b|2NS(Q) . (5)

with the remaining term

S(Q) =
1

N

〈∣∣∣∣∣
N∑
j=1

exp(iQ · rj)
∣∣∣∣∣
2〉

(6)

which depends solely on the statistics of the positions of the scatters. S(Q) is called structure
factor.

If the scattering is not effected by individual scatterers but by a field (e.g. the magnetic field
for neutrons) or a distribution (e.g. the electron density for x-rays) one has to use a continuum
description instead of (6):

S(Q) =
1

N

〈∣∣∣∣
∫

V

d3r exp(iQ · r)ρ(r)
∣∣∣∣
2
〉

. (7)
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It is easy to verify that this expression corresponds to (6) with the definition (2) of the micro-
scopic density inserted. Expression (7) is the absolute square of the Fourier transform of the
density and thus represents the ‘left way’ in Fig. 1.

But even if the individual scatterers are point-like, the continuum description may be useful
if their exact positions are not known but only their mesoscopic densities. In this case expres-
sion (7) will be a good approximation as long as the length scale defined by Q is large compared
to the distances between the scatterers, Q � 2π/distance (e.g. for small-angle x-ray or -neutron
scattering).

At that point a simple way to introduce mixed scatterers is to start with the scattering length
density

ρb(r) =
N∑
j=1

bjδ(r− rj) . (8)

instead of the density. By including the scattering properties in the density, equation (5) can be
written as

dσ

dΩ
=

〈∣∣∣∣
∫

V

d3r exp(iQ · r)ρb(r)
∣∣∣∣
2
〉

. (9)

Thus, the differential cross section is the absolute square of the Fourier transform of the scat-
tering length density. For neutron scattering, this concept is used to obtain a low-resolution
description for small-angle scattering and reflectometry. For light scattering the local dielectric
constant of the medium plays the rôle of ρb(r).

2.2 Structure factor from pair correlation function

The second way to derive the scattering law starts with applying the definition of the absolute
square, |X|2 = X∗X to equation (6):

S(Q) =
1

N

〈(
N∑
j=1

exp(−iQ · rj)
)(

N∑
k=1

exp(iQ · rk)
)〉

=
1

N

N∑
j,k=1

〈exp(iQ · (rk − rj))〉 . (10)

From this expression two characteristic properties of scattering become clear:

1. The scattering law arises from particle pairs (j, k).

2. Only distances between particles enter the expression, not the individual positions. The
scattering law remains invariant under translation of the whole sample.

In order to proceed in a similar way as before, we introduce the two-particle density

ρ(r1)ρ(r2) =
N∑

j,k=1

δ(r1 − rj)δ(r2 − rk) (11)
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which is the joint probability that particle j is found at r1 and particle k at r2. It is important that
in general the average of this probability density is not just the product of the average densities:

〈ρ(r1)ρ(r2)〉 �= 〈ρ(r1)〉〈ρ(r2)〉 = ρ0
2 (12)

(ρ0 = N/V ). The reason for this is that usually there is an interaction between particles which
enhances or reduces the probability for particles close to each other. E.g. if one imagines parti-
cles with a hard core of radius R then 〈ρ(r1)ρ(r2)〉 vanishes for all r1 and r2 which would imply
a ‘collision’ of the particles, 0 < |r2 − r1| < 2R. Nevertheless, in a translationally invariant
system one of the positions can be chosen arbitrarily, especially as the origin, so that

〈ρ(r1)ρ(r2)〉 = 〈ρ(0)ρ(r2 − r1)〉 = ρ0

〈
N∑

j,k=1

δ(rj − rk + r2 − r1)

〉
. (13)

For a system of identical scatterers the two-particle density (11) can now be used to express the
structure factor:

S(Q) =
1

N

〈∫

V

d3r1

∫

V

d3r2 exp(iQ · (r2 − r1))ρ(r1)ρ(r2)

〉

=
1

ρ0

∫

Vd

d3r exp(iQ · r)〈ρ(0)ρ(r)〉 . (14)

Note that in this last expression r does not have the meaning of an absolute position but that of
a vectorial distance and consequently the volume of integration Vd is not the sample volume V
but the volume of possible distances within the sample.

In the literature often alternative definitions of the pair correlation function are used (instead of
using 〈ρ(0)ρ(r)〉 directly). The most common definition in the context of liquids and colloids
is

g(r) =
〈ρ(0)ρ(r)〉

ρ02
− δ(r)

ρ0
. (15)

The normalisation by ρ0
2 has the effect that for non-interacting particles or at distances where

the interaction is weak, g(r) = 1. The subtraction of the delta function removes the singularity
of 〈ρ(0)ρ(r)〉 at r = 0 due to the j = k terms in (11). With this pair correlation function the
structure factor can be written as

S(Q) = 1 + ρ0

∫

Vd

d3r exp(iQ · r)(g(r)− 1) . (16)

Here, the 1+ compensates the delta function term subtracted in (15). In addition, one usually
writes g(r) − 1 instead of simply g(r) in the Fourier transform. This avoids a delta function
term arising in the limit Vd → ∞ at Q = 0. In that limit, this ‘trick’ only changes the result
at Q = 0 which is the (unobservable) forward scattering. Nevertheless, strictly speaking, one
loses the scattering contribution by the overall sample shape. But this only affects the very low
Q region if the sample has macroscopic dimensions � 2π/Q.

In many physical systems the interaction between particles is not directional with the conse-
quence that g(r) depends only on the distance r = |r|. In this case by symmetry follows that
also S(Q) is only a function of Q = |Q| and the volume integral reduces to a one-dimensional:

S(Q) = 1 +
4πρ0
Q

∫ ∞

0

(g(r)− 1) sin(Qr)rdr . (17)
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Fig. 3: Form factor of a sphere (black), average for spheres distributed equally over R =
0.95 . . . 1.05 (green).

Another definition, more often used for crystalline structures, is the Patterson function:

P (r) =
〈ρ(0)ρ(r)〉

ρ0
(18)

which Fourier-transforms into the structure factor without further prefactors:

S(Q) =

∫

Vd

d3r exp(iQ · r)P (r) . (19)

2.3 Example: form factor of a sphere

On a length scale larger than the distance of the individual scatterers, the density of a sphere of
radius R is given as

ρ(r) =

{
ρ0 for r < R

0 for r > R
. (20)

Because ρ(r) only depends on the magnitude of r the volume integral in expression (7) can be
simplified: ∫

V

d3r exp(iQ · r)ρ(r) = 4π

Q

∫ ∞

0

ρ(r) sin(Qr)rdr (21)

The one-dimensional integral in this expression can be calculated as

∫ R

0

ρ0 sin(Qr)rdr

x = Qr

↓
=

ρ0
Q2

∫ QR

0

x sin xdx

=
ρ0
Q2

(
−x cos x

∣∣∣
QR

0
+

∫ QR

0

cos xdx

)

=
ρ0
Q2

(sin(QR)−QR cos(QR)) .
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With this result and V = 4πR3/3 one gets:

P (Q) = S(Q)/N =
9

Q6R6
(sin(QR)−QR cos(QR))2 . (22)

Fig. 3 shows the form factor1 of the sphere. The zeros predicted by (22) are usually not found
in the experiment but only more-or-less pronounced minima. The reason is that experimental
samples usually consist of spheres of slightly different radii (polydispersity). This leads to a
smearing out which is simulated by a ±5% variation in R in the green curve of Fig. 3.

2.4 Example: liquid structure factor

This second example is not an exact calculation but rather a rough description of the features to
be expected for scattering from a liquid (Fig. 4). A liquid also does not fulfil the requirement
that the structure is static in the strict sense required above. Nevertheless, as will be derived in
the section 3, a diffraction experiment will yield an S(Q) corresponding to the instantaneous
structure. But what is more a problem for the mathematical treatment is that for a given inter-
particle potential V (r) there is no exact way to derive the pair correlation function g(r). There
are only approximative analytical methods [12] and numerical methods available for this pur-
pose. Nevertheless it can be expected that there is a preferential nearest-neighbour distance rnn
which is roughly defined by the minimum of the interparticle potential and corresponds to a
maximum in g(r). As explained before g(r) will drop sharply for too short distances because
of the strong repulsion. For large r there will be no significant interaction between the particles
so that the joint probability 〈ρ(0)ρ(r)〉 will become the product of the average densities ρ02 and
in consequence limr→∞ g(r) = 1.

From g(r) by use of equation (17) the structure factor can be calculated. Although again an
exact result cannot be given, several general features can be stated: For Q → ∞, exp (iQ · r)
becomes a rapidly oscillating function and the integral vanishes. Then one has

lim
Q→∞

S(Q) = 1 . (23)

For Q → 0, S(Q) measures only the overall density fluctuation, i.e. the fluctuation of the
particle number:

lim
Q→0

S(Q) =
V 2〈δρ2〉

N
=

〈N2〉 − 〈N〉2
〈N〉 = ρ0kBTκT . (24)

Here, kB denotes the Boltzmann factor, T the temperature and κT the isothermal compressibil-
ity. At intermediate Q, the structure factor of liquids shows a diminishing series of broad peaks,
remainders of the Bragg peaks of a crystalline structure. The first peak occurs at a scattering
vector roughly corresponding to the next neighbour distance by Qmax ≈ 2π/rnn.

As an example of a static neutron scattering experiment on a liquid, the results for Argon at
85 K are shown in Fig. 5 [13]. One can see that the actual neutron scattering data are restricted

1 For this lecture it is sufficient to consider the form factor P (Q) just as a more convenient normalisation of the
structure factor which does not contain the number of scatterers anymore. But there is also a conceptual difference
between form- and structure factor which will be discussed in later lectures (B3, D3. . . ).
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V(r)

g(r) S(Q)

Qr

r

1 1

r
nn
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Fig. 4: Schematic representation of interaction potential V (r), pair correlation function g(r),
and structure factor S(Q).

Fig. 5: Left: Structure factor S(Q) of liquid Argon at 85 K. The points are resulting from a
neutron scattering experiment. The line represents a smoothing and extrapolation explained in
the original publication. Right: Pair correlation function g(r) calculated from the smoothed and
extrapolated S(Q). [13]
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to the range Q = 0.4 . . . 9 Å−1. Inverse Fourier transforming this data directly would lead to
strong oscillations in the pair correlation function g(r). Therefore, S(Q) was smoothed and
extrapolated by a combination of molecular dynamics simulation and plausibility restrictions
for g(r). Nevertheless, there are still oscillations visible in g(r) below 3 Å which are due to
the upper Q limit of the instrument used. State-of-the-art neutron diffractometers using ‘hot’
neutrons can reach about 15 Å−1, significantly improving the quality of g(r) 2.

3 Scattering from dynamic systems

Here, the more realistic situation will be considered in which the particles of the sample are
moving. For moving particles, energy may be transferred to or from the scattered particle, or in
the wave picture the frequency is changed by the Doppler effect. Thus an energy transfer

∆E = E ′ − E ≡ �ω (25)

occurs, the scattering is in general inelastic, and k′ �= k. Q now does not anymore result from
the isosceles construction in Fig. 2 drafted in black but from scattering triangles as those in
blue and red. Application of the cosine theorem leads to the following expression for Q in the
inelastic situation:

Q =

√
k2 + k′2 − 2kk′ cos(2θ) (26)

=

√
8π2

λ2
+

2mω

�
− 4π

λ

√
4π2

λ2
+

2mω

�
cos(2θ) (27)

for non-relativistic particles with rest mass m > 0, e.g. neutrons. Especially, it has to be
observed now that Q also depends on �ω implying that Q is not anymore constant for a single
scattering angle. This complication may be unnecessary to consider in cases where |�ω| � E,
as for x-ray scattering, Brillouin light scattering, and photon correlation spectroscopy. But it will
be important for methods where �ω and the incident energy of the particles E are comparable,
as Raman light scattering or neutron scattering. Fig. 6 shows the magnitude of this effect for
typical parameters of a neutron scattering experiment. It can be seen that it is by no means
negligible for typical thermal energies of the sample even at temperatures as low as 100 K.

In analogy to (3) the double differential cross-section is defined as the probability density that a
neutron is scattered into a solid angle element dΩ with an energy transfer �ω . . . �(ω + dω). A
quantum-mechanical calculation based on Fermi’s Golden Rule yields [1–3]:

∂2σ

∂Ω∂E ′ ∝
k′

k

∑
λ,λ′

Pλ

∣∣∣〈λ′|〈k′|V̂ |k〉|λ〉
∣∣∣
2

δ (�ω + Eλ − Eλ′) . (28)

Here, |λ〉 and |λ′〉 are the states of the system before and after scattering, |k〉 and |k′〉 those of
the scattered particle (plane waves). Pλ is the probability of the initial state, V̂ is the interaction
between scattered particle and system. Finally δ(�ω+Eλ−Eλ′) expresses energy conservation.

2 The reader may ask why the example here and in Fig. 7 are taken from more than 40 years old literature. The
reason is that such simple system as monatomic liquids are not studied anymore and there is no incentive by the
scientific reward system to repeat the experiments using the currently available better experimental conditions.
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Fig. 6: Scattering vectors Q accessed by a neutron scattering experiment with the detector
at scattering angles 2θ = 10 . . . 170◦ vs. the energy transfer �ω (incident wavelength λ =
0.51 nm). For comparison the thermal energy kBT corresponding to 100 K is indicated by an
arrow.

For different probes (neutrons, light, electrons etc.) and interaction mechanisms (e.g. nuclear,
magnetic) V̂ will be different and there may be additional variables characterising the state of
the scattered particle (spin, polarisation). Surprisingly, the most simple result emerges from
nuclear neutron scattering mainly because the short-ranged nuclear potential can be replaced by
the Fermi pseudopotential

V̂ ∝
N∑
j=1

bjδ(r− r̂j) (29)

which is obviously the quantum-mechanical equivalent of the scattering length density (8). With
this potential the inner matrix element can easily be calculated with the plane wave expressions
for |k〉 and |k′〉:

∂2σ

∂Ω∂E ′ =
k′

k

∑
λ

Pλ

∑
λ′

∣∣∣∣∣
∑
j

〈λ′|bj exp(iQ · r̂j)|λ〉
∣∣∣∣∣
2

δ (�ω + Eλ − Eλ′) . (30)

Note that this expression neglects the spin of the neutron as well as that of the scattering system.
Therefore, it is only valid for the situation of a polarised neutron beam in combination with
spinless (or spin-polarised) sample nuclei.

For comparison, the expression for inelastic x-ray scattering is [14]:

∂2σ

∂Ω∂E ′

∣∣∣∣
α→β

∝ k′

k
|εα∗ · εβ|2

∑
λ

Pλ

∑
λ′

∣∣∣∣∣
∑
j

〈λ′|bj exp(iQ · r̂j)|λ〉
∣∣∣∣∣
2

δ (�ω + Eλ − Eλ′) .

(31)
It can be seen that the formula is complicated by the polarisation-dependent term |εα∗ · εβ|2 but
otherwise contains the same ‘core terms’ as (30). The same is true for all scattering probes.
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Therefore, we will continue with the simplest formulation in nuclear neutron scattering from
spin zero nuclei.

3.1 Scattering functions

In order to relate expression (28) to a correlation function one starts with an integral represen-
tation of the delta function:

δ (�ω + Eλ − Eλ′) =
1

2π�

∫ ∞

−∞
dt exp

(
−i

(
ω +

Eλ − Eλ′

�

)
t

)
(32)

which results from the fact that the delta function is the Fourier transform of a constant one.
With this expression the matrix element in equation (28) can be written as a Fourier transform
in time:

∣∣∣∣∣
∑
j

〈λ′|bj exp(iQ · r̂j)|λ〉
∣∣∣∣∣
2

δ (�ω + Eλ − Eλ′)

=
1

2π�

∫ ∞

−∞
dt exp(−iωt) exp

(
−i

Eλ

�
t

)
exp

(
−i

Eλ′

�
t

)

∑
j

bj〈λ′| exp(iQ · r̂j)|λ〉
∑
k

b∗k〈λ| exp(−iQ · r̂k)|λ′〉

=
1

2π�

∫ ∞

−∞
dt exp(−iωt)

∑
j,k

bjb
∗
k〈λ| exp(−iQ · r̂k)|λ′〉

〈λ′| exp(iEλ′t/�) exp(iQ · r̂j) exp(−iEλt/�)|λ〉 (33)

If Ĥ is the Hamiltonian of the scattering system, the fact that |λ〉 are energy eigenstates is
expressed by

Ĥ|λ〉 = Eλ|λ〉 . (34)

Iterating this equation n times yields:

Ĥn|λ〉 = Eλ
n|λ〉 . (35)

By expanding the exponential into a power series one finally obtains from this relation

exp(iĤt/�)|λ〉 = exp(iEλt/�)|λ〉 . (36)

With this result and the analogous one for λ′ it is possible to replace the eigenvalues Eλ in (33)
by the Hamiltonian Ĥ:

. . . 〈λ′| exp(iĤt/�) exp(iQ · r̂i) exp(−iĤt/�)|λ〉 . (37)

In the picture of time dependent Heisenberg operators the application of the operator exp(iĤt/�)
and its conjugate just means a propagation by time t:

exp (iQ · r̂i(t)) = exp(iĤt/�) exp(iQ · r̂i(0)) exp(−iĤt/�) (38)
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where we can arbitrarily set r̂i = r̂i(0) because of time-translation invariance. Using this result
the final expression for the double differential cross section is obtained:

∂2σ

∂Ω∂E ′ =
k′

k

1

2π�

∫ ∞

−∞
dt exp(−iωt)

∑
λ

Pλ

∑
j,k

bjb
∗
k 〈λ |exp(−iQ · r̂k(0)) exp(iQ · r̂j(t))|λ〉 . (39)

(Here, the sum over λ′ vanishes because of the completeness relation
∑

λ′ |λ′〉〈λ′| = 1.) In
addition the initial states of the scattering system are averaged weighted with the probability of
their occurrence Pλ. The latter is given by the Boltzmann distribution

Pλ =
1

Z
exp (−Eλ/kBT ) with Z =

∑
λ

exp (−Eλ/kBT ) . (40)

As usual the thermal average is denoted by angular brackets, 〈. . .〉. We now assume that the
scatterers are identical with respect to the interactions (‘chemically’ identical) but may have
different scattering lengths bj randomly distributed over the scatterers. In this case we have to
do another averaging over all distributions of scattering lengths which is written as overline:
. . . . Keeping in mind that for equal indices bib∗i = |bi|2 has to be averaged while for unequal
indices the scattering lengths itself will be averaged we end up with the usual separation into
incoherent and coherent part:

∂2σ

∂Ω∂E ′ =
∑
λ

Pλ

k′

k

|b|2 − |b|2
2π�

∫ ∞

−∞
dt exp(−iωt)

∑
j

〈λ |exp(−iQ · r̂j(0)) exp(iQ · r̂j(t))|λ〉

+
k′

k

|b|2
2π�

∫ ∞

−∞
dt exp(−iωt)

∑
j,k

〈λ |exp(−iQ · r̂j(0)) exp(iQ · r̂k(t))|λ〉 . (41)

The first term is the incoherent scattering. It involves the coordinate vector operators of the
same atom at different times. The second, the coherent term correlates also different atoms at
different times. The material dependent parts are now defined as the scattering functions3

Scoh(Q,ω) ≡ 1

2πN

∫ ∞

−∞
dt exp(−iωt)

N∑
j,k=1

〈exp(−iQ · r̂j(0)) exp(iQ · r̂k(t))〉 , (42)

Sinc(Q,ω) ≡ 1

2πN

∫ ∞

−∞
dt exp(−iωt)

N∑
j=1

〈exp(−iQ · r̂j(0)) exp(iQ · r̂j(t))〉 . (43)

The former is called the coherent and the latter the incoherent scattering function. In terms of
the scattering functions the double differential cross section can be written as

∂2σ

∂Ω∂E ′ =
1

�
k′

k
N

((
|b|2 − |b|2

)
Sinc(Q, ω) + |b|2Scoh(Q, ω)

)
. (44)

3 The definition of the scattering functions in literature usually differs by a factor 1/� which is here included in
equation (44). The difference is that here S(Q,ω) is a density in frequency (with unit [time]) while in the literature
it is taken as a density in energy. As pointed out by J. Wuttke, the literature definition leads to an unnecessary
complication of the sum rules in subsection 3.2.
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One can see that the incoherent term is weighted by the variance of scattering lengths. It did
not show up in the considerations of section 2 because the assumption of equal scattering length
excluded it. A treatment of the static case allowing a variance of the scattering length results in

dσ

dΩ
= N |b|2S(Q) +N

(
|b|2 − |b|2

)
. (45)

Thus, the incoherent term exists also in scattering from a static system but it only constitutes a
flat background.

The most common situation where incoherent scattering arises is that of neutron scattering. Be-
cause chemically identical atoms may be different isotopes a random variation of the scattering
length is more the rule than the exception. It is also possible to ‘smuggle in’ the neglected de-
pendence of neutron scattering on the spin orientation at that point. For neutron scattering with
an unpolarised beam and without polarisation analysis, the random orientation of spins leads to
a de-facto randomness of the scattering lengths having the same effect as a variation of isotopes.

There is often a discussion whether incoherent scattering may occur in light scattering. This is
often demonstrated from polydisperse colloids. Because the form factor of a colloidal particle
depends on its size, this can be treated like a variation of the scattering length for nuclei in
neutron scattering. But in the opinion of the author this does not constitute a case of incoherent
scattering4 because particles of different size also have different interaction, they are ‘chemi-
cally different’. The only case where one can for certain speak of incoherent light scattering is
that of particles which are made distinguishable by cores with different index of refraction [15].

As an example, Fig. 7 shows the coherent and incoherent scattering function of liquid Argon
at 85 K. For the coherent part one can immediately see the similarity of the envelope in the
�ω = 0 plane to S(Q) shown in Fig. 5. This is a consequence of equation (49) although strictly
speaking not the peak height but the are under the peak represents S(Q).

3.2 Intermediate scattering functions

In some cases it is interesting to consider the part of expression (42) before the time-frequency
Fourier transform, called coherent intermediate scattering function:

Icoh(Q, t) =
1

N

N∑
j,k=1

〈exp(−iQ · r̂j(0)) exp(iQ · r̂k(t))〉 . (46)

Its value for t = 0 expresses the correlation between atoms at equal times. On one hand the
integral theorem of Fourier transform tells that this is identical to the integral of the scattering
function over all energy transfers:

Icoh(Q, 0) =

∫ ∞

−∞
Scoh(Q, ω)dω . (47)

4 . . . in the sense of this lecture. Often the term “incoherent scattering” is used in the light scattering community
as is “diffuse scattering” by neutron scatterers. In that sense, incoherent scattering would trivially exist in light
scattering, except for ordered systems as opal or butterfly wings.



Correlation Functions A4.15

Fig. 7: Coherent and incoherent scattering function of liquid Argon at 85 K [16]. The definition
of the scattering function used by the authors is slightly different. In terms of this text, the
plotted quantity is S(Q,E/�)/�.

On the other hand this is just the (static) structure factor (10) because at equal t the position
operators commute and the exponentials can be merged:

Icoh(Q, 0) =
1

N

N∑
j,k=1

〈
eiQ·(rk−rj)

〉
= S(Q) . (48)

Combining the two expressions for the intermediate coherent scattering function yields:

S(Q) =

∫ ∞

−∞
Scoh(Q, ω)dω . (49)

The concrete significance of this relation is that a diffraction experiment, which does not dis-
criminate energies and thus implicitly integrates over all �ω, only shows the instantaneous cor-
relation of the atoms, viz the structure of the sample5. S(Q) is the structure factor as derived in
section 2 for the static situation. The dynamic information is lost in the integration process.

5 Strictly speaking, this is only an approximation. There are several reasons why the integration in the diffraction
experiment is not the ‘mathematical’ one of (49): (1) On the instrument the integral is taken along a curve of
constant 2θ in Fig. 6 while constant Q would correspond to a horizontal line. (2) The double differential cross-
section (44) contains a factor k′/k which depends on ω via (26). (3) The detector may have an efficiency depending
on wavelength which will introduce another ω-dependent weight in the experimental integration. These effects can
be taken into account in the so-called Placzek corrections [13, 17].
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Similarly the incoherent intermediate scattering function is

Iinc(Q, t) =
1

N

N∑
j=1

〈exp(−iQ · r̂j(0)) exp(iQ · r̂j(t))〉 (50)

with the sum rule

Iinc(Q, 0) =
1

N

N∑
j=1

〈
eiQ·(rj−rj)

〉
= 1 =

∫ ∞

−∞
Sinc(Q, ω)dω . (51)

Thus, the incoherent intermediate scattering function is normalised to one for each Q. Note that
this result is independent of the actual structure of the sample. Also it is the same result as the
high Q limit S(Q) → 1 (23). This is a consequence of the more general fact that coherent and
incoherent scattering become indistinguishable for large Q.

3.3 Van Hove correlation functions

As in the static situation, the scattering law can be traced back to distance distribution functions,
the van Hove correlation functions [18]. These can be derived by (inverse) Fourier transform of
the intermediate scattering functions back into real space. In the coherent case:

G(r, t) =

(
1

2π

)3 ∫
d3Q exp (−iQ · r) 1

N

N∑
j,k=1

〈exp (−iQ · r̂j(0)) exp (iQ · r̂k(t))〉 . (52)

The derivation of the relation between the coherent dynamical structure factor Scoh(Q,ω) and
the generalized pair correlation function requires a strict quantum mechanical calculation. This
problem results from the fact that the coordinate vector operators commute only at identical
times. Therefore, in all algebraic manipulations the order of r̂j(0) and r̂j(t) must not be inter-
changed.

To begin, one writes the operator exp (−iQ · r̂j(0)) as the Fourier transform of the delta func-
tion:

exp (−iQ · r̂i(0)) =
∫

d3r′δ (r′ − r̂i(0)) exp(−iQ · r′) . (53)

Using this expression equation (52) can be rewritten as

G(r, t) =

(
1

2π

)3
1

N

N∑
j,k=1

〈∫
d3r′δ (r′ − r̂j(0))

∫
d3Q exp (−iQ · r− iQ · r′ + iQ · r̂k(t))

︸ ︷︷ ︸
= (2π)3δ (r+ r′ − r̂k(t))

〉

=
1

N

N∑
j,k=1

∫
d3r′ 〈δ (r− r′ + r̂j(0)) δ (r

′ − r̂k(t))〉 (54)
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without changing the order of the operators at different times.

Now the particle density operator is introduced as a sum over delta functions at the particle
position operators:

ρ̂(r, t) ≡
N∑
j=1

δ (r− r̂j(t)) . (55)

With this definition the pair correlation function can be written as time-dependent density-
density correlation function:

G(r, t) =
1

N

∫
d3r′ 〈ρ̂(r′ − r, 0)ρ̂(r′, t)〉 . (56)

With this form of the dynamic pair correlation function the dynamical structure factor can be—
analogously to equation (16)—written as the double Fourier transform of the correlator of the
particle density:

Scoh(Q, ω) =
1

2πN

∫ ∞

−∞
dt exp(−iωt) (57)

∫
d3r

∫
d3r′ exp (iQ · r) 〈ρ̂(r′ − r, 0)ρ̂(r′, t)〉 (58)

=
1

2π

∫ ∞

−∞
dt exp(−iωt)

∫
d3r exp (iQ · r)G(r, t) . (59)

Thus the scattering function is the double Fourier transform (in space and time) of the van Hove
correlation function.

We now define the density operator in reciprocal space as the Fourier transform of (55):

ρ̂Q(t) ≡
N∑
j=1

exp (iQ · r̂j(t)) (60)

and obtain for the dynamic structure factor

Scoh(Q, ω) =
1

2πN

∫ ∞

−∞
dt exp(−iωt) 〈ρ̂Q(0)ρ̂−Q(t)〉 . (61)

Correspondingly, the intermediate scattering function is

Icoh(Q, t) =
1

N
〈ρ̂Q(0)ρ̂−Q(t)〉 (62)

which after insertion of (60) turns out to be equivalent to (46).

Analogously, one can define the van Hove self correlation function by setting k = j in the
preceding equations, leading to

Gs(r, t) =
1

N

N∑
j=1

∫
d3r′ 〈δ (r− r′ + r̂j(0)) δ (r

′ − r̂j(t))〉 (63)

as the equivalent of (54). Note that there is no equivalent of equations (61) and (62) because the
definition of the density already ‘mixes’ all particles and the product of the density with itself
inevitably contains all pair correlations.

The pair correlation function has some general properties:
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1. For spatially homogeneous systems the integrand in (56) is independent of r′ which can
be arbitrarily set to the origin 0:

G(r, t) =
V

N
〈ρ̂(−r, 0)ρ̂(0, t)〉 = 1

ρ0
〈ρ̂(0, 0)ρ̂(r, t)〉 . (64)

2. The pair correlation function has the following asymptotic behaviour: For fixed distance
and t → ∞ or fixed time and r → ∞ the averages in equation (56) can be executed
separately and in consequence

G(r, t) → 1

N

∫
d3r′ 〈ρ̂(r′ − r, 0)〉 〈ρ̂(r′, t)〉 = ρ0 . (65)

3. For t = 0 the operators commute and the convolution integral of equation (56) can be
carried out:

G(r, 0) =
1

N

N∑
j,k=1

〈δ (r+ r̂j(0)− r̂k(0))〉 . (66)

Comparison of this equation with (13) or putting t = 0 in (64) yields the relation to the
static pair correlation function:

G(r, 0) =
1

ρ0
〈ρ(0)ρ(r)〉 (67)

or in terms of the commonly defined g(r):

G(r, 0) = δ(r) + ρ0g(r) . (68)

This equation expresses again the fact that the diffraction experiment (g(r)) gives an
average snapshot picture (G(r, 0)) of the sample.

3.4 Approximation by trajectories

In an often-used approximation the operators in the preceding derivation are replaced by vari-
ables. Especially the position operators reduce to trajectories of particles, rj(t) [19]. Then the
integrals of equations (54) and (63) can be carried out and yield

G̃(r, t) =
1

N

N∑
j,k=1

δ(r− rk(t) + rj(0)) and (69)

G̃s(r, t) =
1

N

N∑
j=1

δ(r− rj(t) + rj(0)) , (70)

respectively. The former equation expresses the probability to find any particle at a time t
in a distance r from another at time 0. The latter equation denotes this probability for the
same particle. It therefore depends only on the particle’s displacement during a time interval
∆rj(t) = rj(t)−rj(0) leading to a simple expression for the intermediate incoherent scattering
function:

Ĩinc(Q, t) =
1

N

N∑
j=1

〈exp (−iQ ·∆rj(t))〉 . (71)
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In certain cases (if G̃s(r, t) is a Gaussian in space) this expression can be further simplified
using the “Gaussian approximation”:

IGauss
inc (Q, t) = exp

(
−1

6
Q2〈∆r2(t)〉

)
. (72)

Here 〈∆r2(t)〉 is the average mean squared displacement which often follows simple laws,
e.g. 〈∆r2(t)〉 = 6Dt for simple diffusion. Because one of the prerequisites of the Gaussian
approximation is that all particles move statistically in the same way (dynamic homogeneity)
the particle average and the index i vanish. An analogous expression can be derived for the
coherent scattering.

The most prominent difference between the full quantum-mechanical treatment and the approx-
imation based on classical trajectories is that the real scattering functions are asymmetric with
respect to the energy transfer �ω,

S[coh|inc](Q,−ω) = exp

(
�ω
kBT

)
S[coh|inc](Q, ω) , (73)

while those from the trajectory-based approximation are symmetric:

S̃[coh|inc](Q,−ω) = S̃[coh|inc](Q, ω) . (74)

Equation (73) expresses the fact that the probability for a neutron to be scattered with energy
loss is always higher than the probability to be scattered with energy gain (Fig. 8). This can
be understood as a detailed balance factor: In equilibrium, the probability for the scattering
system to be in the lower energy state is higher by the factor exp(�ω/kBT ). Therefore the
probability of scattering into a state with higher energy is more probable by the same factor
than scattering into the lower energy state. The effect of the asymmetry will be noticeable for
low temperatures and high energy transfers unless T � �ω/kB 6. Considering that for room
temperature kB · 300K ≈ 26 meV it is clear that the condition for a classical treatment is often
not fulfilled even in neutron scattering.

From the asymmetry of S(Q, ω) follows that the intermediate scattering function I(Q, t) and
the van Hove correlation function G(r, t) are complex. This is surprising but not unphysical
because they are no observable quantities7 as S(Q, ω) which still has to be real. By inversion
of the Fourier transform in time it follows for the intermediate scattering functions and the van
Hove correlation functions:

I[coh|inc](Q,−t) = I[coh|inc]

(
Q, t− i�

kBT

)
(75)

G[s](r,−t) = G[s]

(
r, t− i�

kBT

)
(76)

6 There is another condition for the validity of the approximation concerning the momentum transfer: Q �√
2MkBT/�, where M is the mass of the scattering particle. The meaning of this condition is that the De Broglie

wavelength of the scatterer should be sufficiently small compared to the length scale of the scattering experiment
1/Q.
7 Note that the neutron spin echo spectrometer, which is said to measure the intermediate scattering function,
performs an inverse cosine Fourier transform instead of an exponential one. Therefore it actually measures only
the real part of the intermediate scattering function.
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ℏω0

S(Q,ω)

± kBT

Fig. 8: Example of the asymmetry of the scattering function due to the detailed balance factor.
The (neutron) energy loss side is enhanced compared to the energy gain side for the correct
quantum-mechanical result (continuous curve). The classical result (dashed curve) in contrast
is mirror symmetric. The arrow indicates for comparison the thermal energy ±kBT .

The latter relations follow from the quantum-mechanical peculiarity that time-dependent opera-
tors in a correlation function may not be interchanged but 〈Â(0)B̂(t)〉 = 〈B̂(t− i�/kBT )Â(0)〉
and 〈Â(0)B̂(t)〉∗ = 〈B̂†(t)Â†(0)〉.
In many cases, the classical particle trajectories are much easier to derive (e.g. by molecular dy-
namics simulation) than their quantum-mechanical counterparts. If a full quantum-mechanical
result is not available, at least a better approximation to the correct scattering functions can be
derived [20] which fulfills the detailed balance relation (73). It is based on simply multiplying
the square root of the prefactor in equation (73) to the neutron energy loss side and dividing it
out of the energy gain side:

S[coh|inc](Q, ω) ≈ exp

(
− �ω
2kBT

)
S̃[coh|inc](Q, ω) . (77)

3.5 Example: ideal gas

Although this is possibly the simplest system one can imagine, the calculation is already rather
intricate. The simplicity of the example is mainly based on the definition of an ideal gas, that
particles do not interact. This implies that there are no correlations between different particles
and the j �= k terms vanish in expressions as (42). Therefore, the incoherent and coherent
quantities are equal for the ideal gas:

Scoh(Q,ω) = Sinc(Q,ω) , Icoh(Q, t) = Iinc(Q, t) , G(r, t) = Gs(r, t) . (78)

(Because the ideal gas is isotropic, r and Q are scalars.) In addition, all particles behave statis-
tically in the same way and therefore the averages over all particles can be replaced by a single
representative particle:

I(Q, t) =
1

N

N∑
j=1

〈exp (−iQ · r̂j(0)) exp (iQ · r̂j(t))〉

= 〈exp (−iQ · r̂1(0)) exp (iQ · r̂1(t))〉 . (79)
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Writing out the Heisenberg operator r̂1(t) in its explicit form one obtains

I(Q, t) =
〈
exp (−iQ · r̂1(0)) exp

(
iĤ1t/�

)
exp (iQ · r̂1(t)) exp

(
−iĤ1t/�

)〉
(80)

where Ĥ1 is the Hamiltonian of the representative particle which is simply the square of the
momentum operator divided by twice the scattering particle’s mass:

Ĥ1 =
1

2M
p̂2 . (81)

Taking into account that the operator exp (−iQ · r̂1) shifts the momentum

exp (−iQ · r̂1) p̂ exp (iQ · r̂1) = p̂+ �Q (82)

one gets
I(Q, t) =

〈
exp

(
iĤ′

1t/�
)
exp

(
−iĤ1t/�

)〉
(83)

where Ĥ′
1 denotes the single-particle Hamiltonian with shifted momentum:

Ĥ′
1 =

1

2M
(p̂+ �Q)2 = Ĥ1 +

�
M

Q · p̂+
�2Q2

2M
. (84)

Insertion of (84) into (83) yields:

I(Q, t) = exp

(
i�tQ2

2M

)〈
exp

(
itQ · p̂
M

)〉
(85)

The thermodynamic average in this expression can be calculated with the equilibrium distribu-
tion of momenta. Here, a Boltzmann distribution is assumed:

〈exp (itQ · p̂)〉 =
∫
d3p exp

(
− p2

2MkBT

)
exp (itQ · p)

∫
d3p exp

(
− p2

2MkBT

) = exp
(
−Q2t2kBT/2M

)
. (86)

From (85) and (86) the intermediate scattering function is finally obtained:

I(Q, t) = exp

(
− Q2

2M

(
kBTt

2 + i�t
))

. (87)

The Fourier transform of (87) can be calculated yielding

S(Q,ω) =

√
M

2πkBTQ2
exp

(
− M

2πkBTQ2

(
ω +

�Q2

2M

)2
)

. (88)

The scattering function is a Gaussian distribution around −�Q2/2M (Fig. 9) showing that on
average the neutrons lose the ‘recoil energy’ Er = �2Q2/2M during the scattering event. The
width of the Gaussian,

√
kBT/M�Q increases with temperature and scattering ‘vector’ Q.

The van Hove correlation function can be calculated immediately by inverse Fourier transform
from (87) because I(Q, t) is also a Gaussian in Q:

G(r, t) =

(
M

2πkBTt(t+ i�/kBT )

)3/2

exp

(
− Mr2

2kBTt(t+ i�/kBT )

)
. (89)
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Fig. 9: Scattering from an ideal gas calculated with the parameters of helium at 100 K for Q =
2 Å−1. The continuous curve shows the correct quantum-mechanical result, the dashed curve
that of a classical calculation. The dot-dashed curve represents the approximation resulting
from applying (77) to the classical result.

To demonstrate the differences arising from a classical treatment of the ideal gas, the interme-
diate scattering function in that approximation will be derived too. Because of the identity of
the particles (50) reduces to

Ĩ(Q, t) = 〈exp (iQ · (r1(t)− r1(0)))〉 . (90)

In an ideal gas the trajectory of a particle is r1(t) = r1(0) + vt yielding:

Ĩ(Q, t) = 〈exp (iQ · vt)〉 . (91)

The thermodynamic average can be calculated using the Maxwell distribution of velocities:

P (v) =

√
2πkBT

M
exp

(
−Mv2

2kBT

)
(92)

resulting in

Ĩ(Q, t) = exp

(
−kBTQ

2t2

2M

)
. (93)

In contrast to the quantum-mechanical I(Q, t) (87), this quantity is real and (accidentally for
this example) = |I(Q, t)|. Because Ĩ(Q, t) is a Gaussian in both Q and t, the Fourier transforms
can be easily calculated and the scattering function is

S̃(Q,ω) =

√
M

2πkBTQ2
exp

(
− Mω2

2πkBTQ2

)
, (94)

a Gaussian of the same width as the exact result (88) but centred around zero energy transfer
(Fig. 9). Thus, classically neutrons are scattered with no average energy transfer. The classical
van Hove correlation function

G̃(r, t) =

(
msc

2πkBTt2

)3/2

exp

(
− mscr

2

2kBTt2

)
(95)



Correlation Functions A4.23

conveys the meaning that at any time the distribution of distances travelled by particles of an
ideal gas is Gaussian with a width increasing linearly in time.

Finally, the improved approximation of the correct results from the classical using (77) is

S(Q,ω) ≈
√

M

2πkBTQ2
exp

(
− M

2πkBTQ2

(
ω2 +

�Q2

M
ω

))
. (96)

It can be seen (Fig. 9) that the approximation captures the shift by the recoil energy correctly
but the normalisation is wrong:

∫
S̃(Q,ω)dω = exp(�2Q2/8MkBT ) �= 1. Nevertheless, equa-

tion (96) differs from (88) only in the order �2, which makes it better approximations than the
purely classical result deviating already in �1 terms.
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[16] K. Sköld, J. M. Rowe, G. Ostrowski, P. D. Randolph, Phys. Rev. A 6, 1107 (1972).

[17] G. Placzek, Phys. Rev. 86, 377 (1952).

[18] L. van Hove, Phys. Rev. 95, 249 (1954).

[19] G. H. Vineyard, Phys. Rev. 110, 999 (1958).

[20] P. Schofield, Phys. Rev. Lett. 4, 239 (1960).







________________________ 
 Lecture Notes of the 50th IFF Spring School “Scattering! Soft, Functional and Quantum Materials” This 
is an Open Access publication distributed under the terms of the Creative Commons Attribution License 
4.0, which permits unrestricted use, distribution, and reproduction in any medium, provided the original 
work is properly cited. (Forschungszentrum Jülich, 2019) 
 

B 1 Crystal Structures and Symmetries 
 

  G. Roth 
  Institute of Crystallography 
  RWTH Aachen University 
 
 
 
 
Contents 

1.1 Crystal lattices ................................................................................... 2 

1.2 Crystallographic coordinate systems .............................................. 4 

1.3 Symmetry-operations and -elements ............................................... 7 

1.4 Crystallographic point groups and space groups ........................ 10 

1.5 Quasicrystals .................................................................................... 13 

1.6 Application: Structure description of YBa2Cu3O7- .................... 14 

1.7 References ........................................................................................ 17 
 



B1.2  G. Roth 

Introduction 
 
The term “crystal” derives from the Greek κρύσταλλος  which was first used as 
description of ice and later - in a more general meaning - for transparent minerals with 
regular morphology (regular crystal faces and edges). 

Crystalline solids are thermodynamically stable in contrast to amorphous solids and 
are characterised by a regular three-dimensional periodic arrangement of atoms 
(ions, molecules) in space. This periodic arrangement makes it possible to determine 
their structure (atomic positions in 3D space) by diffraction methods, using the crystal 
lattice as a three-dimensional diffraction grating. 

 

 

 

 

 

 

 

 
Fig. 1.1:  Sketch of a typical constant wavelength single crystal diffraction experiment. 

The first such experiment has been conducted by Laue et al. in 1912 (Nobel 
Prize in Physics 1914). 

 

The purpose of this chapter is to give a brief introduction into the symmetry concept 
underlying the description of the crystalline state. 

 

1.1 Crystal lattices 
 
The three-dimensional periodicity of crystals can be represented by the so-called crystal 
lattice. The repeat unit in form of a parallelepiped - known as the unit cell – is defined 
by 3 non-coplanar basis vectors a1, a2, and a3, whose directions form the reference axes 
of the corresponding right-handed crystallographic coordinate system. The 6 lattice 
parameters are given as the lengths of the basis vectors a = a1, b = a2, c = a3 
and the angles between the basis vectors: angle (a1,a2) = , angle (a2,a3) = , angle 
(a3,a1) = . The faces of the unit cell are named as face (a1,a2) = C, face (a2,a3) = A, 
face (a3,a1) = B. 

If the vertices of all repeat units (unit cells) are replaced by points, the result is the 
crystal lattice in the form of a point lattice. Each lattice point is given by a vector a = 
ua1+va2+wa3, with u, v, w being integers. As a symmetry operation of parallel 
displacement, a – also known as translation vector – maps the atomic arrangement of 
the crystal (crystal structure) onto itself. 

SOURCE 

MONOCHROMATOR 

CRYSTAL DETECTOR 
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Fig. 1.2:  Notation for a unit cell (basis vectors a1, a2, a3, or a, b, c) and a point lattice. 
 

A lattice point is labelled “uvw”, according to the coefficients (integers) of the 
translation vector  

a = u a1 + v a2 + w a3 1.1  

from the origin to the lattice point. A lattice direction - given by the symbol [uvw] - is 
defined by the direction of the corresponding translation vector. 

A plane passing through three lattice points is known as a lattice plane. Since all lattice 
points are equivalent (by translation symmetry) there will be infinitely many parallel 
planes passing through all the other points of the lattice. Such a set of equally spaced 
planes is known as a set of lattice planes. If the first plane from the origin of a set of 
lattice planes makes intercepts a1/h, a2/k, a3/l on the axes, where h, k, l are integers, then 
the Miller indices of this set of lattice planes are (hkl), the three coefficients h, k, l are 
conventionally enclosed in parentheses. 

The equation of lattice planes can be written in intercept form as 

(hx/a1) + (ky/a2) + (lz/a3) = n, 1.2  

where n is an integer. If n = 0 the lattice plane passes through the origin; if n = 1 the 
plane  makes  intercepts  a1/h,  a2/k,  a3/l  on the axes; if  n = 2  the intercepts are 2a1/h, 
2a2/k, 2a3/l; and so on.  

Complementary to the crystal lattice, the so-called reciprocal lattice may be constructed, 
which is a useful tool for understanding the geometry of diffraction experiments. The 
reciprocal lattice can be thought of as the result of diffraction (of X-rays, neutrons, 
electrons etc.) from the crystal lattice (‘direct lattice’). The points on the diffraction 
pattern in Fig. 1.1 (right) are actually points of the reciprocal lattice recorded during the 
diffraction experiment. Their nodes are indexed by the Miller-indices hkl in the same 
way as the nodes of the direct lattice are indexed by uvw:  

 = h 1 + k 2 + l 3.  1.3  

The basis vectors  of the reciprocal lattice can be calculated from those of the direct 
cell by: 
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i = (aj ak)/Vc,  1.4  

where  means the cross product, and Vc = a1(a2a3) is the volume of the unit cell. 
Here is a compilation of some properties of the reciprocal lattice: 

• Each reciprocal lattice vector is perpendicular to two real space vectors: i ⊥ aj and ak 
(for i  j, k) 

• The lengths of the reciprocal lattice vectors are i = 1/Vcajaksin(aj,ak). 

• Each point hkl in the reciprocal lattice refers to a set of planes (hkl) in real space. 

• The direction of the reciprocal lattice vector  is normal to the (hkl) planes and its 
length is reciprocal to the interplanar spacing dhkl:   = 1/dhkl. 

• Duality principle: The reciprocal lattice of the reciprocal lattice is the direct lattice. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.3:  Direct and corresponding reciprocal unit cell. 
 

 
 
 
 
 
 

1.2 Crystallographic coordinate systems 
 
The description of a crystal structure consists first of the choice of a unit cell as the 
smallest repeat unit of the crystal with its basis vectors. In this way a crystal-specific 
coordinate system is defined which is used to localize all the atoms in the unit cell. 
While - in physics and chemistry - Cartesian coordinate systems are frequently used, 
crystallographers often use non-orthogonal and non-orthonormal coordinate systems.  
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The conventional crystallographic coordinate systems are based on the symmetry of the 
crystals. In three dimensions there are 7 different crystal systems and hence 7 
crystallographic coordinate systems: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The choice of the origin of the coordinate system is free in principle, but for 
convenience it is usually chosen at a centre of symmetry (inversion centre), if present, 
otherwise in a point of high symmetry. 

In order to complete the symmetry conventions of the coordinate systems it is necessary 
to add to the 7 so-called primitive unit cells of the crystal systems (primitive lattice 
types with only one lattice point per unit cell) 7 centred unit cells with two, three or four 
lattice points per unit cell (centred lattice types). These centred unit cells are 
consequently two, three or four times larger than the smallest repeat units of the 
crystals. The resulting 14 Bravais lattice types with their centering conditions are 
collected in Fig. 1.4. 

 

 

 

a = b = c; ===90° four triads  –  3 or 3   
(‖space diagonals of cube) 

cubic 

a = b  c; ==90°, 
=120° 

one hexad  –  6 or 6  (‖Z) hexagonal 

a = b  c; ==90°, 
=120° 

one triad  –  3 or 3  (‖Z) 
trigonal 

(hexagonal cell) 

a = b  c; ===90° one tetrad  –  4 or 4  (‖Z) tetragonal 

a  b  c; ===90° three mutually perpendicular 
diads –  2 or m (‖X, Y and Z) 

orthorhombic 

a  b  c; ==90°, >90°  one diad  –  2 or m (‖Y)  monoclinic 
(unique axis b) 

a  b  c;      1 or 1  triclinic 

Conventional unit cell Minimum symmetry Crystal system 
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Fig. 1.4:  The 14 Bravais lattices consisting of the 7 primitive lattices P for the 7 crystal  

systems with only one lattice point per unit cell + the 7 centred (multiple) 
lattices A, B, C, I, R and F with 2, 3 and 4 lattice points per unit cell.  

 

triclinic P monoclinic P 
monoclinic axis‖c 

monoclinic A 
(0,0,0 + 0, ½, ½) 

orthorhombic P 

orthorhombic I 
(0,0,0 + ½, ½, ½) 

orthorhombic C 
(0,0,0 + ½, ½,0) 

orthorhombic F 
(0,0,0 + ½, ½,0 

½,0, ½ + 0, ½, ½) 

tetragonal P 

  

tetragonal I hexagonal P hexagonal/ 
rhombohedral R 

cubic P 

cubic I cubic F 
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1.3 Symmetry-operations and -elements 
 

The symmetry operations of a crystal are isometric transformations or motions, i.e. 
mappings which preserve distances and, hence, also angles and volumes. An object and 
its transformed object superimpose in a perfect manner, they are indistinguishable. 

The simplest crystallographic symmetry operation is the translation, which is a parallel 
displacement of the crystal by a translation vector a (see chapter 1.1). There is no fixed 
point, the entire lattice is shifted and therefore, theoretically, the crystal lattice is 
considered to be infinite. 

Crystallographic rotations n around an axis by an angle  = 360°/n (n-fold rotations) 
and rotoinversions (combination of rotations and inversions)n are called point 
symmetry operations because they leave at least one point of space invariant (at least 
one fixed point). An important fact of crystallographic symmetry is the restriction of the 
rotation angles by the three-dimensional crystal lattice to  = 360° (n = 1), 180° (n = 2), 
120° (n = 3), 90° (n = 4), 60° (n = 6). Only for these crystallographic rotations the space 
can be covered completely without gaps and overlaps. The rotoinversionn =1 is an 
inversion in a point,n =2  m (mirror) describes a reflection across a plane. 

The combination of n-fold rotations with (m/n)a translation components (m < n) ‖ to 
the rotation axis leads to the so-called screw rotations nm, e.g. 21, 32, 42, 65. These 
symmetry operations have no fixed points.  

The combination of a reflection through a plane (glide plane) with translation 
components (glide vectors) of a1/2, a2/2, a3/2, (a1+a2)/2, … ‖ to this plane are known 
as glide reflections a, b, c, n, …, d. Again no fixed points exist for these symmetry 
operations. 

In addition to the symmetry operations which represent isometric motions of an object, 
symmetry can also be described in (static) geometrical terms by symmetry elements. 
They form the geometrical locus, oriented in space, on which a symmetry operation is 
performed (line for a rotation, plane for a reflection, and point for an inversion) together 
with a description of this operation. Symmetry elements are mirror planes, glide planes, 
rotation axes, screw axes, rotoinversion axes and inversion centres. The geometrical 
descriptions of the crystallographic symmetry operations are illustrated in Figs. 1.5-1.7.  

A symmetry operation transforms a point X with coordinates x, y, z (according to a 
position vector X = xa1 + ya2 + za3) into a symmetrically equivalent point X’ with 
coordinates x’, y’, z’ mathematically by the linear equations  

x’ = W11x + W12y + W13z + w1 

y’ = W21x + W22y + W23z + w2 

z’ = W31x + W32y + W33z + w3 

1.5  

 

with w1, w2, w3 constituting the translational part of the symmetry operation.
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Fig. 1.5:  Rotations: n=1 (identity), n=2 (rot. angle 180°), n=3 (120°), n=4 (90°), n=6 

(60°). Rotoinversions:1 (inversion),2  m (reflection), 3=3+1,4,6 = 3/m.  
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Fig. 1.6:  Screw rotations nm: combination of rotations n and translation components 
(m/n)a ‖ to the rotation axis.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
Fig. 1.7:  Examples of reflections and glide reflections.  
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glide reflection: glide plane a ⊥ with glide vector a/2 
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The above equation, re-written in matrix notation: 
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z
y
x
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y'
x'

 ;  X’ = WX + w = (W, w)X 1.6  

The (33) matrix W is the rotational part and the (31) column matrix w the 
translational part of the symmetry operation. The two parts W and w can be assembled 
into an augmented (44) matrix W according to 





































=



















1
z
y
x

1000
wWWW
wWWW
wWWW

1
z'
y'
x'

3333231

2232221

1131211

  = WX 1.7  

Since every symmetry transformation is a “rigid-body” motion, the determinant of all 
matrices W and W is det W = det W =  1 (+ 1: preservation of handedness; - 1: change 
of handedness of the object). 

The sequence of two symmetry operations (successive application) is given by the 
product of their matrices W1 and W2: 

W3 = W1W2 1.8  

where W3 is again a symmetry operation.  

 

 

1.4 Crystallographic point groups and space groups 
 

The symmetry of a crystal and of its crystal structure can be described by mathematical 
group theory. The symmetry operations are the group elements of a crystallographic 
group G and the combination of group elements is the successive execution of 
symmetry operations. All possible combinations of crystallographic point-symmetry 
operations in three-dimensional space lead to exactly 32 crystallographic point groups 
( crystal classes) which all are of finite order (the maximum order is 48 for the cubic 
crystal class m3m ). For the different crystal systems they are represented by 
stereographic projections in Fig. 1.8. There are two types of group symbols in use: For 
each crystal class the corresponding Schoenflies symbol is given at the bottom left and 
the Hermann-Mauguin (international) symbol at the bottom right. A maximum of 3 
independent main symmetry directions (“Blickrichtungen”) is sufficient to describe the 
complete symmetry of a crystal. These symmetry directions are specifically defined for 
the 7 crystal systems (Hermann-Mauguin symbols). As an example, the symmetry 
directions of the cubic system are shown in Fig. 1.9.  
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Fig. 1.8:  The 32 crystallographic point groups (crystal classes) in three-dimensional 
space represented by their stereographic projections. The group symbols are 
given according to Schoenflies (bottom left) and to Hermann-Mauguin (bottom 
right).  
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Fig. 1.9: Symmetry directions (“Blickrichtungen”) of the cubic lattice (a=b=c, 

===90°). Along [100]: 4/m, along [111]:3, along [110]: 2/m.  
In three dimensions all possible combinations of the point symmetries of the 32 
crystallographic point groups with the lattice translations of the 14 Bravais lattices lead 
to exactly 230 space groups, all of infinite order. As already mentioned, the addition of 
translations to the point symmetries results in new symmetry operations: Screw 
rotations and glide reflections. The conventional graphical symbols for the symmetry 
elements according to the International Tables for Crystallography Vol. A (2002) [1] are 
shown in Fig. 1.10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.10:  Conventional graphical symbols for symmetry elements: 
  - symmetry axes: (a) perpendicular, (b) parallel, and (c) inclined to the plane; 

 - symmetry planes: (d) perpendicular and (e) parallel to the image plane.  
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1.5 Quasicrystals 
Since the pioneering work of Shechtman et al [2] published in 1984 and honoured by 
the 2011 Nobel-Prize in Physics it is accepted that the crystalline state with its 3D 
periodic arrangement of atoms in a lattice is not the only long-range ordered ground 
state of matter. This quasi crystalline state also follows strict construction rules and 
exhibits long range order, but the rules are no longer based on the lattice concept.  

 

 

 

 

 

 

 

 

Fig. 1.11: 2D-analogues of a crystalline (left) and a quasi-crystalline structure (center) 
[3], Penrose tiling of a plane by two different rhombs (right) [4].  

 
The description of quasicrystals is closely related to the so called Penrose-tilings which 
are a way to cover the plane completely and without overlap by a long range ordered, 
non-periodic arrangement of (in the case shown in Fig. 1.11) two different geometric 
shapes (here: rhombs). As a result of the lack of translation symmetry, the 
“crystallographically forbidden” rotation axes (5-fold, 8-fold, 10-fold etc., more 
precisely: forbidden as part of a 3D-space group symmetry) may occur in quasi crystals 
and also show up as symmetries of the outer shape (Fig. 1.12 left) and diffraction 
patterns of quasi crystals (center). 

 

 

 

 

 

 

 

 

Fig. 1.12: Icosahedral quasi crystal HoMgZn (left) [5], electron diffraction pattern  
taken along the -5 rotoinversion axis (center) [5] and stereographic projection 
of the icosahedral point symmetry group m-3-5 [2]. 
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1.6 Application: Structure description of YBa2Cu3O7-  
 

The crystal structure determination with atomic resolution is achieved by diffraction 
experiments with X-rays, electron or neutron radiation. As an example, the results of a 
structure analysis by neutron diffraction on a single crystal of the ceramic high-TC 
superconductor YBa2Cu3O7- with TC = 92 K are presented [6]. The atomic arrangement 
of the orthorhombic structure, space group P m m m, and the temperature-dependent 
electrical resistivity are shown in Fig. 1.13. 

  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.13: Crystal structure (unit cell) of YBa2Cu3O7- with the CuOx-polyhedra (left) 
and the electrical resistivity as a function of temperature ‖ and ⊥ to the 
[001] direction (right).  

 

The crystal structure contains two different Cu-O polyhedra (green): CuO5-tetragonal 
pyramids and CuO4-squares. The pyramids share corners in 2D and form double layers, 
the charge carriers responsible for superconductivity are supposed to be located in these 
double layers. 

Information from the international tables on the relative locations and orientations of the 
symmetry elements (symmetry operations 1, 2z, 2y, 2x,1, mz, my, mx) of the 
orthorhombic space group P m m m, together with the choice of the origin (in an 
inversion centre), is shown in Fig. 1.14. The general position (site symmetry 1) of 
multiplicity 8 and all special positions with their site symmetries are listed in Fig. 1.15. 
There are no special reflection conditions for this space group. 

 

 

 

, 

TC 
YBa2Cu3O7-   
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Fig. 1.14: Description of the orthorhombic space group P m m m in [1].  
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Fig. 1.15: General and special positions (coordinates of all symmetrically 

equivalent positions) of space group P m m m with their site symmetries and 
multiplicities [1]. The special positions occupied by atoms of the YBa2Cu3O7- 
structure are highlighted by frames.  
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The atomic parameters of the structure refinement of YBa2Cu3O6.96 at room temperature 
[6] are given in the following Table: 
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0 ½ 0 2/m 2/m 2/m 1 O4/O2- 

0.37631(2) 0 ½ m m 2 2 O3/O2- 

0.37831(2) ½ 0 m m 2 2 O2/O2- 

0.15863(5) 0 0 m m 2 2 O1/O2- 

0.18420(6) ½ ½ m m 2 2 Ba/Ba2+ 

½ ½ ½ 2/m 2/m 2/m 1 Y/Y3+ 

0.35513(4) 0 0 m m 2 2 Cu2/Cu2+ 

0 0 0 2/m 2/m 2/m 1 Cu1/Cu2+ 

z y x site symmetry multiplicity atom/ion 

Atomic positions of YBa2Cu3O6.96 
orthorhombic, space group type P 2/m 2/m 2/m 

a = 3.858 Å, b = 3.846 Å, c = 11.680 Å (at room temperature) 
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Introduction 
Already shortly after the discovery that crystals are periodic arrangements of atoms or 
molecules scientist discovered materials that showed similar properties in that these materials 
also gave distinct scattering patterns with well-defined peaks and therefore had to possess 
long range order. But as it turned out these structures were not periodic so the term aperiodic 
crystals was introduced and nowadays is used to describe composite crystals, 
incommensurately modulated crystals and quasicrystals. In this chapter a short introduction to 
the latter two is given with an emphasis on a qualitative understanding of what sets them apart 
from regular periodic crystals and how to obtain meaningful depictions in real space of these 
extraordinary structures.   
 

1 Modulated structures 
Already shortly after the discovery that crystals have a 3D periodic structure by Max von 
Laue using X-rays[1] and the successful description of their structures by Bragg  [2] materials 
were found that gave spots in the diffractograms that could not be indexed using three integer 
indices [3]. These extra peaks are called satellites [4] and arise when a three dimensional 
crystal structure is modulated with respect to its unit cell. The position and direction of these 
satellites depends on the modulation of the crystal structure and can be used to extract that 
information from the scattering pattern. But a slightly different route as for regular crystals 
has to be taken to be able to give a quantitative description of these structures namely higher-
dimensional crystallography[5,6]. By extending the description into higher dimensions it is 
possible again to look at these crystals as periodic structures and with that a lot of the tools 
that are used on 3D periodic structures can be used again in a familiar way. 
 

1.1    Types of modulation 
To keep things simple in this chapter we will only consider two types of modulation namely 
displacive and occupational modulation. There are also mixed forms of the latter and as a 
separate class composite crystals, which are crystals that have different unit cells within one 
crystal. However this would go well beyond an introductory lecture.  
 
Displacive modulation can be simply visualized as the displacement of one or more elements 
(Atoms, Molecules, Proteins…) of the unit cell with respect to the position in the 
conventional crystal. This displacement of elements follows a modulation function for 
instance a sine as can be seen in Fig.1. Note however that the modulation function can have a 
lot of different forms like the superposition of several harmonic waves or a saw tooth or 
triangular to name just a few.  
The other common type of modulation is the occupational modulation in the crystal structure. 
Here all the elements of the unit cell are on their expected position but their occupation is 
governed by a probability function. In nature also a combination of several different types of 
modulation can be present at the same time making the correct interpretation of diffraction 
data all but a simple task. 
 
The modulation function is characterized by its wavelength() and its amplitude, when 
looking at the wavelength of the modulation function one can differentiate between two cases, 
either the wavelength and the unit cell length along the modulation direction are 
commensurable or incommensurable. Any two real numbers are commensurable if their ratio 
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can be expressed as the ratio of two integers (a rational number). This leads to a periodic 
crystal with a larger unit cell than in the non-modulated case but it is still periodic. If however 
the ratio of  and the unit cell length are incommensurable the modulated crystal is no longer 
periodic in its real space dimensions as no unit cell can ever be found along the modulation 
direction. This is visualized in Fig.1 were starting from the top the structure of an 
unmodulated 2D crystal is shown with the unit cell as red rectangle (top left).  

Fig. 1: Top: unmodulated 2D crystal (left) with its scattering pattern(middle) and density map 
(right) Middle: commensurably modulated 2D crystal (left) with the enlarged unit cell, its 
scattering pattern showing main and satellite reflections (middle) and the still discrete density 
map. Bottom: incommensurably modulated 2D crystal, its scattering pattern(middle) and the 
corresponding density map 
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Next to it in the middle of the top row the scattering pattern of the 2D structure is shown and 
to the right the corresponding density map. In the middle a commensurate modulated structure 
of the same crystal with a  of 4𝑎𝑎 is depicted. One can easily see that the modulated structure 
is still periodic but with a larger unit cell. When looking at the scattering pattern we still have 
all the reflections from the unmodulated structure, which are called the main reflections and a 
lot of satellites which are a result of the modulation. The density map on the right shows now  
three spots in the middle instead of only one. Note however that the map is still discrete as the 
modulated element only occupies these three positions. The bottom row shows the same 
crystal with an incommensurate modulation with a  of 𝜏𝜏𝑎𝑎 (with τ being 1.618… the golden 
mean), hence there is no more periodicity along this direction but still sharp diffraction peaks 
as well as satellite reflections. The density map on the other hand is not discrete anymore as 
all possible positions along the modulation direction are realized. In the scattering pattern this 
loss of periodicity yields also satellite reflections that cannot be indexed using two indices as 
for all the main reflections. The same principle holds also in three dimensions and one needs a 
different set of indices to describe the whole scattering pattern. 
 

1.2 Superspace and the recovery of periodicity 
Just as a reminder for all the considerations laid out in this section, an incommensurately 
modulated crystal although not periodic in three dimensions has still perfect long range order 
and shows therefore distinct and sharp reflections in the scattering pattern. When looking at 
the diffraction peaks of a structure with long-range order each peak position can be written as 
 

                                                            𝐤𝐤 = ∑ ℎi𝒂𝒂i
∗

𝑛𝑛

𝑖𝑖=1
    integers ℎi                                                        (1) 

  
this is called a vector module1 and is a more general description of a crystal encompassing 
both periodic but also aperiodic crystals. In case of a normal periodic crystal the dimensions 
of the crystal d equal the rank of the vector module such that 𝑑𝑑 = 𝑛𝑛 = 3. If we use the 
standard notation from crystallography 𝒂𝒂1

∗, 𝒂𝒂2
∗ , 𝒂𝒂3

∗   become 𝒂𝒂∗, 𝒃𝒃∗, 𝒄𝒄∗ and ℎ1, ℎ2, ℎ3 are ℎ, 𝑘𝑘, 𝑙𝑙. 
This leads to the well-known relation 
 
                                                         𝐤𝐤 = ℎ𝒂𝒂∗ + 𝑘𝑘𝒃𝒃∗ + 𝑙𝑙𝒄𝒄∗                                                                    (2) 
 
Now when considering a modulated crystal the rank of the vector module is not equal to the 
dimensions of the crystal but larger in the simplest case with only a one-dimensional 
modulation the rank(n) of the vector module would be 4. For simplicities sake we will now  
only consider this case but the concept also works for two and three dimensional modulations 
with m equal to 5 or 6 respectively.  
So the peak positions for the vector module of rank four are 
 
                                                      𝐤𝐤 = ℎ𝒂𝒂∗ + 𝑘𝑘𝒃𝒃∗ + 𝑙𝑙𝒄𝒄∗ + 𝑚𝑚𝒒𝒒                                                           (3) 

 
The main reflections of the scattering pattern can be described with the indices (h,k,l,0) but 
the satellite reflections need the fourth index m with q being the wave vector of the 
modulation. This fourth index is necessary to get a good and meaningful structure from the 
                                                 
1 In this chapter the notation for the reciprocal vectors is different than in the rest of the book because 
 is used as the symbol for the golden mean 
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scattering data. If only the main reflections of the scattering pattern are used for the structure 
determination in real space one gets the so called average structure. This structure is an 
average over a large number of different unit cells due to the modulation and shows very large 
anisotropic displacement parameters as well as unrealistic bond angles and lengths. Another 
approach to solve the structure is to drop the distinction of main and satellite reflections and 
use all reflections for indexing with three indices (h,k,l). This will result in a smaller 
reciprocal unit cell and a lot of reciprocal lattice points that are empty because their intensity 
is too low. The resulting structure in real space accordingly has a much larger unit cell and is 
called the superstructure (see Fig1 middle left).   In case of a commensurate modulation this 
approach is valid and works quite well in case of an incommensurate modulation however the 
satellite reflections will never perfectly fit the positions of the new reciprocal lattice which 
leads to poor agreement factors and large atomic displacement factors ect.. The only way to 
obtain a good incommensurable structure in real space is to keep the distinction of main and 
satellite reflections. In a first step the main reflections are used to determine the basic 
reciprocal unit cell. Then one can use the fact that the satellite reflections in reciprocal space 
are not arbitrarily placed. All the satellites have fixed distances from their main reflection and 
from each other this allows use to describe their position using the modulation vector q. Each 
satellite is 𝑚𝑚𝒒𝒒(𝑚𝑚 = ±1, ±2 … . ) away from its main reflection and can now be indexed (Fig. 
2 left). The vector  q can be expressed as a linear combination of fractions of the three 
reciprocal base vectors  𝒂𝒂∗, 𝒃𝒃∗, 𝒄𝒄∗  which describe the basic cell like this. 
 
                                                                  𝒒𝒒 = 𝛼𝛼𝒂𝒂∗ + 𝛽𝛽𝒃𝒃∗ + 𝛾𝛾𝒄𝒄∗                                                          (4) 
 
So now we have defined the vector q with respect to the reciprocal lattice of the average 
structure and also have now another means to differentiate between commensurate and 
incommensurate structures in reciprocal space. If all the components (𝛼𝛼, 𝛽𝛽, 𝛾𝛾) of q are rational 
we have a commensurate structure and if at least one is irrational it is incommensurate. 
We have gone now into the fourth dimension by adding this q into the description of the 
scattering pattern but how can this be used to solve the structure in three dimensions? As this 
is only an introductory lecture only the principle of how this is done will be shown how to 
actually do it can be found in the references. The scattering pattern that is measured is still in 
3 dimensions but as we saw we need a fourth dimension to describe it and this stems from the 
fact this scattering pattern in 3 dimensions is a projection of a 4 dimensional scattering pattern 
which is periodic. In this periodic superspace many of the concepts that are used with regular 
crystals can again be used because they require periodicity to work. In Fig.3 the concept of 
projection from a 4 dimensional reciprocal superpace onto the 3 dimensional reciprocal space 
(the scattering pattern) is shown (right side) as well as the indexing of a hypothetical 
scattering pattern using four indices (left side). 
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Fig. 2: The indexing of a hypothetical scattering pattern of a modulated crystal using 4 
indices looking along the  𝒃𝒃∗ direction (left) and the concept of projection from a 4 
dimensional reciprocal superspace onto the 3 dimensional reciprocal space 𝑹𝑹∗which is the 
measured scattering pattern (right). 
    
When looking at the vector q alone it is difficult to envision the extra dimension we 
introduced before. The relationship of this vector in three dimensional reciprocal space to the 
fourth dimension is illustrated on the right hand side of Fig.3. Here we chose q  to be parallel 
to 𝒂𝒂∗(meaning that only the 𝛼𝛼 component of q is non zero). The fourth dimension is defined 
by 𝒆𝒆4

∗  which is perpendicular to 𝒂𝒂∗, 𝒃𝒃∗ and 𝒄𝒄∗(of which only 𝒂𝒂∗is shown). The vector 𝒂𝒂4
∗  is the 

reciprocal lattice vector of the fourth dimension and is the linear combination of 𝒆𝒆4
∗  and q. 

The projection of this reciprocal lattice defined by 𝒂𝒂4
∗  onto the reciprocal lattice vector 𝒂𝒂∗ 

(dotted lines) which lies in the three dimensional reciprocal space 𝑹𝑹∗   results in q and gives 
us all the satellite reflections.  

1.3 Where are the atoms? 
In the literature one can often read that the aperiodic structure in real space is interpreted as a 
cut through the (3+d) dimensional superspace, but what exactly does that mean? Before we 
try to shed some light on this the following convention will be introduced: the real space 
coordinates 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 will now be called 𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3  and the vectors 𝒂𝒂, 𝒃𝒃, 𝒄𝒄 shall be 𝒂𝒂1, 𝒂𝒂2, 𝒂𝒂3. 
This way all the axis and coordinates in n-dimensional superspace can be denoted in a 
consistent fashion so that for our four dimensional case we get 𝒂𝒂𝑠𝑠1, 𝒂𝒂𝑠𝑠2, 𝒂𝒂𝑠𝑠3,𝒂𝒂𝑠𝑠4 as the four 
perpendicular vectors of superspace, 𝒂𝒂1, 𝒂𝒂2, 𝒂𝒂3 as vectors for three dimensional real space and 
𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥4 for the atomic coordinates. 
As it is impossible to draw a four dimensional structure in three dimensions we have to use 
sections (real space) or projections (reciprocal space) of the four dimensional structure similar 
to drawing a three dimensional structure as a two dimensional projection on a sheet of paper. 
To do this one takes one of the principal axis (𝒂𝒂𝑠𝑠1, 𝒂𝒂𝑠𝑠2 or 𝒂𝒂𝑠𝑠3) and 𝒂𝒂𝑠𝑠4 and draws a two 
dimensional cut though the four dimensional space(Fig.4). This way we have defined the 
periodic superspace structure with the two vectors 𝒂𝒂𝑠𝑠1 and 𝒂𝒂𝑠𝑠4. The real space vector 𝒂𝒂1 is 
perpendicular to 𝒂𝒂𝑠𝑠4 and at an angle to 𝒂𝒂𝑠𝑠1 defined by the q vector component 𝛼𝛼. So in this 
(3+1) superspace atoms can no longer be interpreted as points but instead have to be 
envisioned as one dimensional objects along the fourth dimension so called atomic surfaces. 
These atomic surfaces are represented as a curve along the fourth dimension and this curve is 
periodic along 𝒂𝒂𝑠𝑠4. Please note that the two dimensional cut in Fig.4 is periodic and the same 



Quasi-crystals and modulated structures  B2.7 

 

holds for the two dimensional cuts along the other principal directions (𝒂𝒂𝑠𝑠2, 𝒂𝒂𝑠𝑠4) and 
(𝒂𝒂𝑠𝑠3, 𝒂𝒂𝑠𝑠4). This now shows nicely that by introducing this extra dimension we have gained 
translational symmetry again and that the aperiodic structure in three dimensions is periodic 
in four dimensions. 

 
Fig. 3: The two-dimensional cut (𝒂𝒂𝒔𝒔𝒔𝒔, 𝒂𝒂𝒔𝒔𝒔𝒔) is shown with the angle between 𝒂𝒂𝒔𝒔𝒔𝒔  and 𝒂𝒂𝒔𝒔 
being the  𝜶𝜶 component of q. The modulated positions of the atoms are depicted as red lines. 
The positions of the atoms in 3D (I,I’,I’’ and I’’’) can be obtained by the intersection of the 
three dimensional space (line 𝑹𝑹) with the modulation function. Vice versa the modulation 
function can be determined by shifting the points (I,I’,I’’ and I’’’) along 𝒂𝒂𝒔𝒔𝒔𝒔 into a single unit 
cell.  
 
The aperiodic structure in real space can now be obtained by a cut 𝑹𝑹 parallel to 𝒂𝒂1 through 
this two dimensional representation of superspace. When doing this for all possible two-
dimensional representations the real space coordinates for all the atoms are obtained. In order 
to be able to do this one has to deduce the atomic modulation function describing the atomic 
domains. This can be done shifting all points along a cut  𝑹𝑹 (I,I’,I’’ and I’’’) into one unit cell 
in the plot 𝒂𝒂𝑠𝑠1, 𝒂𝒂𝑠𝑠4 by translational symmetry(dotted lines in Fig.4) and this means that the 
atomic modulation function is depending on the three dimensional structure and vice versa. 
This fact is what enables us to solve the structure and get a meaningful interpretation of the 
scattering of modulated structures in real space.  

2  Quasicrystals 
When looking at modulated structures one always can determine or at least envision the basic 
cell, which would be the unit cell of the unmodulated structures. This fact is what enables us 
to differentiate between main and satellite reflections in the scattering pattern. For 
quasicrystals this is no longer the case. Here there is no periodic basic cell as already the basic 
structure is incommensurate so one cannot make any distinction between main and satellite 
reflections anymore. What also sets them apart from the other aperiodic crystals is that they 
also have non crystallographic symmetry elements like 12, 8 or 5-fold rotational axis. Since 
their discovery by Shechtman [7] several hundred quasicrystals have been found and 
characterized. In this part of the chapter we will explore how to envision these structures and 
on which principles they are built and the basic ideas to solve their structure using scattering 
methods.  
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2.1 The Fibonacci chain a one dimensional quasicrystal 
As it has been stated in the previous section a loss of periodicity does not necessarily mean a 
loss of long range order. The Fibonacci chain is such an example and can be understood as a 
one-dimensional quasicrystal. To create this sequence we start with a finite sequence of two 
segments L and S and apply the following rule. S  L and L  LS to build successive strings. 
When starting with L and one applies these rules we get the following sequence of strings. 
 
 

L 
LS…………………………………….1 
LSL…………………………………..2 
LSLLS……………………...............1.5 
LSLLSLSL………………………….1.6667 
LSLLSLSLLSLLS………………….1.6 
LSLLSLSLLSLLSLSLLSLSL…….1.625 
. 
. 
. 
. 
. 
etc. 

The numbers are the ratio of L/S and when the chain is growing ad infinitum this ratio will 
become 𝜏𝜏 = 1.618034… the golden mean. This golden mean will also occur again later one 
when dealing with icosahedral symmetries. The fourier transform of this sequence will show 
sharp diffraction peaks which cannot be indexed using only one integer but two. Which in 
turn means to describe the structure  we can use similar principles as we did with the 
incommensurately modulated crystals, namely the embedding into a higher dimensional 
space. Furthermore the chain shows self-similarity meaning that any part of the chain will 
show up again within the length of the whole chain, which is also a property all quasicrystals 
share. We will return to the Fibonacci chain when dealing with higher dimensional space and 
show how to use it to obtain quasicrystalline structures from scattering. 
  



Quasi-crystals and modulated structures  B2.9 

 

2.2 Tilings and quasicrystals 
Regular Crystals belonging to any of the 230 possible space groups only show 2,3,4 and 6-
fold rotational symmetry. This can be understood when looking at Fig.4. 
 

  
Fig. 4: Tiles showing different rotational symmetries from top left to bottom right: 2,3,4,5,6 
and 7 notice how the tiles with 5 and 7 fold symmetry cannot be placed to fill the plane 
without gaps 
 
Here two dimensional tilings with the aforementioned rotational symmetries are shown and 
one can see that they all can cover the plane without leaving any gaps. If however we use a 
tile with a five, seven fold or higher rotational symmetry it is not possible to cover the whole 
plane without gaps. There is a way to cover the plane with a set of two tiles so that the tiling 
has 5-fold rotational symmetry. This tiling is called a Penrose tiling [8]. At the heart of this 
tiling lies again the golden mean 𝜏𝜏. There is one big difference between this tiling and the 
others. The Penrose tiling has no translational symmetry and is therefore not periodic but it 
still has as mentioned above the 5 fold rotational symmetry. There are several ways to 
construct a Penrose tiling. One of the most popular ones is by using a skinny and a fat 
rhombus as shown in Fig.5. If the edge length for both tiles is set to one the length of the long 
diagonal of the fat rhombus is 𝜏𝜏  and the length of the short diagonal of the skinny rhomb is 
1/𝜏𝜏 and the angles in the skinny rhomb are 36°,144°,36°,144° and in the fat rhomb 
72°,108°,72°,108°. If one would start to assemble these tiles without any specific matching 
rules you can easily end up with a periodic regular tiling again(Fig 4..) or very soon create 
holes in it. These matching rules can visualized by differentiating the edges of the two tiles 
with two colors. Only pairings of the same color are allowed and two tiles shall also not be 
combined to form a parallelogram. An easy way to build such a tiling is by using its self-
similarity. This method is called inflation and is exactly what we did with the Fibonacci chain 
in 2.1 but now in 2D (Fig.5 right). 
 



B2.10  M. Dulle 

 

 
Fig. 5: Left: a Penrose tiling made of rhombs Middle:The two tiles needed for this tiling with 
the matching rules shown by the edge colors (only edges of the same color may be put 
together) Right: Tiling constructed showing the matching rules and on top of this tiling the 
former generation before inflation. The inflation rules for the fat and skinny rhombus are 
depicted by the blue and yellow rhombs inside the black edged larger rhombus the scaling 
from the grey/black tiling to the blue/red one is 𝝉𝝉  
 
One might ask what does that have to do with quasicrystals? This aperiodic tiling and others 
were found about a decade before quasicrystals were discovered but as it turned out both had 
a lot in common, they lack translational symmetry are self similar and posses rotational 
symmetries not allowed for periodic crystals. So the study of these tilings helped a lot to 
understand and interpret the quasicrystals that were found in nature. One can build also 
different 3D tilings  of which only one is of importance when looking at icosahedral 
quasicrystals. The so called 3D Penrose or Ammann tiling. This tiling consists of two kinds of 
3D unit tiles a prolate and an oblate rhombohedron. If these two tiles are used together with a 
special set of matching rules an icosahedral quasicrystal can be built. Tilings in either 2D or 
3D have helped a lot to understand the properties of quasicrystals especially from a 
mathematical point of view and are to this day the subject of many mathematicians’ studies. 
However there are problems when dealing with actual real quasicrystals and only thinking in 
terms of tiles and their decoration. One of them is that when building for instance a penrose 
tiling not by inflation but by following the matching rules starting from a single tile, there will 
be a lot of paths that lead to dead ends were a further positioning of a tile is no longer 
possible. The number of possible dead ends increases rapidly as the tiling grows. Another 
problem is that a tiling can possess the correct symmetry elements as the real structure we 
want to solve but what the tiling does not tell us is where the atoms sit (the decoration of the 
tiling). This problem together with the fact that any tiling is only one infinitely many leads us 
directly to a higher dimensional approach as it already did for the incommensurately 
modulated structures. The merits of this approach are that it restores hidden correlations (the 
decoration for instance) and symmetries of quasiperiodic structures because it is rooted in 
reciprocal space which is directly accessible to us via scattering methods. 
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2.3 Higher-Dimensional Crystallography (Superspace revisited) 
What we have done with incommensurately modulated structures in section 1.2 and 1.3 can 
be done in a very similar manner with quasicrystals. Namely embedding a reciprocal 
structure(scattering pattern) in a higherdimensional superspace and by cutting and projecting 
this superspace into real space obtaining an atomic or molecular structure. The main 
difference being that for quasicrystals the positions of atoms are no longer described by a 
modulation function in superspace but by discrete atomic surfaces. The cut of real space with 
these atomic surfaces in the orthogonal superspace gives the positions of atoms in real space. 
The concept is shown in Fig.6 note that we use the same definitions of axis and coordinates as 
in 1.3. The red strips in the in the plane spanned by 𝒂𝒂𝑠𝑠1 and  𝒂𝒂𝑠𝑠2 are the atomic surfaces. In 
reciprocal space it is very similar as for the incommensurate structures and the details can be 
found in the literature.[9]  
When dealing with real icosahedral quasicrystals the superspace has 6 dimensions and the 
atomic surfaces become 3-dimensional and have the form of complex polyhedra(see examples 
in 2.4). The atomic surfaces contain not only positional information but also information on 
the atom type as well as its surroundings. So different atomic species in a ternary intermetallic 
icosahedral quasicrystal will have differently sized and shaped atomic surfaces.  
 

Fig. 6: Example of direct-space embedding of a 2D hyper crystal resulting in the Fibonacci 
sequence with the cut and project method. The red stripes are the discrete atomic surfaces of 
the 1D Quasicrystal in 2D hyperspace 
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What should become clear with this simple example is that the higher-dimensional approach  
to quasicrystals gives us periodic structure in a higher dimension and that this in turn allows 
for the use of well-established methods from crystallography to solve the structure. Still they 
are different from modulated structures in that they do not exhibit a periodic base structure of 
any kind in physical space.     
 

2.4 Example Structures 
 
 12-fold axial quasicrystal 
Axial quasicrystals that are aperiodic in only two dimensions and periodic in one 
perpendicular to it. The example presented here in Fig. 7 is the result of an MD simulation 
using the well-known Dzugotov pair potential [10]. On the left of the figure the QC is 
oriented with the twelvefold rotational axis in the plane of the paper below it the 2D scattering 
pattern along this direction is shown. Notice the twelve spots with 30° angles between each 
other showing nicely the 12-fold rotational symmetry. When the centers of the “tubes” along 
this direction are connected with lines an aperiodic tiling with 12 fold rotational symmetry is 
revealed. Structures very similar to this were found in block copolymer[11] and starlike 
micellar systems[12] as well as in binary VNi[13] alloys. 
 

 
Fig. 7: Left: 12-fold rotational Quasicrystal viewed along the 12-fold axis and its 2D 
scattering pattern below Right: The same structure as left but viewed perpendicular to the 12 
fold axis and the respective scattering pattern below. Notice that along this direction the 
structure is periodic 
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 Icosahedral quasicrystal 
This is an example of a one-component icosahedral quasicrystal. Also from MD simulation 
this time using a three well potential [14] to mimic the complex forces present in naturally 
occurring ternary intermetallic phases that form such icosahedral quasicrystals.  

 
Fig. 8: Icosahedral Quasicrystal from molecular dynamics simulation top: look along the 5 
fold rotational axis with the corresponding scattering right next to it. Middle: look along the 3 
fold rotational axis with the scattering to the right. Bottom: look along the 2 fold rotational 
axis with the scattering right next to it One can nicely see the scaling with the golden mean in 
the scattering, but it naturally also shows up in real space but is not shown explicitly. 
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1 Introduction

Complex fluids are often defined by their mechanical response to external forces. So they are
different from classical solids, which often only show elastic response, i.e. a Hookean spring-
like behavior. And they are different from simple Newtonian fluids that are characterized by
the viscosity only, a simple measure for the loss of energy during constant shear. A severe
combination of both effects is the reality for complex fluids that display the so called visco-
elasticity.

One prominent example for a complex fluid is ketchup. At slow shear rates it displays a high
resistance against the deformation. After a threshold shear rate the fluid suddenly reduces the
resistance and flows very well. This phenomenon is called shear thinning. At small shear rates
the internal structure provides a locking mechanism that inhibits the flow, while at high shear
rates this mechanism is overcome.

The reason for visco-elasticity is the nano-scale structure that differs from simple fluids only
consisting of small molecules. The crystal-like order of classical solids is not reached to this
high degree by the complex fluids. So, essential questions of complex fluids are: What is the
nano-scale structure, i.e. what are the building blocks at this meso-scale? How do these building
blocks arrange themselves on larger length scales, if at all? For these questions, scattering
experiments are highly valuable because they provide direct insight. Hierarchically, the building
blocks and the super-structures can be resolved in an ideal way.

Coming back to the example of ketchup, the locking mechanism could emerge from spherical
colloidal structures that are tightly packed. Only after stronger shear the packing of the colloids
can break up and give way to facilitated flow. For synthetic colloids this phenomenon is well
explained while in food industry the exact mechanisms often remain a little unclear due to the
many ingredients.

Generally, examples of complex fluids are polymer blends, rubber, colloidal suspensions, aque-
ous surfactant systems and microemulsions. In this lecture the focus of examples lies on am-
phiphilic systems. So molecules with a combined hydrophilic and hydrophobic property are in-
volved. They tend to self-assembly, i.e. an arrangement of several molecules on the nano-scale.
Representatives are surfactants and amphiphilic polymers that both form micelles if dissolved
in water. As a third example, microemulsions as mixtures of oil, water and surfactant display
similar structures as the binary examples that allows for similar methods in the analysis. The
topic of pure polymer systems (i.e. blends and rubber) is covered by Chapter E2, and the under-
standing of colloidal suspensions is already included in the amphiphilic systems. The subject
of classical solid particles is touched at the very end of this lecture.

In the lecture the concepts of aqueous surfactant systems and microemulsions are presented.
Then the characterization methods are described with the emphasis on scattering methods. Fi-
nally, an example for the interaction of self-assembling systems with solid walls is presented
with an outlook and possible applications.
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Fig. 1: Top: Conceptual drawing of a surfactant molecule. The hydrophilic head is blue while
the hydrophobic tail is red. Middle: Chemical structure of sodium dodecyl sulfate (SDS). The
head and tail groups are just below the conceptual drawing. Bottom: Chemical structure of
tetraethyleneglycolmonodecylether (C10E4). The head group is four glycol groups long.

2 Aqueous Surfactant Solutions

Surfactants can be divided into two major classes: Ionic surfactants possess a ionic head group
with a counterion while non-ionic surfactants have no charges. In the first case, the ionic head
group is soluble in water, and the counterion dissociates. One for research important surfactant
is the sodium dodecyl sulfate (SDS, see Fig. 1). The SDS is an anionic surfactant because the
sulfate head group is an anion. The tail of the SDS molecule is a hydrocarbon, which is typical
for most of the surfactants. A representative for the non-ionic surfactants is tetraethylenegly-
colmonodecylether (C10E4, the indices count the carbon atoms and ethylene oxide groups, see
Fig. 1). The head group is not charged; but the oxygen atoms along the head group give rise
to hydrogen bonding, which is favorable for the water solubility. For surfactants the molecule
ends can vary in length, but also in chemical structure. For instance the hydrophobic tails can
possess different amounts of saturated carbon-carbon bonds. This is important for lipids, which
are natural ionic surfactants forming cell membranes. Lipids often have two hydrophobic tails.
The number of double-bonds in the tails determines the thermodynamic state of the membrane.
Many unsaturated tails suppress crystalline order of the hydrophobic tails [1]. Apart from the
tails, the head groups may possess two oppositely charged groups; then the surfactant is called
amphoteric. The whole concept of hydrophilic and hydrophobic can be extended by a third
type of philicity: The polymer Teflon (fluorinated carbon chains) is known to be neither water
soluble nor oil soluble. If fluorinated carbon chains are used as hydrophobic tails a new class of
surfactants is obtained1. Throughout this manuscript we limit ourselves to the simple twofold
concept of hydrophilicity and lipophilicity. The interested reader may find further information
about fluorinated surfactants in the literature [2].

We now consider aqueous solutions of a single surfactant type. It is known that at very low
concentrations the surfactant molecules are dissolved independently. The reason for this behav-
ior is the entropy, which favors dissociated molecules. But because the hydrophobic tail causes

1 Fluorinated surfactants allow for CO2 to be used as hydrophobic component in microemulsions for instance.
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Table 1: The different micellar structures predicted on the basis of the packing parameter.

P molecule geometry micelle structure symmetry
< 1

3
cone sphere point-like

1
3

to 1
2

wedge cylinder cylinder
1
2

to 1 wedge vesicle (double layer) point-like
1 cylinder planar double layer plane-like

Fig. 2: Molecule geometries for different packing parameters.

some enthalpic violation, at the critical micelle concentration (CMC) the surfactant molecules
associate and form small spherical micelles. The hydrophobic tails are in the center and the
hydrophilic heads surround the micelle. The hydrophobic neighborhood of the hydrocarbon
chains can be monitored by NMR [3] and so very precise values for the CMC can be given. The
phenomenon of the CMC is a volume effect and is thus determined for large volumes. At the
surface, the surfactant molecules can also be found. These studies focus on Langmuir-Blodgett
films for instance, but this topic will lead too far.

The next question focuses on the state or structure of the micelles in solution. Different struc-
tures can be classified and shall be explained on the basis of a simple model, which mainly
focuses on ionic surfactants. The parameter of interest is the packing parameter [4], which is
defined as follows:

P =
v

a · l (1)

In this equation the parameter v is the volume of the whole molecule, a is the area of the head
group, and l is the length of the chain. This dimensionless packing parameter can vary between
values below 1

3
and 1 (see Table 1). For values below 1

3
the micelles are spherical, then for P

up to 1
2

the micelles are elongated cylinders. For P up to 1 the micelles form closed double
layers, i.e. spherical hollow membranes; they are called vesicles. For P = 1 the membranes
become planar. It shall be mentioned that this effect is called self-assembly already. The formed
structures have a high degree of symmetry. Only fluctuations might destroy the high degree of
symmetry. So for instance very long cylindrical micelles start to bend and a worm-like micelle
is formed [5,6]. For the purpose of this lecture we restrict the considerations of P to a maximum
of 1; otherwise reversed structures form (see below).

An experimental phase diagram is depicted in Fig. 3. We first restrict ourselves to the temper-
ature of 20◦C (see Fig. 3). The CMC is found at concentrations of around 0.005%. At higher
concentrations up to ca. 1% spherical micelles are found. In between 1 and 10% the micelles
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Fig. 3: An experimental phase diagram of the non-ionic surfactant C12E5 in water [7, 8]. Fol-
lowing a horizontal line at ca. 20◦C from low to higher concentrations one finds the CMC at
around 0.005% and the one-phase (1Φ) region. Below ∼1% the micelles are spherical and un-
correlated. Between 1 and 10% the micelles become cylindrical. Their length increases with
temperature until the phase boundary at around 33◦C is reached. Interestingly, more phases
are found than predicted by the simple packing parameter approach. 2-phase coexistence is
indicated by 2Φ. The hexagonal phase is indicated by H1 and the lamellar phase by Lα. The
L3-phase is the sponge phase. To the right the same diagram is shown on linear scale and more
schematically [7]. The abbreviations for the different phases are discussed in the text below
(see also Table 2).

become cylindrical. Going up in temperature now, their length grows until the phase boundary
at ∼33◦C is reached. A clear line between spherical and cylindrical micelles is not given in the
phase diagram because the phase transition smears out, and usually a coexistence between the
two morphologies is found. The long micelles are usually wormlike because of the fluctuations.
At higher concentrations the worms can even form networks. All these effects take place in the
one-phase region (1Φ or L1). The temperature has an effect on the micelle shape because at
lower temperatures water penetrates the head group of the non-ionic surfactant.

So far we did not consider the case, that the micelles can be reversed. At low water concentra-
tions (or high surfactant concentrations) the water and hydrophilic heads form a closed volume
surrounded by the hydrophobic parts. The corresponding region is indicated by L2 or 1Φ. The
interesting case of the L3-phase is found at slightly higher temperatures. Then the membranes
fill the whole volume with a sponge like structure. The membranes are strongly fluctuating.
The more planar membranes are found in the Lα-phase at relatively high concentrations. These
lamellae are relatively well ordered due to steric interactions. Steric interactions are typical for
non-ionic surfactants, which do not possess a Coulomb interaction. For ionic surfactants the
lamellar phase is formed at lower concentrations due to the strong Coulomb-like interaction.
Astonishingly, more ordered phases appear. The H1-phase contains cylindrical micelles (as in
the L1-phase), but the cylinders are ordered on a hexagonal lattice. Again, the steric repulsion
is sufficient to order the micelles in a liquid crystalline state. The V1-phase has a cubic unit
cell, while the hydrophilic and hydrophobic domains are continuous in the whole volume. This
phase is also called ‘plumbers nightmare’ because the high viscosity might result in plugging
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Fig. 4: Left: A scheme how to read off the compositions from the Gibbs Phase Triangle. The
axis to the left of the corresponding component in the corner shows the scale of the fraction.
The colored lines indicate constant composition. The whole diagram is completely symmetric.
Right: A rather simple phase diagram for the system: H2O, n-octane, C10E4 [9]. The num-
bers inside indicate the number of phases, and Lα indicates the lamellar phase. c© Deutsche
Bunsengesellschaft.

of tubes. The exact structure will be discussed in the text below. We see that liquid crystalline
phases (Lα, H1, V1) exist with liquid crystalline order. These phases are also termed lyotropic
because the addition of water is responsible for the formation. So this term arises from the
viewpoint of the solid phase S, which means mainly a pure surfactant with small impurities of
water.

In Fig. 3 there are also two-phase regions marked. In this region two phases coexist, so either
the sample gets turbid because of many small domains or, after a long time, the sample forms
a meniscus between the two clear phases. The horizontal lines indicate the corresponding co-
existing phases, so from a given overall concentration one follows the tie-lines to the right and
left, and reads off the properties of the coexisting phases. The lines are horizontal, because the
vertical axis is the temperature. For more complicated phase diagrams (we shall see later) the
tie lines can be tilted. The example L3 +W or L1 + L3 indicates a coexistence of the sponge
phase L3 with a highly water rich phase. The example L′

1 + L′′
2 or 2Φ indicates two coexist-

ing micellar phases. One of them contains spherical and the other one cylindrical or wormlike
micelles.

In summary for the aqueous surfactant systems the following points shall be clear. The CMC
separates the highly diluted from the diluted region. The entropy favors unimeric surfactant
molecules while the enthalpy favors micelles. The concept of packing explains the micellar
shapes. These shapes have a high degree of symmetry, because each surfactant molecule is
identical. The shapes range from spherical over cylindrical to lamellar. At higher concen-
trations, the interactions between the micelles lead to lyotropic (or liquid crystalline) phases.
There exist phases with the same micellar shapes of the diluted region, but also ordered phases
with new unit cells (see V1). The interactions are sterically repulsive for non-ionic surfactants
and Coulomb-like for ionic surfactants. Theoretical concepts of the interactions will be given in
the following chapter. The parameter temperature comes into play here because enthalpic and
entropic contributions are weighted differently.
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3 Microemulsions

So far we have been focusing on two-phase systems. For cleaning processes the uptake of oil
is an important issue. Then microemulsions will be formed. It is known that on a microscopic
level there are domains of (nearly) pure water and oil, and the surfactant is at the interface.
In this sense, the surfactant mediates between the hydrophilic and hydrophobic components,
which leads to macroscopically homogenous fluids. Thus, microemulsions are mostly optically
clear, which is one criterion for phase diagram measurements. Furthermore, they are thermo-
dynamically stable, which corresponds to a spontaneous formation.

A rather simple phase diagram is shown in Fig. 4. There are now one-phase, two-phase, and
three-phase coexistence regions, since now three components are used. The most interesting
region is the small one-phase region almost in the center of the phase triangle. Here the bi-
continuous microemulsion is found. The components oil and water both form a sponge-like
structure, i.e. each of the sponge hosts the other one. In this sense the phase is bi-continuous
(see also Fig. 5). This can for instance be proven by conductivity measurements. The grey three
phase coexistence region in the bottom of the triangle indicates a coexistence of a water-rich,
an oil-rich, and a bicontinuous phase. Here the concept of tie-lines breaks down. Contrarily, all
two-phase regions are filled with tie-lines, which are tilted now. At very low surfactant concen-
trations the droplet phase is found. This phase is nearly invisible on the current scale. A more
schematic phase diagram with lyotropic phases is depicted in Fig. 6. One important point is
the large L1 phase where droplets, cylinders, and the bicontinuous phase are included. Entropic
contributions destroy clear phase transitions between the distinct structures, and so coexistence
is possible. On the bottom right the reversed micelles are found. Another point of this scheme
is the indication the most important lyotropic phases. Their real space pictures are indicated
around the phase triangle. The structures show closed micelles with the hydrophobic compo-
nent inside. In principle, the reversed micelles are possible as well. As different authors use
different abbreviations for the same phases a list of all possible abbreviations should be given.
A first attempt was made by Tiddy [1] that we now extend for our own purposes (see Table 2).

While the theoretical concept for aqueous surfactant systems describes the micelles as bulky
objects the most widely accepted concept for microemulsions bases on the theory of Helfrich
[10]. Here it is assumed that the surfactant forms a membrane and the free energy of the overall
system is dominated by the elastic properties of the membrane. The free energy reads then:

F =

∫
dS

(
γ +

1

2
κ(c1 + c2 − 2c0)

2 + κ̄c1c2

)
(2)

The first addend describes the surface tension of the membrane. In principle the surfactant might
vary the formed surface by different tilt angles (the molecules are not oriented perpendicular)
or by crystallization of the hydrophobic tails. For our purposes we assume a liquid membrane,
and neglect variations of the overall surface. The next summand is a product of the bending
rigidity κ and the deviation of the mean curvature 1

2
(c1 + c2) from the equilibrium curvature

c0. The curvature arises from a tangential construction at a given membrane point (see Fig. 7).
Namely, two perpendicular circles describe the tangent. Their reciprocal radius is the curvature,
i.e. ci = R−1

i . A positive curvature means a curvature towards the oil domain. The middle
summand is sensitive to deviations of the mean curvature from the equilibrium curvature. The
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Fig. 5: Left: A transmission electron micrographof the microemulsion containing water, oc-
tane, and C12E5. The surfactant content was 7 wt%. The indicated bar shows a scale of 1µm.
Reprinted from Ref. 11, Physica A: Statistical Mechanics and its Applications, Vol. 157, H.T.
Davis, J.F. Bodet, L.E. Scriven, W.G. Miller, Microstructure and transport in midrange mi-
croemulsions, Pages 470-481, Copyright (1989), with permission from Elsevier. Right: A real
space picture of the bicontinuous microemulsion according to computer simulations [12]. Ac-
tually the surfactant film is shown with the surface color being red for oil facing surface and
yellow for water facing surface.

Fig. 6: A more schematic phase triangle with most typical lyotropic phases [13]. At the bot-
tom there is the three-phase coexistence region (black) surrounded by two-phase coexistence
regions. Above there is the large L1-region with droplets, cylinders and the bicontinuous phase.
In the upper half there are many lyotropic phases such as the hexagonal H1, the cubic V1, the
lamellar Lα, and the fcc or bcc cubic I1 phase. Reprinted from Ref. 13, with the permission of
AIP Publishing.
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last addend is a product of the saddle splay modulus κ̄ and the Gaussian curvature c1c2. A
saddle shape for instance has a negative Gaussian curvature, while for a sphere the Gaussian
curvature is positive, i.e. c1c2 = R−2. One finds typical values of κ ≈ 1..10kBT and κ̄ ≈ −κ
for soft to rigid membranes. On this basis predictions for the phase behavior can be made as we
will see below.

The first problem to tackle is the L1 phase. As we have seen, there exist spherical and cylindrical
micelles. The lamellar phase Lα will be taken into account as well. The problem was treated
by Safran [14] for the first time by comparing the free energies for the three different cases.
Since the bodies were assumed to be ideally shaped the calculations were kept quite simple. He
found that the three different shapes are separated by distinct phases. The same problem was
described by Blokhuis [15] in a slightly extended way: Emulsification failure and coexistence
of the two micelle types was taken into account. The results are shown in Fig. 8. On the y-axis
the dimensionless ω/R0 is used. It bases on the ratio of the toal volume and the total membrane
area, i.e. ω = Vtot/Stot, and the equilibrium radius R0 = c−1

0 . The x-axis is spanned by the
ratio of the two moduli κ̄/κ. From small to large surfactant concentrations one passes from the
two phase coexistence (2̄ϕ) over the micellar shapes (spheres/cylinders) to the lamellar phase.
The choice of the micellar shape is driven by the ratio of κ̄/κ. This means if κ̄ is strongly
negative the spherical micelles are favored. Cylinders (with no Gaussian curvature) are favored
from slightly negative to positive κ̄-values. The theory of Blockhuis was extended to include
the translational entropy and polydispersity of the geometrical dimensions. This example shows
nicely that entropy smears out the transition between spherical and cylindrical micelles. At this
stage of the theory the micelles do not interact.

The interactions to be considered are either sterically repulsive (called Helfrich interaction) or
long ranged Coulomb interactions. The treatment usually involves approximations in different
ways. We will introduce two different methods in this manuscript. Schwarz and Gompper [16,
17] considered different minimal surfaces on a cubic lattice. The principal structures are known
already (see Fig. 9). For such surfaces the elastic energy as given in equation 2 is minimal with
respect to the boundary conditions. In principle, such surfaces were also used as decorative
architecture, for instance for the Olympic stadion in Munich. They can be understood as soap
bubbles, which form the shape due to the surrounding (boundary condition) and the surface
tension. The different minimal surface energies of the cubic symmetry need to be calculated
and compared for the different structures. Interestingly, thermal fluctuations can approximately
be taken into account. The additional free energy term reads then:

Fsteric ∝ c−2
0

(
kBT

κ

)2
φ3
oil

(1− φoil)2
(3)

This energy depends on the bending rigidity κ and the oil volume fraction φoil. For large κ the
fluctuations are suppressed, and the additional free energy becomes small. Small equilibrium
curvatures c0 and large oil fractions φoil may make the steric term large. The result of this
calculations is that the cubic structures G, D, and P are favored with respect to the other cubic
structures taken into account (see Fig. 9).

Another approach bases on a Landau expansion. For this purpose the order parameter Φ needs
to be defined. Inside the whole sample the function Φ(r) takes values between −1 and +1.
The extreme cases indicate pure oil and pure water domains. Since the function is continuous
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Table 2: A survey about symbols for the different phases in aqueous surfactant systems and
microemulsions. A first attempt was introduced by Tiddy [1]. Especially more exotic examples
are given there. The second column gives symbols for polymeric systems [18], which will be
discussed in a later section.

symbol symbol alternative symbols explanation
used here (polymers)

1, 1Φ L1 or L2 micelles & fluctuating bicontinuous phase
2, 2Φ L′

1 + L′′
1, ... 2 coexisting phases (need to be specified)

2̄, 2Φ 2 coexisting phases at high/low temperatures
3, 3Φ L1 + L2 + L3, ... 3 coexisting phases (need to be specified)
L1 M1 micelles, hydrophopic part inside
L2 M2 reversed micelles, hydrophilic part inside
L3 bicontinuous phase
Lα L D, G lamellar phase, ordered
H1 H1 E, HI , M1 hexagonal phase, ordered
H2 H2 F , HII , M2 reversed hexagonal phase, ordered
I1 C1 QI , S1c cubic phasefcc,bcc with spherical micelles
I2 C2 QII cubic phasefcc,bcc with rev. spher. micelles
V1 I ′1, QI cubic phase with bicontinuous structure
V2 I ′2, QII cubic phase with rev. bicont. structure

G1 cubic gyroid phase
G2 cubic gyroid phase, reversed

Fig. 7: An example of a surface
with the two principal radii indi-
cated. This construction can be
done for any point of the surface.

Fig. 8: Microemulsion phase diagram. The pa-
rameter ω/R0 is given by the ratio of the total
volume and the membrane surface and the equi-
librium curvature, i.e. ω/R0 = Vtot/Stot · c0.
The x-axis shows the ratio of the two moduli
κ̄/κ. Reprinted from Ref. 15, with the permis-
sion of AIP Publishing.
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intermediate values exist in between. These values are usually interpreted as the presence of
surfactant. Pure surfactant would mean Φ = 0 while intermediate values are interpreted as
mixtures of oil or water with the surfactant. This modeling is contradicting in two aspects:
First, the domains of oil and water have usually sharp boundaries and the order parameter
would be discontinuous. Second, the nearly incompressible fluid would actually need two order
parameters to describe the physics completely. For simplicity reasons and due to its success,
the simple model is still often used in the literature [19]. Generally, the Landau approach
is very successful in describing fluctuations and phase transitions in solid state physics, soft
matter physics and more remote fields. The free energy functional was kept dimensionless in
reference [19], and it reads:

F [Φ] =

∫
dV

(
−χ

2
Φ2 +

1− Φ

2
ln

1− Φ

2
+

1 + Φ

2
ln

1 + Φ

2
− 1

2
(∇Φ)2 +

1

2
(∇2Φ)2 − µΦ

)

(4)

The first addend is a simplified treatment of interactions on the basis of a point like interaction
with the interaction parameter χ. It is fully correct for steric repulsions, and also for polymeric
systems with only next neighbor interactions. Coulomb interactions would need a distance de-
pendent interaction. The next two terms arise from the translational entropy of the oil and water
domains (The size of the molecules is assumed to be identical). Actually, these two terms do
not follow strictly the concept of a Landau approach, because then only a Taylor expansion of
this expression would appear. The next two terms arise from the functional expansion of the
order parameter. Odd terms do not appear due to the high symmetry of the system (usually
assumed; for instance a gradient term could describe gravity effects). The gradient term de-
scribes the low surface tension of the system. The negative sign means that certain surfaces
between domains are favored (especially on large length scales). The next order correction sets
a limit to these surfaces (at small length scales the homogenous state is favored). The last term
describes the chemical potential describing the conjugated field [20]. In this way the phase di-
agram can be displayed as a function of the mean order parameter or the conjugated field. The
direct prediction is the existence of lamellar Lα and hexagonal H1 and H2 fields (see Fig. 10).
For such a phase diagram either different ordered fields Φ(r) with sinusodial oscillations are
assumed analytically and their free energy is compared on the basis of the integral (eq. 4). A
better approach is obtained by computer calculations of Φ(r) on a lattice. The computer can
take higher order oscillations into account more easily. Furthermore, a computer can simulate
thermal fluctuations relatively straight forward, while analytically the effort is often relatively
high, especially for the ordered phases. The left diagram (Fig. 10a) shows the phase diagram as
a function of a scaled reciprocal temperature (i.e. the interaction parameter χ) and the composi-
tion Φ = −1 + 2φoil. There are different regions indicated by D for disordered, L for lamellar,
and H for hexagonal, and further coexistence regions. This phase diagram has a prominent
disordered region, which would mean that oil and water do not form separated domains. For
polymers this is possible as we will see later in the manuscript. For microemulsions the inter-
action parameter would be rather large such that mainly ordered phases exist, at least in this
sense that oil and water domains are formed. Equation 4 is quite oversimplified to describe the
complex behavior of microemulsions. So there exist more detailed approximations (see Refs.
21, 22), which aim at better descriptions, but on the other hand the more complicated algebra
cannot be discussed in this manuscript. It should be mentioned that Ref. 22 treats Coulomb
interactions quite explicitly.
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Fig. 9: Left: The most prominent structure: The gyroid phase G (G1). Middle: The next
most prominent structures in a cubic phase. Especially the D and P (V1) are realized. Right:
Double frequency structures. These structures are not realized often. Left figure reprinted with
permission from Ref. 17, U.S. Schwarz, G. Gompper, Physical Review Letters, 85, 1472-1475,
2000. Copyright (2000) by the American Physical Society. Middle and right figures reprinted
with permission from Ref. 16, U.S. Schwarz, G. Gompper, Physical Review E, 59, 5528-5541,
1999. Copyright (1999) by the American Physical Society.

Fig. 10: Two-dimensional bulk phase diagram, showing disordered (D), lamellar (L), and
hexagonal (H) phases, as a function of the interaction parameter χ. The x-axis is spanned by
(a) the average order parameter Φ = −1 + 2φoil, and (b) the chemical potential µ. Dashed
lines in (a) denote triple lines and dashed lines in (b) denote the (metastable) L-D transitions,
which exhibit tricritical points (denoted by solid circles). Figures reprinted with permission
from Ref. 19, R.R. Netz, D. Andelman, M. Schick, Physical Review Letters, 79, 1058-1061,
1997. Copyright (1997) by the American Physical Society.
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4 Phase Diagram and Structure Determination

Optical measurements base on different observations: Turbidity, meniscus, and depolarization.
Turbidity indicates a two- or three-phase coexistence, which is a quickly obtained criterion. The
observation of the meniscus after long waiting times allows to determine the ratio of the volumes
precisely. This is for instance helpful to determine the three-phase coexistence boundary (see
Fig. 4). By changing the composition (or temperature) and following the minority phase to
vanish the boundary to the two-phase coexistence is extrapolated. When observing a one-phase
sample with crossed polarizers one finds some phases, which depolarize the light while most
of the phases keep the polarization. The reason for depolarization is elongated domains, which
give rise to different propagation for different polarizations. Because most of the samples are
‘powder-like’, i.e. with many grains, the light is simply depolarized. Elongated domains are
found for the hexagonal phases H1 and H2, and for the lamellar phase. Please note that cubic
phases are isotropic and do not give rise to depolarization. Another, not really optic criterion is
also the viscosity. By shaking the sample tube, one gets rough information about the viscosity
and thus can speculate about the ordered phases.

The real scientific field behind viscosity is Rheology. Usually, the sample is placed between
two plates. One of the plates is oscillating either elongationally or rotationally with relatively
small excitations. For rotations the plates do not need to be parallel. One plate is often conical
to have the same shear for all radii. The still plate takes up the force. There the amplitude and
phase shift is measured with respect to the moving plate. In most cases the amplitude is used
to characterize the different phases. This method is rather indirect because the absolute values
often do not tell the difference. But it is plausible that lamellar phases and hexagonal cylinder
phases allow the domains to slide with small losses while cubic phases are rather rigid. The
L1 and L3 phase usually show the lowest viscosity. Low temperatures can lead to rather rigid
phases in parallel simply by raising the viscosity of oil and water.

Another method often used is nuclear magnetic resonance (NMR). Mostly the isotropic phases
are distinguished from the phases with elongated domains [23]. The anisotropic phases show a
quadrupolar splitting of an otherwise single line. Some more examples for NMR measurements
are given in Ref. 1. Please note that the CMC can also be determined by NMR [3] as mentioned
before.

4.1 Scattering Methods

By small angle neutron and x-ray scattering one can distinguish ordered phases quite well (see
also Chapter D1). With neutrons limited resolution often does not allow to distinguish all higher
order peaks. This is why x-rays are most often preferred. The principle behind this method
is powder diffraction because usually the domains are not oriented and so many grains with
different orientation coexist. Especially, cubic phases cannot be ordered by external fields. So,
Debye-Scherrer rings are observed on a 2-dimensional detector. After averaging the intensities
on concentric circles the intensity is simply shown as a function of the modulus of the scattering
vector q. The observed peaks are indexed according to multiples of the q-value with respect to
the first peak with the lowest q. These are either square roots of natural numbers or of simple
fractions. In Soft Matter research these ratios are simply used as labels for the peaks instead
of the full information of the Miller indices (h, k, l). Nonetheless, the experimentalist needs to
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Table 3: Most important ordered structures. The reciprocal space structure consists always of
delta-like peaks and can be taken as a structure factor; then the real space structure is assumed
to be infinitely thin. The lattice points of reciprocal space are given by Miller indices and are
sorted by vector length (as given in the third column). Colored dots give connection to Miller
indices; the origin is always indicated by a black dot.

real space reciprocal space lattice points of reciprocal space (Miller indices)

lamellar (lamellar) (h, 0, 0)
��(1, 0, 0) 1 ��(5, 0, 0) 5 (9, 0, 0) 9
��(2, 0, 0) 2 (6, 0, 0) 6 (10, 0, 0) 10
��(3, 0, 0) 3 (7, 0, 0) 7 (11, 0, 0) 11
��(4, 0, 0) 4 (8, 0, 0) 8 ...

hexagonal hexagonal (h, k, 0)
��(1, 0, 0) 1 ��(2, 2, 0)

√
12 (3, 3, 0)

√
21

��(1, 1, 0)
√
3 (3, 1, 0)

√
13 (5, 0, 0)

√
25

��(2, 0, 0)
√
4 (4, 0, 0)

√
16 (4, 2, 0)

√
28

��(2, 1, 0)
√
7 (3, 2, 0)

√
19 (5, 1, 0)

√
31

��(3, 0, 0)
√
9 (4, 1, 0)

√
21 (4, 3, 0)

√
31

sc sc (h, k, l)
��(1, 0, 0) 1 ��(2, 1, 1)

√
6 (3, 1, 1)

√
11

��(1, 1, 0)
√
2 (2, 2, 0)

√
8 (2, 2, 2)

√
12

��(1, 1, 1)
√
3 (2, 2, 1)

√
9 (3, 2, 0)

√
13

��(2, 0, 0)
√
4 (3, 0, 0)

√
9 ...

��(2, 1, 0)
√
5 (3, 1, 0)

√
10

bcc fcc (h, k, l) and (h+ 1
2 , k + 1

2 , l)

��(12 , 12 , 0)
√

1
2

��(1, 1, 1)
√
3 �� (2, 1, 0)

√
5

��(1, 0, 0)
√
1 ��(32 , 1, 12)

√
7
2 (2, 32 ,

1
2)

√
13
2

��(1, 12 , 12)
√

3
2

��(2, 0, 0)
√
4 (52 ,

1
2 , 0)

√
13
2

��(1, 1, 0)
√
2 ��(2, 12 , 12)

√
9
2 ...

��(32 , 12 , 0)
√

5
2 (32 ,

3
2 , 0)

√
9
2

fcc bcc (h, k, l) and (h+ 1
2 , k + 1

2 , l +
1
2)

��(12 , 12 , 12)
√

3
4

��(2, 0, 0)
√
4 (32 ,

3
2 ,

3
2)

√
27
4

��(1, 0, 0)
√
1 (32 ,

3
2 ,

1
2)

√
19
4 (2, 2, 0)

√
8

��(1, 1, 0)
√
2 ��(2, 1, 0)

√
5 (52 ,

3
2 ,

1
2)

√
35
4

��(32 , 12 , 12)
√

11
4

��(2, 1, 1)
√
6 ...

��(1, 1, 1)
√
3 (52 ,

1
2 ,

1
2)

√
27
4

gyroid Ia3̄d (h, k, 0) with h+ k + l = 2n and further restrictions
��(2, 1, 1)

√
6 (3, 3, 2)

√
22 (6, 1, 1)

√
38

��(2, 2, 0)
√
8 ��(4, 2, 2)

√
24 (5, 3, 2)

√
38

��(3, 2, 1)
√
14 (4, 3, 1)

√
26 (6, 2, 0)

√
40

��(4, 0, 0)
√
16 (5, 2, 1)

√
30 (5, 4, 1)

√
42

��(4, 2, 0)
√
20 (4, 4, 0)

√
32 ...
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Table 4: Form factors in connection with the liquid crystalline structures discussed in Table
3. The lamellar structure factor arises from a 1-dim, the cylindrical from a 2-dim, and the
spherical from a 3-dimensional calculation. J1 is the Bessel function of first kind and first
order. d indicates the lamellar domain thickness, and r the radius of the cylinder and the sphere.

lamellar F (q) =

(
sin(qd/2)

qd/2

)2

cylindrical F (q) =

(
2
J1(qr)

qr

)2

spherical F (q) =

(
3
sin(qr)− qr cos(qr)

(qr)3

)2

Fig. 11: Double logarithmic plots of the form factors F (q) for lamellae (black), cylinders (red),
and spheres (blue). For a clear representation the curves are shifted down by a factor of 1, 0.1
and 0.001. The original functions are normalized to 1 for q → 0.

know the crystallography [24] behind in order to exclude some ratios, which do not exist. In
Table 3 many important examples are shown.

The lamellar phase expands in two dimensions and the periodicity usually extends in z-direction
(with a distance d). The reciprocal lattice is periodic in z as well. The distances are given by
q = 2π/d. In reciprocal space the lattice is formed by delta-function-like peaks. In x, y-
direction it arises from the infinite dimensions, and in z the strict periodicity is the reason.

The hexagonal phase consists of infinitely long cylinders (or rods) in z-direction, while in the
x, y-plane the structure is periodic. The reciprocal structure is periodic in x, y (note: the lattice
is turned by 60◦) while the delta-like peaks do not expand in z-direction. The number of peaks
with the same distance from the origin can be counted according to nh,k,l = 12 for h > k > 0
and nh,k,l = 6 otherwise. This frequency has to be taken into account for the intensities of the
Debye-Scherrer rings.
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For the cubic structures the following shall be mentioned: The simple cubic (sc) lattice stays
simple cubic in reciprocal space. The body centered cubic (bcc) lattice becomes a face centered
cubic (fcc) lattice and vice versa. The gyroid phase is presented as a more exotic phase [25]. The
number of peaks of the cubic lattices can be counted according to nh,k,l = 2s · c, where s counts
the number of h, k, l different from zero (so here the sign matters), and c is a combinatorial
factor being 1 for h = k = l, 3 for h �= k = l, and 6 for h �= k �= l.

The nomenclature I1 for the cubic phase is often quite sloppy. The name actually arises only
from the word isotropic but the actual structure behind can be simple cubic, body or face cen-
tered cubic. One publication [26] demonstrates this problem for even more complicated cubic
structures. Furthermore, Brownian motion – as for microemulsions – can destroy the long range
order and so only fluid-like near-order is achieved. This is usually expressed in missing higher
order peaks, and no crystal-like order can be determined. Contrarily, the gyroid phase is usually
well distinguished from the cubic phase with globular domains, but this phase only appears for
polymer based systems.

For indexing the Debye-Scherrer rings Table 3 gives a good basis. So there are many examples
in the literature, which argue mainly on the basis of the appearing peaks [18]. For a quick
reference this technique might be sufficient. Nonetheless, the analysis can go one step beyond
if a model is assumed for the 3-dimensional structure of the domains. This means, that the
lamellae have finite thickness, the cylinders have a finite diameter, and the spherical domains
on the cubic lattice have a finite diameter. For such structures one then splits the problem in
two parts: The periodic structure is given by Table 3, while the single domain is described by a
form factor.

I(qh,k,l) ∝ S(qh,k,l) · F (qh,k,l) (5)

In this equation the structure factor S(q) arises from the delta-function peaks of the reciprocal
lattice. The form factor F (q) is connected to the 3-dimensional structure of the single domain.
Very often, equation 5 can be simplified to an orientationally averaged form according to:

Iav(q) ∝
1

q2
·

∑
qh,k,l=q

nh,k,l · F (q) (6)

Table 4 gives a list of form factors for differently shaped domains. The functions are plotted in
Fig. 11. It becomes clear now that zeros of the formfactor might result in further eliminations of
Debye-Scherrer rings. So the full list of Bragg peaks gives the maximum set of peaks, and the
exact form factor might cause further eliminations, which can be interpreted as a higher degree
of symmetry.

A very good example for peak indexing is discussed now in context with Fig. 12. The system
is a polybutadiene-polyethyleneoxide (PB(1,4)-PEO) diblock copolymer in a melt. The phase
separation leads to spherical domains of PEO hosted in the PB matrix. At high temperatures
(203◦C) the spherical domains show only a near order. The repulsive interactions are modeled
by a Perkus-Yevic structure factor (excluded volume interaction). Upon lowering the tempera-
ture the liquid crystalline order becomes more prominent, which is indicated by a larger number
of higher order peaks. Finally, at 100◦C the best order is achieved, and the highest order visible
is found at a relative q value of

√
9.
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Fig. 12: In this example small angle x-
ray scattering curves I(q) are shown as
a function of temperature [27]. For dif-
ferent temperatures different factors scale
the curves down for better visibility. At
the lowest temperature (100◦C) the or-
der is developed best, and many peaks
indicate the face centered cubic order of
spherical entities. The numbers give the
ratios of the peak q-values. Reprinted
with permission from Ref. 27. Copyright
(2007) American Chemical Society.

Fig. 13: Experimental phase diagram
of a diblock copolymer melt polystyrene-
polyisoprene (PS-PI). The scaled interac-
tion parameter χ is plotted against the chain
length ratio fPI. The ordered phases are in-
dicated as LAM for lamellar (Lα), Ia3̄d for
gyroid (G1 and G2), HEX for hexagonal (H1

and H2), and Im3̄m for the body centered cu-
bic phase (I1 and I2). The hexagonally per-
forated lamellar structure (HPL) is not found
consistently for all polymers. Reprinted with
permission from Ref. 28. Copyright (1995)
American Chemical Society.

It shall be mentioned that at this stage of the theory all thermal fluctuations are neglected.
Fluctuations will lead to undulations of the domain surface. This can lead to suppression of
higher order Bragg peaks. For instance for the lamellar order of a surfactant film or bilayer the
theory of Caillé describes the scattering. A good review can be found in Ref. 29 and further
developments in Ref. 30. A simpler approximation for undulations of a domain surface can
be achieved by a multiplication of a Gaussian to equation 6. Another appearance of disorder
is obtained by non-perfect repetitions of the crystalline order. Then the paracrystal model [31]
needs to be taken into account. The result is broader Bragg peaks for the higher orders with
lower peak intensities. So any kind of disorder leads to weaker higher order Bragg peaks. It
shall be mentioned that the Caillé theory actually includes both ways of disorder. Please note
that the described structures are also found for diblock copolymer blends (see Fig. 13) and more
complicated polymer blends with more components or blocks. The principal phase diagram (see
Fig. 10) compares well with the experimental one.
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If crystallographical violations appear in terms of peak positions or even more drastically in
the allowed symmetry (for instance 5-fold symmetry) then the underlying structure is called a
quasi-crystal (see Chapter B2). The realized structure is then connected to a projection of a
crystal in more dimensions to the real 3 dimensions.

4.2 Scattering of the Bicontinuous Phase

The scattering of ordered phases is unique and supports the identification of the different phases.
If the long-range order is lost higher order peaks are suppressed. One ultimate example is the
bicontinuous microemulsion which develops only one peak in the scattering (Fig. 14). The
scattering of the bicontinuous microemulsion has been observed quite early while the exis-
tence of real bi-continuous structures was still under debate. The bare scattering experiment
only supported the arguments for the bicontinuous structure, and conductivity measurements
and transmission electron micrographs (Fig. 5) needed to follow in concert with theoretical ex-
planations. However, the bicontinuous structure is accepted today and scattering experiments
extract the most essential structural parameters. The pronounced peak at a scattering vector q∗

is connected to the domain spacing d ≈ 2π/q∗. The width of the peak is proportional to the
reciprocal correlation length ξ. At small angles there is still considerable forward scattering.
So, the microemulsion does not only have alternating domains with a periodicity d, but also
long-range fluctuations. This arises from local enrichments of water or oil because the surfac-
tant does not fully make sure that the local concentration is the overall concentration. Thus, the
forward scattering is directly proportional to the reciprocal osmotic compressibility. At large
q there is the Porod law I(q) ∝ Pq−4, which comes from the sharp surfaces of the water and
oil domains. The Porod constant P is proportional to the surface per volume Stot/Vtot, and,
therefore, is proportional to the membrane volume content ψ. The overall scattering function is
well described by the following formula:

I(q) =
dΣ

dΩ
(q) =

(
8π〈ν2〉/ξ

q4 − 2(k2
0 − ξ−2)q2 + (k2

0 + ξ−2)2

+
G · erf12(1.06qRg/

√
6)

1.5q4R4
g

)
exp(−σ2q2) + bbackgr (7)

The normalized intensity I(q) is given by the macroscopic scattering cross section dΣ/dΩ. The
first fraction in the top line of equation 7 describes the long wavelength behavior for wave-
lengths down two approximately q∗, i.e. the domain spacing. This expression is known as the
Teubner-Strey theory [32]. The term arises from a Landau description of the order parameter,
similar to eq. 4. The Landau approach assumes that the free energy can be described as a
functional expansion of the order parameter(s). From symmetry considerations, and consider-
ations about the highest order terms needed, one usually arrives at rather simple expressions.
Using the Fluctuation-Dissipation Theorem the scattering function can be calculated from the
free energy. This basically leads to the fourth order polynomial in the denominator. From the
real space correlation function it then can be judged, which structural information is found in
the coefficients [34]. Here the real wave number k0 = 2π/d appears, which is only approxi-
mately the peak position q∗. The correlation length ξ is also well defined now. The numerator
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Fig. 14: A typical scattering pattern of a bicontinuous microemulsion (intensity vs. q) in bulk
contrast, i.e. with D2O, hydrogenated oil and hydrogenated surfactant. From the peak position
the domain spacing is derived, while the peak width indicates the correlation length. The grey
curve shows the fit with the Teubner-Strey theory. The solid line is a fit with the extended theory
of equation 7. Reprinted with permission from Ref. 33. Copyright (2007) American Chemical
Society.

is connected to the scattering length density difference ∆ρ and the water-water correlation av-
erage, according to 〈ν2〉 = (∆ρ)2φW (1 − φW ) with φW being the water content. The second
fraction in equation 7 describes additional surface [33], which is not expressed by the Landau
approach, which is obvious because the approach comes from long wavelengths and does not
cover the exact domain structure. So the sharp transition from water (+1) to oil (−1) is not
well described, and the short wavelength fluctuations shorter than the domain spacing are not
well covered either. The expression is rather phenomenological, but was motivated in another
context with fractal structures by Beaucage [35]. His approach described the long wavelength
behavior by a Guinier approach, and the short wavelength behavior was exactly this term we
find here, except that we restricted ourselves to the Porod behavior for sharp surfaces. Here, the
radius of gyration Rg describes the size of a single domain (i.e. Rg ∼ d/2). The amplitude G
is correlated with the amount of additional surface while the overall Porod constant is given by
P = 8π〈ν2〉/ξ + G/(1.5R4

g). The error function erf(x) is connected to the integral of a Gauss
peak. In case that the surfactant molecules are slightly excited individually, the exponential
factor takes care of this structural smearing. Usually, this kind of roughness is described by a
length of σ = 2Å, which is practically invisible for most of the examples. The last addend de-
scribes the incoherent background. Mostly, the scattering curves are measured for large enough
q, such that the constant level bbackgr is well defined. Apart from the bulk contrast (Fig. 14) with
water contrasted against oil, the film contrast scattering does not display a peak [34] anymore.
The analysis is more subtle and will not be discussed here.

4.3 Scattering of Polymeric and Worm-Like Micelles

While a scattering peak provides simple and unique information about the structure, for diluted
phases this high level of uniqueness is not reached, but usually the dimensions of the micelles
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Fig. 15: Left: Scattering of spherical polymer micelles [36] from PEP10-PEO10 and PEP22-
PEO22. The different curves arise from full contrast (downturn at lower/higher q for
higher/lower molecular mass). Note: The forward scattering can be obtained since the curves
are constant for low q. Right: Scattering of cylindrical polymer micelles from PEP1-PEO1. The
power law q−1 at low q is characteristic, which indicates the ‘infinitely’ long domains. The
inset presents the monomer density as a function of the radius. Reprinted by permission from:
Springer Nature, Applied Physics A: Materials Science & Processing, Micellization of symmet-
ric PEP-PEO block copolymers in water: molecular weight dependence, H. Kaya, L. Willner,
J. Allgaier, J. Stellbrink, D. Richter, Ref. 36, Copyright (2002).

can be extracted. So some examples will be discussed in the following.

The polymer PEP-PEO can be dissolved in water [36]. Then the hydrophobic PEP forms a com-
pact core while the water-soluble PEO forms a dilute corona in the aqueous phase. As we know
from simple amphiphiles there is a phase transition between spherical and cylindrical micelles.
For the high molar masses spherical domains are obtained. This can be judged by the forward
scattering, which is reached within our q-window. Detailed modeling of course supports the
finding. For the low molar masses cylindrical domains are found. A characteristic q−1-power
law is found in the q-range 0.002 to 0.02Å−1. This indicates relatively rigid cylindrical struc-
tures. The forward scattering is not reached in the experimental q-range, but in principle at
some point the curve would reach a plateau with a finite forward scattering. So the presented
experiments cannot judge about the length of the cylinders. The inset of Fig. 15b gives a radial
distribution of the monomer density of the corona. In principle it is quite dilute and spans a
relatively wide range to large distances. This finding supports the picture of a compact core and
a dilute corona.

The best way to get access to the core and shell structure is small angle neutron scattering.
The core polymer block is deuterated while the corona block is protonated. By using different
compositions of H2O and D2O each structure can be made visible. In the full contrast (H2O)
basically the whole polymer is visible. For the core, intermediate and shell contrast, increasing
amounts of D2O were used. Results of such a study are shown in Fig. 16. In the left figure,
almost spherical micelles are found because the scattering curves are nearly flat at small q. In
the right figure, cylindrical micelles are found, which is indicated by the q−1-power law at small
scattering vectors q. The size of the compact core and the dilute corona can be directly seen
from such figures. The downturn to the first minimum appears at smaller q for the core than
for the corona. Furthermore, the interesting case of nearly zero average contrast is observed.
Then, the forward scattering is ideally zero, while the scattering at finite q indicates alternating
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Fig. 16: Left: Scattering of almost spherical micelles of the polymer Poly(HOVE-b-NBVE)
with molar masses of 7.5 and 3 kg/mol of the core and corona forming blocks. The slight in-
clination at small q indicates a small fraction of cylindrical micelles. The different symbols �,
�, �, and ◦ indicate the aqueous solvent being H2O to D2O. The corresponding contrasts are
called full, core, intermediate and shell contrast. Interestingly, the intermediate contrast reaches
nearly the zero-average contrast condition, which is indicated by a very low forward scatter-
ing. Right: Scattering of cylindrical micelles of the polymer Poly(HOVE-b-NBVE) with molar
masses of 7.5 and 6 kg/mol of the core and corona forming blocks. The contrast conditions
are the same as before. Reprinted with permission from Ref. 37. Copyright (1999) American
Chemical Society.

structures from protonated-deuterated-protonated regions (according to the corona-core-corona
structure). Macroscopically, the degree of deuteration in the whole sample is the same while
locally the micelle structure appears. From the scattering contrast variation experiment and
the simultaneous description of the scattering curves one obtains more precisely the different
structures of the core and corona. In the simplest case one finds two radii. Especially for the
corona one usually needs to assume a rather wide distribution of the segments, and so the model
usually carries more information than a simple radius.

A theoretical model for polymeric micelles was formulated by Halperin [38]. It bases on three
contributions to the free energy. The first contribution considers the corona. Close to the core
the polymers are anchored densely enough such that a polymer gel is formed. This gel has a
typical mesh size, which increases to the outer regions. Each polymer part inside such a mesh is
called a blob and contributes with 1 kBT to the free energy. The second contribution comes from
the polymer stretching inside the core. Here, the equilibrium chain dimension of a melt has to
be compared with the polymer size in the real core. The polymer is seen as an entropic spring.
The relative size gives rise to an entropic contribution to the free energy. The last contribution is
the surface tension of the core with respect to the aqueous region. Here, simply the core surface
times a classical surface tension yields the enthalpic contribution to the free energy. From such
a model the free energy is minimized to yield the aggregation number Nagg, from which all
dimensions and the shape of the micelle can be determined.

So far we have only described rigid cylindrical micelles. Locally, very often the micelles stay
rigid while on larger length scales the fluctuations lead to the loss of correlations. In the ex-
treme case, then the micelle follows a random walk. This concept is also known from polymers
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Fig. 17: Left: The polymer polystyrene in the good solvent CS2. The three curves are obtained
for deuterated backbone (+), deuterated phenyl ring (�), and fully deuterated chain (◦). The
polymer is a worm-like object and resembles worm-like micelles with a small cross section. At
low q < 0.02Å−1 the Guinier scattering observes the whole polymer. At intermediate q up to
0.2Å−1 the wormlike power law with q−1.67 is observed. At high q the finite diameter of the
polymer becomes visible. Reprinted with permission from Ref. 39. Copyright (1996) American
Chemical Society. Right: The system water/d-isooctane/lecithin with a molar water-to-lecithin
ratio of 2.5 and lecithin concentrations of 0.9 mg/ml (◦) and 3.5 mg/ml (�) [5, 6]. Wormlike
micelles are formed. At low q < 0.001Å−1 the Guinier scattering observes the whole micelle.
At intermediate q up to 0.02Å−1 the wormlike power law with q−1.67 is observed. At slightly
higher q up to 0.05Å−1 the local rigidity is indicated by a q−1. At high q the finite diameter of the
micelle is observed. Reprinted with permission from Ref. 6 as follows: G. Jerke, J.S. Pedersen,
S.U. Egelhaaf, P. Schurtenberger, Physical Review E, 56, 5772-2788, 1997. Copyright (1997)
by the American Physical Society.

(and diffusion processes). A polymer in a solvent with zero exchange interaction (theta solvent)
shows the fractal structure of the polymer with a q−2 dependence. Here the self-similarity of
sub-sections with the whole polymer is expressed. The exponent −2 arises from the follow-
ing: A random walk lacks correlations between individual steps. For the ensemble averaged
squared end-to-end distance R2

ee one obtains the proportionality to the number of steps N (see
also Chapter E2). Thus, the segment number as a function of the length scale carries the ex-
ponent 2. The scattering intensity is proportional to the number of scatterers while the length
scale is connected to the reciprocal q vector. Fig. 17a shows the example of a polymer in a good
solvent. Accordingly, the power law changes from q−2 to q−1.67 for the Flory chain. The ex-
cluded volume interactions are responsible for this power law, which means the intersections of
the chain appear in the free energy as an important contribution. The other example of Fig. 17b
shows the scattering experiment from an inverse micelle formed by water/d-isooctane/lecithin.
Again, a clear power-law for the worm-like micelle with excluded volume interactions is ob-
served. Apart from that, a small q-range at slightly higher q indicates the still locally rigid
micelle. Both examples are very good, because the whole object is observed in the Guinier
range at lowest q. From the forward scattering I(q → 0) the connection to the concentration φ
and the volume of the particle (i.e. polymer or micelle) can be made. In the simplest case one
finds I(q → 0) ∝ φVparticle. In references [5, 6] a more complicated renormalization theory is



Structure of complex fluids B3.23

Fig. 18: A real space image of a microemulsion near a planar hydrophilic wall from a computer
simulation. The surfactant layer is depicted with blue and red facing the water and oil do-
mains. Close to the surface a lamellar order is formed while in the volume the microemulsion
is bicontinuous. Reprinted with permission from Ref. 40 as follows: M. Kerscher, P. Busch,
S. Mattauch, H. Frielinghaus, D. Richter, M. Belushkin, G. Gompper, Physical Review E, 83,
030401(R), 2011. Copyright (2011) by the American Physical Society.

applied. The other parameter of the Guinier-range is the overall size of the worm-like object,
i.e. Ree =

√
6 · Rg. Scattering scientists usually prefer the radius of gyration Rg instead of

the end-to-end distance. Furthermore, at high q the small scale structure of the polymer or the
micelle is indicated. For the micelle it is a simple circular cross-section. For the polymer a more
atomistic model has to be taken into account. The overall example of worm-like objects shows
that many structural parameters can be obtained from a single scattering experiment. The power
laws give clear hints to the kind of structure formed. A good model is highly recommended to
extract the structural parameters to the highest precision possible.

5 Microemulsions Near Planar Walls

Surfaces are highly important for the application of microemulsions. This is obvious for clean-
ing processes because the fluid shall take up the dirt from the surface. In soil remediation
poisonous substances need to be washed off from the solid soil by pushing aqueous surfactant
solutions or microemulsions through the volume. But also in enhanced oil recovery applications
there are huge surfaces from the sand stone where the oil is located. For instance the cracking
fluid is an aqueous surfactant system with wormlike micelles. The micelle network leads to a
high viscosity. With this high viscosity the pressure energy can be deposited in the sand stone,
which leads to crack formation. To the cracks sand particles (the proppant) are transported to
avoid the collapse of the cracks after the application. The aqueous surfactant solution forms a
microemulsion in contact with oil, which has a low viscosity. After the application oil can be
produced at a higher speed.

So, one important model system to study is a bicontinuous microemulsion adjacent to a hy-
drophilic planar wall [40]. This question was addressed by computer simulations [40]. A real
space picture is shown in Fig. 18. One can see the lamellar order near the surface and the bicon-
tinuous microemulsion in the volume. Experimentally, a microemulsion was studied by grazing
incidence small angle neutron scattering (GISANS) and reflectometry. The GISANS experi-
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Fig. 19: GISANS patterns at different penetration depths Λ. For 440Å there is a rather strong
surface scattering background in the center and a lamellar peak is only slightly indicated in the
middle top. For 660Å the lamellar peak becomes stronger. For 850Å both the lamellar peak
and the bicontinuous Debye-Scherrer ring are visible. Reprinted with permission from Ref. 40
as follows: M. Kerscher, P. Busch, S. Mattauch, H. Frielinghaus, D. Richter, M. Belushkin,
G. Gompper, Physical Review E, 83, 030401(R), 2011. Copyright (2011) by the American
Physical Society.

ments are sensitive to the lateral structures and so there were contributions from the lamellar
and the bicontinuous regions (Fig. 19). Small angle scattering with grazing incidence leads to an
evanescent (tunneling) wave in the sample (see also Chapter D2) and the sample is illuminated
with a variable depth Λ. This depth depends on the scattering length density difference of the
silicon block, which provides the solid-liquid surface and the overall microemulsion. Further-
more, the incident angle allows for fine-tuning the penetration depth of the evanescent wave. In
the current study the penetration depth Λ was varied between ca. 400 and 1000Å. For small Λ
the surface scattering dominates the signal, and the lamellar structure appears only weakly with
a Bragg peak. At intermediate Λ ≈ 660Å the Bragg peak becomes more prominent. At higher
Λ the isotropic bicontinuous microemulsion becomes visible as well.

The near surface ordering of the otherwise bicontinuous microemulsion is highly important
because the lamellar structure gives rise to a facilitated flow along the solid surface: The lubri-
cation effect describes a facilitated flow of the ordered parallel domains that otherwise needed to
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be deformed. This effect can also be monitored macroscopically: When adding planar colloidal
clay particles of approx. 1% to a microemulsion [41, 42] there exist enough lamellar domains
that macroscopically allow for facilitated flow. Apart from low clay particle concentrations,
the higher concentrations display another important phenomenon [43]: When the solid surfaces
come close enough, the induced lamellar ordering suddenly prevails in the whole volume. This
flipping from an equilibrium (bicontinuous) structure to a completely induced ordered structure
is called capillary condensation. All in all, the additive clay is interesting and may highly likely
lead to new applications in the future.

6 Summary

We have seen that there exist single molecules with chemical groups, which dislike each other.
This property is called amphiphilicity. Surfactants are the most widely used substance with
hydrophilic heads and hydrophobic tails. There exist ionic and non-ionic surfactants. Sur-
factants need to cross the critical micelle concentration to form micelles with various shapes.
These shapes already have a high degree of symmetry because the surfactant molecules are all
identical. At high concentrations interactions between the micelles come into play and liquid
crystalline ordering takes place. These structures have again a high degree of symmetry, again
because of identical building blocks.

Microemulsions involve two kinds of solvents and enlarge the variety of phases (or shapes)
found in the phase diagram. Domains of water and oil form with a surfactant layer in be-
tween. The theoretical concept of Helfrich treats the surfactant layer as an elastic membrane
with negligible thickness. Very important are bicontinuous phases where domains expand over
macroscopic distances.

Polymers can also be treated with the concept of amphiphilicity even when the interactions are
much weaker. The large number of segments leads to effectively strong enough interactions in
comparison to the entropy of mixing. Micelles of amphiphilic polymers can be obtained when
dissolving in water. The water soluble parts form a hairy corona.

Microemulsions tend to form a lamellar order near planar walls. Clay platelets are colloidal
additives, which induce the same ordering at the solid-liquid interface. From such additives
future industrial applications are to be expected.

Scattering experiments support the structure identification. They give spatial parameters in a
direct way while averaging over a large sample volume. The connection to microscopic theories
reveals the mechanisms of amphiphilic molecules. This understanding is supporting the next
generation of applications when simple formulation experiments do not succeed anymore.
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1 Introduction

The dynamics of large molecules and membranes is a broad field where scattering techniques
and in particular neutron scattering play a prominent role. Large molecules such as proteins or
polymer chains are relevant in biology, materials engineering, drug design and chemistry and
are of fundamental interest in chemical physics and biology. Phospholipid membranes are part
of every cell and the elastic properties as well as transport through biological membranes are of
utmost importance for its function.

Scattering helps to reveal fundamental properties of molecules and membranes and contributes
significantly to the general knowledge about complex systems. Membrane elasticity measure-
ments helped for example to understand the enzyme activity in DFPase/microemulsion sys-
tems [1].

The contrast in scattering experiments depends on the probe used. X-ray scattering is sensitive
to the variation in electron density, light scattering to refractive index changes, whereas one
peculiarity of neutron scattering is the dependence on the scattering length density, which is
rather irregular across the periodic table and can be strongly different for different isotopes, e.g.
H and D, which allows to vary the contrast without varying the electronic structure and hence
the chemistry. With contrast variation, it is therefore possible to highlight different parts of the
sample while matching out others [2]. Fig. 1 depicts the scattering length density for typical
materials relevant for soft condensed matter studies, and the varying contrast of one of the most
common solvents, water, while replacing part of it with deuterated water.

2 Large molecules and mesoscopic structures

The starting point for measuring and describing the dynamics of large molecules, membranes
and mesoscopic structures are scattering experiments on the experimental side and correlation
functions as introduced in Lecture A4. Typical examples of systems which can be studied in
this way are given in Fig. 2. Domain motions of proteins are described in more detail in Lec-
ture E8, here just the example of an Immunuglobuline protein is given Fig. 2 (top left), a Y
shaped protein, where the spring constant of the joint can be obtained from scattering exper-
iments [3]. Polymer segmental dynamics as depicted on the right by a bead spring model is
shown on the right. Thermal fluctuations in polymer melts with different levels of complex-
ity [4–6]. Membrane fluctuations play an important role in chemical systems in the form of
surfactant membranes, where the elasticity and bending rigidity can be determined [7]. Bio-
logically relevant are phospholipid membranes as model systems for cell membranes, where
similarly the elasticity is key for its stability and deformability and can be investigated with
scattering techniques, including effects of additives such as ibuprofen [8, 9].

2.1 Scattering techniques for energy resolved studies

A typical scattering experiment is in principal relatively simple. A particle beam of defined
energy (photons, neutrons, electrons) hits the sample, after the scattering event, the scatter-
ing angle and outgoing energy is measured. The technical details can get very complex are
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Fig. 1: The strength of neutron scattering is the ability to change the contrast in the sample by
partly deuterating some components, e.g. the solvent (here water).

presented in different lectures (D1-10). For studying the dynamics of large molecules, some
suitable techniques are put into the focus.

2.1.1 Neutron scattering

Neutron scattering provides length- and energy-scales suitable for large molecule and mem-
brane dynamics. One prominent technique is neutron spin echo (NSE) spectroscopy [4, 10]
(see also Lecture D6), where velocity changes during scattering are encoded in a number of
spin precessions in large solenoids . The polarization at the detector allows to measure the
intermediate scattering function, which is related to the correlation function in real space by a
Fourier transformation.

2.1.2 DLS and XPCS

The equivalent technique to NSE with photons is dynamic light scattering (DLS) or x-ray pho-
ton correlation spectroscopy for different length scales (depending on the wavelength of the
photon) and time scales of the order of µs and above.

2.1.3 Computer simulations

Molecular dynamics (MD) simulations are a virtual experiment, where the trajectories of atoms
or particles in general can be followed [11]. A possible free software for such MD simulations
is gromacs [12]. The principle of ab initio molecular dynamics simulations is to write down the
equation of motion for all atoms in the sample volume which is simulated:

mir̈i = Fi (1)
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Fig. 2: Large scale motions involve protein domain motions (top left, Immunoglobuline from
Ref [3]. Phospholipid membranes (bottom left) play an important role in chemistry and biol-
ogy. They can serve as model systems for biological membranes, surfactant membranes are
relevant in different products. Polymers in solution (modelled as a chain of beads connected
with springs, top right) and microgels (crosslinked polymers on local scale, inhomogeneous
particles on large scales, bottom right) will be presented here.



Dynamics of large molecules B4.5

with the mass mi and position ri of each atom and the forces Fi, which in the simplest case
are taken as pairwise Coulombic interactions with an additional short range repulsion [13]. On
each atom, the interaction forces of all surrounding atoms are acting, which is described with
a suitable force field. In each step (=time step) of the simulation, the displacement of each
atom according on the acting forces is calculated and the atom moved to the new position,
then the procedure is repeated. A first ”production run” of several time steps equilibrates the
system and brings it into thermodynamic equilibrium (it produces a canonical ensemble NVT).
Then the transport and dynamics of the atoms can be simulated. The limiting part of MD
simulations is the box size, since each atom has to be treated individually, and the computation
time for reaching simulation times corresponding to the typical time scale of neutron scattering
experiments.

This can be overcome with coarse graining, i.e. several atoms are grouped together to a particle
which is then observed in the simulations. Polymeric particles such as microgels including
the surrounding solvent can be simulated in this way, Fig. 3 shows a visualization of such
particles [14].

Since the atomic positions of particles can be tracked in MD simulations, it is easily possible to
obtain the structural or time correlation function from MD simulations which allows to link the
simulations to scattering experiments.

2.2 Description of molecule dynamics

The dynamics of macromolecules can be described in terms of correlation functions , which
have been introduced in the chapters A4 and D5. They describe the probability of finding a
certain state of the system at time t if the state at time 0 is known. The Fourier transform of this
correlation function from real space into reciprocal space leads to the intermediate scattering
function I(Q, t) as measured e.g. with neutron spin echo spectroscopy, dynamic light scatter-
ing or x-ray photocorrelation spectroscopy on different length- and timescales. Further Fourier
transforming the intermediate scattering function from the time-domain to the energy domain
results then in the scattering function S(Q,ω) measured in neutron scattering with backscatter-
ing spectroscopy, time-of-flight- or three-axis spectroscopy. In real space, the effect of a loss
in correlation described with the correlation function is visualized in Fig. 4. A coarse grained
polymer chain represented as beads connected by springs is taken as an example. The knowl-
edge about the actual position of the molecule or parts of the molecule, depending on the length
scale we are investigating, is expressed in terms of the correlation function, starting at 1 and
decaying to zero (complete loss of knowledge about the system).

2.3 Center of mass diffusion

As an example on how to relate mathematical models with experiment, a diffusing particle will
be considered. For objects of the order of 1-100 nm this is whithin the time scales of DLS,
NSE and XPCS (although the observation length and time scale differs strongly between these
techniques).

One possible starting point is the Langevin equation (here only in x direction), which describes
the motion of a Brownian particle at position x on which a random force f(t) is acting coming
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Fig. 3: Microgel particle from computer simulations. From Ref. [15]

Fig. 4: Loss of correlation for a polymer chain with time on different length scales. The strength
of scattering techniques is the possibility of changing the length scale of investigation. The loss
of correlation in reciprocal space is the intermediate scattering function measured with DLS
and XPCS (large length scales, mainly diffusion) and NSE.
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from collisions with the solvent molecules:

η
∂x

∂t
+

∂U

∂x
= f(t) (2)

where η is the viscosity and the first term the friction force and U is an external potential which
exerts a force F = −∂U/∂x on the particle.

Assuming the random force obeying a Gaussian distribution also the distribution of the position
of the particle is Gaussian and can be described by

Ψ(x, t) =
1

4πDt
exp− x2

4Dt
(3)

This probability distribution of a particles position provided it was at the origin at t = 0 is a
solution of the Langevin equation.

The mean squared displacement (MSD) is the second moment of Ψ(x, t):

MSD =< x2 >=

∫
dxx2Ψ(x, t) = 2nDt (4)

with the diffusion constant D (in n dimensions) which is a quantity accessible in scattering
experiments or computer simulations.

It can be shown that the Langevin equation is also equivalent to the Smoluchowski equation,
where the same result is obtained starting from Ficks law of diffusion. See Ref. [16] for a more
extensive derivation.

The movement of a particle can be described as a random walk. Fig. 5 illustrates the evolution
of Ψ(x, t) with time (left), i.e. a broadening of the particle distribution starting from a point
where the position is well defined (sharp peak), which corresponds to a random walk of the
particle (right).

Fourier transformation of Ψ(x, t) from real into reciprocal space gives the intermediate scatter-
ing function, as measured with NSE (the factor 6 for the 3D case):

I(Q, t)/I(Q, 0) = exp
(
−1/6 < r2(t) > Q2

)
= exp

(
−DCMQ2t

)
(5)

A simple diffusion therefore has a quadratic dependence on the the scattering vector Q.

2.4 Polymer dynamics: Rouse model

In the Rouse model the Gaussian polymer chain is described as beads connected by springs as
depicted in Fig. 6. The springs correspond to the entropic forces between the beads and the
distance between the beads corresponds to the segment length of the polymer. The polymer
chain is in a heat bath from the surrounding chains. The Rouse model describes the movement
of the single chain segments of such a polymer chain as Brownian movement. Again, the
Langevin equation can be used as a starting point, with thermally activated fluctuations (by the
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Fig. 5: Left: At time t=0 the state of the system (all atomic positions) is known, all atoms
are at their initial position. With evolving time, the atoms diffuse further and further away,
they are distributed over a region with width σ from their initial positions. Right: If a particle
moves away from the origin in a random walk, its distance covered at time t, r(t), obeys the
〈∆r2(t)〉 = 〈r(t)2〉 = 2Dt.

Fig. 6: Schematic representation of the polymer chain in the Rouse model [4] as a Gaussian
chain with beads connected by springs. If surrounded by solvent, also hydrodynamic inter-
actions come into play (Zimm model), i.e. the flow field of the solvent acts on neighbouring
beads.
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stochastic force fn(t) with < fn(t) >= 0), friction force (with friction coefficient ζ) and the
entropic force determine the relaxation of polymer chains.

The movement of the chain segments is described by a Langevin equation:

ζ
dRn

dt
+

3kBT

l2
(Rn+1 − 2Rn +Rn−1) = fn(t) (6)

The Langevin equation can be solved (this is worked out e.g. in Refs [4, 16]) and one can
calculate again the intermediate scattering function:

I(Q, t) = exp(−Q2Dt)Iintern(Q, t) (7)

with a diffusive part with a relaxation rate proportional to Q2 and the part describing the internal
relaxation, with the contributions of all modes of the polymer chain:

Iintern(Q, t) =
1

N

N∑
n,m

exp

(
−1

6
Q2B(n,m, t)

)
(8)

with

B(n,m, t) = (n−m)l2 +
4R2

e

π2

pmax∑
p=0

1

p2
cos

(πpn
N

)
cos

(πpm
N

)
(1− exp(−tp2/τR) (9)

with the Rouse relaxation time τR, the number of modes p and Re the end-to-end distance of
the polymer chain.

Replacing the sums with integrals and applying some simplifications, Iintern(Q, t)can be written
for QRG >> 1 as follows:

Iintern(Q, t) =
12

Q2l2

∫ ∞

0

du exp(−u−
√

(ΓQt)h(u/
√
(ΓQt))) (10)

with the relaxation rate

ΓQ =
kBT

12ζ
Q4l2 (11)

and

h(u) =
2

π

∫
dx cos(xu)(1− e−x2

)/x2 (12)

Note that the local relaxation rate depends on Q4. When I(Q, t)/I(Q, 0) is plotted against the
Rouse variable

√
ΓQt, all curves collapse onto a master curve if the Rouse model holds. This

scaling behaviour is a powerful way of investigating polymer melts.

With this model, for example, the dynamic of short polymer chains in the melt can be described.
With increasing molecular weight some other effects like the constraints imposed by mutual
entanglements of the polymer chains become important, which are described in the reptation
model by de Gennes (Nobel prize 1991).
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2.5 Zimm dynamics

Polymers in solution can be described by the Zimm model , where hydrodynamic interaction be-
tween the chain segments mediated by the solvent are dominant. Moving chain segments exert
forces on other segments due to the flow of the surrounding solvent. Within some approxima-
tions the system can be described again by a Langevin equation analogous to that of the Rouse
model. The main modification is the inclusion of the hydrodynamic interaction represented by
an Oseen tensor Hnm

ζ0
dRn

dt
=

∑
m

Hnm
kBT

l2
∂2Rm

∂m2
+ fn(t) (13)

More details can be found in literature, e.g. in Ref. [4].

Fourier transforming the corresponding real space correlation function leads again to an ex-
pression for the intermediate scattering function, which is in the discrete picture a sum over all
modes in the bead-spring chain:

I(Q, t)

I(Q, 0)
=

1

N
exp(−Q2Dt)

N∑
n,m

exp

(
−1

6
Q2B(n,m, t)

)
(14)

B(n,m, t) = (n−m)2νl2 +
4R2

e

π2

pmax∑
p=0

1

p2ν+1
cos

(πpn
N

)
cos

(πpm
N

)
(1− exp(−1/τp) (15)

with the number N of beads in the chain with end-to-end distance Re, the modes p which
contribute to the dynamics, ν = 0.5 for a Gaussian chain. The relaxation time τp depends on
the viscosity η:

τp =
ηR3

e√
(3π)kBT

p−3ν (16)

An approximation to the intermediate scattering function of the Zimm model is a stretched
exponential function which reads

I(Q, t)

I(Q, 0)
= exp

(
−
(
kBTQ

3t

6πηb

)β
)

(17)

with b � 1.354 and β � 0.85. The relaxation rate of a polymer chain in this model, Γ =
kBTQ

3t/(6πη), is mainly determined by the viscosity of the solvent. Internal dynamics is
dominant at higher scattering vectors Q, where also the typical Q3 dependence of the relaxation
rate can be observed. At smaller scattering vectors the contribution from the center of mass
diffusion is more prominent so that rather a Q2 dependence of the relaxation rate is expected.

Fig. 7 shows a polymer in an apolar solvent (PEP in deuterated decane) together with the pre-
diction from the Zimm model as lines (left) and in Zimm scaling, where the data from all Q
values fall onto one line.
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Fig. 7: Left: Intermediate scattering function I(q,t) for a polymer in solution (polyethylene-
propylene in deuterated decane) together with the Zimm prediciton (lines) for Q-values from
0.05 to 0.18 Å−1. Right: Zimm scaling of the same sample.

A typical approach for the interpretation of the chain dynamics is to fit I(Q, t) with Eq. 17
and plot the rate Γ/Q2 vs Q. Diffusive behaviour leads to a constant, while Zimm dynam-
ics would result in a linear increase. The transition between thouse two gives an indication
on the length scales of density fluctuations. Cross-linking of polymer chains (deviation from
a Gaussian chain) or very crowded environment may change the apparent viscosity, internal
structures of the polymer chain might require to modify the Zimm model, e.g. with internal
friction contributions (ZIF, Zimm model with Internal Friction [17])

2.6 Membrane dynamics

The height correlation function of membrane fluctuations can be deduced again from the Langevin
equation, where the Helfrich hamiltonian [18] describes the energy of the membrane. The ex-
pression for the intermediate scattering function is calculated by Zilman and Granek [19], which
for stiffer membranes reduces to a stretched exponential function. For softer membranes a nu-
merical evaluation is required which also yields the bending rigidity of the membranen [20].

In a first approximation, the intermediate scattering function can be described therefore as fol-
lows:

I(Q, t)

I(Q, 0)
= exp

(
−(Γt)β

)
(18)

with
Γ = 0.025γκ(

kBT

κ
)1/2

kBT

η
Q3 (19)

where γκ � 1 for not too soft membranes, κ is the bending rigidity of the membrane (related
to the energy required to bend the membrane). The stretching exponent of β = 2/3 is char-
acteristic of membrane dynamics together with the Q3-dependence of the relaxation rate. This
is also valid for soft membranes with κ � kBT , but for the determination of the actual value
of κ a numerical integration of the height correlation function instead of the approximation in
Equation 18 is required.

Since the elasticity of membranes is an important parameter for the membrane stability, fusion,
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Fig. 8: Crowded protein solution: centrosymmetric interactions lead to rather small clusters
(left), while the introduction of patchy interactions faciliate the formation of large clusters
(right). From Ref. [21]

transport through membranes etc., studying the influence of additives such as co-polymers or
membrane proteins is an important step for the understanding of the function of membranes.

2.7 Adding complexity: confinement

Fluctuations of macromolecules and membranes are affected by the presence of interfaces, e.g.
solid walls, tubes, fillers, or crowding with similar molecules. Starting from the models for pure
polymer melts or Gaussian coils in solution, effects of confinements or constraints have been
attracted much attention in the last years, since in real life interfaces are ubiquitous.

Still, the starting point of understanding are the fundamental models starting with the Langevin
equation of the system. Either one can modify the model in order to include effects of interfaces,
e.g. a changed membrane fluctuation spectrum when measuring confined membranes [22–24].
Gels or microgels might impose constraints to the dynamics of polymer chains such as frozen
inhomogeneities [25] or charge induced interactions by counterions in microgels [26]. Core-
Shell structures in microgel particles have been analyzed together with computer simulations
[14], where different parts of the particle can be separately collapsed or swollen as shown in
Fig. 3. Often, details of structural properties in solution are difficult to detect directly, e.g. with
small angle scattering, but leave an imprint in the dynamics and can be analyzed in this way.
A last example, which is also highly relevant for biological applications, is the dynamics in a
crowded protein solution (Fig. 8), where small changes in the interaction of eye lense proteins
result in a massive change in viscosity, which might be highly relevant for the elasticiy of the
eye lens. Adding a patchy interaction between the proteins results in the formation of large
clusters (Fig. 8, right).
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2.8 Final remarks

The dynamics of large molecules and membranes on length scales of some nanometers to 100s
of nanometers is relevant in many applications in biology, chemistry or process engineering.
Scattering techniques provide a window to this world and allow to study thermally driven
molecular fluctuations and the influence of the surrounding of the molecules on the dynamics.
Correlation functions are the main tool to describe these motions and allow to relate scatter-
ing experiments in a natural way to computer simulations, where tracking of particles in the
“virtual” sample give access to the same quantity.
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1 Introduction

Understanding of the thermal, mechanical and magnetic properties of solid state materials
brought to the formulation of complex problems involving many strongly interacting parti-
cles. In order to solve these problems, theorists introduced approximations and assumptions
that enabled to tract the problems and find suited solutions for them. Thanks to their efforts, a
deep knowledge of many properties of materials has been gained and many phenomena have
been understood such as the low-temperature specific heat and the deviation of the spontaneous
magnetization of a ferromagnet from its saturation level. In both these cases, the theoretical
solution was found in approximating the many-body system to a set of independent harmonic
oscillators. In the harmonic oscillator, the energy levels are equally spaced with spacing � times
the frequency of the oscillator. The quantum of energy to bring the system of oscillators from
one excited state to a contiguous one takes the name of an elementary excitation, being called
phonon or magnon, if the described system is made of nuclei or spins in the crystal, respec-
tively. Even though the system under consideration is characterised by perfect periodicity, the
latter is not necessary to prove the existence of elementary excitations in solids, which is a rather
more general result. Moreover, here we provide an introduction to phonons and magnons only,
but it should be noticed that other elementary excitations exist in crystals, such as plasmons and
excitons. The paper is organized as follows: in section 2 we provide an introduction to the Born-
Oppenheimer approximation and the relative consequences on the treatment of the many-body
problems; sections 3 and 4 are devoted to introduce the concepts of phonons and magnons in
crystals, respectively, and provide the basics on the methods to treat the Hamiltonian problems
of nuclei and spins lattice.

2 Born-Oppenheimer approximation

The Born-Oppenheimer approximation is the assumption that the motion of atomic nuclei can
be treated independently from the motion of their electrons. It represents a very fundamental
step toward into the description of a complex problem, since one can separate the Hamiltonian
in kinetic and potential energy with all nuclear and electronic coordinates and momenta:

H = Hion +Hel +Hint. (1)

In this approximation the Coulomb interaction between nuclei and electrons is taken into ac-
count by the term Hint. The relevant consequence of this approximation is that it allows to break
the wavefunction into its nuclear and electronic components and find a description of them, i.e.
a solution of the Hamiltonian problem.

It is also known as adiabatic approximation, because nuclei and electrons are seen as indepen-
dent moving objects, therefore one can imagine the light electrons to adjust instantaneously
(i.e. adiabatically) to the slower motion of the heavy ionic cores. It is reasonable to assume this
because of the small ratio of the electron mass to the ion one.

It may seem a trivial assumption, but it is indeed a very relevant simplification, since now the
problem is broken in two smaller problems for which we can find solutions.
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3 Phonons

The first type of elementary excitations we describe in this lecture are called phonons. The
commonly used definition of phonon is: ”the quantum of energy that separates two contiguous
excited states of the lattice vibrations”. In order to justify this definition we will describe the
Hamiltonian problem for the lattice dynamics and describe how this can be solved with the
help of the harmonic approximation, which enables to define the potential energy as a positive-
definite function. It should be stressed that the definition of phonons is a direct consequence of
this characteristic, even in absence of perfect periodicity. On the other hand, only taking into
account the periodic conditions (Born-von Karmann conditions), a mathematical description of
the dispersion curves of phonons can be derived.

3.1 Harmonic approximation

In order to describe the lattice dynamics, we observe that the atomic mass is mainly in its point-
like nucleus and that the forces between nuclei are transmitted through much lighter electrons.
Therefore the Hamiltonian problem can be formulated as if the atomic ions moved in a potential
V , made up of the potential energy of the ion configuration and of the electrons’ energy in this
configuration:

Hion =
∑
l

p 2
l

2ml

+ V. (2)

The instantaneous position (at time t) of the l−th ion placed at position rl inside the k−th unit
cell placed at position rk is:

Rkl = rk + rl + ul(t), (3)

where it is implied that the ion can vibrate around the equilibrium position with displacement
ul(t). Assuming small atomic displacements out of their equilibrium positions, the potential
energy V can be written as a Taylor series in these atomic displacements:

V = V0 +
∑
l,α

∂V

∂ulα

ulα +
1

2

∑
l,α

∑
l′β

∂2V

∂ulα∂ul′β
ulαul′β + o(u3) , (4)

where V0 is the static potential energy in the equilibrium configuration, i.e. when all the dis-
placements are equal to zero. Being a constant, it is negligible. The first order term must also
be equal to zero, because the sum of the forces on each atom at the equilibrium position must
vanish: ∑

l,α

∂V

∂ulα

= 0 . (5)

The second-order term contains the force-constants that describe the force acting on the atom l
in direction α when the atom l′ is displaced in direction β:

Φαβ(ll
′) =

∂2V

∂ulα∂ul′β
. (6)

Φαβ(ll
′) should be seen as the element αβ of a matrix called dynamic matrix, whose determinant

gives the eigen-frequencies of ionic motions. In equation 4 we described all higher orders
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derivatives with o(u3), which by definition contains anharmonic terms in the crystal potential
energy. As a result of all these considerations, the Hamiltonian can be re-written as the one of
an assembly of independent harmonic oscillators:

Hion,harm =
∑
l

p 2
l

2ml

+
1

2

∑
l,α

∑
l′,β

Φαβ(ll
′)ulαul′β (7)

for which both classical and quantum mechanical solutions exist. In other terms, the harmonic
approximation is the assumption that all anharmonic terms in the Taylor series can be neglected
so that the Hamiltonian is similar to the one of a system of harmonic oscillators. This enables
to find solutions and eventually extend them to the case where also higher order terms are con-
sidered, using a perturbative approach, that means adding small external perturbation to the
simpler problem. What does all this mean in practice? Through the adiabatic approximation,
a complex problem has been broken down into smaller tractable problems for which a solution
exists. For the ionic part, the harmonic approximation lead to find this solutions (more on this
in the following sections). We know that viewing a crystal as an assembly of independent har-
monic oscillators is an oversimplification of the problem. For instance, these lattice vibrations
without coupling have infinite lifetime, which seems to be unrealistic, while for a more realistic
description of the real observations that excitations have a finite lifetime, one would have to
consider the higher-order terms neglected in the harmonic approximation. In the next section
we will explain the steps necessary to solve the Hamiltonian problem for Hion,harm and how
they bring us to define collective vibrations of the ions in the lattice.

3.2 Exercise: How to solve the Hamiltonian problem.

In order to write the equation of motion for the ion l-th in the unit cell k-th, we have to notice that
its conjugate variables are its momentum pk,l and its displacement from equilibrium position ulα

in direction α:
dpl
dt

= −∂Hion,harm

∂ulα

, (8)

with:
dpl
dt

=
d

dt

d(mlulα)

dt
= ml

d2ulα

dt2
, (9)

and:
∂Hion,harm

∂ulα

=
∂

∂ulα

(
1

2

∑
l,α

∑
l′,β

Φαβ(ll
′)ulαul′β

)
=

∑
l′,β

Φαβ(ll
′)ul′β, (10)

one gets1

ml
∂2ulα

∂t2
= −

∑
l′,β

Φαβ(ll
′)ul′β. (12)

1 Omitting the dependency on k, k′ and l, l′ and assuming Φαβ = Φβα we demonstrate here the last passage in
two dimensions, i.e. when α = x, y and β = x, y:

∂

∂ux


1

2

∑
α=x,y

∑
β=x,y

Φαβuαuβ


 =

∂

∂ux

(
1

2
Φxxu

2
x + 2Φxyuxuy +Φyyu

2
y

)
= Φxxux +Φxyuy =

∑
β

Φαβuβ .

(11)
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It can be verified that a plane wave-like function is a solution for this second order differential
equation:

ulα =
blα√
ml

exp(−iωt), (13)

where blα is the time independent amplitude of the wave, while the time dependency is contained
only in the phase. With this ansatz solution, one gets the result:

∑
l′,β

(
Φαβ(ll

′)− ω2mlδll′δαβ
)
ul′β = 0 . (14)

The sum runs over all atoms in the system, that means if there are N primitives unit cells in
the crystal and τ atoms in a primitive unit cell, this problem has 3τN solutions, which we now
label with the index q. Each of these solutions describes a collective motion, where all atoms
undergo a vibration around their equilibrium position with the same frequency ωq. All these
vibrations are independent from each other.

3.3 The concept of phonon as a quantum of energy

In the last section we showed that the wave function of an harmonic oscillator is a solution of
the Hamiltonian problem. In order to describe the phonon as a quantum of energy, we have
to re-write the Hamiltonian in a way that simplifies it, through a change of variables, which is
also called coordinate transformation. By promoting momenta and displacements to quantum
operators and introducing the creation and annihilation operators:

b+q =

(
1

2�

)1/2 ∑
l,α

bl,α

(
(ml)

1/2 ωq − i
plα

(mlωq)
1/2

)
(15)

and

bq =

(
1

2�

)1/2 ∑
l,α

bl,α

(
(ml)

1/2 ωq + i
plα

(mlωq)
1/2

)
, (16)

respectively, one can write the Hamiltonian Hion,harm defined in the previous section as:

Hion,harm =
3τN∑
q=1

�ωq

(
b+q bq +

1

2

)
. (17)

The eigenstates of this are the wave function of harmonic oscillators of frequency ωq. The
difference in energy between two contiguous excited states (�ωq) is called phonon . In other
terms, the phonon is the quantum of energy necessary to raise one of these harmonic oscillators
from its original energy level to the next higher or lower one.

3.4 Born-von Karman boundary conditions

In the previous discussion, we have not assumed that the crystal is perfectly periodic, therefore
the results obtained are valid also in the case that this condition is not fulfilled, like for example
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when the crystal contains impurity or deviations from the perfect periodicity or even when the
solid under consideration is not a crystal. The existence of elementary excitations like phonons,
is therefore not only characteristic of a perfect periodic lattice, but it is a rather more general
feature of systems for which the kinetic energy and the potential energy are positive-definite
quadratic forms, and hence can be simultaneously diagonalized. The same observation is valid
for magnons, or other elementary excitations in solids. Nevertheless, when the periodicity
conditions are applied to displacements amplitudes, the wavevector of the excitations can only
assume discrete values in the first Brillouin zone of the crystal. These characteristics are usually
called Born-von Karman boundary conditions:

ulα =
blα√
ml

exp(−iωt) =
blα√
ml

exp(ik ·Rkl − iωt), (18)

and help to calculate the function ωq as a function of q, which is in the limit of small q:

ωj(q) = cj

(
q

q

)
q. (19)

The label j indicates that ωq is a multivalued function of q. In a system of 3Nτ atoms, there
are 3 acoustic and 3Nτ − 3 optic branches of this function, which are distinguished according
to their different behaviour at small q: only the acoustic branches have a vanishing value for
q → 0. Indeed they describe a different kind of motion: the optical branches describe motions in
which the sublattices vibrate in counter-phase against each other. The last concept we introduce
here is dispersion curve: with this name we address the relation between the frequency ωj(q)
and the wavevector q of a normal mode of vibration in the crystal. Dispersion curves of phonons
in crystals can be measured deploying inelastic scattering techniques, both with X-rays and
neutrons, how it will be described in another dedicated lecture.

4 Magnons

The second type of excitations we introduce in this lecture are called magnons. In a way similar
to the definition of phonons, magnons are usually addressed as: ”the quantum of energy that
separates two contiguous states of the spin-lattice vibrations”. Again, as already done for the
phonons in the previous section, we will describe the Hamiltonian of the spin-lattice system
(Heisenberg model) and how the harmonic approximation leads again to approximate it to a
system of harmonic oscillators. Again, by applying the periodicity conditions one can derive a
description for the magnons dispersion curves.

4.1 Heisenberg model Hamiltonian

The most important term in the Hel in Equation (1) derives from spins localized on the lat-
tice sites of primitive cells in an external magnetic field B. This situation is described in the
Heisenberg-model that describes the Hamiltonian of the spin system. Conventionally the ex-
ternal field is oriented along the z-axis and the Hamiltonian can be written in the following
form:

Hel = γµBB ·
∑
i

Si −
∑
i �=j

JijSi · Sj. (20)
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In this expression Si is the spin vector of the i-th atom measured in units of �, the first term
is the potential energy of the spins in the external magnetic field B, γ is the Landé factor or
gyromagnetic ratio (γ ≈ 2.00232 for a single electron) and µB is the Bohr magneton. The
second term is the exchange energy between the i-th and the j-th atom. The exchange integral
Jij decays fast with increasing distance between the atoms i and j, and in practice the interaction
is limited to next neighbours and it is assumed to be symmetric, i.e. Jij = Jji.

In a way similar to the case of phonons, in order to describe the magnon as a quantum of
energy, we have to change variables (Holstein-Primakoff transformation), promote the spin to a
quantum mechanical spin operator and define the creation and annihilation operators:

a =
1

(2S)1/2
(Sx + iSy) (21)

a+ =
1

(2S)1/2
(Sx − iSy), (22)

and re-write the Hamiltonian as:

Hel = E0 − γµBB
∑
i

a+i ai − 2S
∑
i �=j

Jija
+
i aj − 2S

∑
i

Jiia
+
i ai. (23)

Before showing the solutions of the Hamiltonian problem, we first discuss a few aspects related
to this transformation in the next section and therefore provide its justification. Moreover, we
notice that the term E0 in the Hamiltonian is the energy of a completely saturated state in which
all the spins are parallel to the external field, and it is defined as:

E0 = −γµBBS − S2
∑
i �=j

Jij. (24)

The applied approximations assume small deviations of the spins from their maximum S and
thus only small excitation energies. This would be rigorously true only for small temperatures
and the approximation has proven to be reasonable in many cases. For example, at low temper-
ature high energy excitations do not contribute significantly to the thermodynamic properties of
ferromagnets, for the reason that high energy states are less populated than low energy ones,
because of their statistical distribution function (Boltzmann-like function).

4.2 Holstein-Primakoff transformation of the Heisenberg model.

In the previous section we introduced the spin operator for a spin state |m〉 along the z direction:

Sz |m〉 = m |m〉 (25)

that satisfies the commutation relations with the spin operators along the other orthogonal di-
rection:

[Sx, Sy] = iSz. (26)

The Holstein-Primakoff transformation, which we applied in the previous section, makes use
of the commutation relations and introduces the spin deviation quantum number, that is the
deviation of Sz from the maximum value S:

n = S − Sz. (27)
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In the representation where n is diagonal, the spin operators Sx, Sy, Sz have defined matrix
elements which can be calculated, therefore it is a useful representation to define the annihilation
and creation operators a and a+ respectively, and n = a+a. a and a+ connect two states that
differ by one quantum spin number, while n is the spin counterpart of the phonon operator. The
spin wave approximation defines the spin operators as:

Sx =

(
S

2

)1/2

(a+ a+) (28)

Sy =
1

i

(
S

2

)1/2

(a− a+) (29)

Sx = (S − a+a), (30)

which led to their inverse transformation in Eq.(21) and Eq.(22). This definition is rigorously
valid only for values of the deviation n much smaller than the maximum spin value S, nev-
ertheless this limit is ignored. Moreover, the Hamiltonian can contain further contributions,
coming for instance from crystalline anisotropies coupling the spins to certain crystallographic
directions, or the dipole-dipole interaction of the spins. These contributions are usually smaller
than the terms written down and are neglected in first approximation. As already mentioned for
the phonons, we can treat the simplified problem first and then include additional effect using a
perturbative approach.

4.3 Normal coordinate transformation

In order to describe the magnon as a quantum of energy, we need to apply the coordinate
transformation:

ai =

√
1

N

∑
q

aqe
−iq·Ri , (31)

a+i =

√
1

N

∑
q

a+q e
iq·Ri .

(32)

Here Ri defines the position of the i-th spin in the lattice. The periodic boundary conditions
determine the number of allowed values for the wavevector q.

With this new definition of coordinates, the Hamiltonian takes the form:

Hel,harm = E0 +
∑
q

�Ωqa
+
q aq, (33)

which is similar to the Hion,harm obtained for phonons in a crystal. Therefore, plane-wave solu-
tions for this problem exist and the wavevector q is the wavector of the related harmonic oscil-
lator. The energy levels are separated by the quantum of energy �Ωq which is called magnon.
The result is valid with the assumption to neglect magnon-magnon interaction.

To find a description of �Ωq as a function of q we need to assume that the sum in Equation (33)
is limited to first neighbour atoms in a primitive cell. If z is the number of first neighbours in a
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Fig. 1: Phonon dispersion curve in Neon at 5 K [4], shows a typical pattern for a monoatomic
crystal. Various acoustic branches are visible, with different behaviour at large values of q.

cell and every atom is a center of inversion symmetry, it is possible to show that, in the limit of
small q:

�ω(q) = BγµB + 2SJ(z −
∑
l

cos(q ·Rl) ≈ γµBB + SJ
∑
l

(q ·Rl)
2 +O(q4). (34)

This shows that the dispersion Ω(q) is quadratic in q for small q, i.e. for long wavelengths,
unlike the case of phonons where ω(q) is linear in q for long wavelengths.

Similar to a phonon dispersion the magnon dispersion can have several branches, e.g., different
atoms in the magnetic unit cell or different sublattices can lead to not only one acoustic branch
but additionally to one or several optic branches.

5 Examples of dispersion curves

In this section we report three different examples of measurements of dispersion curves in crys-
tals by means of inelastic neutron scattering techniques. Providing an insight into this topic
is beyond the scope of this lecture, and it will be given in another one. The first example is
the case of solid Neon measured at 5K [4], the second is NaCl at 80K [5], the third is Fe at
room temperature [6]. More details about samples and experimental methods can be found in
the references. Here these examples are simply mentioned for didactic purpose, in order to
show that the theoretical treatment presented in this lecture shows an experimental counterpart,
which is in some cases very close to the simplified picture of the crystal as a system of harmonic
oscillators.
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Fig. 2: Phonon dispersion curves in NaCl at 80 K [5] obtained from a neutron scattering exper-
iment. NaCl has two atoms per unit cell, therefore 3 acoustic and 3 optic branches. All of them
show different behaviour as function of q.

Fig. 3: Magnon dispersion curve in iron at room temperature [6]. The dashed curve represents
the predicted dispersion curve for a nearest-neighbour Heisenberg Hamiltonian along [110].
The model is such as the one discussed in the previous section.
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1 Introduction

The central equation of solid-state physics is the eigenvalue problem ĤΨ = EΨ, defined (in
the non-relativistic limit) by the many-body Hamiltonian

Ĥ = −1

2

∑
i

∇2
i +

1

2

∑
i �=i′

1

|ri − ri′ |
−

∑
i,α

Zα

|ri −Rα|
−

∑
α

1

2Mα

∇2
α +

1

2

∑
α�=α′

ZαZα′

|Rα −Rα′ | ,

where {ri} are the coordinates of the Ne electrons, {Rα} those of the Nn nuclei, Zα the atomic
numbers, and Mα the nuclear masses.1 The Born-Oppenheimer Ansatz

Ψ({ri}, {Rα}) = ψ({ri}; {Rα})Φ({Rα}), (1)

splits the Schrödinger equation ĤΨ = EΨ into the system




Ĥeψ({ri}; {Rα}) = ε({Rα})ψ({ri}; {Rα}),

ĤnΦ({Rα}) = EΦ({Rα}),
(2)

where the Hamilton operator for the electrons (Ĥe) and that for the lattice (Ĥn) are

Ĥe = −1

2

∑
i

∇2
i +

1

2

∑
i �=i′

1

|ri − ri′ |
−

∑
i,α

Zα

|ri −Rα|
+

1

2

∑
α�=α′

ZαZα′

|Rα −Rα′ |

= T̂e + V̂ee + V̂en + V̂nn, (3)

Ĥn = −
∑
α

1

2Mα

∇2
α + ε({Rα})

= T̂n + Ûn, (4)

and where in (4) we neglect non-adiabatic corrections.2 The electronic eigenvalue ε({Rα}) acts
as potential for the nuclei and defines a Born-Oppenheimer energy surface. While (3) describes
the electronic structure, (4) yields the equilibrium crystal structure of the system and the phonon
modes. If the equilibrium structure {R0

α} is known, for example experimentally, we can focus
on (3). Because V̂ee is not separable, with increasing Ne, finding the eigenvalues and eigenvec-
tors of (3) becomes quickly an unfeasible task, even for a single atom. The modern approach to
such many-body problems consists in building, starting from (3), minimal but material specific
low-energy many-body models, which retain the essential physics [1–3].

The first step in model building consists in performing density-functional theory (DFT) calcula-
tions. DFT is based on the Hohenberg-Kohn theorem, which states that the ground-state energy
of the many-body Hamiltonian (3) is a functional E[n] of the electron density, minimized by
the ground-state density. In the Kohn-Sham DFT scheme, the ground-state energy of (3) can be
obtained by solving an auxiliary Schrödinger equation ĥeψ = εψ, with

ĥe =
∑
i

[
−1

2
∇2

i + vR(ri)

]
=

∑
i

ĥe(ri). (5)

1 In this lecture we use atomic units (see Appendix A).
2 The neglected term is Λ̂n = −∑

α
1

Mα

[
1
2 〈ψ|∇2

αψ〉+ 〈ψ|∇αψ〉 · ∇α

]
.
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The auxiliary Hamiltonian describes Ne non-interacting electrons in an external potential, vR(r),
chosen such that the ground-state electron density n0(r) of the auxiliary model equals n(r), the
ground-state electron density of the original interacting system. This potential can be written as

vR(r) = −
∑
α

Zα

|r −Rα|
+

∫
dr′ n(r′)

|r − r′| +
δExc[n]

δn
= ven(r) + vH(r) + vxc(r), (6)

where vH(r) is the long-range Hartree term and Exc[n] is the so-called exchange-correlation
functional. The main difficulty of DFT is that Exc[n] is not know, and it is therefore necessary
to find good approximations for it. Most common are the local-density approximation (LDA)
and its extensions; they work remarkably well for several classes of materials and properties.

For strongly correlated materials, however, many-body effects beyond the LDA play a crucial
role, leading to cooperative emergent phenomena; examples are transition-metal oxides with
partially filled d-shells, Mott insulators, Kondo systems, and heavy fermions. For these systems
simple approximations to Exc[n] fail, even qualitatively.

Thus, the second step consists in using DFT to construct a localized one-electron basis; this is
usually achieved building from the Bloch functions ψnkσ(r), obtained by solving (5) for a given
crystal, material-specific Wannier functions

ψinσ(r) =
1√
N

∑
k

e−iRi·k ψnkσ(r).

Localized Wannier functions can be constructed using different procedures: the downfolding
approach, discussed in [4], the maximally-localized Wannier functions algorithm of Marzari
and Vanderbilt [5], and the projectors technique.

The third step consists in writing the Hamiltonian (3) in second quantization using such local-
ized Wannier functions as one-electron basis. The resulting many-body Hamiltonian is the sum
of an LDA term ĤLDA, a Coulomb term Û , and a double-counting correction ĤDC

Ĥe = ĤLDA + Û − ĤDC. (7)

The LDA part of the Hamiltonian is given by

ĤLDA = −
∑
σ

∑
in,i′n′

ti,i
′

n,n′c
†
inσci′n′σ, (8)

where c†inσ (cinσ) creates (annihilates) an electron of spin σ in orbital n at site i, and

ti,i
′

n,n′ = −
∫

dr ψinσ(r)[−
1

2
∇2 + vR(r)]ψi′n′σ(r). (9)

The i �= i′ contributions are the hopping integrals, while the on-site (i = i′) term yields the
crystal-field matrix

εi,in,n′ = −ti,in,n′ =

∫
dr ψinσ(r)

[
−1

2
∇2 + vR(r)

]
ψin′σ(r). (10)
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The Coulomb interaction Û is given by

Û =
1

2

∑
ii′jj′

∑
σσ′

∑
nn′pp′

U ij i′j′

np n′p′c
†
inσc

†
jpσ′cj′p′σ′ci′n′σ,

with

U iji′j′

np n′p′ =

∫
dr1

∫
dr2

ψinσ(r1)ψjpσ′(r2)ψj′p′σ′(r2)ψi′n′σ(r1)

|r1 − r2|
. (11)

The Coulomb tensor (11) is discussed in [6]. The double counting term ĤDC cancels the part
of the electron-electron interaction contained and already well accounted for in ĤLDA, such as
the mean-field part of the exchange-correlation interaction and the long-range Hartree term; the
difference ĤU = Û − ĤDC is therefore a short-range many-body correction to the LDA [6].

The Hamiltonian (7) still describes the full many-body problem; further approximations are
necessary to make progress. Typically electrons are divided into two types, correlated or heavy
electrons (e.g., d or f open shells) and uncorrelated or light electrons. For the correlated elec-
trons the LDA fails qualitatively, and ĤU has to be accounted for explicitly; for the light elec-
trons we can instead assume that LDA is a good approximations and no correction ĤU is needed.

The main effect of the light electrons is assumed to be a renormalization of the Coulomb pa-
rameters (screening), which, as a consequence, cannot be calculated any more as in (11); since
the exact screening is not known, approximated schemes such as the constrained LDA or the
constrained random-phase approximation are commonly used. The separation of electron in
light and heavy is the most delicate aspect of model building, as only in few cases the distinc-
tion is really clear cut. In most cases we can only make a reasonable guess, that has to be tested
a posteriori, e.g., comparing with experiments, or better, when doable, extending the basis of
heavy electrons to include, e.g., other states close to the Fermi level.

In the last step, the minimal material-specific many-body model is solved using many-body
methods. If the solution method adopted is the dynamical mean-field theory (DMFT) approach,
the procedure described above defines the LDA+DMFT method [1–3].

While strong-correlation effects arise from the Coulomb matrix (11), chemistry enters mostly
through the hopping integrals (9) and the crystal-field matrix (10). The purpose of this lecture
is to explain the physical origin of these parameters, and the role they can play. To do this we
will use some basic results of group theory. A short introduction to group theory can be found
in Ref. [7], together with a longer version of this lecture. For simplicity, in most derivations
we will use atomic hydrogen-like orbitals as a basis; the generalization to Wannier functions is
however straightforward.

The lecture is organized as follows. First we analyze how and why, in a crystal or a molecule,
the atomic l-shells split, becoming the crystal-field levels. Using group theory, we discuss the
effects of symmetry reduction, from O(3) to the site symmetry at a molecular or crystal site. We
then show how to calculate the splitting due to the electric field generated at a given site by the
surrounding ions. Finally, we analyze covalency effects, which lead to the formations of bonds
and bands (hopping integrals), and also contribute to the splitting of atomic levels.
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xyxz yz

x2-y2 3z2-r2

Fig. 1: The Cu eg and t2g Wannier orbitals for the cubic perovskite KCuF3, obtained from first
principles calculations, using a Wannier basis that spans all bands.

2 Crystal-field theory

In an atom, the potential vR(r) which determines the one-electron energies (10) is central and
has (at least) all the symmetries of O(3). In a molecule or a solid, vR(r) has in general lower
symmetry, the symmetry of a finite point group. Thus electronic states that are degenerate in an
atom can split in a solid or a molecule. The symmetry reduction arises from the crystal field;
the latter has two components, the Coulomb potential generated by the surrounding ions and
the ligand field due to the bonding neighbors.

2.1 Point-charge model of the crystal field

Let us assume that the crystal is ionic and the ions can be treated as point charges qα, and let us
neglect vH(r) and vxc(r) in (6). Then, the one-electron potential can be written as

vR(r) =
∑
α

qα
|Rα − r| = v0(r) +

∑
α�=0

qα
|Rα − r| = v0(r) + vc(r), (12)

where Rα are the positions of the ions and qα their charges. The term v0(r) is the ionic central
potential at site R0, and has spherical symmetry. The term vc(r) is the electric field generated
at a given site R0 by all the surrounding ions in the crystal and it is called crystal-field potential.

Let us consider a crystal with the perovskite structure ABC3, shown in Fig. 1 for the spe-
cific case of KCuF3. We want to calculate the crystal-field potential at the site of the tran-
sition metal, B. Let us first assume that only the contribution of nearest neighbors (the neg-
ative C ions, usually oxygens or fluorine) is relevant. The C ions are located at positions
(±a/2, 0, 0), (0,±a/2, 0), (0, 0,±a/2), where a is the lattice constant, and have all the same
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charge qC . Expanding around r = 0, we find that the first contribution to vc(r) with less than
spherical symmetry is

voct(r) =
35

4

qC
a5

(
x4 + y4 + z4 − 3

5
r4
)

= D

(
x4 + y4 + z4 − 3

5
r4
)
.

We can rewrite this potential as

voct(r) =
7

6

√
4π

qC
a5

r4

[
Y 4
0 (θ, φ) +

√
5

14

(
Y 4
4 (θ, φ) + Y 4

−4(θ, φ)
)]

, (13)

where

Y 4
0 (θ, φ) =

3

16

1√
π
(35 cos4 θ − 30 cos2 θ + 3),

Y 4
±4(θ, φ) =

3

16

√
35√
2π

sin4 θe±4iφ.

Let us now calculate the crystal field due to the cubic cage of cations A (with charge qA), shown
in Fig. 1. One can show that

vcube(r) = −8

9

qA
qC

voct(r),

i.e., vcube(r) has the same form as voct(r); this happens because a cube and an octahedron are
dual polyhedra3 and have therefore the same symmetry properties. If qA/qC > 0, vcube(r) has
opposite sign than voct(r); however, in the case of a perovskite, cations are positive ions; thus
the crystal field due to the A cage has the same sign of the field generated by the B octahedron.

2.2 Group-theory approach

The crystal-field potential vc(r) can split the (2l + 1)-fold degeneracy of the atomic levels. To
calculate how the l manifold splits, we use first group theory. We assume for simplicity that the
symmetry is only O (group of the proper rotations which leave a cube invariant); using the full
symmetry group of the cube, Oh = O ⊗ Ci, does not change the result, because the spherical
harmonics have fixed parity. The character table of group O is

O E 8C3 3C2 6C2 6C4

(x2 + y2 + z2) A1 1 1 1 1 1

A2 1 1 1 −1 −1

(x2 − y2, 3z2 − r2) E 2 −1 2 0 0

(x, y, z) T1 3 0 −1 −1 1

(xy, xz, yz) T2 3 0 −1 1 −1

(14)

The characters of the reducible matrix representation Γl constructed using spherical harmonics
with quantum numbers lm as a basis, for a rotation of an angle α, are given by

χl(α) =
sin(l + 1/2)α

sinα/2

3 Every polyhedron has a dual which can be obtained by exchanging the location of faces and vertices.
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Hence

χl(C2) = (−1)l

χl(C3) =




1 l = 0, 3, . . .

0 l = 1, 4, . . .

−1 l = 2, 5, . . .

χl(C4) =

{
1 l = 0, 1, 4, 5, . . .

−1 l = 2, 3, 6, 7, . . .

For the s, p, d, f shells we can therefore write for representations Γl

O E 8C3 3C2 6C2 6C4

Γs 1 1 1 1 1

Γp 3 0 −1 −1 1

Γd 5 −1 1 1 −1

Γf 7 1 −1 −1 −1

We can now determine how the reducible representations Γl splits using the decomposition
formula

Γ = a1Γ1 ⊕ a2Γ2 ⊕ · · · =
⊕
j

ajΓj

aj =
1

h

∑
k

Nk[χj(Ck)]∗χ(Ck).

Hereafter the symmetry representations of electronic terms are written in lower case. We find

Γs = a1

Γp = t1

Γd = e⊕ t2

Γf = a2 ⊕ t1 ⊕ t2

Thus, the s- and the p-functions do not split, because the a1 irreducible representation is one-
dimensional and the t1 irreducible representation is 3-dimensional. However, d-functions split
into a doublet and a triplet, while f -functions into a singlet and two triplets. To calculate
which functions belong to which representation we can, e.g., use projectors [7]. For d-electrons,
relevant for the case of a transition-metal ion, we find that the d-shell splits into e (x2−y2, 3z2−
r2) and t2 (xy, xz, yz). The partner functions for the representations of group O are given in the
first column of the character table (14), on the left.

As discussed, the full symmetry of the B site is Oh. The group Oh can be obtained as direct
product, Oh = O ⊗ Ci; with respect to O, the group Oh has twice the number of elements
and classes, and thus twice the number of irreducible representations. The latter split into even
(a1g, a2g, eg, t1g, t2g) and odd (a1u, a2u, eu, t1u, t2u) representations. The d-functions are even,
and therefore x2 − y2 and 3z2 − r2 are partners functions for the eg irreducibile representation,
while xy, xz, yz are partner functions for the t2g irreducible representation. The p-orbitals are
odd, and are partners functions for the t1u representation.
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2.3 Ionic effects

Group theory tells us if the degenerate 2l + 1 levels split at a given site in a lattice, but not of
how much they do split, and which orbitals are higher in energy. For the perovskite structure,
we can however calculate approximately the crystal-field splitting at site B, using (13). The
central atom B is a transition-metal ion in a 3d1 configuration (e.g., Ti3+ or V4+), which has
degeneracy 2l + 1 = 5. The octahedral potential voct(r) yields the following element of matrix
between states in the d1 manifold

〈ψn20 |v̂oct|ψn20 〉 = +6Dq

〈ψn2±1|v̂oct|ψn2±1〉 = −4Dq

〈ψn2±2|v̂oct|ψn2±2〉 = + Dq

〈ψn2±2|v̂oct|ψn2∓2〉 = +5Dq

where Dq = −qC〈r4〉/6a5. The crystal-field splitting between eg and t2g-states can be the
obtained by diagonalizing the crystal-field matrix

HCF =




Dq 0 0 0 5Dq

0 −4Dq 0 0 0

0 0 6Dq 0 0

0 0 0 −4Dq 0

5Dq 0 0 0 Dq




.

We find two degenerate eg eigenvectors with energy 6Dq

|ψn20〉 = |3z2 − r2〉,
1√
2
[|ψn22〉+ |ψn2−2〉] = |x2 − y2〉,

and three degenerate t2g eigenvectors with energy −4Dq

i√
2
[|ψn22〉 − |ψn2−2〉] = |xy〉,

1√
2
[|ψn21〉 − |ψn2−1〉] = |xz〉,

i√
2
[|ψn21〉+ |ψn2−1〉] = |yz〉.

The splitting is
∆ = Eeg − Et2g = 10Dq.

Thus the eg-states are higher in energy than the t2g-states. This happens because eg electrons
point towards the negative C ions (see Fig. 1), and will therefore feel a larger Coulomb repulsion
than t2g electrons, which point between the negative C ions.

For a generic lattice, we can expand the crystal-field potential (12) in spherical harmonics using

1

|r1 − r2|
=

∞∑
k=0

rk<
rk+1
>

4π

2k + 1

k∑
q=−k

Y k
q (θ2, φ2)Y

k

q (θ1, φ1),
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where r< ( r>) is the smaller (larger) of r1 and r2. The crystal-field potential can then be written
as

vc(r) =
∞∑
k=0

k∑
q=−k

Bk
qY

k
q , (15)

where Bk
q = (−1)qB̄k

−q. Although the series in (15) is in principle infinite, one can terminate it
by specifying the wavefunctions, since

〈Y l
m|Y k

q |Y l
m′〉 = 0 if k > 2l.

For example, for p electrons k ≤ 2, for d-electrons, k ≤ 4, and f electrons k ≤ 6. Thus, for
d-electrons and Oh symmetry, the terms that appear in the potential (13) are actually also the
only ones to be taken into account.

The derivation of (13) and (15) presented here might let us think that the first nearest neighbors
are those that determine the crystal field. However, this is often not the case, because Coulomb
repulsion is a long-range interaction; for example, in some systems the first nearest neighbors
yield cubic symmetry at a given site but further neighbors lower the symmetry.4

The point charge model discussed in this section is useful to explain the relation between crystal
field and site symmetry, however yields unsatisfactory results for the crystal-field splitting in
real materials. Corrections beyond the point-charge approximation turn out to be important.
In addition, as we will see in the next section, in many systems the crystal field has a large,
sometimes dominant, covalent contribution, the ligand field. The modern approach to calculate
crystal-field splittings including the ligand-field contribution is based on material-specific DFT
potentials and DFT localized Wannier functions as one-electron basis. We will discuss this
approach at the end of the next section.

Let us now analyze the splitting of energy levels in a many-electron 3dn manifold. Apart from
the crystal field (15), in calculating the energies of states in such manifold, we have also to take
into account the electron-electron Coulomb repulsion. Here we briefly discuss some simple
examples: 3d1, 3d9 and 3d2. We have seen that for a d-electron surrounded by an octahedron
of negative ions, ∆ = 10Dq; the energy difference between the electronic configuration e1g
and electronic configuration t12g is therefore ∆. In the case of a single hole in the d-shell (3d9

ion, e.g., Cu2+), the energy difference between t62ge
3
g and t52ge

4
g, is then just −∆, because of

electron-hole symmetry. The d crystal-field orbitals (Wannier functions) for the 3d9 perovskite
KCuF3 (cubic structure) are shown in Fig. 1. For a generic 3dn configuration we can consider
two limit cases, strong or weak crystal field. If the crystal field is strong, one can treat Coulomb
electron-electron interaction as a perturbation, and classify the atomic states according to the
crystal field. Let us consider the case of a perovskite in which the central ion has electronic
configuration 3t22g (e.g., V3+); if we neglect the electron-electron repulsion, the excited states
are t12ge

1
g, with energy ∆, and e2g, with energy 2∆. We can obtain a representation of the group

Oh in the basis of two-electron states from the direct product of the representations in the basis

4 This means that Oh is not the site symmetry.
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of single-electron states. By using the decomposition formula we have

t2g ⊗ t2g = a1g ⊕ eg ⊕ t1g ⊕ t2g

eg ⊗ t2g = t1g ⊕ t2g

eg ⊗ eg = a1g ⊕ a2g ⊕ eg

The Coulomb repulsion acts as a perturbation and can split degenerate states belonging to dif-
ferent irreducible representations. In particular, the manifold t22g splits into 1a1g, 1eg,

1 t2g, and
3t1g (ground state), where (2S+1) indicates the spin degeneracy of the state.

If the crystal field is weak, the opposite approach can be used; the crystal field is treated as a
perturbation of the atomic Coulomb multiplets, labeled as 2S+1L. In this case the two-electron
ground state is the triplet 3F and the Oh crystal field splits it into 3t1g,

3 t2g, and 3a2g.

Up to here we have neglected the spin-orbit interaction. The latter plays an important role, e.g.,
in 5d- or f -systems. In the case in which the crystal field is weak with respect to the spin-orbit
coupling, as it happens in many f -electron compounds, the total angular momentum J is a
good quantum number. It is therefore useful to construct a reducible representation of the point
group, ΓJ , in the basis of the eigenvectors of total angular momentum. The characters are

χJ(α) =
sin(J + 1/2)α

sinα/2
,

For half-integral values of J (odd number of electrons), χJ(α) has the property

χJ(α + 2π) = −χJ(α).

We therefore expand the original point group to include a new element, R, which represents the
rotation by 2π. The new group has twice the number of elements of the original group and is
known as double group. In the case of the group O the double group is labeled with O′ and its
character table is

O′ E 8C3 3C2 + 3RC2 6C2 + 6RC2 6C4 R 8RC3 6RC4

Γ1 1 1 1 1 1 1 1 1

Γ2 1 1 1 −1 −1 1 1 −1

Γ3 2 −1 2 0 0 2 −1 0

Γ4 3 0 −1 −1 1 3 0 1

Γ5 3 0 −1 1 −1 3 0 −1

Γ6 2 1 0 0
√
2 −2 −1 −

√
2

Γ7 2 1 0 0 −
√
2 −2 −1

√
2

Γ8 4 −1 0 0 0 −4 1 0

To determine if the atomic levels in a given J manifold split we use the same procedure adopted
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for the l-shell. First we calculate the characters of all elements in the group

χJ(E) = 2J + 1

χJ(R) = −(2J + 1)

χJ(C2) = 0

χJ(RC2) = 0

χJ(C3) =




1 J = 1/2, 7/2, . . .

−1 J = 3/2, 9/2, . . .

0 J = 5/2, 11/2 . . .

χJ(RC3) =




−1 J = 1/2, 7/2, . . .

1 J = 3/2, 9/2, . . .

0 J = 5/2, 11/2 . . .

χJ(C4) =




√
2 J = 1/2, 9/2 . . .

0 J = 3/2, 7/2, . . .

−
√
2 J = 5/2, 13/2, . . .

χJ(RC4) =





−
√
2 J = 1/2, 9/2 . . .

0 J = 3/2, 7/2, . . .

+
√
2 J = 5/2, 13/2, . . .

Next we use the decomposition formula to find how the reducible representation ΓJ is decom-
posed in irreducible ones. One can show that

Γ
1
2 = Γ6

Γ
3
2 = Γ8

Γ
5
2 = Γ7 ⊕ Γ8

Γ
7
2 = Γ6 ⊕ Γ7 ⊕ Γ8

Γ
9
2 = Γ6 ⊕ 2Γ8

Since Γ6,Γ7,Γ8 have dimensionality d ≥ 2, all levels remain at least two-fold degenerate. This
is an example of Kramers degeneracy. Kramers theorem states that, in the presence of (only)
electric fields, the energy levels of a system with odd number of fermions are at least two-fold
degenerate. Kramers degeneracy is a consequence of time-reversal symmetry.
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2.4 Tight-binding theory and covalency effects

In solids, electrons delocalize to form bonds and bands. In the Hamiltonian (8), these arise
from the elements of matrix (9), the hopping integrals. But what is the specific form of the
Hamiltonian (8) for a given system? Which parameters are large? Which are zero? The simplest
way to answer these questions is to use the tight-binding method, which consists in expanding
the crystal wavefunctions in the basis of functions centered at each atomic site; here we use
as a basis atomic orbitals,5 {ψnlm(r)}. Let us first consider a simple example, a homonuclear
molecular ion formed by two hydrogen nuclei, located at R1 and R2, and one electron. The
electronic Hamiltonian for such an H+

2 molecular ion is

ĥe(r) = −1

2
∇2− 1

|r −R1|
− 1

|r −R2|
= −1

2
∇2+v(r−R1)+v(r−R2) = −1

2
∇2+vR(r).

We take as atomic basis the ground state 1s atomic orbitals, ψ1s(r − R1) and ψ1s(r − R2);
in the free hydrogen atom they have energy ε01s. In this basis, the Hamiltonian and the overlap
matrix have the form

H = ε01s O +

(
∆ε1s Vssσ

Vssσ ∆ε1s

)
O =

(
1 S

S 1

)

where

∆ε1s =

∫
dr ψ1s(r −Rα) [vR(r)− v(r −Rα)]ψ1s(r −Rα), α = 1, 2

Vssσ =

∫
dr ψ1s(r −Rα)v(r −Rα)ψ1s(r −Rα′), α �= α′

S =

∫
dr ψ1s(r −Rα)ψ1s(r −Rα′), α �= α′.

The hopping integral t = −Vssσ > 0 is a Slater-Koster two-center integral (Appendix B).

The ground state of the molecular ion is the bonding linear combination

φB
1s(r) = [ψ1s(r −R1) + ψ1s(r −R2)] /

√
2(1 + S),

and has energy

EB = ε01s +
∆ε1s + Vssσ

1 + S
.

The label σ in Vssσ indicates that the bonding state is symmetrical with respect to rotations about
the bond axis (see Fig. 2). The excited state is the antibonding state

φA
1s(r) = [ψ1s(r −R1)− ψ1s(r −R2)] /

√
2(1− S),

and has energy

EA = ε01s +
∆ε1s − Vssσ

1− S
.

5 Linear Combination of Atomic Orbitals (LCAO) approach.
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+

Vssσ

-

-Vssσ

+ +

+

-

EB

EA

Fig. 2: Pictorial view of the antibonding (top) and bonding (bonding) state of H+
2 .

Let us now consider a crystal. If we neglect vH(r) and vxc(r) in (6), the one-electron Hamilto-
nian ĥe(r) in (5) becomes

ĥe(r) = −1

2
∇2 −

∑
i,α

Zi,α

|r − Ti −Rα|
= −1

2
∇2 +

∑
i,α

v(r − Ti −Rα) = −1

2
∇2 + vR(r),

where Rα are the positions of the basis {α} atoms in the unit cell and Ti lattice vectors. For
each atomic orbital with quantum numbers lm we construct a Bloch state

ψα
lm(k, r) =

1√
N

∑
i

eiTi·k ψlm(r − Ti −Rα). (16)

In the Bloch basis (16), the Hamiltonian and the overlap matrix are given by

Hα,α′

lm,l′m′(k) = 〈ψα
lm(k)|ĥe|ψα′

l′m′(k)〉,
Oα,α′

lm,l′m′(k) = 〈ψα
lm(k)|ψα′

l′m′(k)〉.
They define a generalized eigenvalue problem, the solution of which yields the band structure.
The Hamiltonian matrix is given by

Hα,α′

lm,l′m′(k) = ε0l′α′O
α,α′

lm,l′m′(k) + ∆εαlm,l′m′δα,α′ − 1

N

∑
iα�=i′α′

ei(Ti′−Ti)·k tiα,i
′α′

lm,l′m′ .

Here ε0lα are atomic levels, and ∆εαlm,l′m′ the crystal-field matrix

∆εαlm,l′m′ =

∫
dr ψlm(r −Rα)[vR(r)− v(r −Rα)]ψl′m′(r −Rα), (17)
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Vspσ Vppσ Vppπ

Vsdσ Vpdσ VddδVddσ VddπVpdπ

Vssσ

Fig. 3: Independent Slater-Koster two-center integrals for s, p and d atomic orbitals (see Ap-
pendix B). The label σ indicates that the bonding state is symmetrical with respect to rotations
about the bond axis; the label π that the bond axis lies in a nodal plane; the label δ that the bond
axis lies in two nodal planes.

which, as in the case of the H+
2 ion, is a two-center integral. Finally

tiα,i
′α′

lm,l′m′ = −
∫

dr ψlm(r −Rα − Ti)[vR(r)− v(r −Rα′ − Ti′)]ψl′m′(r −Rα′ − Ti′).

The hopping integrals above contain two-center and three-center terms; if the basis is localized,
we can neglect the three-center contributions and assume that tiα,i

′α′

lm,l′m′ ∼ −V iα,i′α′

lm,l′m′ , where

V iα,i′α′

lm,l′m′ =

∫
dr ψlm(r −Rα − Ti)v(r −Rα − Ti)ψl′m′(r −Rα′ − Ti′)

is a two-center integral. A general Slater-Koster two-center integral can be expressed as a
function of few independent two-center integrals, shown in Fig. 3 for s, p, and d-functions. A
part from the σ bond, which is the strongest, other bonds are possible; the π bonds are made
of orbitals which share a nodal plane to which the bond axis belongs, and the δ bond, which
has two nodal planes which contain the bond axis and the two ions; furthermore, if the ions on
the two sites are different, the bond is polar. Fig. 4 shows how to obtain a generic two-center
integral involving p and s orbitals.

Let us now consider as an example the eg and t2g bands of KCuF3; we assume for simplicity
that the system is an ideal cubic perovskite (point group Oh). Let us use as a basis only Cu d
and F p atomic orbitals, and as matrix elements only on-site terms and pd hopping integrals.
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= cos θ + sin θ

Vspσ 0

θR
R R ´

´

´

´
´

´

Fig. 4: Illustration of the decomposition of a general s-p two-center integral in terms of Vspσ.

We label the p-orbitals on different F sites as µν , where ν = a, b, c identifies the direction of
the unit cell axis along which the F atom lies and µ = x, y, z the orbital; we then construct the
corresponding Bloch states |k µν〉, as well as the Cu eg Bloch states |k µ〉, µ = 3z2−r2, x2−y2.
We neglect the overlap matrix for simplicity.

The tight-binding Hamiltonian in this basis has then the form

HTB
eg |k zc〉 |k xa〉 |k yb〉 |k 3z2 − r2〉 |k x2 − y2〉

|k zc〉 εp 0 0 −2Vpdσsz 0

|k xa〉 0 εp 0 Vpdσsx −
√
3Vpdσsx

|k yb〉 0 0 εp Vpdσsy
√
3Vpdσsy

|k 3z2 − r2〉 −2Vpdσsz Vpdσsx Vpdσsy εd 0

|k x2 − y2〉 0 −
√
3Vpdσsx

√
3Vpdσsy 0 εd

where sα = ie−ikαa/2 sin kαa/2, α = x, y, z, εp < εd = εp +∆pd, and Vpdσ < 0. If |Vpdσ|/∆pd

is small, the occupied bonding-like bands have mostly F p character, while the partially filled
antibonding-like bands have mostly Cu eg character. The energies εd and εp include the crystal-
field term (17). We now calculate the eg-like bands along high-symmetry lines.6 Along the Γ-X
direction we find the dispersion relations for the eg-like bands

ε2(k) = εd

ε1(k) = εp +
∆pd

2
+

√
∆2

pd + 16V 2
pdσ|sx|2

2
∼ εd + 2t− 2t cos kxa (18)

where t = V 2
pdσ/∆pd; in the last step (18) we have assumed that |Vpdσ|/∆pd is small. We can

repeat the calculation for the t2g bands. In this case the simplest tight-binding Hamiltonian is

HTB
t2g

|k ya〉 |k xb〉 |k xy〉
|k ya〉 εp 0 2Vpdπsx
|k xb〉 0 εp 2Vpdπsy
|k xy〉 2Vpdπsx 2Vpdπsy εd

6 Special points: Γ = (0, 0, 0), Z= (0, 0, π/a), X= (π/a, 0, 0), M= (π/a, π/a, 0), R= (π/a, π/a, π/a).
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Fig. 5: LDA band structure of cubic KCuF3. Labels along the direction X-Γ indicate the
corresponding irreducible representations for the eg bands.

and cyclic permutations of x, y, z. In the Γ-X direction we find

ε2′(k) = εd

ε5(k) = εp +
∆pd

2
+

√
∆2

pd + 16V 2
pdπ|sx|2

2
∼ εd + 2t− 2t cos kxa

where t = V 2
pdπ/∆pd. The tight-binding model we have used so far is oversimplified, but it

already qualitatively describes the eg and t2g bands in Fig. 5. A more accurate description can
be obtained including other Slater-Koster integrals, such as the hopping to apical F s states, or
between neighboring F p-states. With increasing number of parameters, it becomes progres-
sively harder to estimate them, e.g., from comparison with experiments; furthermore a large
number of fitting parameters makes it impossible to put a theory to a test. However, modern
techniques allow us to calculate hopping integrals and crystal-field splittings ab-initio, using
localized Wannier functions as basis instead of atomic orbitals, and the DFT potential vR(r)
as one electron potential; because Wannier functions are orthogonal, the corresponding over-
lap matrix is diagonal. This leads to the expression (8) for the Hamiltonian, with hopping and
crystal-field integrals defined as in (9) and (10).

Let us now return to the crystal-field splitting. In the point charge model discussed in the pre-
vious section, the neighboring sites are viewed as ions, and their nature and tendency towards
covalent bondings are ignored. In the tight-binding approach described in this section, this
corresponds to calculate the terms ∆εlm,l′m′ in a basis of atomic orbitals; in the simple tight-
binding model considered, this gives the splitting of eg and t2g bands at the Γ point. However,



Crystal-field theory B6.17

Fig. 6: Cooperative Jahn-Teller distortion and ordering of the eg hole orbitals in KCuF3.
Adapted from Ref. [8]. The Wannier function of the hole orbitals is obtained by downfold-
ing all states but the Cu eg; thus, differently than the orbitals in Fig. 1, it has p-tails at F sites.

the ligands do matter, because they can form bonding and antibonding states with the central
atom. In the case of a cubic perovskite, the t2g and eg bands are antibonding-like bands; be-
cause Vpdσ (σ bond), relevant for the eg bands, is larger than Vpdπ (π bond), relevant for the t2g
bands, the latter are lower in energy, in agreement with the results of the point-charge model.
This ligand field, differently from the crystal field in the point-charge model, is mostly deter-
mined by the first shells of neighbors, because the hopping integrals decay fast with distance
(Appendix B). We can understand better the effect of the ligands by considering the eg and
t2g tight-binding Hamiltonians HTB

eg and HTB
t2g

at the k = M = (π/a, π/a, 0) point. The d-like
states that diagonalize the Hamiltonians are antibonding combinations of ligand p-functions and
transition-metal d-functions. Two of such states can be written as

|Mψx2−y2〉 = c1d|M x2 − y2〉+ c1p
[
|M xa〉 − |M yb〉

]
,

|Mψxy〉 = c2d|M xy〉 − c2p
[
|M ya〉+ |M xb〉

]
,

where cid, cip define the mixing, i = 1, 2 and c2id + c2ip = 1. If the atomic xy and x2 − y2

orbitals are degenerate, the difference in the energy of the two states depends only on the degree
of mixing and the Slater-Koster integrals Vpdσ and Vpdπ. For the simple tight-binding models
presented for KCuF3, the additional eg-t2g splitting due to the ligands can thus be estimated as
(Weg −Wt2g)/2, where Weg and Wt2g are the eg and t2g band width, respectively.

As previously discussed, the modern approach to tight-binding theory consists in using localized
Wannier functions, instead of atomic orbitals, as a basis. In this case, one can build Wannier
functions which span the eg and t2g bands only, and which have therefore the effects of the
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ligands built-in. This can be seen, e.g., in Fig. 6 for the empty orbital of KCuF3; the Wannier
function, obtained by downfolding all states but eg, has p tails on the neighboring F sites. In the
basis of such Wannier functions, the crystal-field splitting, including ligand-field effects, can be
obtained directly from the on-site elements (10) of the Hamiltonian.

3 Conclusions

The parameters of the one-electron Hamiltonian are essential ingredients of many-body models.
The crystal-field splittings and the hopping integrals carry the information on the lattice and the
covalency, and determine to a large extent what makes a system different from the others. The
color of a transition-metal complex is for example often determined by the eg-t2g crystal-field
splitting. For a given system, the hopping integrals determine the band structure and the shape
of the Fermi surface; the crystal-field splitting plays a crucial role for the local properties,
such as the local magnetic moments or spin states, competing with spin-orbit interaction and
Coulomb repulsion. In strongly correlated systems, the competition between hopping integrals
and Coulomb interaction decides if the system is a metal or a Mott insulator; the crystal-field
splitting can however help the formation of a Mott insulating state by reducing the degeneracy
of the relevant many-body states [4].

In this lecture we have discussed simple approaches to determine the one-electron parameters
for a given system. Such approaches are based on atomic orbitals and symmetries. They are
easier to use for high-symmetry systems, in which the number of parameters to determine are
small; once the model is constructed, the parameters can be obtained, e.g., by fitting to exper-
iment. In the age of massively parallel supercomputers and standard ab-initio codes, it might
seem anachronistic to study approximate methods to calculate one-electron parameters. How-
ever, these approaches are very useful for understanding qualitatively the behavior of a given
system, and the results of complex calculations. It is indeed astonishing how far we can often
go in understanding a system with these methods alone. One of the reasons of the successes
of tight-binding and crystal-field theory is that symmetries are fully accounted for. In devel-
oping approximations to describe numerically complex many-body effects, we should always
remember that symmetries are crucial, and taking them into account is essential to understand
the properties of a given material.

The modern approach to calculate one-electron parameters is based on ab-initio localized Wan-
nier functions; they are built from DFT calculations (e.g., in the LDA approximation), and used
as a one-electron basis to construct material-specific many-body models [1–3]. The choice of
LDA Wannier functions as a basis relies on the success of the LDA in describing the properties
of weakly correlated systems. These successes let us hope that the long-range and the mean-
field part of the electron-electron interaction are already well accounted for by the LDA. Thanks
to ab-initio Wannier functions it is possible to build many-body models even for low-symmetry
materials, accounting, e.g., for the effects of small distortions that split the t2g levels [4], a very
hard task with semiempirical tight binding. When using Wannier functions as a one-electron
basis to build many-body models, we should however never forget what are the assumptions
behind; simple models and symmetry considerations remind us where all comes from.
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Appendices

A Constants and units

In this lecture, formulas are given in atomic units. The unit of mass m0 is the electron mass
(m0 = me), the unit of charge e0 is the electron charge (e0 = e), the unit of length a0 is the
Bohr radius (a0 = aB ∼ 0.52918 Å), and the unit of time is t0 = 4πε0�a0/e2. In these units,
me, aB, e and 1/4πε0 have the numerical value 1, the speed of light is c = 1/α ∼ 137, and the
unit of energy is 1Ha = e2/4πε0a0 ∼ 27.211 eV.

B Atomic orbitals

B.1 Radial functions

The nlm hydrogen-like atomic orbital is given by

ψnlm(ρ, θ, φ) = Rnl(ρ)Y
m
l (θ, φ),

where Rnl(ρ) is the radial function and Y l
m(θ, φ) a spherical harmonic, ρ = Zr and Z the atomic

number. In atomic units, the radial functions are

Rnl(ρ) =

√(
2Z

n

)3
(n− l − 1)!

2n[(n+ l)!]3
e−ρ/n

(
2ρ

n

)l

L2l+1
n−l−1

(
2ρ

n

)
,

where L2l+1
n−l−1 are generalized Laguerre polynomials of degree n− l − 1.

The radial function for n = 1, 2, 3 are

R1s(ρ) = 2 Z3/2 e−ρ

R2s(ρ) =
1

2
√
2

Z3/2 (2− ρ) e−ρ/2

R2p(ρ) =
1

2
√
6

Z3/2 ρ e−ρ/2

R3s(ρ) =
2

3
√
3

Z3/2 (1− 2ρ/3 + 2ρ2/27) e−ρ/3

R3p(ρ) =
4
√
2

9
√
3

Z3/2 ρ(1− ρ/6) e−ρ/3

R3d(ρ) =
2
√
2

81
√
15

Z3/2 ρ2 e−ρ/3

where we used the standard notation s for l = 0, p for l = 1 and d for l = 2.

B.2 Real harmonics

To study solids, it is usually convenient to work in the basis of real harmonics. The latter are de-
fined in terms of the spherical harmonics as yl0 = Y l

0 , ylm = 1√
2
(Y l

−m+(−1)mY l
m), yl−m =
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y

x

z

Fig. 7: The s (first row), py, pz, px (second row), and dxy, dyz, d3z2−r2 , dxz, dx2−y2 (last row)
real harmonics.

i√
2
(Y l

−m − (−1)mY l
m), m > 0. Using the definitions x = r sin θ cosφ, y = r sin θ sinφ,

z = r cos θ, we can express the l = 0, 1, 2 real harmonics (Fig. 7) as

s = y00 = Y 0
0 =

√
1
4π

py = y1−1 =
i√
2
(Y 1

−1 + Y 1
1 ) =

√
3
4π

y/r

pz = y10 = Y 0
2 =

√
3
4π

z/r

px = y11 = 1√
2
(Y 1

−1 − Y 1
1 ) =

√
3
4π

x/r

dxy = y2−2 =
i√
2
(Y 2

−2 − Y 2
2 ) =

√
15
4π

xy/r2

dyz = y2−1 =
i√
2
(Y 2

−1 + Y 2
1 ) =

√
15
4π

yz/r2

d3z2−r2 = y20 = Y 0
2 =

√
15
4π

1
2
√
3
(3z2 − r2)/r2

dxz = y21 = 1√
2
(Y 2

−1 − Y 2
1 ) =

√
15
4π

xz/r2

dx2−y2 = y22 = 1√
2
(Y 2

−2 + Y 2
2 ) =

√
15
4π

1
2

(x2 − y2)/r2
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B.3 Slater-Koster integrals

The interatomic Slater-Koster two-center integrals are defined as

Elm,l′m′ =

∫
dr ψlm(r − d)V (r − d)ψl′m′(r).

They can be expressed as a function of radial integrals Vll′α, which scale with the distance d
roughly as d−(l+l′+1) [9], and direction cosines, defined as

l = d · x̂/d, m = d · ŷ/d, n = d · ẑ/d.

The Slater-Koster integrals for s-, p-, and d-orbitals [9] are listed below.

Es,s = Vssσ

Es,x = lVspσ

Ex,x = l2Vppσ +(1− l2)Vppπ

Ex,y = lmVppσ −lmVppπ

Ex,z = lnVppσ −lnVppπ

Es,xy =
√
3lmVsdσ

Es,x2−y2 = 1
2

√
3(l2 −m2)Vsdσ

Es,3z2−r2 = [n2 − 1
2(l

2 +m2)]Vsdσ

Ex,xy =
√
3l2mVpdσ +m(1− 2l2)Vpdπ

Ex,yz =
√
3lmnVpdσ −2lmnVpdπ

Ex,zx =
√
3l2nVpdσ +n(1− 2l2)Vpdπ

Ex,x2−y2 =
√
3
2 l[(l2 −m2)]Vpdσ +l(1− l2 +m2)Vpdπ

Ey,x2−y2 =
√
3
2 m[(l2 −m2)]Vpdσ −m(1 + l2 −m2)Vpdπ

Ez,x2−y2 =
√
3
2 n[(l2 −m2)]Vpdσ −n(l2 −m2)Vpdπ

Ex,3z2−r2 = l[n2 − 1
2(l

2 +m2)]Vpdσ −
√
3ln2Vpdπ

Ey,3z2−r2 = m[n2 − 1
2(l

2 +m2)]Vpdσ −
√
3mn2Vpdπ

Ez,3z2−r2 = n[n2 − 1
2(l

2 +m2)]Vpdσ +
√
3n(l2 +m2)Vpdπ

Exy,xy = 3l2m2Vddσ +(l2 +m2 − 4l2m2)Vddπ +(n2 + l2m2)Vddδ

Exy,yz = 3lm2nVddσ +ln(1− 4m2)Vddπ +ln(m2 − 1)Vddδ

Exy,zx = 3l2mnVddσ +mn(1− 4l2)Vddπ +mn(l2 − 1)Vddδ

Exy,x2−y2 = 3
2 lm(l2 −m2)Vddσ 2lm(m2 − l2)Vddπ

1
2 lm(l2 −m2)Vddδ

Eyz,x2−y2 = 3
2mn(l2 −m2)Vddσ −mn[1 + 2(l2 −m2)]Vddπ +mn[1 + 1

2(l
2 −m2)]Vddδ

Ezx,x2−y2 = 3
2nl(l

2 −m2)Vddσ +nl[1− 2(l2 −m2)]Vddπ −nl[1− 1
2(l

2 −m2)]Vddδ

Exy,3z2−r2 =
√
3lm[n2 − 1

2(l
2 +m2)]Vddσ −2

√
3lmn2Vddπ

√
3
2 lm(1 + n2)Vddδ

Eyz,3z2−r2 =
√
3mn[n2 − 1

2(l
2 +m2)]Vddσ +

√
3mn(l2 +m2 − n2)Vddπ −

√
3
2 mn(l2 +m2)Vddδ

Ezx,3z2−r2 =
√
3ln[n2 − 1

2(l
2 +m2)]Vddσ +

√
3ln(l2 +m2 − n2)Vddπ −

√
3
2 ln(l2 +m2)Vddδ

Ex2−y2,x2−y2 = 3
4(l

2 −m2)2Vddσ +[l2 +m2 − (l2 −m2)2]Vddπ +[n2 + 1
4(l

2 −m2)2]Vddδ

Ex2−y2,3z2−r2 =
√
3
2 (l2 −m2)[n2 − 1

2(l
2 +m2)]Vddσ +

√
3n2(m2 − l2)Vddπ +1

4

√
3(1 + n2)(l2 −m2)Vddδ

E3z2−r2,3z2−r2= [n2 − 1
2(l

2 +m2)]2Vddσ +3n2(l2 +m2)Vddπ
3
4(l

2 +m2)2Vddδ
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http://www.cond-mat.de/events/correl14.

[3] E. Pavarini, E. Koch, A. Lichtenstein, D. Vollhardt (eds.)
DMFT: From Infinite Dimensions to Real Materials,
Reihe Modeling and Simulation, Vol. 8 (Forschungszentrum Jülich, 2018)
http://www.cond-mat.de/events/correl18.

[4] E. Pavarini, S. Biermann, A. Poteryaev, A.I. Lichtenstein, A. Georges, O.K. Andersen,
Phys. Rev. Lett. 92, 176403 (2004).
E. Pavarini A. Yamasaki, J. Nuss and O.K. Andersen, New J. Phys. 7, 188 (2005).

[5] J. Kunes: Wannier functions and construction of model Hamiltonians, in [1].

[6] E. Pavarini: The LDA+DMFT Approach, in [1].

[7] See my chapter in E. Pavarini, E. Koch, F. Anders, and M. Jarrell (eds.)
Correlated Electrons: From Models to Materials,
Reihe Modeling and Simulation, Vol. 2 (Forschungszentrum Jülich, 2012)
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1 Large-scale facilities
A large-scale facility is a research facility of a considerable dimension to conduct cutting edge 
basic and applied research and to promote innovation in the field. A large-scale facility needs 
a considerable budget for its construction, operation and for continuous upgrading the 
infrastructure to be at state-of-the art in its field. Initially, large-scale facilities were built and 
operated by a single institution for its own staff and access to such facilities was only possible 
through a personal agreement with the persons in charge of the available instrumentation.

Due to price increases and budget cuts, it became slowly more and more difficult for a single 
institution to build and operate a large-scale facility. In the middle 60s, the staff members of 
the research reactors DIDO and PLUTO at Harwell, UK, with Peter Egelstaff playing a 
leading role, started to involve the UK scientific and industrial communities in using neutrons 
for their own research, while at the same time the Atomic Energy Research Establishment 
(AERE), which operated the reactors, faced budget cuts [1]. The collaborations with the UK 
Universities led in 1966 to the formal establishment of the so-called "Joint programme" 
between AERE and the Scientific Research Council (SRC) ensuring additional financial 
support that allowed the reactors' operation at full capacity [2].

To my knowledge, this was the first time that a large-scale facility opened officially to 
external users, moving the focus of a large-scale facility from a "private" view to a user 
service approach. This introduced a new approach in the management of the available 
instrumentation: when a large-scale facility uses funds made available by external funding 
agencies, access to its infrastructure shall be allocated through a transparent procedure, to 
avoid any conflict of interest and to allow the same chance to all users. This lead to the 
proposal system widely used nowadays at the large-scale facilities worldwide. Unfortunately, 
I have not been able to find any documentary evidence when the first proposals were written 
for the Harwell reactors. However, I do know that when the Institute Laue-Langevin (ILL) in 
Grenoble was founded in 1967 by an agreement between France and Germany, it 
was established as a "User facility", and when it started to operate in 1973 proposals were 
necessary for beamtime.

The oldest documented evidence of a proposal system relates to the astronomy community 
and, in particular, to the European Southern Observatory (ESO) with the proposal submission 
deadline on September 1st, 1968, for the period N.1 [3]. Likely, the user facility concept of 
large-scale facilities developed in parallel in different communities, and I cannot exclude 
interactions between them.

Nowadays, there are large-scale facilities in many different fields, in natural sciences, as well 
as humanities and social sciences. As large-scale facilities are generally sponsored by public
funding agencies, it is mandatory that all interested users have the same chance to access the 
available infrastructure without preferences or bias. Academic users, who aim to publish 
scientific papers, have free access. Moreover, many large-scale facilities offer also a financial 
support for covering their travel, accommodation and subsistence costs. On the other hand, 
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the access to the available instrumentation for proprietary research is possible upon the 
payment of an access fee.

2 Proposal system

Large-scale facilities offer the available infrastructure via a proposal system, where external 
users are invited to submit proposals to explain the scientific and technical details of the 
proposed experiment. Therefore the proposal system is addressed to non-proprietary research, 
namely to academic users. 
The proposal system starts with the proposal preparation and follows the work through the 
experiment up to the scientific publication, and consists of the following steps:

a) Proposal preparation: proposals begin with a detailed analysis of the scientific problem 
to understand how neutrons or synchrotron X-rays may help; as these experiments are 
very expensive it is first worth to understand if the results can be obtained also with 
other conventional techniques. Once it is clear that neutrons and synchrotron X-rays 
provide unique results, the experimental technique shall be selected. One single 
technique may be available in multiple large-scale facilities and the selection of the 
instrument is related to many different aspects, namely technical, personal and 
financial ones. For example, when non-standard sample conditions are needed, the 
proper ancillary equipment should be available at the selected instrument. A correct 
definition of the requested beam time must clearly show that the proposal has been 
carefully prepared. Last but not least, it is always important, where applicable, to 
check if the experimental reports of all previous experiments have been properly 
submitted, as this represents an important step on the proposal preparation 
(experimental report s are described later at point g). Further an in depth discussion 
with the instrument scientist is extremely important, especially if the user is not an 
expert one, and sometimes even mandatory; nevertheless it is always encouraged that 
the proposal text is discussed with the selected instrument scientists prior submission.

b) Online submission: nowadays the proposal submission procedure is done using the 
facility’s web pages. The requested procedures and forms are all similar and user 
friendly, although they differ from each other from one facility to another.

c) Proposal submission deadline: be aware of the deadline in terms of date and time and 
submit the proposal on time.

d) Review process: the scientific merit of each submitted proposal is assessed by at least 
two reviewers of the review panel and the final results are notified to the users in 
about 2-3 months.

e) Planning the experiment: once the proposal is accepted, please get in touch with the 
assigned instrument local contact for planning the experiment. 

f) Experiment: each user shall register in order to access the experimental area, please do 
not forget this important step: many users reach the facility and can not enter the 
experimental area because they neglected these administrative aspects! In most of the 
experiments it is expected that one or more users travel to the large-scale facility to 
perform the experiment. 



C1.4 F. Carsughi

g) Experimental report: after the experiment many, but not all, large-scale facilities 
require the users to submit an experimental report with preliminary results of the 
experiments. This document is intended to bridge the gap between the experiment and 
the publication. The experimental reports are very useful during the review process as 
the Review Panel has the possibility to check prior experiments performed by a user.

h) Publication(s): the ultimate goal of a non-proprietary investigation is to publish one or 
more manuscripts. The number of publications arising through use of its own 
instruments represents a performance indicator for a large-scale facility. With this last 
step, the long history of a proposal comes to an end. 

2.1 Proposal types
There are many types of proposals usually accepted by large-scale facilities; the following 
ones are those currently used in the neutron and synchrotron radiation facilities. Proposal 
names may slightly vary although their meaning remains unchanged. 

i) Standard proposals
There are usually 2 proposal rounds per year and the submitted proposals are 
assessed for their scientific merit by a review panel formed by external members 
to avoid conflict of interests and ensure a impartial review. The proposals may be 
accepted, rejected or put on a waiting list. Typical waiting time between the 
proposal submission and the experiment may vary from 3 up to 12 months.
Pros: external reviewers assess the proposals; users can perform the experiments; 
travel, accommodation and subsistence costs may be paid; large number of access 
time to allocate
Cons: strong competition due to the oversubscription of the requested 
instrument(s); relatively long waiting time between the proposal submission and 
the experiment

ii) Rapid/Fast Access proposals
Depending on the different facilities, programmes for a quick access, namely 
Rapid and/or Fast Access proposal, may slightly differ from each other, but all 
tend to shorten the time between the proposal submission and the experiment by a 
factor of 3-4 compared to the standard proposal type. They may address both short 
feasibility tests and also standard measurements depending on the large-scale 
facility.
Pros: short waiting time between the proposal submission and the experiment
Cons: usually the experiment is performed by the local contact

iii) Long Term proposals
Some facilities also accept proposals not only for one single experiment, but also 
for a full research programme, as may be the case for a PhD work. The proposal 
describes a full working plan with more experiments. In this case it is possible to 
proceed with the next experiment only when the step before is over and the 
correspondent experimental report is available and contains satisfactory results.
Pros: complex experimental plan secured in one step; reduced waiting time for the 
experiment
Cons: less flexibility for the experiment to perform
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iv) Directors’ Discretion time proposals
Proposals on very hot topics that require an urgent experiment may be assessed 
directly by the facilities’ Director. In this case a proposal accepted for Directors’ 
Discretion time has a very short assessment time and one can perform the 
experiment with a very short notice.
Pros: very short waiting time between the proposal submission and the experiment
Cons: Directors’ Discretion time is allocated only in special cases

v) Internal proposals
Some large-scale facilities reserve a fraction of the available beam time for 
scientific experiments for their scientific staff. Proposals may be accepted either 
through an internal proposal round or directly by the instrument scientists. 
Pros: less competition than in the case of standard proposals; more flexibility
Cons: -

An important piece of additional information requested by all the large-scale facilities is the 
status of the proposal. A newly submitted proposal may be a fully new proposal, a 
resubmission of a previously rejected proposal or a continuation of an experiment of a 
previously accepted proposal. In the last two cases, the review panel looks to the available 
prior documents during the review process. 
If it is a resubmission, the user should take care to address all comments received by the 
Review Panel when the proposal was rejected, and if it is a continuation the user should 
submit the experimental report of the previous experiment, and this represents an added value 
to the proposal.

3 A good proposal

A proposal is a short document where the user has to describe the proposed experiment and 
impress the reader to get beam time. There are no easy recipes to write a good proposal as it 
mainly depends on the writing skills of each user, however the following indications may help 
you to write good proposal.
A proposal consists of many parts, such as the abstract, the technical part, the scientific and 
technical description and references.
The abstract is an efficient short summary that plays an important role, as it opens the 
proposals and gives the first impression to the reader. Therefore, it should be about 10-20
lines long and very carefully written. 
The technical part is mainly formed by all technical information provided during the online 
submission and usually contains no text.
The scientific and technical description is the core of the proposal; the user should report in 
about two A4 pages all the necessary information. The use of a few figures is highly 
recommended, as they describe previous results and other important information in an 
efficient way, paying great attention to avoid micro- or mini-plots with no added value to the 
document. Font size and type described in the layout instruction shall be used. Any attempt to 
create additional space by using smaller fonts and figures/tables shall be avoided; moreover, 
duplication of information, such as the abstract for example, only reduces the available space. 
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As general guidelines, the scientific and technical description may include the following 
paragraphs:

1) Introduction and state of science: the state-of-the-art of the proposed research in terms 
of results available in the scientific literature

2) Previous results: the results of previous experiments and sample pre-characterization, 
not necessarily by using neutrons and synchrotron X-rays, performed by the user 

3) Aim of the proposed work: the detailed description of the proposed research in terms 
of scientific goals and expected results; it should be clearly explained why neutrons 
and synchrotron X-rays are necessary for the investigation and, moreover, also why 
the selected experimental technique is requested

4) Proposed experiment: the detailed description of the proposed experiment in terms of 
technical configuration of the instrument, justification of the requested beam time and 
use of sample environment. 

References includes your publication records as well as those quoted in the text. By no means 
should the user rely on external publications to describe the scientific and/or the technical part 
of the proposed experiments. All major information should be well visible in the scientific 
and technical description.

Last but not least, if it is not already requested on the online forms, it is worthy to mention if 
the proposed experiments are part of students’ work. This is usually considered to be an added 
value during the assessment of the proposal. Many new users will quickly learn that the 
preparation of a proposal will become of a great help for the preparation of the experiment. 
The application submitted by Prof. Purcell in 1950 for a financial contribution is a very good 
example of a well written proposal, it came as close to proposal perfection as one could hope 
[4]. He wrote the two-page proposal in a very coincise and persuasive way, clearly indicating 
the goal, the significance, the method, the state-of-the-art and the request of the proposed 
investigation. And thanks to that successful application, Prof. Purcell was able to launch 
hydrogen-line radio astronomy, which represents now a major branch of the modern 
astronomy. In conclusion, the competition to grant access at large-scale facilities for scientific 
experiments does not differ at all from other competitive processes, such as, for example, 
business strategy or grant application. The art of writing efficient texts for any of these
competitive processes is similar and teaching writing skills lies outside the goal of the present 
contribution, where guidelines and suggestions on how to improve the content of the proposal 
are given.
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Introduction 
 

The neutron is a baryon without electric charge. In contrast to the charged proton, it doesn’t 
exist as a stable free particle, but only in bound states together with protons in atomic nuclei. 
The free neutron has been observed first in 1930 by W. Bothe and H. Becker. They found that 
if energetic α particles emitted from polonium impinge on certain light elements as e.g. 
beryllium, boron, or lithium, an unusually penetrating radiation was produced [1]. 

In 1932 J. Chadwick proved that this radiation consistes of neutral particles with about the 
same mass as the proton. This particle had earlier been proposed as a part of atomic nuclei by 
E. Rutherford. Since then, it was named neutron. Chadwick has been awarded the nobel prize 
in physics in 1935 for the discovery of the neutron [2].  

 

In contrast to the bound neutron, the free neutron experiences a β decay  

 

 (1)  

 

into proton, electron, and electron antineutrino with a lifetime of almost 15 minutes. This 
lifetime is long enough to be able to use the neutron as a probe for the investigation of other 
objects as e.g. a solid material.  

The mass mn of the free neutron (compare: mp of the free proton) is 

 

 
(2)  

 

If the energy E of the neutron is taken into account, we always mean the kinetic energy.  

 

 
(3)  

 

with the velocity vector v and the kinetic momentum p.  A temperature equivalent T of the 
kinetic energy can be defined using the Boltzmann constant kB. 
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The neutron’s wavelength λ is obtained from the de Broglie relation  

 

 
(5)  

 

and the wave vector k describes the propagation of the neutron wave  

 

 (6)  

 

A useful unit for the wavelength λ is the Ångstrøm: 1 Å = 0.1 nm = 10-10 m and for the energy 
E it's the electron Volt: 1 eV = e * 1 V = 1.6022 * 10-19 J with the electron’s charge e. 

Some useful conversions are 

 

 (7)  

 (8)  

 

The following table 1 shows the relations between energy, velocity, wavelength, and tempera-
ture of the neutron for a few examples which are commonly used. From these numbers, it 
immediately becomes obvious that neutrons with a temperature around room temperature 
have a wavelength comparable to interatomic distances, so they are useful to investigate the 
atomic order of condensed matter. 

 

 

Energy E Velocity v Wavelength λ Temperature T 

1 MeV 1.38 * 107 m/s 2.86 * 10-4 Å 1.16 * 1010 K 

1 eV 13800 m/s 0.286 Å 11600 K 

230 meV 6600 m/s 0.6 Å 2700 K 

82 meV 4000 m/s 1 Å 950 K 

26 meV 2230 m/s 1.77 Å 300 K 

10 meV 1380 m/s 2.86 Å 116 K 

1.7 meV 570 m/s 6.9 Å 20 K 

 
Table 1: Relation between energy, velocity, wavelength, and temperature of the neutron. 
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1 Neutron production 
 

Stable neutrons only exist in a bound state in atomic nuclei. A nuclear reaction is always 
needed to release a neutron from a nucleus. In most cases, energy is needed to release a free 
neutron, in all cases an activation barrier has to be overcome. Today, many reaction paths are 
known that yield free neutrons which are presented in the following. 

 

1.1 Radioactive neutron sources: (α,n) reaction 
 

The production of neutrons with α radiation has historically led to the discovery of the 
neutron [1], [2]. The reaction  

 

 (9)  

 

is still used today for small neutron sources used for detector calibration or constant activation 
purposes, e.g. in smoke detectors. Today’s most common alpha emitter used in neutron 
sources is 241Am (432 years half-life), artificially produced by Pu breeding in a nuclear 
reactor. Also 238Pu or natural 226Ra can be used together with Be to produce small neutron 
source.  

 

 
 
Fig. 1: AmBe neutron source used for detector calibration. The source’s α activity is 350 

MBq, yielding a neutron production of 20000 n/s. The measured dose rate emitted by 
this source is about 10 µSv/h 

 

γnCCαBe 12*139 
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The neutron yield of a AmBe neutron source is about 6 * 104 neutrons per GBq α activity. 
These neutron sources are hermetically sealed, so that the material can be handles safely and 
the α radiation is properly shielded. The strongly penetrating neutron and γ radiations are 
emitted. 

Fig. 1 shows an AmBe neutron source used in our laboratory to calibrate neutron detectors for 
the radiation safety interlock system. The white "pig" on the picture is a neutron detector 
encapsulated in a polyethylene thermal moderator making it possible to measure the intensity 
of thermal and fast neutron fields (see section 2.1) for radiation safety purposes. 

 

1.2 Photoneutrons: (γ,n) reactions 
 

The absorption of highly energetic γ photons can be used to excite a lot of nuclei to release a 
neutron. This works as well with light nuclei as Be as with heavy nuclei as W or Pb. A 
combination of 123Sb (activated to 124Sb as γ source) and Be (as neutron source) can be 
activated in a the neutron field of a nuclear reactor and emits monoenergetic neutrons with an 
energie of 24 keV [3]. The half-life of this source is 60 days. Because of its low neutron 
energy it is used to keep a residual neutron field in a nuclear reactor during shutdown. 

Another application of (γ,n) reactions is a compact accelerator based neutron source based on 
an electron accelerator and a thick heavy metal target. With an electron beam of some 
100 MeV energy impinging on the target, a lot of high energetic bremsstrahlung is produced 
whose energy is sufficient to release neutrons from the same target material. An example of 
this type of neutron source is the HUNS source at Hokkaido university, Japan [4]. The 
drawback of this kind of accelerator driven neutron source is the fact that the γ radiation 
produced by the electrons has an energy such high that is difficult to shield and that also in the 
shielding material neutrons are released by (γ,n) processes.  

 

1.3 (p,n) and (d,n) reactions 
 
Accelerated protons or deuterons impinging on a metal target can be used to induce neutron 
production in a very efficient manner. Light ions can be accelerated in an electrostatic or a RF 
linear accelerator to energies in the range of a few MeV to a few 10 MeV. For most target 
materials the first neutron production channels open well below 20 MeV activation energy 
with additional contributions up to 100 MeV and higher. In case of deuteron beams, also the 
stripping of the deuteron’s neutron increases the neutron production rate. Fig. 2 shows the 
energy dependence of the probability of different neutron production reaction channels for 
deuterons impinging on Be. For the deuteron stripping, there is no energy threshold, the 
neutron emission from Be starts at about 2 MeV deuteron energy [5]. 
Due to the flexibility of the light ion accelerators, this kind of neutron source can be operated 
in pulsed mode at high intensities. The low energy protons or deuterons are stopped after a 
short penetration length in the target material. Therefore, the volume where primary neutrons 
are produced is small, so that the neutrons can efficiently be coupled into a thermal 
moderator. Based on this principle is the design of the Compact Accelerator based Neutron 
Sources (CANS), as they are presented e.g. in lecture C7 describing the HBS project for a 
modern CANS that we would like to build in Jülich. 
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Fig. 2: Calculated energy dependence of the cross sections of different neutron emitting 

reactions for deuterons impinging on Be based on the TENDL nuclear data library 
[5]. 

 

1.4 Nuclear fusion: d+d or d+t reactions 
 

The neutron production by nuclear fusion of deuterium (d or 2H) and tritium (t or 3H) can be 
induced at a low ion energy (below 100 keV) that can easily be achieved with a small 
accelerator. The two reactions available yield monochromatic neutrons: 

 

 (10)  
 (11)  
 

 
Fig. 3: A fusion neutron generator GENIE 16 GT commercially available from EADS 

Sodern. The tritium loaded metal hydride neutron production target is located 15 cm 
from the end of the long cylinder. 
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Technologically demanding is the fact that the target material is a gas. This is solved by using 
a metallic hydride as target. From time to time the target is burnt up and must be refreshed. 

Fig. 3 shows a commercial neutron generator based on the reaction (10). It can produce up to 
108 n/s in continuous or pulsed operation. 

 

1.5 Nuclear fission reactors 
 

Nuclear fission reactors are high-intensity neutron sources available since the 1940s. If 235U is 
irradiated with thermal neutrons, the nucleus absorbs the neutron and breaks into typically 
two fission fragments. In this process neutrons are emitted with an average of 2.3 neutrons per 
fission process. 

In a nuclear reactor, these fission neutrons are used to sustain a chain reaction. A sufficient 
amount of 235U (more than the critical mass) together with a suitable thermal moderator (see 
section 2.1) that slows down the originally fast fission neutrons makes it possible that at least 
1 of the 2.3 fission neutrons can again be absorbed by a 235U nucleus. The remaining neutrons 
either escape from the core region (e.g. into a neutron beamline towards a neutron scattering 
experiment), or they are absorbed by the moderator or any structure material. The excess 
neutrons need to be absorbed by a reactor control system that can tune the chain reaction to a 
stable level or a slight deviation for an increase or decrease of the reaction speed, i.e. the 
reactor power. 

For the reactor control it is important that a small fraction of the neutrons (0.65% in the case 
of 235U are not emitted immediately after the fission, but about 10 to 20 s later. If the chain 
reaction is leveled so that the prompt neutrons are not sufficient to sustain the chain reaction, 
the delayed neutrons can be used to control a slow change in reactor power. The reactor must 
never be operated in a state where the prompt neutrons alone sustain the chain reaction 
(“prompt critical reactor”) [6]. In this case, the reactor power rises exponentially in an 
uncontrolable manner. This happened for example at the Chernobyl accident. 

Fig. 4 shows a model of the fuel element of the FRM II research reactor in Garching near 
Munich. The reactor core consists of this single fuel element loaded with highly enriched 
235U, a light water cooling circuit passing vertically through the fuel element and a heavy 
water moderator and reflector that brings back thermal neutrons to the core to sustain the 
chain reaction and that feeds tangential beam tubes to extract neutrons from the reactor to use 
them in neutron beam lines outside the reactor vessel. The reactor power is controlled by a 
neutron absorber rod located in the centre of the fuel element. 

Historically and still today, nuclear reactors are the main source of high-intensity neutron 
beams for research applications. As most research reactors have been built in the years 1950 – 
1970, they are aging and more and more are shut down. Their role as a supply of neutron 
beams for research is gradually taken over by CANS and by spallation neutron sources. 
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Fig. 4: A model of the fuel element of the FRM II research reactor. The inclined plates 
contain the fuel, the cooling water flows in between the fuel plates. The central 
channel is the position of the control rod. The core of FRM-2 is the most compact 
235U reactor core ever built. 
(The copyright for these photos is held by W. Schürmann, TU Munich) 

 

1.6 Spallation neutron sources 
 

Spallation is the interaction of heavy nuclei with high-energy protons, i.e. protons with energy 
in the GeV range. In the collision of a nucleus with a proton at such high energy, the nucleus 
is completely disintegrated. At energies above 150 MeV the de Broglie wavelength of the 
proton is small enough that the proton interacts with the individual nucleons in the target 
nucleus. The nucleus is highly excited, up to 30 neutrons are evaporated from a single nucleus 
and several small nuclei are formed [7]. 

Spallation is most energy-efficient process of neutron production, but a lot of the energy is 
transferred onto the neutrons, so that neutrons with energies up to 500 MeV need a high effort 
to design a suitable shielding for the operation of such a source. Due to the large stopping 
length of the high energy protons, the neutron production zone is elongated to several 10 cm. 

Today’s strongest pulsed neutron sources are spallation sources. The European Spallation 
Source which will be the strongest neutron source worldwide is currently being built in Lund 
(Sweden) and will be presented in lecture C6. 
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2 Manipulation of travelling neutrons 
 

2.1 Moderation 
 

Primary free neutrons that are produced in a nuclear reaction typically have a energy of a few 
MeV, in case of spallation it might be a lot higher. To make these neutrons useful to 
investigate atomic matter, this energy has to be reduced below 1 eV according to table 1. The 
useful neutron energies correspond to about room temperature, for crystallography maybe 
higher, for investigations of complex matter (e.g. macromolecules or layered structures) even 
lower. This neutron energy can be reached by bringing the neutron field into thermal 
equilibrium with something that has the proper temperature and that interacts strongly with 
the neutrons. 

One important candidate to do so is hydrogen in any compound that has a high density. The 
hydrogen atom has approximately the same weight as the neutron, so collisions between a 
neutron and a hydrogen nucleus (i.e. a proton) can optimally transfer momentum from the 
neutron to the proton. In addition, the inelastic scattering cross section that describes the 
probability of an energy transfer between hydrogen nuclei and neutrons is high. 

So, for neutron moderation to thermal temperatures water H2O or heavy water D2O are ideal. 
H2O has the advantage that it is easily available and does not produce any radioactive waste, 
but the disadvantage of a non-negligible neutron absorption. D2O has the advantage that it 
hardly absorbs neutrons, but if it does, radioactive tritium is produced. In addition, the 
interaction between neutrons and D2O is weaker compared to H2O, so that the moderator 
volume needs to be bigger and the neutron field is diluted. If the thermal load is low, also 
solid polyethylene is a good thermal neutron moderator, but it cannot be cooled as efficiently 
as liquid water. Another useful thermal moderator is Be which is solid but with a high thermal 
conductivity and has almost no neutron absorption. A thermal moderator efficiently delivers 
neutrons in the wavelength range between 0.7 and 2.5 Å.  

If neutrons with longer wavelengths are desired, a "cold neutron source" is used to moderate 
thermal neutrons to even lower temperatures. Liquid H2, liquid D2, solid methane CH4 or 
solid mesitylene C9H12 are the most frequently used substances in a cold neutron source. A 
cold neutron source efficiently delivers neutrons in the wavelength range between 2 and 8 Å. 
Depending on the realization, sometimes neutrons with wavelengths up to 20 Å can be used 
for special applications. 

In some research reactors specialized beamlines for crystallography and high-energy 
spectroscopy are fed by a hot neutron source. A hot neutron source is a graphite moderator 
heated (by the γ radiation close to the fuel element) to temperatures between 2500 and 
3000 K. This moderator efficiently delivers neutrons with wavelengths down to 0.2 Å 
corresponding to an energy up to 2 eV. 
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2.2 Monochromatization 
 

In a neutron scattering experiment it is in most cases necessary to know the neutron's 
wavelength or energy when it interacts with the sample. There are three methods of 
monochromatization commonly used: 

 

2.2.1 Time-Of-Flight (TOF) 
The TOF method uses the energy dependent velocity of the neutrons (eq. (5) and (7) ). The 
neutron beam is structured in time by a rotating chopper that is transparent only for a short 
fraction or it is emitted from a pulsed source. When the neutron beam travels the distance 
between source / chopper to the detection system, the neutrons with shorter wavelength arrive 
earlier at the detector. With the control of the timing between source / chopper and the 
detector system, the wavelength of every neutron can be reconstructed from the arrival time. 

 

2.2.2 Velocity selector 
A velocity selector is a rotating turbine wheel with neutron absorbing channel walls, as can be 
seen in fig. 5. The neutron beam impinges in a direction parallel to the turbine axis. If the 
speed of the neutrons matches the rotational motion of the channel, the neutrons of this speed 
can pass the velocity selector. This technique is used for instruments that need a 
monochromatic beam with moderate wavelength resolution (10-20%). 

 

 
 

Fig. 5: Turbine wheel of the velocity selector used at KWS-3. The selector blades consist of 
a MgLi alloy with neutron absorbing 6Li. 
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2.2.3 Monochromator crystals 
Bragg reflections on a single crystal happen only, if wavelength and angle of incidence on a 
suitable lattice plane match. Therefore, a neutron beam with well-defined direction can be 
monochromatized by Bragg reflection from a monochromator crystal. Depending on the 
quality of the crystal, a wavelength resolution between 0.05% and 1.5% can be achieved. 
Sometimes "too good" crystals are treated mechanically to disturb the perfetion of the lattice 
to be able to reflect a wider wavelength band. 

Fig. 6 shows a double focussing Cu monochromator. It is equipped with 105 single crystals 
that have been hammered to increase the reflectivity. This monochromator can be focused 
vertically to be able to illuminate small samples more strongly and it can be focused 
horizontally to be able to transport a larger wavelength band (due to different Bragg angles of 
the individual columns of the monochromator) to the sample on the expense of a higher beam 
divergence. 

 

 
 

Fig. 6: Double focussing monochromator equipped with 105 Cu single crystals. The 
monochromator can be bent individually in vertical and horizontal direction to be 
able to adapt the focussing of a large incident beam onto samples with variable size. 

 



C2.12  U. Rücker 

2.3 Neutron transport 
 

2.3.1 Neutron guides 
Originally, thermal or cold neutrons are emitted isotropically from the moderator. Instruments 
directly located at a beamtube of a nuclear reactor can use the entire solid angle that is 
illuminated through the opening of the reactor shielding. But, as space around the shielding is 
very limited, a way to bring neutrons efficiently to instruments at a larger distance is 
necessary. 

Neutron guides based on the principle of total reflection (see lecture D2) are used to transport 
neutron beams with a limited divergence but with low losses over distances of up to 200 m. 
The walls of neutron guides are polished glass plates with a metal coating. A simple Ni 
coating offers total reflection up to the critical angle  

 (12)  

for neutrons with the wavelength λ. These neutrons are transported without losses. Today's 
supermirror technology has achieved to increase the reflection angles up to m=6 times θc with 
reflectivities between 95% (for m=2) down to 60% (for the highest angles with m=6). From 
eq. (12) it is obvious that neutron guides are more efficient for cold neutrons with long 
wavelengths than for thermal neutrons. Therefore, most cold neutron instruments are located 
at increased distance from the reactor surface while only thermal instruments are located 
directly at the beamtubes. 

Fig. 7 shows the neutron guides serving all cold neutron instruments of the neutron guide hall 
at the former research reactor in Jülich. Straight and slightly curved guides allow to supply 
neutrons to instruments that have sufficient space to be operated independently.  

 

 
 

Fig. 7: Neutron guides serving the cold neutron instruments at the former FRJ-2 research 
reactor in Jülich.  
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2.3.2 Collimation 
To be able to define the divergence of a neutron beam, a collimating device is needed. This 
device typically absorbs all neutrons that travel in any unwanted direction. Either this is 
realized by a pair of adjustable slits (typically 4 electronically movable blades defining the 
left, right, top, and bottom edge of the opening) at a distance of typically a few metres, or by a 
collimator which is an array of tunnels for neutrons with absorbing walls, so that only the 
neutrons that can pass straight through one of the tunnels are transmitted. 

 

2.3.3 Focussing 
The neutron flux at the sample (or detector) position of a neutron instrument can be increased 
by focussing the beam onto the sample position on the expense of an increased divergence, if 
this can be tolerated by the experimental conditions.  

In sec. 2.2.3 already a focussing crystal monochromator has been introduced. A second option 
for instrument at a sufficient distance from the source is an elliptically shaped neutron guide. 
This kind of neutron guide can transport a larger divergence of neutron beam from one focal 
point (where the source is located) to the second focal point where the beam is focused on. 
Ideally (with a point source), every neutron would be reflected only once along the entire 
neutron guide. Even with the extended sources available the elliptical neutron guide is a good 
technique to deliver a beam with higher divergence to a distant instrument with small sample 
size, because the number of reflections on the walls is strongly reduced compared to straight 
neutron guides. 

For very cold neutrons (λ > 10 Å) refractive lenses are feasible to achieve highest spatial 
resolution. These lenses are made of MgF2. Due to the low index of refraction typically 
several 10 lenses are used in series, so that the transmission losses and the shape errors 
become an important parameter. 

 

2.4 Neutron detectors 
 

Neutrons cannot be detected electronically because they carry no charge. Again, a nuclear 
reaction is necessary to produce charges that can be treated with electronic devices. The 
capture of the neutron in a suitable converter material releases charged secondary particles 
with high energy which are able to ionize detector material [8]. 

The most important nuclear capture reactions for neutron detection are 

 

 (13)  
 (14)  
 (15)  
 

Gas detectors use the ionization of gas by particle radiation within an electrical field. The ions 
and electrons are moving to the electrodes and induce a charge signal that can be detected by 
electronics. Typical detector gases for the detection of thermal or slow neutrons are 3He and 
10BF3.  

MeV764.0pHnHe 33 

MeV78.4αHnLi 36 

MeV) (0.48 γMeV 2.31αLinB 710 



C2.14  U. Rücker 

In Scintillation detectors, the neutron converter is embedded in a transparent solid matrix and 
the energy of the secondary particles is converted into excited states of the matrix that decay 
with the emission of photons. These photons in a second step can be converted into electronic 
signals in a photomultiplier. A typical neutron scintillator material is glass with embedded 
6LiF. 

Both detector techniques can be used to build a position sensitive detector, where the charges 
are detected in a spatially resolved way. 1D or 2D spatial resolution can be achieved down to 
50 µm. 

 

3 Neutron instrumentation 
 

For most of the neutron scattering experiments, the experimentalist is interested in the relation 
between the wave vectors ki and kf of the neutron before and after the encounter with the 
sample. The job of the instrument is now to define ki precisely enough and to detect enough 
information about the scattered neutrons to be able to evaluate kf.  

For the definition of the incident neutron state, the angles of incidence αi (in the scattering 
plane) and φi (perpendicular to the scattering plane), the neutron wavelength λi or energy Ei, 
and the place of the interaction (x,y,z) need to be known. After the interaction αf, φf and Ef 
need to be measured. 

One important exception is spin-echo spectroscopy, where the precessing neutron spin is used 
as an internal clock for every single neutron, so that Ef-Ei  can be measured without precise 
knowledge of Ei. 

As the intensity of a neutron source is limited, it is not sensible to determine all parameters 
with high precision. Depending on the information that the experimentalist would like to gain, 
it is necessary to find out which value needs to be defined with what precision. The relaxation 
of some parameters always leads to important intensity gains. For this reason, a lot of 
different instrument types have been developed to have suitable instruments for different 
scientific questions. 

 

3.1 Elastic neutron scattering instruments 
 

The neutrons that probe the structure of matter do not change their energy during the 
interaction with the sample. As the probability for elastic neutron scattering, i.e. Ef = Ei, is 
always much higher than the probability for inelastic scattering, the detection of Ef is omitted 
in all elastic scattering instruments.  

 

3.1.1 Single crystal diffractometer 
A single crystal diffractometer is used to determine the crystal structure of a high-quality 
single crystal in the centre of the Eulerian cradle (3 motorized drives for the angles ω, χ, and 
φ) that makes it possible to align the sample in every orientation with respect to the incoming 
beam. Together with the 2θ motor that defines the angle between detector and incoming 
beam, all mutual orientations can be realized. 
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Fig. 8 shows a standard single crystal diffractometer as it is realized at many places. It 
requires a precise definition of the wavelength λ and a proper adjustment of the centre of the 
Eulerian cradle to the beam. The divergence of the angles αi and φi of the incoming beam can 
be relaxed because the selection rules in the single crystal diffraction induce additional 
resolution. 

 

 
Fig. 8: Principle components of a constant wavelength 4-circle single crystal diffractometer  

(from [4]).  
 

 
3.1.2 TOF reflectometer 
A TOF reflectometer at a pulsed source is used to determine thicknesses, densitites and 
composition of the individual layers in a layered structure. As the sample is laterally 
homogeneous, no in-plane resolution is necessary.  

 

 
Fig. 9: Generic reflectometer to be installed at a pulsed compact neutron source [10]. 
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Fig. 9 shows a design suitable for a reflectometer at a pulsed source with 48 Hz repetition rate 
and 4% duty cycle [10]. The neutron pulse emitted from the liquid H2 cold moderator is 
dispersed over the 10 m flight distance so that it has a Δλ = 0.34 Å wavelength resolution at 
the detector position, which is below the necessary resolution limit of 20% for all 
wavelengths used. A bandwidth chopper cuts the wavelength band to 7.5 Å width (e.g. from 
2 Å to 9.5 Å), so that no overlap between the fastest neutrons of one pulse and the slowest 
neutrons of the previous pulse occurs.  

In horizontal direction, the incident angle αi is defined by 2 collimation slits at 2 m distance 
from each other. In vertical direction, an elliptical neutron guide focuses the beam onto the 
sample with highest divergence available, because in this direction no resolution is required. 
The collimation slits are widely open in the vertical direction. Due to this focussing the 
intensity at the sample position can be increased by more than a factor 3 compared to a 
neutron guide with fixed height. 

 

3.2 Inelastic neutron scattering instruments 
 

3.2.1  TOF spectrometer 
A Time-Of-Flight spectrometer is used to determine the energy transfer between neutron and 
sample. This is used to measure e.g. phonon excitation energies is crystalline matter. Fig. 10 
shows the main components of a TOF spectrometer that can be installed at a pused neutron 
source. Typically, for intensity reasons, the angular resolution is relaxed, so that focussing 
neutron optics can be used. A big spherical detector bank covers most of the solid angle 
around the sample so that the neutrons scattered to almost all directions can be detected 
simultaneously. 

The white neutron pulses emitted from the source are dispersed by Time-Of-Flight on the 
flight path towards the sample. Somewhere along this flight path a narrow bandwidth filter 
selects the energy of the incident neutrons. This may be a bandwidth chopper with a narrow 
opening or a focussing crystal monochromator. (Of course, in this case the instrument is not 
straight!) The chopper immediately in front of the sample defines the point of time when the 
neutrons with well-known energy Ei reach the sample. The neutrons scattered by the sample 
then travel the flight path towards the detectors. The time they need for this path then allows 
to determine the energy Ef of the neutron after the interaction with the sample and with that 
the energy transfer at the sample. The position of the detected neutrons determines αf and φf, 
so that kf is fully known.  

 

 
Fig. 10: Main components of a TOF spectrometer operated at a pulsed neutron source. 
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3.2.2 Triple axis spectrometer 
In a triple axis spectrometer, the parameters desribing the incident and the scattered neutrons 
are determined one after the other. Fig. 11 shows a picture of the IN12 spectrometer operated 
in a neutron guide hall at the ILL. As a first step, the energy Ei of the incident neutrons is 
defined by the monochromator crystal (1st axis). The first collimator defines the angle of 
incidence αi of the neutron beam arriving at the sample position. The sample can be oriented 
freely on the sample table, the 2nd axis is the angle αf, at which the neutrons leaving the 
sample towards the analyzer are observed. The second collimator ensures that only the 
neutrons within the desired angular resolution can travel to the analyzer crystal. The rotation 
of the analyzer against the beam coming from the sample (3rd axis) defines the energy Ef of 
the neutrons that are finally allowed to go to the detector. 

 

 
 

Fig. 11: Triple axis spectrometer IN12 of the JCNS operated at the ILL. 
 

 

In contrast to the TOF spectrometer, the triple axis spectrometer can only measure at one 
single kf vector at a time. This makes the measurement much slower compared to the TOF 
spectrometer, but the unique opportunity to define the resolution of every parameter 
individually allows a measurement strategy that is very much adapted to the problem under 
investigation. Of course, this requires a good basic knowledge of the physics that is expected 
in the sample. 
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3.2.3 Backscattering spectrometer 
The backscattering spectrometer is the highest resolution spectrometer that uses the classical 
approach to determine Ei and Ef individually. In this lecture, I present only the secondary 
spectrometer measuring kf of the neutrons scattered from the sample. 

Fig. 12 shows the energy analyser of such a backscattering spectrometer. The energy of the 
scattered neutrons is determined by backscattering from Si (111) single crystals, the most 
perfect single crystals available. For this reason, the resolution in Ef is as good as 1.5 µeV. 
The amount of neutrons within this very narrow energy window is very low, so to achieve a 
reasonable count rate, the angular resolution of the instrument is extremely relaxed. Each of 
the analyser plates, which are segments of a sphere and which are covered with Si single 
crystal wafers bent to the spherical shape, covers a range of scattering angles between 5 and 
20° and focuses the reflected neutrons on a single detector. So the entire area you can see in 
Fig. 12 is collected within 7 angular channels to be able to achieve a sufficient count rate well 
above the background level in every detector.  

 

 
 

Fig. 12: Energy analyser bank of the backscattering spectrometer at FRJ-2. Every analyser 
section is a part of a sphere and is covered with perfectly aligned Si single crystals. 
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1 Introduction

Discharge tubes were made possible in the second half of the 19th century by advances in vac-
uum technology, leading to the discovery of both the electron in 1897 by J.J. Thomson and
X-rays in 1895 by W.C. Röntgen . For the first two decades, the dominant scientific use of X-
rays was in the field of medical imaging. However, the first successful recording of a diffraction
pattern in 1912 by Friedrich and Knipping and the subsequently developed theory by von Laue
and the Braggs opened up experimental access to the atomic scale of materials. The experiment
proved not only that X-rays are capable of interference and thus possess wave characteristics,
but also that crystals are periodic structures on the atomic scale, as long suspected by chemists.
The now famous ’Laue experiment’ is frequently considered to be the starting point of mod-
ern solid state physics and chemistry, linking for the first time (macroscopic) properties to the
(atomic) structure. The subsequent progress in structure determination is probably best illus-
trated by the advent of protein crystallography (see talk E8), where the complexity has been
increased to more than 10,000 atoms per unit cell, achieved nowadays routinely at large storage
ring facilities usually referred to as synchrotrons.
However, synchrotron radiation can be used for far more than crystallography. Its spectrum
extends from the infrared to the γ-region of electromagnetic waves, and typical applications in-
clude scattering, imaging and spectroscopy, performed on samples from practically all fields of
science. In this overview chapter we will discuss elementary properties of synchrotron radiation
and its generation in storage ring facilities, as well as the basic layout of beamlines and their
instrumentation. We will use a ’downstream’ approach, following the photon from the source
via the mononchromator to the sample. The focus will be on hard X-rays, although reference to
soft X-rays is occasionally made.

2 Properties of Synchrotron Radiation

2.1 Fundamental aspects and overview

X-rays are generated by transitions in the atomic shell structure, or by sufficiently accelerated
charged particles. We start with a look at X-ray generation in tubes. Despite their enormous
technological evolution over the decades, the basic design still implies a) high X-ray intensity
only at characteristic wavelengths given by the target material, b) rather isotropic photon emis-
sion, c) a photon flux limited by the heat tolerance of the anode, and d) a spectrum arising from
multiple scattering of electrons inside the target, which cannot be calculated analytically.
By contrast, synchrotron radiation is produced by highly energetic, charged particles deflected
by magnetic fields. Synchrotron radiation occurs naturally in space and was on earth at first
observed at circular accelerators built for particle physics. It was initially an unwanted by-
product, since it limited the maximum energy of the accelerator. However, soon after the first
observation in 1947 it was realized that the emitted light had extraordinary properties useful in
atomic, molecular and condensed matter physics. The outstanding features are largely a direct
consequence of the following two aspects:

1. the charged particles (typically electrons) move at highly relativistic speeds,
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2. the particles are accelerated in a vacuum.

It is instructive to compare the generation of X-rays in a tube and in a synchrotron with the
above list a) - d) in mind. The relativistic speed brings in the Lorentz transformation natu-
rally, with remarkable results for the experimentalists and their samples being in the laboratory
frame.
First, the usual dipole radiation pattern in the moving electron frame is observed in Lorentz-
contracted form in the laboratory frame. Together with an additional boost forward, this results
in a strong, natural collimation of the emitted light cone in the laboratory frame, sometimes
compared to a sweeping search light (cf. Fig. 1). The natural collimation contributes signif-
icantly to the enormous photon flux available at synchrotron beamlines, since a well-defined
angle of incidence - typically required in X-ray experiments - is usually realized by slits. By
comparison, simple collimator systems discard most of the photons generated by an isotropic
emitter as in b).
Second, the intensity radiated is not restricted to the fundamental frequency of revolution, which
is in the MHz range. The relativistic velocities together with the point-like charges give rise to
harmonics up to very high order. Since the individual harmonic lines are smeared out, a con-
tinuous, broad spectrum results which extends from the infrared into the X-ray range. There-
fore, a synchrotron bending magnet radiates a broad, intense spectrum, in contrast to point a)
above. This allowed to develop special synchrotron-based techniques which require tunable
X-ray wavelengths, for example absorption spectroscopy (cf. talk F2).
Third, the acceleration of relativistic electrons by radio frequency cavities in a vacuum allows
to form electron bunches of very small size (down to the micron range), resulting in an exceed-
ingly small source size that comes very close to the ideal of a point source. This is of great
importance for many experimental techniques and is described by the physical quantity ’bril-
liance’ explained in section 2.3.
Forth, it is intuitively clear that the acceleration of charges in a vacuum is a well-defined process
compared to point d) above. It leads to a clean spectrum than can be treated theoretically in full
detail [2, 3]. From a practical point of view, this makes it much easier to design more elaborate
equipment, like wigglers and undulators (see section 2.4). Also the fundamental SASE (self
amplified stimulated emission) process in free electron lasers (cf. talk C5), which is based on
undulators, was predicted quantitatively before the first machines were built.

Fig. 1: X-rays generated in a wide solid angle by a tube compared to the narrow emission angle
of synchrotron radiation [1]. The angle 1/γ represents a characteristic scale for the emission in
the orbit plane as well as perpendicular to it.
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However, it should be mentioned that the access to synchrotron radiation is somewhat restricted,
since it usually involves the submission of a proposal, with several months easily passing before
an experiment can be performed (cf. talk C1). Therefore, the greatest advantage of X-ray tubes
today lies in the availability of a laboratory source.

2.2 Continuous spectral distribution

Of foremost importance is the energy E of the electrons circulating in the storage ring, typical
values range from 0.7 GeV (SSLS, Singapore) to 8 GeV (SPring 8, Japan). The energy of the
electrons then is almost entirely kinetic energy, since their rest mass m0 is equivalent to only
511 keV, so their speed is only a few m/s below the speed of light according to

E = mc2 = γ m0 c
2 (1)

with
γ =

1√
1−

(
v
c

)2 . (2)

Typical values of γ are several thousand for a synchrotron in the GeV range, for example γ =
11742 for a 6 GeV synchrotron. The characteristic angle 1

γ
of the emission cone then reduces

to 0.085 mrad or 0.0049◦ (cf. Fig. 1).
One of the most important features of synchrotron radiation is the universality of the emitted
continuous spectrum, shown in Fig. 2. It depends only on a few specific source parameters such
as electron beam energy and the strength of the magnetic field which forces the electrons on
a curved path (also expressed as the bending radius R). The spectrum scales with the critical
frequency

ωc =
3

2

c

R
γ3 =

3

2

c

R

(
E

m0 c2

)3

, (3)

which is defined as the frequency up to which exactly 50 % of the total power is radiated.
The peak of the spectrum is located at about ωc/3, with analytical approximations indicated in
Fig. 2. The rather featureless spectrum can be calculated via integrals over Bessel functions.
For details, the interested reader is referred to the X-ray Data Booklet, which is freely available

Fig. 2: Left: Spectral distribution of synchrotron radiation at fixed electron beam energy; right:
hardening of the spectrum with increasing electron beam energy [4].
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on the internet [5], and references given therein. The electron energy determines the hardness
of the resulting photon spectrum (cf. Fig. 2 (right)). The intensity falls off quickly beyond
the characteristic frequency (or equivalently, the characteristic energy Ec := �ωc), whereas the
part of the spectrum well below the characteristic frequency is essentially independent from the
electron energy. The characteristic energy can be expressed in practical units as

Ec

keV
= 0.665

(
E

GeV

)2
B

Tesla
. (4)

The power radiated by a single electron is given by

P =
e2c

6πε0

1

R2

(
E

m0 c2

)4

, (5)

which underlines why only charged particles with small rest mass m0 (e.g., electrons or positrons)
are used in synchrotron radiation facilities.

2.3 Other properties: collimation, brilliance, time structure and coher-
ence

Synchrotron radiation is extremely collimated in the plane of the accelerator. This is a relativis-
tic effect and illustrated in Fig. 3. In the rest frame of the electron, the emitted radiation exhibits
the characteristic donut-shaped dipole emission pattern. However, since the electron moves al-
most at the speed of light, the emission pattern appears drastically changed to an observer in
the laboratory frame. The coordinate in the direction of motion is transformed via a Lorentz
transformation, whereas the two other spatial coordinates remain unaffected. Accordingly, the
emission is peaked very strongly in a narrow forward cone as indicated on the right hand side
of Fig. 3. This radiation pattern is observable in tangential directions around the ring from all
points of the electron trajectory where the electron is accelerated.

We want to define some useful quantities characterizing light sources. The brightness

B =
∆P

∆Ω ·∆A
; [B] =

photons/s

mrad2 ·mm2
(6)

Fig. 3: Emission pattern of dipole radiation from a relativistic charged particle, viewed within
its rest frame (left) and by an observer in the laboratory (right) [6].
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Fig. 4: A source of finite size ∆AS emits into a solid angle ∆ΩS and is imaged by an optical
system with efficiency η. Under ideal conditions, the product ∆Ω · �A is conserved, usually
expressed via the brilliance (Eq. (7)) [1].

is the power ∆P radiated by a source of area ∆A into a solid angle ∆Ω, with practical units as
indicated. By contrast, the spectrally resolved brightness

BSpectral(E) =
∆P (E,∆E)

∆Ω ·∆A
; [BSpectral] =

photons/s

mrad2 ·mm2 · 0.1%bandwidth
(7)

is called brilliance and refers only to photons within a band pass ∆E centered at the energy E.
Since relative bandwidths for crystal monochromators are on the order of ∆E/E = 0.1% (see
section 3.2), the brilliance is usually given in the practical units of Eq. (7).
Both quantities take into account the area of the light emitting source, which is here the cross
section of the electron beam. They are fundamental figures of merit, as the product �Ω · ∆A
represents an invariant not affected by focusing optics (Fig. 4). It is therefore possible to produce
from the same source by some suitable optics a small, divergent beam as well as a large, nearly
parallel beam according to experimental needs; however the figure of merit represents a limit to
what can be achieved.
Fig. 5 shows the exponential growth of the brilliance of synchrotron X-ray sources during the
last decades. The change of technology is manifest as kinks in the plot, both for the transition
from tubes to synchrotrons and the advent of free electron lasers, resulting in an additional
increase of peak brilliance by another 10 orders of magnitude. The reduction of the effective
source size ∆A by advances in electron beam focussing has contributed significantly to the
increase in brilliance.

X-ray generation in storage rings is associated with a definite time structure , analogous to a
stroboscopic light source, since the electrons are not randomly distributed along the circumfer-
ence of the ring. The reason lies in the bunching of the injected electrons, as they have to pass
the radio frequency cavities at a certain phase in order to be accelerated. Typical electron bunch
lengths are a few cm, separated from each other by several 10 cm. Due to the electron speed
being close to the speed of light and the high collimation (cf. Fig. 1), an observer at a beamline
registers X-ray pulses of several 10 ps duration, repeated every few nanoseconds. The maxi-
mum number of electron bunches is given by the circumference of the storage ring, divided by
the number of ’buckets’ for such bunches (typically several hundred). Not all possible ’buckets’
are necessarily filled during synchrotron user operations, since the large variety of experiments
requires different filling modes for optimal performance. Hence, the filling mode is changed
regularly (for example, on a weekly basis), and the user experiments are grouped accordingly
for beamtime allocation.

The angular distribution of both polarization components is different with respect to the accel-
erator plane. While the parallel polarization component is strongest in the plane of the ring,
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Fig. 5: Evolution of the peak brilliance in the history of X-rays from tubes to synchrotron
radiation sources and free electron lasers (note the logarithmic scale).

the vertical component vanishes in this plane, with a wavelength-dependent maximum above
and below. Therefore, in general an elliptical polarization results, with opposite helicities above
and below the accelerator plane. Consequently, synchrotron radiation is linearly polarized in
the accelerator plane. It should be pointed out that the angular distribution of the polarization
components can be expressed in a universal way by Bessel functions, as was already the case
for the spectral distribution, independent of any particular storage ring.
The natural polarization is one of the most important features of synchrotron radiation. Details
on polarization handling are given in talk C4.

The degree of coherence is an important property of all light sources. Whereas coherent sources
of visible light - such as lasers - have been available for decades, coherent X-rays with sufficient
intensity have only become recently available from high-brilliance sources. Loosely speaking,
the coherence of a light source describes the ability of its emitted wavefronts to form extended,
stable interference patterns needed for example in holography or lensless imaging. As depicted
in Fig. 6, any light source can be made coherent by appropriate experimental measures; how-
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Fig. 6: Improving the spatial and temporal coherence of electromagnetic waves from an inco-
herent source using a pinhole and monochromatization [7].

ever, the question is how much intensity is left afterwards. Placing an aperture in front of the
source increases the so-called spatial or transverse coherence. A frequent choice are pinholes,
which approach the ideal of a point source. By contrast, temporal or longitudinal coherence
refers to the wavelength purity of the radiation.
For a quantitative treatment of coherence, the reader is referred to talk D7.

2.4 Wigglers and undulators

Modern storage rings are more polygons than circles, with bending magnets at the corners of
the polygon and straight sections between the corners. These sections are used for so-called
insertion devices, where electrons are periodically deflected from sequences of small but strong
(mostly permanent) magnets. Although the emission cone is intrinsically narrow for radiation
from a bending magnet, the photons are constantly emitted while the electrons follow their
circular path, resulting in a large horizontal fan (e.g., in the orbit plane). By contrast, radiation
from insertion devices is concentrated in a small angular range in forward direction.
The most important insertion devices are wigglers and undulators. Their basic structure is
identical, depicted in Fig. 7. The periodic arrangement of magnets forces the electrons onto
a sinusoidal path in the horizontal plane. An important parameter to distinguish wigglers and
undulators is the deflection parameter K:

K = 0.934
λU

cm

B

Tesla
, (8)

where λU is the period and B is the magnetic field experienced by the electrons.

In a wiggler, the N pairs of magnets create a spectrum that is equivalent to the intensity super-
position of N bending magnets. However, strong magnets separated by a small gap (cm range)
yield an equivalent bending magnet that is significantly stronger than the bending magnets at
the corners of the storage ring polygon. Therefore the wiggler spectrum is not only far more
intense, but also shifted to higher photon energies. The maximum deflection angle from the
x-axis is given by α = K/γ, leading to a corresponding horizontal spread. Wigglers are char-
acterized by high magnetic fields and long periods, resulting in K � 1.
Undulators are similar to wigglers except for much smaller K-values (typically K < 1). Their
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Fig. 7: Schematic structure of wigglers and undulators. The period λU is typically a few cm; the
strength of the magnetic field on the x-axis can be changed by varying the vertical gap between
the two rows of magnets [1].

spectral and spatial radiation distributions are dominated by strong interference effects, hence
undulators are not continuum sources like wigglers and bending magnets. The spectrum con-
sists of sharp peaks at wavelengths

λ =
1

M

λU

2γ2

(
1 +

1

2
K2 + γ2θ2

)
, (9)

where θ is the observation angle with respect to the undulator axis and M = 1, 2, 3, . . . indi-
cate that also higher harmonics are generated.1 In essence, the generation of photons with a
wavelength λ on the order of 10-10 m in the laboratory frame is brought about by the Lorentz
contraction of the undulator period λU (about 10-2 m) and the relativistic Doppler effect, yield-
ing two times a γ-factor on the order of 104.
Since the properties of undulator radiation are based on a coherent superposition of the radi-
ation emitted in the N periods of the device, the intensity is proportional to the square of the
amplitude and hence is proportional to N2. Undulators are frequently used at beamlines where
the experiments profit most from a very intense, strongly collimated beam and need not be
performed at a very specific wavelength, or when the coherence properties of the radiation are
important. The tuning of the wavelength at an undulator beamline is considerably more com-
plicated than at a wiggler beamline. Whereas at a continuum source only the monochromator
needs to be changed, an undulator requires according to Eq. (9) to vary the K parameter, which
is accomplished by varying the magnetic field. This is usually done by increasing the gap me-
chanically for shorter wavelengths and vice versa.

3 Instrumentation

3.1 Typical beamline layout

The typical beamline layout found at 3rd generation storage rings is depicted in Fig. 8. All beam-
lines are arranged tangentially to the storage ring. From experience gathered at 2nd generation
sources, the following layout has evolved:

1 In an ideal undulator, only odd harmonics can be observed on the undulator axis.
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Fig. 8: The European Synchrotron Radiation Facility (ESRF) , Grenoble, with a sketch of
a typical beamline layout consisting of separate hutches for the optical elements, the sample
interaction and the researchers controlling the experiment (Source: ESRF).

• The optics hutch receives the incoming X-ray beam, which is modified according to the
desired experimental characteristics. For example, the polychromatic beam is monochro-
matized here; also focusing optics are housed in this hutch.

• The experimental hutch contains the sample to be studied and a diffractometer (or other
positioning devices). In case of in-situ studies, the sample environment is mounted onto
the diffractometer as well, allowing to control external parameters like temperature, mag-
netic field etc. One or more detectors record the scattering which results from the inter-
action of the X-ray beam with the sample. Owing to the high level of ionizing radiation,
no access during the experiments is possible, requiring remote control for each apparatus
inside the experimental hutch.

• The control hutch allows the researchers to control their experiment, collect, store and
transfer the data. Frequently, some basic evaluations are already performed here during
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the beamtime.

It should be added that hutches which contain the X-ray beam are heavily shielded in cases
of storage rings producing hard X-rays. Typically, they are called lead hutches because their
shielding consists of Al/Pb sandwich plates. In case of storage rings designed for soft radiation
(UV and soft X-rays), lead hutches are only found at those beamlines where hard X-rays are
generated by special insertion devices. The transition from soft to hard X-rays is not sharply
defined, occurring at about 2 - 4 keV photon energy. At the other end of the spectrum, the soft
X-ray range overlaps with the ultraviolet range, which is also called vacuum-ultraviolet (VUV)
- reminding us that the radiation is so soft that it is absorbed even by air after a short distance.
In these cases, the steel vessels used to transport the beam and to perform the experiments are
more than sufficient to provide shielding, and hutches do not exist.

Under ideal conditions, the brilliance is conserved for a stream of photons emanating from a
source and propagating down the beamline (see Fig. 4). If an experiment with a small sample
requires an intense and highly parallel photon beam, a high-brilliance source like a 3rd gen-
eration synchrotron is therefore required. Also the usable photon flux for experiments which
require spatial coherence is determined by the source brilliance.

3.2 Monochromatization

Before synchrotron radiation can be profitably applied in experiments, a monochromatization
is required in many cases. There are generally two classes of X-ray monochromators:

• diffraction gratings for soft X-rays, which work well for wavelengths down to about 6 Å,

• crystal monochromators for hard X-rays.

A diffraction grating is a surface with a periodic array of geometrical features of equal shape, for
example grooves (’lines’). Since a grating is a dispersive element, the combination with a slit
can be used for monochromatization. As shown in elementary diffraction theory, the condition
for constructive interference is

d (sin θi + sin θd) = mλ, (10)

where d is the grating period, θi and θd are the angles of the incident and the diffracted beam,
respectively, λ is the wavelength and m a positive integer.
Monochromatization filters out a narrow band of wavelengths from a continuous distribution,
with the width ∆λ of the band called the ’absolute resolution’ of the monochromator. A high-
quality monochromator provides only a small band, at the expense of the available intensity.
Frequently, the parameter λ/∆λ, called ’resolving power’, is used to quantify the monochro-
mator performance:

λ

∆λ
= mNL (sin θi + sin θd) . (11)

Since NL is the number of illuminated lines of the grating, many lines therefore improve the
resolving power. In practical setups, the grating is combined with slits and mirrors to obtain the
desired performance, which is always a trade-off between high resolution and high intensity.
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In the hard X-ray range, crystals are the dominant type of monochromators. The reason can be
seen by the extreme case of Eq. (10) when both angles θi and θd approach 90◦. In this case,
the grating period d has to be on the order of the wavelength according to d ≈ mλ/2, since the
period cannot exceed the wavelength significantly even for high orders. For short wavelengths
on the Å scale, it is technically difficult to fabricate such gratings.2 However, the long-range
atomic order of a crystal provides a natural grating with an extremely short period. The basic
law of crystal diffraction is the Bragg law

nλ = 2 d sin θ, (12)

where n is the order of the diffraction, λ is the wavelength and d is the lattice spacing. Fre-
quently, the order n is combined with the lattice spacing d to give the actual spacing probed by
the X-ray wave fields at the (h k l) reflection. With d replaced by dhkl, the Bragg equation now
reads

λ = 2 dhkl sin θ, (13)

with common factors now allowed in the values for (h k l). For the rest of this chapter, we will
use this notation.

A polychromatic X-ray beam impinging on a crystal will produce a characteristic set of Bragg
reflections (Laue pattern). In principle, a receiving slit, together with shielding material, placed
after the monochromatizing crystal can thus block unwanted wavelengths and select only the
desired reflection. Suitable crystals for hard X-ray monochromators are based on a number of
criteria. Of foremost importance are the 2d-values, since these should match the wavelengths
of interest to give practical Bragg angles. The crystal quality is also an important parameter,
since excellent single crystals have narrow reflection widths in contrast to mosaic crystals. Both
types find applications in high-resolution and high-flux monochromators, respectively. Addi-
tional factors that have to be considered are thermal stability and resistance to radiation damage,
especially for the first crystal encountered by the polychromatic synchrotron beam, which re-
ceives a high heat load.

The so-called ’rocking curve’, a plot of the Bragg-reflected intensity as a function of the incident
angle θ, is characteristic for each monochromator. The Bragg equation implies a δ-function, but
in reality even the rocking curves for perfect crystals possess a small but finite width of a few
thousands of a degree. The physics behind the finite width is that the incident X-ray wave field
can only reach a finite, although large number of Bragg planes because of the finite intensity
taken out of the beam by each reflecting plane (extinction of the incident beam). The width of
a Bragg reflection indexed (h k l) can be calculated for a perfect crystal in the dynamical theory
of X-ray diffraction to be

δθB =
2CPol | χhkl |√
| b | sin (2θB)

, (14)

where CPol is the linear polarization factor, θB is the Bragg angle, and χhkl the corresponding
Fourier coefficient of the crystal polarizability χ (r). The asymmetry factor b is defined as

2 The deposition of multilayer thin films provides a possibility to create artificial one-dimensional periodic struc-
tures with a short period, which are sometimes used as low-resolution monochromators.
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Fig. 9: Normalized rocking curves for various [111] oriented crystals. Note the shrinking of
the Darwin width for Si (333) compared to the Si (111), typical for highly indexed reflections
(modified after [8]).

b = −sin (θB + φ)

sin (θB − φ)
(15)

with φ being the angle between the diffracting lattice planes and the crystal surface. Typical
widths of reflections are shown in Fig. 9.

There is a great variety in the design of crystal monochromators. An effective way to improve
the resolving power is to use Bragg reflections from two different crystals (see Fig. 10). The
highly dispersive mode is also called the (+, +) setting, since the crystals have to rotate in the
same direction when changing the wavelength; consequently, the antidispersive mode is called
the (+, -) setting. The latter configuration is the standard double crystal monochromator at most
synchrotron beamlines, simply called DCM. It possesses the advantage that the exit beam can
be kept spatially fixed when changing the wavelength by modifying the distance between the
two crystals accordingly. The four-bounce monochromator depicted on the right hand side in
Fig. 10 combines highest resolution with simple wavelength tuning. The multiple reflections
help to suppress the tails in the single crystal reflection curves (Fig. 9), resulting in an improved
resolution function.

The resolution obtained from a single reflection is discussed in the Appendix. In essence,
differentiating the Bragg equation yields:

∆E

E
=

∆λ

λ
= cot θB ∆θ, (16)

with ∆θ being the relevant angular spread. For high resolution monochromators, this will in-
clude the divergence of the incident beam as well as the intrinsic width δθB of the reflection.
Typical resolutions for good single crystals are on the order of 10-4 to 10-3. Eq. (16) makes
immediately clear that backscattering arrangements with θB approaching 90◦ will provide the
best resolution.
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Fig. 10: A double crystal monochromator (DCM) in the (a) parallel (antidispersive) and (b)
highly dispersive setting; (c) high-resolution monochromator with four reflections and zero
beam deviation, built as a combination of two DCMs.

DuMond diagrams are helpful to visualize the band selected from a continuous spectrum due
to the finite angular acceptance of a particular Bragg diffraction. Whereas the Bragg equation
couples λ and θ to each other, the idea here is to view them as independent because of the
finite reflection width given by Eq. (14), and hence display the wavelenghts transmitted by a
monochromator in the λ-θ-plane. For simplicity, the transmission function is approximated by
a rectangular function, so that the basic plot in a DuMond diagram consists of a graph of the
sin-function from Eq. (12), but modified to have a finite width (see Fig. 13) [9]. The different
resolutions resulting from the (+, +) and (+, -) settings for two crystals can easily be understood
using DuMond diagrams. In the dispersive (+, +) setting, the transmission curve of the second
crystal must be plotted in the opposite direction.

The small overlap area indicates that only a small range of wavelengths leaves the monochro-
mator. The excellent resolution of this arrangement can be used for laboratory tubes to even

Fig. 11: DuMond diagrams and corresponding crystal arrangements for double crystal
monochromators in the antidispersive and dispersive setting (modified after [8]).
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separate the Kα1 and Kα2 lines. By contrast, the parallel (+, -) setting implies two parallel
graphs with a large overlap, i.e. all wavelengths diffracted by the first crystal are diffracted by
the second crystal as well, which results in far greater flux after the monochromator. Of course,
in a strict sense the (+, -) setting is non-dispersive only if both crystals are equal and the same
Bragg reflection is used.
It should be noted that the broad spectrum of polychromatic synchrotron radiation leads gener-
ally to the unwanted admixture of higher-order wavelengths like λ/2, λ/3 etc. in the monochro-
matized beam if no special measures are taken. When Si or Ge (111) reflections are used for
monochromatization, the important second-order harmonics are already suppressed because of
the structure factor of the diamond lattice (e.g., (222) is a forbidden reflection with zero inten-
sity); unfortunately, this does not provide a general method for higher-order rejection. Owing
to refraction effects, the higher-order harmonics possess absolute Bragg angles slightly but sys-
tematically shifted away from the fundamental reflection. This can be used to suppress higher
harmonics by slightly rotating the second crystal of the DCM (on the order of a thousand of a
degree), thereby moving the center of the band pass away from the harmonics. Another popular
means of suppressing harmonics is the reflection from mirrors using an appropriate angle of
incidence. The wavelength-dependent total reflection of X-rays under grazing incidence up to
a critical angle (see talk D2) makes mirrors effective low passes (Fig. 12); in addition they can
also serve to achieve focusing in one or two planes with an appropriately curved shape.

Fig. 12: The total reflection of mirrors under grazing incidence provides an effective low pass
frequently used for the suppression of higher harmonics. The topmost curve is an unfiltered
bending magnet spectrum. The structures in the curve of the Au mirror result from absorption
edges (modified after [10]).

3.3 Sample interaction and analysis of the scattered beam

Standard instruments for angle-dispersive measurements at fixed wavelength are so-called four-
or six-circle diffractometers with sufficient degrees of freedom to scan or map those parts of
reciprocal space which are of particular interest in the problem to be investigated. In the simplest
case, encountered in many laboratory setups, only two circles are present: the sample rotation
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(usually called θ or ω), and the detector rotation (usually called 2θ, although this degree of
freedom is independent from the sample rotation and is only twice the detector angle in certain
scan types). Both rotations are restriced to the plane of incidence.

Four- and six-circle diffractometers possess additional degrees of freedom for sample position-
ing, which open up more possibilities in accessing reciprocal space. For example, the six-circle
diffractometer combines the features of a four-circle and a so-called z-axis diffractometer [11].
It is useful in surface sensitive scattering, where a grazing angle of incidence (the control of
which is important for depth resolution) must be kept constant during a scan and independent
from the Bragg angle of the reflection to be measured. The degrees of freedom for a six-circle
diffractometer are δ (detector arm rotation), ω (rotation of the sample circles), χ (sample tilt),
ϕ (sample rotation), α (rotation of the entire diffractometer), and γ (out-of-plane detector ro-
tation). There are also special setups for energy-dispersive measurements performed at fixed
angles, usually either because there is no space for large angular variations (for example in
high-pressure diffraction with anvil cells) or because of time gains (parallel measurements of a
large range of q-values). The interested reader is referred to the literature for details [12].

The scattered beam can be analyzed in a variety of ways with respect to the required angular
or energetic resolution. In the simplest case of a scintillation or gas counter used as a point
detector, the angular divergence of the detected radiation is typically reduced by a slit or a
collimator system (for example Soller slits), thus providing angular resolution in scans. If
reciprocal space maps are measured, a good resolution is required in two directions [8]. High-
resolution measurements frequently involve so-called analyzer crystals . Quite analogous to
monochromator crystals, one or more analyzer crystals can be positioned behind the sample,
deflecting the scattered beam into the detector. They can be viewed as an extreme form of slits
with a width given by Eq. (14). However, they are more than that, since the scattered radiation
has to fulfil the Bragg equation, resulting in a very effective suppression of inelastic background
(for example, fluorescence or Compton scattering). Analyzer crystals are sometimes bent to
achieve higher intensity if a relaxed angular resolution is acceptable.

The advent of very bright undulator radiation has also brought possibilities for the measurement
of extremely weak inelastic scattering, which provides experimental access to elementary exci-
tations in solids using X-rays. The magnitude of the problem becomes clearer if one realizes
that, for example, in such experiments phonon energies in the 1 - 100 meV range are to be
probed with 20 keV photons. Extreme resolutions in the meV or sub-meV regime can, accord-
ing to Eq. (16), only be reached with analyzer crystals in backscattering geometry, using highly
indexed reflections like Si (9 9 9) etc. At such high resolutions, energy scans are not performed
any more by rotations, but by varying the relative temperature of the monochromator and ana-
lyzer crystals with mK precision, since the lattice constant enters the reflection width according
to Eq. (23). For more details on inelastic X-ray scattering and the various spectrometer designs,
the reader is referred to the literature [13, 14].

A modern synchrotron facility hosts many beamlines, all of them tailored to specific tasks and
receiving radiation from insertion devices which exactly match their purposes. The following
list, being certainly not exhaustive, is intended to give an impression of the degree of special-
ization:

• crystallography (powder diffraction, protein crystallography, high pressure),

• topography,
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• small angle scattering (SAXS, GISAXS),

• surface diffraction and grazing incidence,

• absorption spectroscopy (EXAFS, XANES, dichroism),

• imaging and microscopy,

• inelastic scattering (Compton, high resolution, nuclear resonance),

• time-resolved scattering,

• coherence applications,

• photoelectron spectroscopy.

Further details of many of these specialized techniques will be presented in the talks D1 - D9
of this Spring School.
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Appendices

A Flux and Resolution in a DuMond Diagram

The relation between energy and wavelength is for photons

E =
hc

λ
(17)

or in practical units

E/keV =
12.398

λ/(Å)
. (18)

Differentiating Eq. (17), one obtains

dE = −h c

λ2
dλ, (19)

where the minus sign signifies that an increase dE in the energy is related to a decrease dλ in
the wavelength. For a finite but small energy interval ∆E, one obtains therefore for the relative
resolution

∆E

E
=

∆λ

λ
, (20)

where the minus sign has been dropped since ∆λ is usually also defined to be a positive quantity.

To discuss flux and resolution in a DuMond diagram, we start with the Bragg equation in the
form of Eq. (13). In a continuum of polychromatic X-rays, any small angular spread dθ is
related to a corresponding spread in wavelength dλ obtained by taking the differential of Eq.
(13):

dλ = 2 dhkl cos θ dθ, (21)

resulting in the spectral resolution
dλ

λ
= cot θ dθ (22)

by dividing both expressions. These are our basic equations, which are now applied to two
different situations.
First, we look at the intrinsic wavelength spread δλ associated with the intrinsic width δθB
of a Bragg reflection indexed (h k l). Inserting Eq. (14) in Eq. (21) and using the identity
sin (2x) = 2 sin x cos x yields

δλ = 2 dhkl cos θB δθB = dhkl
2CPol|χhkl|√

b sin θB
. (23)

Second, we look at the flux resulting from polychromatic radiation with an angular divergence
∆θ. The flux is proportional to the shaded area in Fig. 13:

F ∼ δλ · �θ. (24)

We now want to calculate the spectral resolution for a situation where both the angular diver-
gence ∆θ and the intrinsinc spread δθB contribute significantly to the total wavelength spread
∆λ using Eq. (22):

∆λ

λ
= cot θB (∆θ + δθB) . (25)
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With the help of Eq. (23), we obtain the final result

∆λ

λ
= cot θB ∆θ +

CPol|χhkl|√
b sin2 θB

. (26)

Fig. 13: DuMond diagram for a single crystal monochromator, showing only a small part of the
sin -curve. The photon flux through the monochromator is proportional to the shaded area.
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1 Introduction

When you lookup the expression ’Polarization’ in Wikipedia, you find a large number of def-
initions depending on the context. E.g. in the social sciences several ambiguous definitions
exist. And in particular in the physical sciences the expression ’polarization’ describes different
properties of a system of interest. In this lecture we deal with the polarization of a neutron or a
x-ray beam and how it is affected by the interaction with a sample in a scattering experiment.

As you have learned already, the total energy and momentum of the sample and the probe
particle are conserved in a scattering experiment. Therefore we can measure the momentum
and energy exchanged with the sample by determination of the energy and momentum of the
probe particle before and after scattering. It is then an obvious question, how the conservation
of angular momentum can be used to explore the spins and orbital momentum of the sample.

The polarization of a neutron or x-ray beam must therefore be related to the angular momentum
of the individual particles in the beam, namely the neutron or the photon. At the end of this
lecture we will adress this point again. But first we need to understand the how the polarization
of a beam is defined and how we can measure it. We address the x-ray case in section 2 and the
neutron case in section 3, before we return to the common formalism used for the description,
which is due to the same dimensionality of the Hilbert space in both cases.

2 Polarized x-ray beam

Most of you might have experience with polarized light, e.g. using sunglasses with polarization
filters or you even might have used polarized light microscopes for your own research. For
these applications we use the linear polarization of light, i.e. electric field vector of the electro-
magnetic wave is oriented only in one direction. Since electro-magnetic waves are transverse,
the polarisation state of any wave in vacuum can be expressed by two components. Therefore a
polarization microscope uses crossed polarizers/analyzers to describe the birefringent properties
of the sample. As x-rays are just electric-magnetic wave with a short wavelength, the entire
formalism as you know it perhaps for optical light applies. If we describe the x-ray field in the
particle picture, the polarization is related to the expectation value for the spin quantum number.
The photon is a spin 1 particle with angular momentum l = 1. But because the the photon has no
mass, the magnetic quantum number can have only values m = ±1 and the angular momentum
is either parallel or antiparallel to the wave vector of the photon. These states correspond to
left or right circular polarized wave, i.e. the electric field vector at one point in space lies on
a circle and rotates either clock-wise or counter clock-wise. Historically the polarization state
of the x-ray beam is expressed in the basis of the orthogonal linearly polarized beams. It can
be transformed to a basis of left and right circularly polarized photons by superposition of the
linear states with complex phases. For the reminder of the lecture we will use the former basis
as it is typically used to describe the anisotropic scattering of x-ray e.g. by magnetic moments.

As you might know the polarization of light can also be parametrized by the Poincare- Stokes

Fig. 2.
(k′
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parameters.

P1 =
〈|Eσ+iEπ |2−|Eσ−iEπ |2〉

2〈E2
σ+E2

π〉
(1)

P2 =
〈|Eσ+Eπ |2−|Eσ−Eπ |2〉

2〈E2
σ+E2

π〉
(2)

P3 =
〈E2

σ−E2
π〉

〈E2
σ+E2

π〉
, (3)

where Eσ, Eπ denote the amplitudes of the electric field vector. P3 is a measure for the power
the wave field in σ (P3 = 1) or π direction (P3 = −1), P2 corresponds to the power of the
components with linear polarization at an angle 45◦ to the σπ plane and P1 to the power of
the circular polarized fraction of the beam. We depart here from the convention by exchanging
P1 and P2 in order to apply the same expressions as in the discussion of the neutron beam
polarization. The Stokes parameter allows also the description of a partial polarization of the
beam. At the end of the lecture we will come back to this parameters, when we discus the
common formalism to describe the neutron and x-ray polarisation.

2.1 The coordinate system
Resonant Elastic X-ray Scattering in Condensed Matter

k

θ is the scattering angle (cos(2θ) = k̂ · k̂
′

Fig. 1: Coordinate system for scattering of a wave with wave vector k towards wave vector k′.
From [1]

In a scattering experiment we illuminate the sample by a beam with wave vector k and detect,
how much of it has been scattered into a direction of the wave vector k′, so that the wave vector
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transfer Q = k′ − k has been exchanged with the sample, see Fig 1. Based on that we use the
coordinate system [1]:

û1 =
1

cos θ

(
k̂+ k̂′

)
(4)

û2 =
1

sin 2θ

(
k̂× k̂′

)
(5)

û3 =
1

2 sin θ

(
k̂− k̂′

)
= −Q̂. (6)

This coordinate system is also used to distinct the two possible directions of the linear polar-
ization. εσ (from german ’Senkrecht’) is used to denote the polarization, for which the electric
field vector is perpendicular to the scattering plane, i.e. Eσ ‖ û2. επ (from german ’Parallel’)
refers to electric field vectors within the scattering plane.

2.2 Polarization dependence of the x-ray scattering cross section

Fig. 2: Classical picture of the scattering of x-
rays by charged particle with a magnetic mo-
ment. From [2]
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As the x-ray is an electromagnetic wave, it seems obvious, that it does interact with the charges
and the magnetic moments in a sample, see Fig. 2, which sketches the scattering process as
the acceleration of the charge/magnetic moment by the incoming wave and a reemission of
the outgoing wave. The dominant process is clearly the classical Thomson scattering, where
the reradiation is electrical dipole emission. As the dipole does not emit in the direction of
the oscillating charge, it follows that the illumination with π polarized light depends on the
scattering angle. For a scattering angle 2θ = 90◦ the dipole oscillates exactly in the direction
of the outgoing wave vector and hence does not re-emit in this direction. For σ polarized light
the emission is perpendicular to the dipole axis and has hence full intensity. If we describe the
effect on the polarization in the form of a matrix using as a basis σ polarized light as (1,0) and
π polarized light as (0,1) we can express the action on the polarization in form of a matrix:

(
1 0

0 cos 2θ

)
. (7)

In words: Illuminating a sample with σ polarized light does not affect the scattered intensity,
while illuminating a sample with π polarized light results in an intensity modulation. This
modulation is accounted for in the polarization part of the well known Lorentz-Polarization
factor.

It turns out, that the other processes depicted in Fig. 2 are mainly relativistic corrections to
this dominating process, which are at least 6 orders of magnitude weaker in the non-resonant
case. Therefore higher multipole scattering effects remained rather a curiosity until the advent
of dedicated synchrotron x-ray sources with a tremendous increase of brilliance, which allowed
the detection of very weak scattering signals. Nowadays beamlines dedicated to magnetic or
multipole scattering exist at all synchrotron facilities. In particular the resonant enhancements
of this processes close to absorption edges of the elements has boosted this field and will be
subject of a following lecture. Here we will concentrate on the technical aspects to control and
analyze the x-ray polarization.

2.3 The synchrotron as a polarized x-ray source

In the seminal paper by de Bergevin and Brunel [2] they used the expression from eq. 7 to
polarize and monochromatize the x-ray beam from an laboratory source with the respective loss
in intensity. The x-ray emission from a synchrotron is instead already polarized to a very high
degree. Modern x-ray beamlines at third generation synchrotron radiation sources feature a
polarization very close to 100 %. The high degree of polarization is achieved as the electrons
in the storage ring are basically only accelerated in the plane of the orbit. If we consider the
emission within this plane (Fig. 3), the projected motion of the charge resembles an oscillating
dipole in the orbit, yielding nearly perfect linear polarization in the orbit plane. Looking out
of plane, the motion looks like an ellipse and hence the polarization becomes elliptical. In
the lecture about synchrotron sources you will get the additional information, why synchrotron
radiation is so brilliant which can also be understood from the sketch in Fig. 3.
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Fig. 3: Sketch of the x-ray emission from a
synchrotron. The projected motion of the elec-
tron resembles a harmonic oscillation in the
plane of the orbit. Performing the Lorentz
transformation into the laboratory coordinate
system, the emission is concentrated in the tan-
gential forward direction. [3]

2.4 Manipulation of the beam polarization

To vary the polarization of the incident x-ray beam, we use the birefringence near a Bragg
reflection, i.e. the difference in the index of refraction for σ light and π light. The phase shift is
proportional to the path through the material d and the deviation from the Bragg angle ∆θ [4]:

Φ = −π

2

r2eλ
3�(FhklFh̄k̄l̄) sin 2θ

πV 2

d

∆θ
(8)

with the classical electron radius re, the structure factors for the Friedel pair (hkl), (h̄k̄l̄), the
Bragg angle θ and V the volume of the unit cell. The Poincare-Stokes parameters achieved by
the wave plate exposed to a beam with σ light are then given by [5]:

P ′
1 = − sinΘ sin 2χ (9)

P ′
2 = sin2 Θ

2
sin 4χ (10)

P ′
3 = 1 + (cosΘ− 1) sin2 2χ. (11)

Here χ denotes the angle of the diffraction plane of the wave plate. For a suitable choice of Θ
and χ on can achieve circular light from the incoming σ polarized light, i.e. by a quarter wave
plate (QWP) one transforms P = (0, 0, 1) into P′ = (1, 0, 0) while a half wave plate (HWP)
turns P = (0, 0, 1) into P′ = (0, 0,−1), π polarized light.

2.5 Analysis of the scattered beam polarization

To analyze the linear polarization of a scattered x-ray beam one uses again the expression eq.
7. So one looks for analyzer crystals, which feature a scattering angle 2θ ≈ 90◦, so that only
σ polarized light can reach the detector. As you will learn in the lecture D-9 the resonant
enhancement of the magnetic scattering request the use of a x-ray energy close to the absorption
edge of a magnetic element. Therefor a variety of analyzer crystals exist to match absorption
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Fig. 4. Experimental configuration for linear polarization analysis of X-rays at the ESRF
Beamline ID20 [26]. The beam scattered off the sample enters an evacuated flight tube
(right). In-vacuum slits are positioned upstream of the analyzer crystal. The analyzer crystal
and detector are mounted on a common goniometer rotating about the beam (η-axis). The
Bragg (θPA) and scattering angles (2θPA) can be adjusted individually.

Table 1. A selection of crystals that can be used for polarization analysis. The photon
energy at which 2θPA = 90

◦ is presented in column 3, while columns 4, 5 and 6 list some
absorption edges for which the corresponding crystal represents a good choice.

Crystal (H K L) d E(90◦) Edges
[Å] [keV] 5f M4,5 4f L1,2,3 3d K

Au (1 1 1) 2.355 3.72 U,Np
Pt (1 1 1) 2.266 3.87
Cu (2 0 0) 1.807 4.85 Ti
Graphite (0 0 4) 1.677 5.22 Ti,V
Mo (2 0 0) 1.574 5.57 La,Ce V
Al (2 2 0) 1.432 6.12 La,Ce,Pr,Nd Cr,Mn
Cu (2 2 0) 1.276 6.86 Sm,Nd,Eu Mn,Fe
Au (2 2 2) 1.177 7.44 Sm,Eu,Gd Fe,Co
Al (2 2 2) 1.169 7.49 Sm,Eu,Gd Fe,Co
Pt (2 2 0) 1.133 7.74 Sm,Eu,Gd,Tb,Dy Co
Graphite (0 0 6) 1.118 7.84 Eu,Gd,Tb,Dy,Ho Co
Cu (2 2 2) 1.042 8.41 Gd,Tb,Dy,Ho,Er,Tm Ni,Cu
Pt (4 0 0) 0.981 8.94 Tb,Dy,Ho,Yb Cu
Pd (4 0 0) 0.973 9.01 Tb,Dy,Ho,Yb Cu
Graphite (0 0 8) 0.839 10.48 Tm,Yb,Lu Zn,Ga
Au (3 3 3) 0.785 11.16 Ge

Magnetic X-ray scattering at synchrotron sources is mostly done in the vertical
scattering geometry with incident σ polarization. At dipole resonances, all magnetic
scattering is the π polarization channel. A polarization analyzer set to accept only the
π channel thus greatly improves the signal-to-noise ratio by preferentially suppressing
Thomson scattering, which remains σ polarized.

For practical applications some additional issues have to be considered. As was
already pointed out, Eq. (32) neglects multiple scattering effects. Diffraction from
near-perfect crystals where the dynamical theory of X-ray diffraction has to be applied

Fig. 4: 3d Model
or a polarization ana-
lyzer. I contains three
rotation axis: (i) the
detector rotation, (ii)
and analyzer crystal
rotation to fulfill the
Bragg condition and
(iii) a rotation arond
the axis defined by the
beam from the sample
to rotate the scattering
plane of the analyzer
arbitrarily. From [1]

edges. Examples for absorption edges of the elements, which are in particular important for
magnetism, are given in tab. 1.

The polarization analyzer sketched in Fig. 4 has two rotation axes to fulfill the Bragg condition
for the chosen analyzer crystal and x-ray energy. A third rotation axes allows the rotation of the
scattering plane around the beam coming from the sample. Hence one can measure the linear
polarization of the scattered beam for all directions. In particular one can determine the Stokes
parameters P2, P3 and then via the relation P1 ≤ 1 − P 2

3 − P 2
2 also give a lower bound for the

degree of circular polarization.

3 Polarization of neutron beams

The neutron is a spin 1
2

particle with the magnetic moment

µ = gnSµN , µ = −1.913 · µN , µN = e�/2mP

The beam polarization is defined as the expectation value of the Pauli operators, i.e. orientation
of the magnetic moment within a coordination system defined by a quantization axis parallel to
the z-direction.

P = 〈σ〉 (12)

with the Pauli matrices

σx =

(
0 1

1 0

)
, σy =

(
0 −i

i 0

)
, σz =

(
1 0

0 −1

)
. (13)

To determine the polarization for a specific direction, we measure the intensity of neutrons with
spin aligned parallel, I↑, to the quantization axis i = x, y, z and the intensity of the neutrons
with spin aligned antiparallel to this quantization axis I↓. The polarization for this direction is
then

Pi =
I↑ − I↓
I↑ + I↓

. (14)
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Bragg (θPA) and scattering angles (2θPA) can be adjusted individually.

Table 1. A selection of crystals that can be used for polarization analysis. The photon
energy at which 2θPA = 90

◦ is presented in column 3, while columns 4, 5 and 6 list some
absorption edges for which the corresponding crystal represents a good choice.

Crystal (H K L) d E(90◦) Edges
[Å] [keV] 5f M4,5 4f L1,2,3 3d K

Au (1 1 1) 2.355 3.72 U,Np
Pt (1 1 1) 2.266 3.87
Cu (2 0 0) 1.807 4.85 Ti
Graphite (0 0 4) 1.677 5.22 Ti,V
Mo (2 0 0) 1.574 5.57 La,Ce V
Al (2 2 0) 1.432 6.12 La,Ce,Pr,Nd Cr,Mn
Cu (2 2 0) 1.276 6.86 Sm,Nd,Eu Mn,Fe
Au (2 2 2) 1.177 7.44 Sm,Eu,Gd Fe,Co
Al (2 2 2) 1.169 7.49 Sm,Eu,Gd Fe,Co
Pt (2 2 0) 1.133 7.74 Sm,Eu,Gd,Tb,Dy Co
Graphite (0 0 6) 1.118 7.84 Eu,Gd,Tb,Dy,Ho Co
Cu (2 2 2) 1.042 8.41 Gd,Tb,Dy,Ho,Er,Tm Ni,Cu
Pt (4 0 0) 0.981 8.94 Tb,Dy,Ho,Yb Cu
Pd (4 0 0) 0.973 9.01 Tb,Dy,Ho,Yb Cu
Graphite (0 0 8) 0.839 10.48 Tm,Yb,Lu Zn,Ga
Au (3 3 3) 0.785 11.16 Ge

Magnetic X-ray scattering at synchrotron sources is mostly done in the vertical
scattering geometry with incident σ polarization. At dipole resonances, all magnetic
scattering is the π polarization channel. A polarization analyzer set to accept only the
π channel thus greatly improves the signal-to-noise ratio by preferentially suppressing
Thomson scattering, which remains σ polarized.

For practical applications some additional issues have to be considered. As was
already pointed out, Eq. (32) neglects multiple scattering effects. Diffraction from
near-perfect crystals where the dynamical theory of X-ray diffraction has to be applied

Table 1: Analyzer crystals that can be used in the hard x-ray range with the absorption edges
for ’common’ magnetic elements. From [1].

A parameter often used to qualify the beam polarization is the flipping ratio.

FR =
I↑
I↓
. (15)

3.1 Polarization dependence of the neutron scattering cross section

In lecture A3 the interaction of neutrons with matter has been introduced. It was shown, that
the neutron interacts with the atoms via nuclear and magnetic forces. The former is comprised
in the nuclear scattering length, omitting details on the length scale of the nucleus. However,
if the nucleus carries a spin momentum, the cross section for the neutrons depends on the
orientation of the neutron spin with respect to the nuclear spin. As the nuclear spins are usually
not correlated this gives rise to the nuclear spin incoherent scattering. If neutron spin and
nuclear spin are parallel, the neutron spin is not changed, while for the two transverse directions
the neutron spin is flipped. The polarization of the beam is therefor decreased to 1/3 and 2/3 of
the intensity goes into the spin flip channel. The most prominent example of a spin incoherent
scatterer is the proton with its huge neutron cross section. It gives rise to a large incoherent
signal, which can be an annoying background, if one is interested in ordering phenomena in
samples with a large hydrogen content, but it can also be useful to study local motions of
hydrogen.

The field created by the magnetic moments in a sample exerts a force onto the neutron via its
magnetic moment. For the interaction only the component of the magnetic moment, which is
perpendicular to the momentum transfer or scattering vector, gives rise to scattered intensity,
see Fig. 5. Considering again the coordinate system introduced in Fig. 1 it is clear, that the
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Fig. 5: Only the component of magnetic moment perpendicular to the momentum transfer give
rise to constructive interference in scattering from wave vector k to k′.

magnetic moments ‖ û3 do not scatter the neutron. We may call this the first selection rule
of neutron scattering, which relates the directions of the scattering vector and the magnetic
moment in the sample. The so called magnetic interaction vector M⊥(Q) contains only the
components along û1,2.

If we now take also into account the polarization of the neutron beam, we get another simple
rule for the scattered polarization. This rule relates the directions of the interaction vector and
the quantization axis for the neutron beam, which is given by an applied guide field. The matrix
for the magnetic scattering is

A(Q) = 〈S′
z|σ ·M⊥|Sz〉 ⇒

(
M⊥,z M⊥,x − iM⊥,y

M⊥,x + iM⊥,y −M⊥,z

)
(16)

Expressed in words: A magnetic moment parallel to the guide field or quantization axis does
not flip the spin of the neutron. Any magnetic moment perpendicular to the quantization axis
flips the neutron spin.

To become acquainted with this rules, I discuss a few examples: We start with an one dimen-
sional case. If we consider a reflectivity experiment with a ferromagnetic sample, the scattering
vector is parallel to the surface normal. Hence we probe the component of the magnetization
within the surface. If the guide field is strong enough to saturate the sample, all moments
are parallel to the quantization axis and the entire reflectivity does not flip the spin. So from
the spin flip intensity we can draw conclusions about the anisotropy in the sample or how the
magnetization rotates upon field reversal.

In Longitudinal Polarization Analysis you measure the spin dependent cross sections for the
three directions ûi, resulting in 12 measurements. Often only 6 measurements are performed,
namely the 〈↑′| , |↑〉 and 〈↓′| , |↑〉 cross sections, called Non-Spin-Flip (NSF) and Spin-Flip (SF)
cross sections. In the seminal paper from Moon, Riste and Koehler [6] you find a very compre-
hensive and accessible presentation of the potential of this method.

Finally you might study the rotation of the spin polarization from any polarization along the
directions ûi into the direction ûj. This method is called spherical polarization analysis. As it
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measures all 9 components of the polarization matrix, it requires the measurement of 36 (often
only 18) cross sections. This allows then basically to reconstruct the full vector information of
the magnetic interaction vector, which is often the only way to distinguish competing models
of complex magnetic structures. Again we refer to the seminal papers from Blume [7] and
Maleev [8] for more details.

3.2 How do we polarize a neutron beam?

The neutrons, which are released from a moderator are unpolarized. We use polarization depen-
dent scattering and absorption processes to select a neutron spin state. In the former case, the
scattering potential vanishes for one spin direction and hence only neutrons with the opposite
spin state are deflected, while the momentum of the other spin state remains unchanged. In
the subsequent paragraphs we describe devices made by artificial heterostructures and single
crystals

The second class of polarizers uses the spin dependence of the nuclear reactions to select a spin
state. We restrict ourselves to the case of 3He , for which the absorption cross section varies by
orders of magnitude, if the spin state of the neutron is parallel or antiparallel to the spin of the
3He nucleus.

Supermirror devices: For slow neutrons one uses devices made of so called supermirrors.
A supermirror features (nearly) total reflection of neutrons, when the neutron impinges on the
surfaces from the vacuum or air side. They are made up from artificial superlattices with atom-
ically flat inter faces. For a specific superlattice periodicity D, neutrons that fullfill the Bragg
condition

λ = 2D sin θ (17)

are strongly reflected. By combination of a range of different periodicities, one can accordingly
reflect a certain range of angles θ and wavelength λ. Originally Ni coated glasses were used
to build mirrors for neutrons, as it is the element with the largest neutron scattering length and
hence has the largest critical angle for total reflection according to the index of refraction

θc = λ×
√

Nb

π
(18)

The reflectivity of such a supermirror Bragg peak depends on the contrast between the con-
stituent layers. To become sensitive on the neutron polarization we use the fact, that the mag-
netic scattering length density depends on the relative orientation of the neutron spin and the
magnetization of the layer. If the spin is parallel to the layer magnetization, the nuclear and
magnetic scattering length densities add up, whereas for an antiparallel orientation they are
subtracted. Choosing the right materials, the contrast between the layers in the superlattice van-
ishes for one spin direction, and for the respective spin direction the beam is not refracted at
this interface. Therefore the reflected beam is polarized up, whereas the transmitted beam is
polarized down.

A variety of different devices is build from polarizing supermirrors. For a low divergent beam,
polarizing cavities are used. As the beam impinges on the plane mirror within a narrow angular
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Fig. 6: The reflectivity of a supermirror with FM and non-magnetic layers. For the |↑〉 states
the contrast is increased, while for the |↓〉 states the contrast vanishes and hence these neutrons
are not reflected.

distribution, the reflectivity for the entire beam is very similar and hence a transmission device
provides both a high transmission and polarization in the transmitted beam, while a reflection
of the wrong spin state only reduces the intensity but not the polarization. If the incoming beam
has a broad collimation, the situation is the opposite. The momentum transfer averaged over the
beam is rather high and the probability for a wrong spin state to end up in the reflected beam is
very low. Typical applications for these devices are benders installed after the sample to analyze
the polarization within a large solid angle or devices between a focusing monochromator and
the sample.

Ferromagnetic single crystals Following a similar principle, ferromagnetic monochroma-
tor crystals can also be used to polarise a neutron beam. In this case the structure factor for
a specific Bragg reflection vanishes for one spin direction and becomes ideally large for the
other spin direction. Hence only this spin direction is diffracted. Several Heusler alloys feature
this property, see tab. 2. Such devices combine the functions of monochromatizing and polar-
izing. The peak reflectivity of these crystals is however low compared to the non-polarizing
monochromator crystals also shown in the table.

Both types of devices require saturation of the ferromagnets, as any domain structure will lead
to an incomplete polarization. Therefore the are enclosed in strong magnetic fields, which
increases the complexity of the device.

3He spin filter cells The isotope 3He features strongly different absorption cross sections for
thermal neutrons, if the spin of the neutron and the spin of the 3He nucleus are aligned parallel
or antiparallel:

σ↑↓ = 6000 barn, σ↑↑ = 5barn (19)

If the neutron beam travels through a gas volume with a large enough number of polarized
3He nuclei the transmitted beam is mainly polarized in the direction of the 3He polarization.
To achieve a sufficient neutron polarization either the neutron path through the volume must
be long enough or the pressure of the polarized 3He must be sufficiently high. Since also the
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polarising refl. d (Å) d (Å) refl. non-
polarising

Cu2MnAl 111 3.43 3.35 002 graphite

Fe3Si 111 3.27 3.35 002 graphite

57Fe:Fe 110 2.03 2.08 111 copper

Co0.92Fe0.08 200 1.76 1.80 200 copper

HoFe2 620 1.16 1.28 220 copper

“Heusler”

Table 2: Lattice spacing of polarising and non-polarising Bragg reflection used for monochro-
mators.

absorption cross section varies linearly with the neutron wavelength λ, the spin filter cells are
qualified by the product p3He · l · λ, called opacity.

While the principle of such a device is rather simple, the technical realisation of a polarized
3He gas volume is technically challenging. The 3He can be polarized via two processes.

Metastability Exchange spin Optical Pumping (MEOP): A small fraction of the 3He gas is
electronically polarized by staged discharge and optical pumping processes. Via metastability
exchange collisions the polarization is transferred to the nuclei, that remained in the J = 0 elec-
tronic state. These processes must be performed at a pressure p ≈ 1 mbar. The polarized gas
is then compressed by special non-magnetic compressors to fill the filter cell with the required
opacity. This process is performed offline and the filled cells are brought manually to the neu-
tron beamlines. As the 3He polarization decays with time, the cells must be changed regularly,
typically once per day or two days.

Spin Exchange Optical Pumping (SEOP): Here the cell is filled with K and Rb vapor. Rb
atoms are polarized by optical pumping using a circularly polarized laser. The electronic spin is
exchanged to the K atoms, which couple to the 3He atoms. These processes can be performed at
the working pressure of the filter cell and therefor cells have been developed, where the polar-
ization is maintained continuously. These requires a special glas, GE 180, which is transparent
for the infrared laser light and doesn’t disturb the 3He polarization by wall collisions. This glass
is difficult to process and the production of good cells is an art and a bit of alchemy. The con-
tinuous pumping results in high degree of 3He polarization, in particular for the time average.
So if the space for the optical system and the oven is available, such a system is very attracting.

Polarizing the neutron beam via absorption processes does not interfere with the beam diver-
gence. Therefore it is in particular suitable for an application in the scattered neutron beam,
e.g. on reflectometers or small angle scattering instruments. Also for neutrons in the wave-
length range < 2 Å 3He filter cells are often the method of choice, as the critical angle for total
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reflection becomes very small.

3.3 Manipulation of the neutron beam polarization

Due to its magnetic moment the neutron is subject to magnetic fields. Classically the Bloch
equation of motion describes the time evolution of the magnetic moment.

µ̇ = γµ×B, (20)

with the gyromagnetic ratio γ = 2µn/�. In a constant magnetic field the moment precesses
around the field direction with the Larmor frequency, as the torque is always perpendicular to
the moment:

ωL = −γBz ≈ 3kHzOe−1 · Bz (21)

Pictorially we may imagine this as spinning top, which is stable, when the rotation frequency
is high enough. Therefore we need a minimum value of a guide field Bz to maintain the beam
polarization. Typically guide fields have a magnetic induction on the order of a few mT. Oth-
erwise any weak field, e.g. the earth field will exert a torque onto spin or in our picture of the
spinning top it will start to tumble.

Moving in spatially varying fields, the field acting on the neutron becomes time dependent in
the neutron frame of reference. If we assume a field configuration that changes direction from
vertical to horizontal transverse to the beam propagation, one can use the Bloch equation of
motion to calculate the field rotation frequency

ωB =
∂θ

∂x
vx (22)

for a field rotation perpendicular to the propagation direction x. θ denotes here the angle
between the quantization axis and the actual field direction. The relation between these fre-
quencies is used to distinct two different cases to manipulate the neutron spin. For slow field
variations, the field rotation frequency is much smaller than the Larmor frequency

ωB � ωL. (23)

The field change is then called adiabatic, as the potential energy of neutron stays always close
to the initial state. Adiabatic field changes are typically realized, when the neutron travels from
the vertical guide field regions into a field region created by Helmholtz coil pairs. To make
sure, that the neutron moment follows the field direction, ωL/ωB > 10 must be always fulfilled.
As the field rotation frequency scales linearly with the neutron velocity, thermal neutrons need
stronger guide fields or slower rotations as cold neutrons

Flipping the spin state is essential for the measurement of the beam polarization. It is equivalent
to rotate the polarization through an angle π. If a very sudden field change is realized, e.g.
separating two regions of opposed magnetic fields by a superconducting Meissner sheet or a
current sheet, the neutron cannot follow the field rotation. Therefore it remains in the higher
energy state or in other words a |↑〉 state has become a |↓〉 state and vice versa. So with respect to
the guide field, traversing through the sheet had the effect of a spin flipper. In a radio-frequency
flipper you superimpose a static magnetic field of variable size and a field oscillating with the
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Larmor frequency defined for the static field in the center of the device. In a reference frame
rotating with the Larmor frequency the static field apparently vanishes in the center as the spin
does not precess, while the oscillating field becomes a static longitudinal guide field. Outside
the center the transverse field changes the sign and therefore in the rotating frame of reference
the spin rotates adiabatically from |↑〉 to |↓〉.
In a Mezei flipper, the field on the inside of the flipper is perpendicular to the guide field outside.
Within the flipper the neutron spin starts to precess according to the time-of-flight inside:

φ = ωL
d

v
(24)

Adjusting the field of a coil, the neutrons precess by an angle φ by travelling through the field
region. As the time-of-flight is different depending on the velocity of the neutron, a π flip is
reached only for a narrow velocity distribution. Therefore such a device is very well suited for a
monochromatic instrument, but not for wide band instruments typically used at pulsed neutron
sources. Such a device can also be used to rotate the polarization only by an angle π

2
. This

is needed in spin-echo methods where the precessing angle of the neutron spin in a magnetic
field before and after interaction with the sample provides ultimate resolution information about
dynamics or structure (see lectures B4 and D6).

4 Common formalism to treat x-ray and neutron polariza-
tion

While the beam polarization for neutrons and x-ray photon describe different physical prop-
erties, the formalism for the theoretical treatment is similar. For both cases a density matrix
formalism has been derived to describe the polarization of the beam, the action of the different
devices and the interaction of the beam with the sample [2,7–11]. In both cases the density ma-
trix ρ has dimensions 2× 2 as the Hilbert space of the spin states is 2 dimensional and also the
Electric field vector has only 2 independent components. It turns out, that the relation between
the density matrix and the polarization vector/Poincare-Stokes parameters is the same:

ρ =
1

2
(1 +P · σ). (25)

It should however be noted, that this identity is only formal, as the Poincare-Stokes parameters
do not transform as an axial vector like the neutron polarization. However, the formalism to
treat the polarization in a scattering experiment is similar, which is also evident from the fact
that two seminal papers on the topic of x-ray and neutron polarization are both written by M.
Blume [7, 10].

The general properties of the density matrix allow to calculate the polarization before and after
scattering by the simple expressions

P = tr(σρ) (26)
ρ′ = MρM † (27)

dσ

dΩ
∝ tr(ρ′) (28)

P′ =
tr(σρ′)

tr(ρ′)
(29)



Polarisation Handling C4.15

The matrix elements of M describe the (forward) scattering of any optical element or sample
for the different polarization channels. In particular for the interaction of the beam with the
sample they contain the different scattering cross sections. For a more detailed discussion of
the formalism, please consult [1, 7, 8, 10].

5 Conclusion

Analysing the polarization state of the scattering probes enhances the information content of
an experiment. On one side the conservation of angular momentum yields information about
the angular momenta inside the sample and hence about the full vector properties of the mo-
ment distribution inside the sample. Another crucial advantage comes from the selectivity in
the different channels, which allows the measurement of a weak signal next to much stronger
scattering processes. Examples include the magnetic x-ray scattering in general, but also mag-
netic scattering from thin films, which are often dominated by the background scattering from
the non-magnetic substrate. The cost you have to pay in terms of longer measurement times
might be more then compensated by the improved signal to noise ratio.

In recent years, devices and/or sources have been improved to provide nowadays much stronger
polarized beams than in the past. Back then users were often afraid to loose to much intensity
to make succesful experiments with polarization analysis. I hope, I could convince you that this
is not the case any more and that the very solid theoretical foundation of the method can allow
to draw more stringent conclusions from your experiment in particular when you are concerned
with magnetic moments or other multipoles in your sample.
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Extended abstract

X-ray science has over the last decades undergone a tremendous revolution in particular due 
to the development in X-ray sources. In the last ten years hard X-ray lasers have had a major 
impact in the field of X-ray Science and this will accelerate in the coming years as even more 
intense sources like the European X-ray will become available to a broader user community. 

The European XFEL started first user operation September 2017. It is the world’s first hard 
X-ray laser facility based on superconducting accelerator technology and will deliver an 
unprecedented X-ray beam to the user community with a high repetition rate. The outline of 
the facility is shown below. More details can be found in ref. [1].

Figure 1. Outline of European XFEL

In contrast to synchrotron radiation sources X-ray Free Electron Lasers are based on linear 
accelerators that accelerate the electrons up to 17.5 GeV in the case of European XFEL. The 
electron injector is based at the DESY Campus. The linear accelerator is 1.9 km long and 
based on superconducting technology. This is important in order to achieve a high repetition
rate of the X-ray pulses, which again allows a high data collection rate. The linear accelerator 
is placed in a long tunnel below ground that connects the DESY campus with the campus at 
Schenefeld over a distance of 3.5 km.

The X-ray pulses are generated by three undulators based on the principle of Self-Amplified 
Spontaneous Emission (SASE) and the undulators are hence called SASE1, SASE2 and 
SASE 3. In comparison to synchrotron radiation sources the X-ray pulses from X-ray free 
electron lasers are much more intense, much shorter duration and less abundant as shown in 
the sketch below. The pulse duration is so short, of the order 10-100 femtosecond, that atoms 
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are hardly moving on that time scale and hence ‘still picture’ of the atoms in principle can be 
taken. Of course this is only possible if the pulses are sufficient intense, but as illustrated in 
the sketch the pulses contain about 104 more photons in a single pulse than from a
synchrotron radiation source. On the other hand, the pulses from the X-ray free electron laser 
are much less frequent than from a synchrotron radiation source.  Free electron lasers sources 
based on normal conducting accelerator technology can only produce about 60-120 pulses per 
second in comparison to a synchrotron radiation sources with about 106 pulses per second. 
The superconducting technology of the accelerator at European XFEL will be able to deliver 
up to 27000 pulses pr sec in a so-called burst mode with 2700 pulses in a train of total 
duration 600 µsec with trains 10 times a second. This gives a possibility of a much higher data 
collection rate that at the normal conducting facilities.

Figure 2. Sketch of the difference between X-ray 
pulses from a X-ray free electron laser and a 
synchrotron radiation source

The x-ray pulses generated by the undulators are guided to the experimental hall through long 
photon transport systems onto the scientific instruments. A layout of the experimental is 
shown below.  At Osdorfer Born (see Fig. 1) the tunnel is branched in into two tunnels 
leading to the undulators SASE1 and SASE2. After SASE1 there is a further branch leading 
to the SASE3 undulator. Furthermore there are two empty tunnels that have not been filled 
with instrumentation yet.
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Figure 3. Layout of the experimental hall at European XFEL

The first instruments that became available to users in September 2017 were the FXE 
(Femtosecond X-ray Experiments)  instrument for ultra-fast x-ray spectroscopy and x-ray 
scattering with a primary focus on photo-induced chemical reaction in liquids  and the 
SPB/SFX (Single Particle, Biomolecules and Serial Crystallography) instrument for 
diffractive three dimensional imaging and structural determination for single particles, 
clusters and biomolecules. Both the instruments are based on the SASE1 radiation source and 
they share the radiation source daily on a 12h basis. Since September 2017 26 user 
experiments have in total been conducted on the two instruments.

In late 2018 two more instruments were taken into user operation covering namely the SQS 
(Small Quantum Systems)  instrument dedicated to investigations of light-matter interactions 
in the soft x-ray regime and the SCS (Spectroscopy and Coherent Scattering) instrument 
dedicated to electronic, spin and structural properties in materials. Only very few experiments 
were conducted so far and first examples of the results might be presented in the talk.

Finally the last two instruments will be taken into operation in the spring of 2019. This are the 
MID (Materials, Imaging and Dynamics) with the focus to perform ultrafast imaging and 
study dynamic of materials with a particular focus on the application of coherent X-ray 
scattering and diffraction. The last instrument is the HED (High Energy Density) instruments 
with aims at providing capabilities to study matter at extremes states of temperature, pressure 
and densities including conditions in solar or extra-solar planets.

In the talk I will give examples of the some of the first experiments that have been conducted 
at European XFEL

References

[1] Appl. Sci. 2017, 7(6), 592; doi:10.3390/app7060592







C 6 ESS

A. Schreyer
European Spallation Source ESS ERIC
Lund, Sweden

______________________
Lecture Notes of the 50th IFF Spring School “Scattering! Soft, Functional and Quantum Materials” This is an 
Open Access publication distributed under the terms of the Creative Commons Attribution License 4.0, which 
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly 
cited. (Forschungszentrum Jülich, 2019)



Please refer to:

www.esss.se

- The Organisers -







C 7 Accelerator Based High Brilliance 
Neutron Sources 

T. Gutberlet, U. Rücker
Jülich Centre for Neutron Science
Forschungszentrum Jülich GmbH

Contents

Introduction ......................................................................................................... 2 

1 Bringing neutrons to the users................................................................. 2 

2 Accelerator based neutron sources.......................................................... 3 

2.1 Low energy neutron processes ........................................................................... 4 

2.2 What is brilliance? .............................................................................................. 6 

3 High brilliance neutron source ................................................................ 7 

3.1 Facility outline.................................................................................................... 7 

3.2 Accelerator.......................................................................................................... 9 

3.3 Target-Moderator-Reflector Unit ..................................................................... 10 

3.4 Instrumentation and science ............................................................................. 11 

References ..........................................................................................................15 

______________
 Lecture Notes of the 50th IFF Spring School “Scattering! Soft, Functional and Quantum Materials” This is an 
Open Access publication distributed under the terms of the Creative Commons Attribution License 4.0, which 
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly 
cited. (Forschungszentrum Jülich, 2019)



C7.2 T. Gutberlet, U. Rücker

Introduction
Neutrons are an essential tool in science and innovation for probing the structure and 
dynamics of matter from the mesoscale to the nanoscale and from seconds to nanoseconds. In 
Europe science and research benefit from a globally unique landscape of various neutron 
sources with the flagship facilities ILL in Grenoble, France, MLZ in Garching, Germany, and 
ESS in Lund, Sweden, which is currently under construction and will represent the world’s 
most powerful neutron facility. The unique capabilities of neutrons and the existing European 
infrastructure were highlighted recently in the report by the ESFRI Neutron Landscape Group
[1].

Neutrons can be produced by fission in nuclear reactors, by spallation using high-power 
proton accelerators, and by nuclear reactions with low-energy proton accelerators. While the 
first two techniques can offer the highest total neutron current production, modern state-of-
the-art accelerator technology offers the opportunity for a new landscape of novel and unique 
high-brilliance neutron sources based on low-energy proton accelerators. This option has not 
yet been exploited in neutron science in Europe. In Japan a few small compact accelerator 
based neutron sources exist [2,3], as well as the LENS facility in the US [4] and the IREN
source in Russia [5]. 

Most of the small and medium-sized regional neutron facilities in Europe were established in 
the 1960s to 1970s in the course of research on the peaceful use of atomic energy. A number 
of these facilities have been closed in Denmark, Sweden or Germany in recent years or will 
face closure in the near future such as the BER II reactor in Berlin or the Orphée reactor in 
Saclay, France. Against this backdrop in neutron sources a novel concept is required to avoid 
a loss of access to neutrons and to maintain competitiveness in Europe [6]. Accelerator based 
neutron sources provide a modern, versatile and efficient opportunity to improve and spread 
neutron access in Europe and also a new route for supplying neutrons with leading-edge, but 
still affordable, research infrastructures directly to science and industry.

1 Bringing neutrons to the users

With the construction of the ESS, the European neutron user community is eagerly awaiting 
the commissioning of the brightest neutron source worldwide. At the same time, there is,
however, the ongoing development of neutron science being undertaken at a dwindling 
number of neutron facilities worldwide and particularly in Europe [1]. These flagships of 
neutron science serve the needs of a limited number of experienced researchers, but the 
smaller or medium flux sources used for method development, user recruitment, education or 
proof-of-principle experiments are slowly vanishing. Responding to this situation compact 
accelerator-driven high-brilliance neutron sources as an efficient and cost effective alternative 
to current low- and medium-flux reactor and spallation sources are considered. Such compact 
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sources offer to science and industry access to neutrons as local national or regional medium-
flux, but high-brilliance neutron facilities. 

Based on high current accelerators with pulsed proton or deuteron beams compact neutron 
sources allow optimized neutron instruments to be realized, with unprecedented brilliance 
amplified by the target-moderator unit as part of the specific instrument design. Compact 
quasi one-dimensional, finger-like thermal and cold moderator systems are used to boost the 
cold neutron flux and offer the highest level of brilliance. Neutronic calculations show the 
possibility of competitive neutron fluxes of such high brilliance neutron sources. The proton 
beam can be distributed onto various target stations allowing the different requirements in 
pulse width and frequency of dedicated neutron instruments to be met. 

By shaping the experiment from the source to the instrument detector, a dedicated holistic 
neutron experiment is set-up, and can fulfil many varied scientific requirements on demand in 
a flexible and efficient way. It is possible to develop unique instrumental concepts at such 
compact sources.

The full design allows for the scalable operation of the compact source, capable of meeting 
the needs of a small laboratory in a university or in industry, right up to those of a large 
research facility. This will offer a significant increase in access to neutrons, even after some 
reactor sources have been shut down, and will greatly improve the capability to exploit 
neutron applications in a multitude of research areas as well as in applied science. 

Several projects have been launched in France [7], Spain [8], Italy [9] and Germany [10] to 
establish and build state-of-the-art accelerator based neutron sources. The most ambitious 
project is conducted at Forschungszentrum Jülich for a high brilliance accelerator driven 
neutron source as a large scale facility on the level of a medium size neutron source [10].

2 Accelerator based neutron sources

Early work at accelerator-driven sources was based on cyclotrons and pulsed electron-linac-
driven bremsstrahlung photo-neutron sources. In these sources the gamma rays produced in 
the bremsstrahlung process go on to produce neutrons by photo-neutron reactions. As in the 
early 1970s proton beam power exceeded the 100-MeV energy level, accelerator-driven 
spallation neutron sources have since come to the fore. Spallation is the process induced by 
high energy particles delivered by accelerators (around GeV protons) striking nuclei in a 
massive target, which promptly emits neutrons (and other radiation) to cool off. Pulsed 
operation alleviates the heat load averaged over time yet the instantaneous power and neutron 
flux are very high.

The pulses from accelerator-driven short-pulse spallation sources (SPSSs) are short enough to 
differentiate the neutron flight times of events corresponding to most neutron scattering
requirements. Today’s high-power SPSSs include the MW-level sources, i.e., the Spallation 
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Neutron Source (SNS) in the US and the Japan Spallation Neutron Source (JSNS of J-PARC), 
and the sub-MW-level sources, i.e., ISIS in the UK. Additionally, a MW level steady-state 
spallation source, SINQ, has been in operation for more than twenty years in Switzerland and 
the new European Spallation Source (ESS), is currently under construction in Sweden.

Recent progress in accelerator technology and neutronic design has made it possible to 
construct small-scale accelerator-driven neutron facilities that could play a significant role in 
neutron technology and science [11]. Various neutron applications using compact accelerator-
driven neutron sources (CANS) are becoming more and more important as they can 
contribute to various fields such as material science, engineering, nuclear physics, cancer 
therapy, electronics and so on.

Until now only a few small facilities have actually been built and are operating scattering 
instruments. Facilities such as HUNS in Japan [2] or the Bariloche LINAC in Argentina [12]
started operation during the 1970’. While the HUNS facility is still in operation and  has been 
upgraded recently, the facility in Bariloche has stopped operation in 2017. Additional 
facilities were built with LENS in the US [4] and RANS in Japan [3]. These CANS are all 
designed to run at power levels of some kW with user programs tailored to specialized or 
multipurpose applications.

The challenge to establish a competitive high brilliance neutron source is to design and 
operate a high current proton accelerator with beam current up to 100 mA and proton energies 
up to 100 MeV. 

2.1 Low energy neutron processes

Nuclear reactions can produce neutrons by bombardment of a target material with low to 
medium energy proton (p) or deuterium (d) beams in the range of some MeV up to 100 MeV.
Most efficient target materials used are light elements as lithium (Li) or beryllium (Be) or 
various metal targets as vanadium (V), tantalum (Ta), or tungsten (W).

The nuclear process on bombarding a light element as Be with an accelerated high energy 
proton beams knocks out one neutron out of the Be atom (5 neutrons, 4 protons) and produces 
a boron (B) isotope (4 neutrons, 5 protons) and release of energy as γ-rays. The 9Be(p,n)9B
charge-exchange reaction is given as

𝑝𝑝𝑝𝑝 +
9
4
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 =  

9
5
𝐵𝐵𝐵𝐵 + 𝑛𝑛𝑛𝑛 + 𝛾𝛾𝛾𝛾 

Their efficiency is around 10−2 n/p (or per d) with a heat release of around 1000 MeV per 
neutron. A similar production of neutrons is achieved using metal targets as in 
the 181Ta(p,n)181W reaction (an overview on neutron production for these elements is given in 
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Tab.1 and Fig. 1). For the notation of nuclear reactions see en.wikipedia.org/wiki/
Nuclear_reaction.

Nuclear process E [MeV] n/ion n/(s mA) n/(s kW)
p → Be 50 2.70% 1.68E+14 3.37E+12
d → Be 50 5.90% 3.69E+14 7.38E+12
p → Li 20 0.33% 2.08E+13 1.04E+12
p → V 50 5.08% 3.18E+14 6.35E+12
p →Ta 50 6.40% 4.00E+14 8.01E+12
p → W 50 6.95% 4.35E+14 8.70E+12

Table 1. Comparison of the primary neutron production efficiencies of different incident ions 
and target materials. Analytic calculations with protons and deuterons are performed using the 
TENDL 2017 data library. The neutron production is normalized to neutron/second and 
milliamp and neutron/second and kilowatt. 

Fig. 1: Estimated global neutron yields from nuclear reactions of particles incident on thick 
targets of various materials [J.M. Carpenter, C.-K. Loong, Elements of Slow-Neutron 
Scattering, Cambridge University Press, 2015].

While much less efficient than spallation, these processes allow the construction and 
operation of compact neutron sources. With a volume of only a few cm3 a very small 
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interaction volume can be exploited which allows a compact access to the neutron source
field. By optimizing the entire setup from ion source to neutron detector, these sources 
become very competitive to reactor based or spallation medium flux neutron sources.

Accordingly (obtained on the basis of the TENDL nuclear data library and MCNPx) the most 
efficient nuclear interaction for neutron emission is the nuclear stripping effect with low 
energy deuterons (d, n) when using Be as target material. The break-up reaction (d, n+p) also 
contributes significantly to the neutron release with the maximum yield at 30 MeV deuteron 
energy.

Fig. 2: Neutron yield (n/ion) for different materials for a proton beam as a function of the 
particle energy.

Figure 2 shows the neutron yield (normalized to the number of neutrons per ion) as a function 
of proton beam energy for different target materials. Heavy elements, especially gold or 
tungsten, are obviously more suitable as target materials. Beyond a certain beam energy 
(approx. 35 MeV) the yield starts to become saturated.

2.2 What is brilliance?

The brilliance of single neutron beams (B) can be defined as:

𝐵𝐵𝐵𝐵 =
𝑛𝑛𝑛𝑛𝐵𝐵𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑛𝑛𝑛𝑛 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐2 ∙ 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2 ∙ 1%∆𝜆𝜆𝜆𝜆
𝜆𝜆𝜆𝜆
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It is given by the neutron current (number of neutrons emitted per second), normalized to the 
source area (cm2), the solid angle (mrad2) and the wavelength spread at which the neutrons 
are emitted. 

The best brilliance for a specific experiment is achieved by an optimized setup starting from a 
dedicated target-moderator unit for each individual neutron instrument. Thus, the number of 
“useful” neutrons for the experiment in question is maximized, while minimizing the number 
of neutrons which have to be stopped in shielding. High brilliance compact accelerator driven 
neutron sources aim at maximizing this number. In particular they will minimize the effective 
source area and the solid angle at which neutrons are emitted and transported to the 
experiment as shown schematically in Fig. 3. By this a very small interaction volume with 
spherical diameter of some ten centimeters allows direct access to the neutron source field. 
Such an optimised setup offers a unique and flexible template for individual experimental 
stations and local facilities with high brilliant neutron beams.

Fig. 3: Schematic drawing of setup of neutron source and beam transport system to optimize
and achieve high brilliant neutron beams.

Due to the low energy proton beam (<100 MeV) and the small interaction volume a very 
compact moderator and reflector unit is possible which allows to build a neutron target system 
with dimensions of only a few m3 including the biological shielding. 

3 High brilliance neutron source

3.1 Facility outline

One main advantage of this new type of compact neutron sources is the fact that they are 
scaleable: from smaller sources with a few dedicated applications, all the way to competitive 
medium flux sources scientifically comparable to our present day facilities at research 
reactors serving a full instrument suite. Using a multiplexing system the accelerated pulsed 
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proton beam is distributed to a number of target stations. Each target station can provide hot, 
thermal or cold neutrons by a number of channels to several neutron instruments. In particular 
different source repetition rates can be realized, tailored to the needs of individual 
instruments. Depending on the organisation of the target stations and the corresponding 
instruments a variable number of experimental setups can be offered (Fig. 4).

Main components of the HBS are
- a dedicated proton or deuteron accelerator with optimized energy (10 to 100 MeV) 

and current (up to 100 mA) that is multiplexed to feed several target stations that are 
operated at different frequencies,

- a target-moderator combination that offers a pulsed neutron beam at optimal fre-
quency, pulse duration and neutron spectrum to fulfil the needs of a single instrument,

- optimized moderators according to the spectral needs of individual instruments,
- a number of instruments at each target station (typically up to 6, in order not to dilute 

the thermal flux maximum).

Fig. 4: Schematic drawing of setup of high brilliance neutron source facility.

The instrumentation at such a compact HBS source can be fully competitive to the 
instruments operated today. In particular the possibility to realize smaller and affordable local 
neutron sources will change research with neutrons fundamentally by bringing neutrons to the 
users instead of bringing users to neutrons.  Such a small size neutron source can be designed 
suitable to operate elastic neutron scattering instrumentation as well as neutron imaging and 
activation analysis on a laboratory level, e.g. at a larger university or at a company where 
neutron characterization on-line with the production process can improve the quality level of 
the products. With suffient neutron flux available also inelastic neutron scatttering 
instruments can be operated [13].
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3.2 Accelerator

From the accelerator point of view well established technology provides nowadays a robust 
and stable operating accelerator system based on a high current 100 mA ion source [14],
corresponding low and medium energy beam transfer systems (LEBT, MEBT), radio-
frequency quadrupole (RFQ) systems to increase the initial proton energy, and drift tube linac 
(DTL) systems to achieve the final energy. The final energy (~100 MeV) can be 
accomplished adding appropriate DTL cavities (see Fig. 5).

The proton beam will be pulsed to match the requirements for optimized neutron 
instrumentation with requested pulse length between 100-600 µsec for optimized time-of-
flight experiments. This pulse length relates to the time necessary for high energy neutrons to 
loose their energy on their way through appropriate thermal moderator materials from some 
10 MeV to some 100 meV energy. The repetition rate of the pulses will be in the range of 10
Hz to 400 Hz to match the required energy resolution of a single neutron pulse by the
instruments in time-of-flight mode and the length from the moderator. The expected duty 
cycle of the proton beam will be around a few percent reaching a time average power of 100 
kW of the proton beam at the target.

Fig. 5: Basic layout of HBS accelerator system.

3.3 Target-Moderator-Reflector Unit

The concept of the neutron source is based on the production of fast neutrons from the 
interaction of a 10-100 MeV pulsed proton beam with a water-cooled target of appropriate 
thickness. The geometry of the target and moderator-reflector assembly is shown in Fig.6.
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The fast neutrons produced are slowed down to thermal energy in a dimension optimized 
moderator and reflector assembly. A thermal moderator like polyethylene (PE) with a thick-
ness of ~10 cm is moderating the fast neutrons with MeV energy to thermal energies between
10 meV and 500 meV. A reflector like beryllium, lead or molybdenum with a thickness of 
~20 cm increases the thermal neutron flux inside the moderator due to backscattering. Every-
thing is surrounded by the shielding consisting of borated PE and lead. A thermal flux of 
1.4x1011 cm-2s-1mA-1 neutrons is calculated for such a target unit. Up to six beam guides can 
be placed within the moderator core around the target. 

Fig. 6: Geometry of the target and moderator-reflector assembly. The proton beam hits the 
target from the right.

The most efficient cold neutron moderator materials for neutron scattering purposes are liquid 
ortho/para H2 and solid CH4 at cryogenic temperatures. Cold neutrons are produced in a cold 
finger moderator cryostat [15] containing an optimally sized mesitylene or ortho/para 
hydrogen moderator located at the point of maximum thermal neutron flux. With a diameter 
of up to 5 cm and a length of 10 cm in case of the liquid ortho/para hydrogen moderator such 
a cryogenic system can be inserted into the opening of the thermal moderator-reflector. The 
dimensions are optimized according to the principle of low dimensional moderators proposed 
for the ESS [16] to be used with liquid para hydrogen.

Thermal and cold neutrons are extracted using suitable advanced and well tested neutron 
optics. With this concept, fast, thermal and cold pulsed neutron beams can be delivered with 
properties (energy, time structure, divergence, energy resolution) in line with the 
specifications and requirements of the individual instruments and experiments respectively. 

In the HBS concept there is no strict difference between a classical thermal moderator and 
reflector, since the materials in the simulation found to be most efficient (graphite, D2O and 
beryllium) have high scattering and low absorption cross sections in the reference energy 
range, thus fulfilling both tasks at the same time. For radioprotection, the moderator and 
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reflector assembly is surrounded by a layered biological shielding structure consisting of 
borated polyethylene and lead.

3.4 Instrumentation and science

For brilliance optimized medium flux neutron sources and compact accelerator driven neutron 
sources the gain factor provided by an optimized neutron moderation and extraction system is 
the most efficient method to enhance the performance and compensate for the low value of 
the total number of neutrons produced compared to research reactors. In terms of neutron 
scattering experiments, an optimized set-up, starting with a dedicated target-moderator unit 
for each individual neutron instrument achieves the best brilliance for a specific experiment.
The approach including neutron optical elements (such as filters, guides and lenses) placed as 
close to the source as possible along with an optimized cold source design, can be tailored 
specifically to produce an optimized phase space volume for certain instrument requirements.
It will allow neutron spectrometers to be competitive in flux to those at medium flux reactor 
and spallation neutron sources [13, 17].

Based on the possibility to reach optimized neutron flux for small samples, options for 
scientific work at such novel sources can be considered as highly attractive in particular 
assuming easy and short time access close to individual labs and research areas. Hence, the 
instrumentation at a HBS neutron source will cover the most relevant neutron methods as 
powder and  single crystal diffraction, small angle scattering, reflectometry, neutron spectros-
copy, imaging and neutron analytics and shall depend strongly on the character of the 
experiments to be performed. Most of these methods will be operated in time-of-flight mode 
which provides an improved signal-to-noise ratio and an efficient neutron exploitation of a 
pulsed neutron source. We only present some short sketches of a few instruments that can be 
operated at a HBS neutron facility in the following.

SANS

SANS scattering instruments are workhouse instruments for neutron scattering in soft matter 
and metallurgy. The implementation of a SANS instrument on a HBS source benefits from 
the fact that SANS instruments are low resolution instruments which can nicely be operated 
with a wavelength resolution ∆λ/λ ranging from 10 up to 20%. For SANS measurements, a 
wide wavelength range is desirable to cover a Q range as large as possible. Hence a source 
with long pulses and a slow repetition rate is the most efficient way to operate. With a source 
operating with pulses of length 2 ms and with an operation frequency of 20 Hz (4% duty 
cycle) a versatile SANS instrument would be available, comparable to existing SANS 
instruments at medium flux neutron sources.
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Fig. 7: Schematic layout of a time-of-flight small angle scattering instrument at the HBS.

Diffraction

Power diffraction instruments are also workhorses in neutron diffraction. Diffraction 
experiments yield more and more exact information than X-ray scattering when analysing 
complex low-symmetric crystal structures of many minerals because of the higher penetration 
depth of neutrons.

High resolution instruments are used for structure determination. High flux instruments are 
used to study phase transitions. Efficient powder diffraction in time-of-flight mode requires a 
large coverage of the space with detectors which turns into a rather expensive instrument 
(contrary to monochromatic instruments). The same comment applies to single crystal 
diffraction, an efficient spectrometer can be built only with a large space coverage (~2π
steradians).

The powder diffractometer will be built at a thermal extraction channel. A fast rotating double 
chopper defines the neutron pulse length which will be around 250 msec and accordingly the 
wavelength resolution ∆λ/λ∼1%. Between the chopper and the sample position an elliptical 
neutron guide is used to focus the neutron beam onto the sample.

Reflectometry

Neutron reflectivity is a technique which is especially suited to Time-of-Flight measurements 
because reflectivity signals follow a dependence R ~ 1 / Q4 ~ λ4 while the neutron intensity in 
a Maxwellian distribution follows a I(λ)~1/ λ4 dependence. This has made neutron reflectivity 
a technique which can be very efficiently implemented on pulsed sources. Operating with 
pulses of length 2 ms and with an operation frequency of 20 Hz this corresponds to a duty 
cycle of 4%. On a pulsed source the wavelength resolution degrades very quickly for short 
wavelengths.
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Spectroscopy

Inelastic scattering is one of the great strength of neutron scattering thanks to the very low 
kinetic energy of neutrons (in the meV range). This allows for the study of excitations with 
energies ranging from neV (with spin-echo techniques) up to 0.1 eV using three axes 
techniques. However, spectroscopic measurements are usually more flux demanding than 
elastic studies.

At HBS time-of-flight spectrometers can be realized which provide spectroscopic measure-
ments in the range from 20 μeV up to 1meV. The moderator pulse lengths should be long 
enough to allow the relaxation of the resolution by the pulsed neutron beam within a range 
defined by a specific instrument design. Such instruments can be built in a direct (e.g. 
MERLIN@ISIS) or inverse geometry (e.g. OSIRIS@ISIS). In the direct geometry, the sample 
is illuminated by a short monochromatic pulse. A broad range of final neutron energies 
arrives at different times at the detector and the neutron energy resolution is then determined 
by the length of the illuminating pulse. The indirect spectrometer filters a narrow spectral 
range of final neutron energies by means of e.g. a monochromatic analyzer or a Be 
transmission filter. The initial neutron beam, which has a broad spectral range, is pulsed at a 
rather large distance from the sample, so that the initial neutron energy can be measured by 
the arrival time at the detector. A rough estimate assuming an incident vertical and horizontal 
divergence of 1° on the sample and a 100 μeV energy resolution gives a flux of 2.5x107

n/cm²/s which is on par with the flux quoted for the OSIRIS instrument at ISIS (Tab. 2). Such 
instruments seem perfectly viable on a compact neutron source.

Backscattering Cold ToF Thermal ToF
Ei,f (meV) 1.84 5 45
∆Ei/Ei (%) 1 2 5

∆θ   (ο) 4 2 0.75
∆t (µs) 120 50 18

Rep. rate (Hz) 200 100 400
Flux (cm-2s-1) 2.5x107 1.3x105 1x105

Reference instrument OSIRIS LET MERLIN
Flux reference (cm-2s-1) 2.7x107 5x104 6x104

Table 1. Parameters and performance for selected spectrometer types compared to reference 
instruments [13].

In the case of the Spin-Echo technique, very low wavelengths resolutions can be used (up to 
20%) so that a very short instrument can be build. An instrument of 12 m on a 2 ms pulse 
length source with collimations suitable for spin-echo (~0.5°) would achieve a polarized 
brilliance of about 5x106 n/cm²/s.



C7.14 T. Gutberlet, U. Rücker

Radiography

Neutron radiography / tomography is widely used in research, industry or medical fields to 
investigate the internal structure of materials or to study dynamical processes. It is based on 
the measurement of the neutron attenuation properties of an object using, for example, a CCD 
camera or a flat-panel silicon detector, after conversion of the neutron energy into light with 
an appropriate scintillator.

Standard neutron radiography is a technique which is intrinsically handicapped on a pulsed 
source since it cannot benefit from the time structure of the source, since most of the current 
experiments are performed using a white beam. One can consider an instrument which would 
have a length of 4 meters and a pinhole of size 5x5 cm² (preceded by a 1 meter neutron guide 
extracting the neutron from the moderator). With such a geometry, the flux at the detector 
position is 2x107 n/s/cm². The illuminated area is rather homogeneous over an area of about 
25x25 cm² which is perfectly suitable for industrial radiography using films or image plates. 
The L/D of this instrument is 80. Energy resolved experiments can also be performed by 
using either velocity selectors or crystal monochromators.

For ToF instruments, one has to set the aimed energy resolution and the useful wavelength 
range. Here the useful wavelength range is defined by the highest Bragg edge of the materials 
to be studied which is below 5Å for metals. The useful bandwidth thus ranges between 2 to 
5Å. An energy resolution of 1% can be achieved which is smaller than typical Bragg edge
widths (~2%).

PGNAA

Prompt gamma neutron activation analysis (PGNAA) using cold or thermal neutron beams is 
a powerful non-destructive analytical technique to determine the elemental or isotopic 
composition of small samples of various origins (geological, environmental, biological, 
pharmaceutical, cultural and industrial). It is based on the measurement of prompt gamma 
rays emitted during the de-excitation of compound nuclei formed from neutron capture in the 
sample. Both prompt and delayed gamma radiations are characteristic, i.e. their energy 
identifies the element and the isotope, while their intensities are proportional to their 
quantities. Thus, their detection can be used for the non-destructive analysis of a large variety 
of materials.

The pulsed HBS neutron source will allow to perform prompt and delayed gamma neutron 
activation analysis with neutron time-of-flight (TOF-P&DGNAA) in order to determine the 
elemental composition of heterogeneous large samples.
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1 Introduction

Small-Angle Scattering (SAS) investigates structures in samples that generally range from ap-
proximately 0.5 nm to a few 100 nm. This can both be done for isotropic samples such as blends
and liquids, as well as anisotropic samples such as quasi-crystals. In order to obtain data about
that size regime scattered intensity, mostly of x-rays or neutrons, is investigated at angles from
close to zero, still in the region of the primary beam up to 10◦, depending on the wavelength of
the incoming radiation.

The two primary sources for SAS experiments are x-ray (small-angle x-ray scattering, SAXS)
sources and neutron (small-angle neutron scattering, SANS) sources, which shall be the two
cases discussed here. Also scattering with electrons or other particle waves is possible, but not
the main use case for the purpose of this manuscript.

For most small-angle scattering instruments, both SAXS and SANS, the science case covers
the investigation of self-assembled polymeric and biological systems, multi-scale systems with
large size distribution of the contained particles, solutions of (nano-)particles and soft-matter
systems, protein solutions, and material science investigations. In the case of SANS this is
augmented by the possibility to also investigate the spin state of the sample and hence perform
investigations of the magnetic structure of the sample.

In the following sections the general setup of both SAXS and SANS instruments shall be dis-
cussed, as well as data acquisition and evaluation and preparation of the sample and the exper-
iment in general. The information contained herein should provide sufficient information for
planning and performing a SAS experiment and evaluate the gathered data.

General concept

All SAS experiments, irrespective of the setup used in any specific case, rely on the concept
of pinhole cameras to work. Fig.1 illustrates the geometric concept of the interplay between
pinhole cameras and SAS.

In the usual case, pinhole cameras map every point of the sample (object) to a discrete point on
the screen (film or detector). The smaller the hole, the better the point-to-point mapping works,
since in the ideal case only a single path between object and image is available. However, this
of course comes with a penalty in intensity, since the smaller hole lets less light pass through.
Due to the geometry, an image taken with a pinhole camera is always upside down. While the
mathematical implications shall be discussed later on in this manuscript at this point we only
want to grasp the underlying concept. The information about the object is at the beginning
stored in real space. Colors (wavelength) and locations are given as points on the surface of
the object. When all beams have converged to the single point that is ideally the pinhole, the
information is then encoded in direction of the path (or light-beam) and the wavelength of the
light. This is the change between direct and reciprocal space, locations and directions. When
the light falls onto the screen the information is reversed again, to location and color of a spot
on the screen, into direct space.

This concept is exploited by SAS. Since we are looking at very small objects (molecules and
atoms) the determination of the location with the naked eye, or even a microscope, and encoding
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a)

b)

Fig. 1: a) Sketch of a pinhole camera and b) a simplified SAS instrument. The encoding of
the real space information is in one case done inside the pinhole, in the other case the direction
(and wavelength) encoded information is directly displayed on the screen (shaded area with
waves). Positioning of the screen farther away improves the angular resolution and therefore
the encoded information.
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Fig. 2: Laboratory SAXS setup. The left box is a sketch of a x-ray tube, all the components are
in vacuum. The flight path is also usually evacuated. L1 and L2 are the collimation and sample
detector distance (SDD) respectively. In the case of laboratory setup those range usually from
about 20 cm up to 1-2 m in modern setups. The collimation blocks for L1 and L2 are usually
set up in both x and y direction to constrict the flight path, widely used openings are around
1 mm×1 mm or below. In some setups, also a slit collimation instead of a point collimation is
realized to increase the intensity.

of direction is easily achievable by increasing the distances and adjusting the size of the pinhole.
However, instead of using the information that has been transferred to real space again, this time
the object in real space is put close to the window. This way, the information about the location
of atoms and molecules in the sample is encoded into direction or reciprocal space. Since there
should be no information about the light before the pinhole, the light needs to be collimated
down to a small, point-like source with no angular divergence.

2 SAXS instruments

In general there are two classes of SAXS instruments. One is the laboratory type setup that
can be set-up in a single laboratory with a conventional x-ray tube, or more general any metal
anode setup, while the other one is a large-scale facility setup at a synchrotron that can provide
higher intensities. Since the setup of both instruments differs, and also the use case is not
fully identical, we shall discuss both setups separately. One thing that should be kept in mind
is that the fundamental principle is identical, i.e. any experiment that can be performed at a
synchrotron can also in principle be performed at a laboratory SAXS setup and is only limited
in intensity. This is important for the preparation of beamtimes at a synchrotron, which in
general should be thoroughly prepared in order to fully exploit all capabilities offered there.
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Fig. 3: Characteristic x-ray spectrum from a metal anode x-ray tube. The high-energy cut-off
wavelength is given for the case that a single electron, fully accelerated by the voltage in the
x-ray tube, deposits all its kinetic energy in a single photon. In an optimal setup this distribution
is very narrow. Then the Kα line fully dominates the spectrum and gives a clean wavelength to
perform a SAXS instrument.

Laboratory SAXS setup

Over the years a wide range of specialized SAXS instruments has become commercially avail-
able. The oldest concepts date back to the early 20th century, right after the discovery of x-
rays. [1] Most of them offer specific advantages in certain use cases, such as the measurement
of isotropic samples in a Kratky Camera [2], or highly adaptable sample environments. Here we
shall only concentrate on the basic principle of operation. A general sketch of a SAXS instru-
ment is shown in Fig.2. The x-rays are produced in an x-ray tube and then collimated by a set of
slits. Here the collimation as such is already sufficient to obtain a coherent beam, since most of
the intensity of standard x-ray tubes (and essentially all metal target x-ray sources) is concen-
trated into the characteristic spectral lines of the target material (see Fig.3). Common materials
for the target anode are copper and molybdenum, delivering wavelengths of the most intensive
K-α lines of 1.54 Å and 0.71 Å respectively. Under the assumption of a usual characteristic
spectrum for the anode material the x-ray tubes can be considered monochromatic sources.

In order to achieve spatial as well as wavelength coherence most x-ray tubes work with a focused
beam that is as small as technically feasible. This allows very narrow collimation slits, since it
is not improving the coherence, and therefore the signal-to-noise ratio, to narrow the slit further
than the initial beam spot or the pixel size of the detector, whichever be smaller. This however
leads to a very high energy density, why some x-ray tube designs forgo a solid anode all together
and either opt for a rotating anode, where the energy of the beam spot is distributed over a larger
surface or a metal-jet anode, where the material is refluxed and can therefore not heat up beyond
the point of deformation and therefore also defocussing of the beam.
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Parameter value

SDD 0.8-4 m
Pixel resolution 172×172µm
Flux 107 photons s−1

wavelength λ 1.35 Å
Q-range 4 · 10−3-8 · 10−1 Å−1

Table 1: Performance parameters for state of the art laboratory SAXS setups, in this case with
a liquid metal jet anode at the GALAXI instrument. [3]

Some performance figures of current laboratory SAXS setups are given in Tab.1. It is worth
noting that with the last generation of metal-jet anode setups even laboratory setups can achieve
intensities comparable to what was achievable one or two decades ago at a world-class syn-
chrotron. While this of course allows for faster measurements and smaller beam, it also means
that beam damage to the sample has to be taken into account.

Synchrotron SAXS setups

While the setup in general is similar to that of a laboratory setup there are some key differ-
ences between a synchroton and a laboratory SAXS setup. Most of the differences are based
on radio protection needs and are therefore immaterial to this description in terms of the SAXS
measurement itself. The other main difference is in the production of the x-rays itself. Cur-
rent setups at synchrotrons use undulators in order to periodically accelerate charged particles
(usually electrons/positrons) perpendicular to the direction of propagation of the particle beam.
This creates a very brilliant, nearly perfectly monochromatic x-ray beam along the direction of
the electron beam. The monochromaticity can further be improved by a monochromator crys-
tal. Fig.4 shows an example of an synchrotron SAXS setup. After that, the collimation is very
similar to that of a laboratory SAXS setup, only the materials are chosen to be thicker in most
cases to improve the absorption characteristics. Due to the monochromaticity the brilliance, co-
herence and signal-to-noise ratio are significantly better than that of a laboratory SAXS setup,
since there is no bremsstrahlung spectrum to contribute to the background. In terms of achiev-
able wavelength there is no limitation to use a specific K-α line of any specific material. Often
common wavelengths are chosen to better correspond to laboratory measurements on identical
samples. One option that is also available in some synchrotrons is the tunability of the wave-
length in order to measure resonance effects in the atomic structure of the sample (anomalous
SAXS, ASAXS) [4] or better chose the accessible Q-space. Tab.2 summarizes some of the per-
formance figures of current synchrotron SAXS setups. For most synchrotron SAXS beamlines
beam damage, especially for organic samples, is an issue and has to be taken into account when
planning an experiment.

3 SANS setups

In contrast to x-rays, sufficient numbers of free neutrons can only be obtained by nuclear pro-
cesses, such as fission, fusion and spallation. As large-scale facilities are needed to create the
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Parameter value

SDD 0.8-4 m
Pixel resolution 172×172µm
Flux 1018 photons s−1

wavelength λ 0.54 - 1.38 Å

Table 2: Performance parameters for a state of the art synchrotron SAXS beamline, here P03
at DESY. [5]

Fig. 4: Synchrotron SAXS setup. Here the radiation is produced in the storage ring of a syn-
chrotron. In earlier designs, the x-rays were produced at the bending magnets in the ring (kinks
in the ring here). This however lead to a wide spread of the produced wavelength and a high an-
gular distribution of the radiation. An undulator from a magnet array as depicted here produces
a narrow distribution of wavelength and angular divergence. The rest of the setup is comparable
to the laboratory setup, albeit the intensity of the radiation is orders of magnitude higher, which
allows for finer collimation slits and longer collimation distances and SDDs.

processes at a suitable rate to perform scattering experiments with them, the only facilities
where neutron scattering today can be performed is at fission reactor sources and spallation
sources. This of course also leads to larger efforts in terms of biological shielding.

It is an inherent feature of those reactions that the reaction products show a wide distribution
of energies, with peak energies ranging up to 3 MeV kinetic energy per neutron. This leads
to deBroglie wavelengths in the fermi meter region, which is unsuitable for SANS scattering
experiments. Thus, in order to obtain a coherent beam it is not only necessary to collimate the
neutrons but also to moderate and monochromatize them. Both processes result in losses in
usable flux, since the phase space of neutrons cannot be compressed by lenses, as is the case for
photons.

The moderation process is performed by collision processes in a moderator medium. The mod-
erator is a material at temperatures around 25 K or below and the resulting neutron spectrum is
a Maxwell-Boltzmann spectrum of the corresponding temperature. This results in peak wave-
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a)

b)

Fig. 5: a) Continuous source SANS setup and b) pulsed source SANS Setup. In both cases
the neutron source (red) creates hot neutrons of a short wavelength. A cold source (blue) vessel
(usually filled with cold 2H or 2D) is moderating the neutrons down to slower speeds, i.e. longer
wavelengths. In both cases the collimation distance and SDD is widely adjustable for most
instruments, with lengths between 1 m up to 30 m. In a SANS instrument at a continuous
source a monochromator (a turbine with slightly inclined channels) selects a certain wavelength
(usually between 3 and 15 Å) and afterwards the setup is very much like the one shown for
SAXS setups, except that the whole instrument is larger. In case of a pulsed source choppers
(rotating discs with transparent openings for neutrons) define a start and an end time for each
pulse. Since neutrons, different from x-rays, are particle waves, their wavelength determines
their speed. Thus, the wavelength is determined by measuring the time of arrival at the detector
for each neutron. For an optimized neutron transport all components are usually evacuated.

lengths around 4 Å for the neutron beam. Neutron scattering instruments can be run both in
time-of-flight mode or monochromatic mode.

A schematic of a SANS instrument is shown in Fig.5. Both cases with a monochromator and a
chopper setup for time-of-flight are presented. In a continous source the neutron flux has to be
interrupted for the timing of time-of-flight mode while for pulsed sources there is an inherent
interruption of the neutron flux.

This moderation and collimation process in consequence means that neutrons always show
an albeit small distribution of wavelenghts and therefore a lower signal to noise level than x-
ray sources. Spin and isotopic incoherence add to that. Beam damage however is nigh on
impossible with the weakly interacting neutrons.
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Fig. 6: Construction of Q. The incoming and final wavevectors ki and kf define both the
scattering vector Q as well as the path length difference δ = ∆s1 − ∆s2. Here it is important
to note that the selection of the center of origin is arbitrary and thus can be chosen to be at the
center of the construction. The calculation of the length of Q is then given by Eq.2.

4 Reciprocal space and Small-Angle Scattering

The need for the resolution of small angles can be directly derived from Bragg’s equation

nλ = 2d · sin δ (1)

with n being the order of the diffraction, d being the distance between two scatterers, θ as the
scattering angle and λ the wavelength of the incoming beam. In order to get interference the
incoming beam has to have a wavelength that corresponds to the investigated size regime, which
in both cases is on the order of a few Angstroms. Using Bragg’s equation with n = 1, d = 50Å
and λ = 1Å we arrive at 0.01 = sin θ ≈ θ. Thus, the largest structures to be resolved are
determined by the smallest achievable angle.

In order to allow for a setup and wavelength independent data evaluation the data is recorded in
terms of Q or reciprocal space. The construction of that Q-space from two scattering points is
shown in Fig.6. From that the magnitude of Q, which here for simplicity is |Q| = Q, can be
derived as

Q =
4π

λ
sin θ. (2)

Even though Q is strictly speaking a vector, for most small angle problems only the absolute
value Q is of interest, hence this simplification is reasonable. This is due to the isotropic scat-
tering picture of a majority of small-angle scattering data. Another simplification that is often
used is the small-angle approximation for the sine with sin θ = θ, which is very well valid for
small angles. Combining Eqs.1 and 2 also delivers a useful expression for the approximation of
inter-particle distances or correlation lengths

d =
2π

Q
. (3)
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5 Resolution limits

SAS is working based on the interference of coherent radiation. That in itself imposes some
limitations on the samples and properties that can be investigated.

In term of size, the object under observation has to be of the same order of magnitude as the
wavelength of the incoming radiation, analogous to light interference at a double slit. Concern-
ing the analysis in reciprocal space, also the limited size of the detector and coherence volume
of the sample has to be taken into account.

The second limitation that should always be considered is that only elastic scattering renders
useful results, i.e. any change in speed or wavelength of the incoming radiation will render
unusable results.

Finally, multiple scattering is usually not considered for the evaluation of SAS data. This means,
mostly thin samples, or those with a high transmission (usually 90% or higher), can be investi-
gated.

6 Fourier Transform and Phase Problem

Considering the spacing of only two scattering centers as in the last section needs to be extended
to an arrangement of scattering centers for evaluation of macroscopic samples, where each
atom/molecule can contribute to the scattered intensity. Since the incoming wave at location x
can be considered to be an even wave it can be described by

A(x, t) = A0 exp
(
i2π(νt− x

λ
)
)

(4)

With a A being the amplitude as a function of position x and time t. A0 is the modulus of the
amplitude, ν the frequency and lambda the wavelength.

In order to calculate the correct phase shift ∆φ after scattering from two centers as in Fig.6 we
need to know the differences in travelled distance between the two waves δ. This then yields

∆φ =
2πδ

λ
= Qr, (5)

which is equivalent to the expression 2πx/λ in Eq.4. Here also the relation Q = kf − ki was
used. This then leaves us with the spherical wave scattered by the first scattering center

A1(x, t) = A0b exp(i2π(νt− x/λ)) (6)

and the corresponding scattered wave from the second scattering center

A2(x, t) = A1(x, t) exp i∆φ (7)
= A0b exp(i2π(νt− x/λ)) exp iQr (8)
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This can then be combined into the full description of the amplitude with both contributions to

A(x, t) = A1(x, t) + A2(x, t) (9)
= A0b exp(i2π(νt− x/λ))(1 + exp iQr) (10)

here an arbitrary scattering efficiency b for each scattering center has been introduced, which
will later be discussed for both x-rays and neutrons.

Since only intensity can be observed at the detector, we need to consider the square, calculated
with the complex conjugate of the expression itself

I(Q) = A(x, t)A∗(x, t) (11)
= A2

0b
2(1 + exp (iQr))(1 + exp (−iQr)). (12)

Here the time and absolute location dependencies in Eq.10 have cancelled each other out, so we
can neglect them and are left with a function that solely depends on the scattering vector Q and
the location of the particles r. Neglecting those dependencies allows us to generalize Eq. 10 to
the case of N identical scattering centers with

A(Q) = A0b
N∑
i=1

exp(iQri). (13)

The ri here signify the relative locations of all scattering centers in the sample, relative to either
simply the first scattering center or any arbitrary center chosen. Indeed all arrangements are
mathematically identical. Replacing the sum by a weighed integral allows also the calculation
for the case of a (quasi)continuous sample with number density ρ(r):

A(Q) = A0b

∫

V

ρ(r) exp iQrdr (14)

This is the Fourier transform of the number density of scattering centers with scattering effi-
ciency b, it can also be applied for numerous scattering efficiencies.

However, since the phase information got lost while obtaining the intensity as an absolute square
of the amplitudes, there is no direct analytic way of performing an inverse Fourier transform.
This is why this is called the phase problem. Also, as described above, in a wide range of cases
it is enough to investigate the modulus of Q, neglecting its vector nature.

7 Scattering Efficiency

Since the physical scattering event is very dissimilar for x-rays and neutrons they shall be dis-
cussed separately here. However, it should be noted, that the nature of the scattering process
does not impact on the method of data evaluation in general. Only in very specific cases, such
as contrast matching or polarized scattering there is any discernible difference.
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Scattering with x-rays

X-rays, as photons, interact with the sample via electromagnetic interaction. For the purpose of
this manuscript it is sufficient to note that the vast majority only interact with the electron shell
around the atoms and thus effectively map the electron density within the sample. Interactions
with the nucleus would only occur at very high energies, which are not usually used in elastic
scattering. In a rough approximation the strength of the electromagnetic interaction scales with
Z2, meaning that heavy elements, such as a wide range of common metals, scatter considerably
stronger than light ones, like hydrocarbon compounds. For element analyses there is also the
possibility of resonance scattering, where the chosen x-ray energies are close to the resonance
gaps in the absorption spectrum of specific elements (ASAXS). [4]

Based on Thomson scattering the scattered intensity at angle 2θ is

I(2θ) = I0

(
e2

mc2

)
1 + cos2 2θ

2
(15)

I

I0
=

(
dσ

dΩ

)

2

= r2e
1 + cos2 2θ

2
(16)

Here we also introduced the differential scattering cross section dσ
dΩ

for a single electron and re
being the radius of an electron. This means that the total probability for a scattering event to
occur into a solid angle dΩ is exactly that value for a single, isolated electron. This probability
is in units of an area. Thus, the scattering length for a single electron be is defined as the square
root of that:

be = re

√
1 + cos2 2θ

2
(17)

With those previous equations it is again important to note that small-angle scattering is mainly
concerned with small angles, thus that cos 2θ ≈ 1 is a very good approximation. This is also,
together with backscattering, the location of the highest intensity and negligible polarization
effects. The numeric values for the constants used here are re = 2.818× 10−15 m and the scat-
tering cross section for a single electron σe = 6.65 × 10−29 m2 = 0.665 barn after integration
over the full solid angle. As apparent with integration over the full solid angle, the relation is
σ = 4πb2e.

Since usually the goal is to find the distribution of scattering centers in a volume, the density of
scattering length per unit volume is of interest. This is the scattering length density (SLD)

ρ(r) =
be(r)

V
. (18)

A very common way of expressing scattering efficiency is using electron units. As can be seen
in Eq.13 the scattering amplitude is only determined by the SLD of a single electron apart from
the Fourier transform of the local density. This means the scattering intensity in electronic units
can be expressed as
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Ieu(Q) =
I(Q)

I0b2e
(19)

This means, with appropriate calibration, if there is an intensity of Ieu = 200 b2e at a certain Q,
that the size scale corresponding to that Q vector has 200 electrons per unit volume.

Since photons interact mainly with the electron shell, there is also an angle dependency account-
ing for the time averaged location probability of the electrons in the shell, which may or may
not be spherical, depending on the electronic configuration of that specific atom. This would
then lead to a SLD in terms of be(Q) = befs(Q) with fs being the atomic scattering factor for
any specific element. This important to take note of, when there is a structure or form factor
on the same size scale as a single atomic distance Q = 2π

1.54 Å = 4.08 Å
−1

. This is usually
not in the regime of interest for small-angle scattering and will mostly vanish in the incoherent
background.

Another incoherent background effect is Compton scattering, where inelastic processes change
the wavelength during the scattering process. This is however again strongly suppressed at
small angles. The wavelength shift occurring based on Compton scattering is following this
expression

∆λ =
h

mc
2 sin2 θ (20)

The prefactor is h
mc

= 0.02426 Å. It is also obvious that at large angles 2θ = 180◦the energy
transfer is maximal. Since we are always investigating angles close to θ = 0 the wavelength
shift and hence the incoherent background is negligible compared to other experimental factors,
such as slits and windows scattering.

Scattering with neutrons

Neutrons interact with the nuclei directly, which results in the atomic form factor being always
spherically symmetric (billiard balls) and them being sensitive to different isotopes and spin-
spin coupling. In contrast to x-rays, there is no simple expression for scattering strength as a
function of isotope or atomic number. Directly neighboring elements and isotopes may have
vastly different cross sections.

Based on that we have to rely on tabulated values for the cross sections and scattering lengths of
different elements and isotopes (see Tab.3) and can only write the cross section and scattering
length relation as

dσ

dΩ
= b2 (21)

That said, only coherent scattering can form interference patterns, i.e. no change of the nature
of the radiation can take place during the scattering process. However, since the neutron can
change its spin orientation through spin-spin coupling during the scattering process that may
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Element scattering length bcoh/10−14m
1H -0.374
2D 0.667
C 0.665
N 0.936
O 0.580
Si 0.415
Br 0.680

Table 3: Coherent scattering length of several elements and isotopes.

happen, depending on the spin orientation of the sample nuclei. Those are completely statistical
processes.

As neutrons are fermions, which have spin 1/2 the possible outcomes after a scattering process
with a nucleus of spin i are i+ 1/2 and i− 1/2, and the associated possible spin states are

number of states i+ 1/2 : 2(i+ 1/2) + 1 = 2i+ 2 (22)
number of states i− 1/2 : 2(i− 1/2) + 1 = 2i (23)

total number of states : 4i+ 2. (24)

This immediately shows, that only for the case i = 0 there can be only two states. Since
it is impossible to know the spin state of non-zero spin nuclei under ambient conditions, the
differential cross section becomes a two-body problem of the form:

dσ

dΩ
=

∑
i,j

〈bibj〉 exp−iQ(ri − rj) (25)

Here 〈bibj〉 is the expectation value of the SLD for each bibj combination possible given isotope
and spin variability. For this there is only one coherent outcome, where bi = bj , which then
results in

〈bibi〉 =
〈
b2i
〉
=

〈
b2
〉
. (26)

All other cases result in bi �= bj and therefore

〈bibj〉i �=j = 〈bi〉 〈bj〉 = 〈b〉2 . (27)

This then results in

dσ

dΩ
= 〈b2〉 ·

∑
j,k

exp (−iQ(ri − rj)) +N(〈b2〉 − 〈b〉2). (28)
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Fig. 7: Coherent cross-sections for selected elements for x-rays (top) and neutrons (bottom).
The coherent scattering cross section scales linearly with the diameter of the circles. It is appar-
ent, that the Z2 dependency strongly emphasizes heavy elements in x-ray scattering, whereas
for neutrons even single isotopes can be distinguished. However, for neutrons there is no simple
analytic expression for the scattering cross-sections.

Here
√
〈b2〉 = bcoh signifies the coherent scattering length density, since it contains informa-

tion about the structure of the sample via rij and
√

〈b2〉 − 〈b〉2 = binc is the incoherent cross
section not containing any information about the sample structure. This cannot be suppressed
instrumentally, therefore often isotopes with low incoherent scattering length are chosen in neu-
tron scattering to suppress the incoherent background. Both coherent and incoherent scattering
lengths can separately used together with Eq.18 to obtain the corresponding scattering length
densities.

Scattering Cross Section and Contrast Matching

As described above there is a Z2 dependency of the cross section of atoms in case of x-rays
and the cross section values for neutrons have to be tabulated since there is no simple algebraic
expression for that. The resulting differences in cross section are illustrated in Fig.7. Because
different isotopes have very different cross sections for neutron scattering, in some cases it is
possible to replace certain isotopes in order to arrive at desired contrast conditions.

One of the most important examples for that technique, called contrast matching, is replacing
hydrogen by deuterium. This leaves the chemical composition of the sample unchanged, and
hydrogen is extremely abundant in most organic compounds. The concept can in some cases be
extended to be used as the Babinet principle, in order to suppress background scattering, since
it is extremely preferable to have a solvent with a low background and a solute with a higher
background than vice versa. A sketch of the concept is shown in Fig.8.

This method allows highlighting otherwise hidden features of the sample or suppressing domi-
nant scattering in order to better determine a structure with a lower volume fraction and there-
fore less scattering contribution. Examples for that application are highlighting the shell of a
sphere, by matching the core or vice versa. Also for protein samples certain structures can be
matched, so that only distinct features are visible.

In order to apply contrast matching, mostly the solvent is changed. In some rare cases also the
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Fig. 8: Illustration of the concept of contrast matching. In step � there are micelles with a
corona (pink) dissolved in a solution (blue). The scattering length density of the corona is
between the SLD of the solvent and its deuterated counterpart (red). In step � the deuterated
solvent is added to the solution, which changes the contrast conditions. Finally, in step � a
sufficient amount of deuterated solvent has been added, so the contrast between the corona and
the solvent has vanished. Now the micellar cores can be measured directly.

Fig. 9: Semi-analytic way to determine the necessary solvent deuteration for contrast matching.
The concentration at the matching point, where the solvent has the same SLD as the polymer
particles, is determined by the crossing of the mixed D2O/H2O SLD line and the SLD line of
the respective polymer. For the calculation the scattering length density of water is calculated
to -0.6·10−6Å2 and the SLD of heavy water is calculated to 6.3·10−6Å2.
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polymer or other sample is synthesized with a different isotope composition. Here the finding
of the correct H/D fraction of the solvent shall be shown. Fig.9 gives an example of how to find
the correct H/D fraction in a semi-analytic way. The underlying principle is expressed by

SLDsample = SLDH2O ×H + SLDD2O ×D (29)
H ≡ 1 (30)

D =
SLDsample − SLDH2O

SLDD2O

. (31)

This way the volume of heavy water for each unit volume of protonated (usual) water can be
calculated. It is also apparent from that calculation that only mixtures with a scattering length
density between water and heavy water can be matched, and that the equations above only cover
the non-trivial cases, where pure water or heavy water is not suitable. The actual volumes can
then be calculated with Vwater =

H
H+D

and Vheavy water =
D

H+D
.

A prominent example for contrast matching is the matching out of the shell or core of a mi-
celle. The contrast behavior and the resulting scattering curves are shown in Fig.10. Essentially
contrast matching can improve the fitting procedure, if well known parts of the structure are
matched out or emphasized by the contrast matching. This then delivers two or more different
data sets that all should return comparable results. Another option is the reconstruction of em-
bedded particles in a larger structure. Also here, the overall fitting procedure can profit from
two fits with mutually corroborating results.

One concept that shall also be mentioned here is magnetic (spin-) contrast. In this context Fig.8
can be understood to be particles with a magnetic shell. As long as the spins are not aligned
there is no contrast between the shell and the solvent (step �). When an external magnetic field
aligns the spins in the shell, a contrast between the shell and the solvent emerges (�). Several
other possibilities with and without polarization analysis are possible, however that is beyond
the scope of this manuscript.

8 Form factors

As described above, the phase problem usually prevents an analytic reconstruction of the struc-
ture from the scattered intensity by an inverse Fourier transform. There are approaches at-
tempting the direct reconstruction of direct space information [6] or reconstruction from bead
model annealing / Monte Carlo simulation [7, 8]. All these approaches have in common that
a direct analytic expression for the scattering is not foreseen, and can therefore not be used as
a starting point of the analysis. In the past, the model based analysis has been the most ap-
plied approach for the analysis of small-angle scattering data. Here, predetermined structures
undergo a Fourier transform, whose result is then used to calculate a scattering pattern. This
results in the most cases in analytic expressions that can be directly fitted to the data and are
often used in a catalog-like manner in order to determine the structure of the sample. As most
geometric forms can be approximated either as a sphere, a disk or a rod (see Fig.11) these are
the forms that are going to be discussed here. More elaborate structures are available and can in
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Fig. 10: Scattering curves for micelles with unmatched, partially matched and completely
matched corona. The curves correspond to the scenarios �, � and � in Fig.8. Here two ef-
fects can be observed. The corona is only 50% of the radius of the core, hence it influences the
scattered intensity at higher angles than the core itself, the scattering feature at Q=0.15Å−1 cor-
responding to the micellar core is therefore quite stable, while the intensity at higher Q changes
drastically. Considering the forward scattering the dependence of the scattering contrast be-
tween solvent and core is directly visible. The matched out corona shows the least contrast, and
therefore the lowest forward scattering intensity, while the unmatched corona has the highest
contrast and the highest intensity. This approach is also used, when an analytic approach to find
the matching D2O/H2O concentration cannot be found. Several concentrations are tested and
where a minimum in the scattered intensity is found, the contrast can be assumed to be matched.

principle be calculated for any structure where the form can be described by an analytic expres-
sion. A short, and by no means complete, list of programmes for the evaluation of SAS data is
SasView (https://www.sasview.org), SasFit (https://kur.web.psi.ch/sans1/SANSSoft/sasfit.html)
and Scatter (http://www.esrf.eu/UsersAndScience/Experiments/
CRG/BM26/SaxsWaxs/DataAnalysis/Scatter#).

Sphere

The analytic expression for the scattering created by a sphere of radius R is

I(Q) = N

[
3V ρ0 ·

sin(QR)−QR cos(QR)

(QR)3

]2
(32)

with N being the number of the scattering particles, V being the volume of a single sphere and
ρ0 being the SLD contrast between the sphere and the solvent.

This expression can be reached by using a SLD description like a step function as depicted in
Fig.12. As a sphere is already spherically symmetric this can be directly put into the Fourier
transform
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Fig. 11: Form factors for several scattering geometries. The slopes at the onset of the form
factor after the plateau are shown, which is mostly determined by the fractal dimension of the
scattering object. Here it also becomes apparent that solely relying on that slope may lead to
misinterpretation between similarly scaling objects, here Gaussian coils and discs.

A(Q) = F(ρ(r)) · (2π)3 (33)

=

∫

V

ρ(r) exp (−iQr)) dV (34)

=

∫ 2π

φ=0

∫ π

θ=0

∫ R

r=0

ρ(r) exp (−iQr)) r2 sin θdrdθdφ (35)

=

∫ 2π

φ=0

∫ π

θ=0

∫ R

r=0

ρ(r) exp (−iQr cos θ)) r2 sin θdrdθdφ (36)

=

∫ 2π

φ=0

∫ 1

u=−1

∫ R

r=0

ρ(r) exp (−iQru)) r2drdudφ (37)

= 4π

∫ R

r=0

ρ(r)

(
exp(iQru)− exp(−iQru)

iQr

)
r2dr (38)

= 4π

∫ R

r=0

ρ(r)

(
sinQr

Qr

)
r2dr (39)

= 4πρ0

∫ R

r=0

sinQr

Qr
r2dr (40)

= 4πρ0
sinQR−QR cosQR

Q3
(41)

= 4πρ0
sinQR−QR cosQR

Q3
(42)

= V ρ0
3sinQR−QR cosQR

R3Q3
(43)

Here Eq.36 used the identity of Qr = Qr cos θ with theta being the enclosed angle and in Eq. 37
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Fig. 12: Depiction of the SLD distribution along the radius of a sphere. ρ0 is the SLD contrast,
i.e. the SLD difference between the scattering particle and the solvent. R is the radius of the
sphere.

cos θ was replaced by u. In addition, spherical symmetry was exploited for the integration
over the solid angle. The factor (2π)3 is to correct for scaling differences during the Fourier
transform.

This corresponds exactly to the squared term in Eq.32 which is nothing else than the squared
amplitude that we calculated here. As this is only the scattering for a single, isolated sphere,
the number density needs to be included to reflect the absolute scattered intensity. In case of
neutron scattering this is the case for most of the instruments. X-ray instruments are often
not calibrated to absolute scattering intensities and therefore need an arbitrary scaling factor.
Similar approaches can be used for other analytic representations of form factors.

Thin Rod

The scattered intensity by a dilute solution of thin rods of length L is given by

I(Q) = ρ20v
2

(
2

QL cos θ

)
sin2

(
QL

2
cos θ

)
(44)

→ ρ20v
2 2

QL

(
Si(QL)− 1− cosQL

QL

)
. (45)

Here v is the volume of the particle and the average over all orientations has been performed in
the second step. The substitution Si(QL) =

∫ QL

0
sinu
u

du was used.

Circular Disc

An infinitely thin circular disk of radius R scatters the incoming intensity as follows:
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I(Q) = ρ0v
2 2

Q2R2

(
1− J1(2QR)

QR

)
(46)

J1 here is the first order Bessel function.

Non-particulate scattering from a flexible chain

A flexible chain in solution cannot be described by a simple analytic form, since one needs to
integrate over all possible conformations of the chain. Nevertheless, an analytic expression, the
Debye scattering, can be found:

I(Q) = ρ20v
2
2(exp(−Q2R2

g) +Q2R2
g − 1)

Q2R2
g

(47)

Here Rg =
1
V

∫
V
r2ρ0dr is the radius of gyration (in this case for constant SLD). A very impor-

tant aspect of that scattering curve is, that it essentially scales with Q2.

For better comparison the radius of gyration for a solid sphere of radius R is Rg =
√

3
5
R, the

one for a thin rod of length L is Rg =
1√
12
L and the one for a very thin circular disc with radius

R is Rg =
1√
2
R

Polydispersity

All analytic form factors, that deliver the scattered intensity, are determining the scattered in-
tensity for particles of one exact size. In real systems, however, there are mostly distributions
of different sizes. This leads to a superposition of scattering from different particle sizes. Since
most particle sizes follow a Gaussian distribution, this is also a good way to fold in the particle
size distribution analytically. For extremely long, or very polydisperse, particles then Schulz-
Zimm distribution is used, which looks very similar to the Gaussian distribution, however has
a cut-off at zero to prevent negative sizes of the particles. For specialized problems also other
distributions, such as La-Place, multi-modal or other size distribution functions can be used.

The general idea is that the scattered intensity I(Q, r) is folded with the size distribution func-
tion f(r)

Ireal(Q, r) = Iideal(Q, r) ∗ f(r). (48)

Here the subscripts real and ideal identify the real measured intensity or the ideal intensity for
any calculated particulate size and form.

The effects of the convolution can be seen in Fig.13. Most notably, the minima are smeared
out, and in some cases vanish completely, so they can only be estimated. Another important
effect is that the slopes of inclinations cannot be completely reproduced anymore, which is
especially important to distinguish scattering from different contributions. The magnitude of



D1.22 S. Jaksch

Fig. 13: Effect of polydispersity. While the positions of the minima can still be found at higher
polydispersity, the higher order undulations of the form factor vanish.

the polydispersity is described by the polydispersity index PDI = σ(f(r))/µ(f(r)) where
σ(f(r)) is the standard deviation of the size distribution function and µ(f(r)) is the mean of
the size distribution function. Values of PDI ≥ 0.3 are usually discarded during fitting, as then
the results become unreliable in such a polydisperse sample.

In addition to this, the usual polydispersity (approximated by a Gaussian distribution) is by its
very nature similar to a resolution smearing of the instrument itself. Therefore, it can easily
happen to overestimate the polydispersity. If the resolution function of the instrument is known,
it should be used for deconvolution before performing the fits.

9 Structure Factors

Structure factors in general describe the scattered intensity due to the arrangement of single
particles. This can be because the solution is becoming to dense, and therefore the particles
arrange following a nearest neighbor alignment or because the particles are attractive to each
other and form aggregates. Thus, more generally a structure factor S(Q) is a measure of inter-
action between the single particles in the solution and connected with the correlation function
c(r) (the probability to find a particle at a certain distance) with the relation

S(Q) =
1

1− nc(Q)
. (49)

Since the structure factor and the form factor need to be convolved in real space, in recipro-
cal space this converts to a multiplication, following the convolution theorem. Therefore the
scattered intensity, described by form factor F (Q) and structure factor S(Q)

I(Q) = F (Q) · S(Q). (50)
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Fig. 14: Examples for structure factors. The intensity of the peaks roughly scales with the
volume fraction η of the particles. Also the position of the peaks is slightly dependent on that
volume fraction, which makes a direct calculation of R = 2π

Qmax
invalid (The hard sphere radius

used here was 60 Å). A distinct difference can be noted at low Q. Here, in general, attractive
interaction (sticky hard spheres) leads to an increase in scattering, while repulsive interaction
leads to a decrease in intensity.

From this equation it also follows, that for a system of uncorrelated, identical particles the
structure factor must be S(Q) = 1. Since the correlation between particles usually leads to
either an aggregation or repulsion of particles over long length scales the contribution of the
structure factor is most prominent at low Q-values. Also, this means that for large distances
the structure factor has to level out to unity, to preserve the fact that at large Q only the inner
structure of the particle is visible, not its arrangement in space. A few instructive examples for
the structure factor are shown in Fig.14.

Hard Sphere Structure Factor

The hard sphere structure factor assumes an infinitely high potential below a radius R and a
zero potential at higher radii. This can be described by

V (r) =

{
∞ for r ≤ R

0 for r > R.
(51)

Using Eq.49 this can be rewritten as

S(Q) =
1

1 + 24ηHSG(2QR)/2QR
. (52)

Here G(x) is defined as
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G(x) = α
(sin(x)− xcos(x))

x2
+ (53)

= β
(2x sin(x) + (2− x2) cos(x− 2))

x3
+ (54)

= γ
(−x4 cos(x) + 4 [(3x2 − 6) cos(x) + (x3 − 6x) sin(x) + 6])

x5
(55)

with these definitions for α, β and γ:

α =
(1 + 2ηHS)

2

(1− ηHS)4
; β =

6ηHS(1 + ηHS/2)
2

(1− ηHS)4
; γ =

ηHS/2(1 + 2ηHS)
2

(1− ηHS)4
. (56)

In all equations the volume fraction that is occupied by hard spheres of radius R is designated
ηHS .

10 Reading a curve

In an experimental environment it can be useful to determine the fundamental features in a
preliminary fashion without computer aided data evaluation, also known as fitting. In addition,
this helps determining good starting parameters for fits. In order to do so, we are going to
look at the curves shown in Fig.15. There we can determine different regions of the scattered
intensity (forward scattering, Guinier regime, Debye regime and Porod regime) and determine
several properties of the sample from that intensity. When applying the described techniques
for directly reading a curve it has to be kept in mind that most of them are either restricted in
their validity concerning the Q-space or are very general and rough descriptions of the sample.

Forward scattering

As pointed out in the discussion of the structure factor, large aggregates mostly show their
presence by an increased scattering intensity at low Q. This also becomes apparent when taking
Eq.3 into account. This means, in general, an increased scattering at low Q is indicative of large
aggregates being present in the sample. This also correlates with an attractive potential between
the single particles.

Another possibility is strongly suppressed scattering at low Q. This can be the case for strongly
repulsive interaction potentials between the particles, close to what is described for the hard
sphere factor above.

A leveling out of the intensity at low Q is indicative of an either dilute solution or a very weak
potential between the particles. Then there is no influence at low Q and only the structure factor
of the single particles is visible.
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Fig. 15: Diverse scattering curves from identical spherical form factor and different structure
factors.

Guinier regime

The Guinier regime is usually the crossover region, where the forward scattering is not dominant
anymore and the slope of the scattering curve changes to the scattered intensity of the form
factor. In this regime the overall size of the particle can be examined. This is similar to seeing
something from far away: One may be able to discern the size of the particle but the distinct
form remains hidden. Imagine a football and a pumpkin seen from 100 m away. They are close
in size, you can properly judge it to be approximately 20 cm in diameter, but the exact form
(ridges, stem of the pumpkin) remains hidden. A description that is only taking into account the
scattered density of the particles as a whole, valid in that scattering regime is the Guinier Law:

I(Q) = ρ0v
2 exp(−Q2R2

g

3
) (57)

For details of derivation, which include a Taylor series expansion around zero of the scattered
amplitude (Eq.35) and an averaging over all directions, please refer to the literature. [9, 10]
Another option is to develop a series expansion for the Debye Law (Eq.47) at low Q.

In order to evaluate the data using the Guinier Law, the data needs to be plotted as shown in
Fig.16. The log-log representation and plotting versus Q2 allow to directly read the inclination
of the system, multiply by 3 and use the square root in order to retrieve the particle radius.

Debye regime

In contrast to the Guinier regime, where the data can be evaluated by the Guinier law, the Debye
regime signifies the area, where the particulate form manifests in the scattering, which in general
cannot be fitted by the Debye law. The Debye law is only valid for the scattering from Gaussian
chains. As can be seen in the form factors section 8, there is a direct correlation to the dimen-
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Fig. 16: Sphere form factor and Guinier approximation from Eq.57 in a Guinier plot. The radius
of gyration is 25.8 Å. The estimated slope by eye was m = −185. With Rg =

√
−3 ·m =

23.5Å the error is within 10%, which is suitable for a naked eye approximation.

sionality of the scattering particle (sphere, disc, rod) and the slope in log-log plot, since the scat-
tering scales with I(Q) ∼ Q−D, where D is the dimensionality of the scattering object (sphere:
D = 3; disc: D = 2; rod: D = 1). Also the scattering from fractal objects is possible, which
then results in non-integer numbers for the slope. It should be noted that this is an approximation
that is only valid for the case when 1/particle radius � Q � 1/fundamental building block.
The fundamental building block in this case can be for example atoms or single monomers of a
chain.

Porod regime

The Porod regime, is the regime where the interface between the particle and the solvent dom-
inates the scattered intensity. It is valid for large Q (before leveling out into the incoherent
background) and therefore a good approach is extrapolating the sphere form factor to large Q.
The decisive property of the scattered intensity is the scaling of I(Q) ∼ Q−4. This behavior
can be derived from an extrapolation of the sphere form factor (Eq.32) to very large Q:

I(Q) ∝
(
4

3
πR3

)2
9(sinQR−QR cosQR)2

Q6R6
(58)

= 8π2

(
R2(1 + cos 2QR)

Q4
− 2R sin 2QR

Q5
+

1− cos 2QR

Q6

)
(59)

The higher order terms vanish at large Q delivering the characteristic Q−4 behavior of the
scattered intensity. Here only proportionality is claimed, which is strictly true in this case. If the
scattered intensity is recorded in absolute intensities, here also information about the surface of
the particles can be obtained. This then follows the form
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lim
Q→∞

I(Q) =
8π∆ρS

Q4
. (60)

∆ρ is here the SLD difference between the particle and the surrounding medium and S the inter-
facial area of the complete sample between particles and medium. This means, the absolute
intensity of the Porod regime allows to determine the complete amount of surface in the sample.

Estimation of particle and feature Size

As described previously for low Q in most cases it is a good approximation to assume all
particles in the sample have spherical symmetry (Section 10). The roots of the expression
for the spherical form factor are in the locations tan(QR) = QR, which is true for QR ≈
4.49, 7.73, 10.90..... In many cases anyway only the first minimum of the form factor will be
visible. This allows a fast approximation of the radius with R ≈ 4.5/Qmin. Here it needs to be
noted, that this is the rotational average of the particle, neglecting any structure of the particle
whatsoever.

Another approach of determining the size or correlation of features is using Eq.3:

d =
2π

Q
.

Although this is in general only strictly true for lamellar systems and the corresponding corre-
lations, it is still a good approximation for a summary data examination during the experiment.
With that restriction in mind it can be used for virtually any feature in the scattering curve and
the size of the corresponding feature in the sample.

11 Further Reading

Most of the concepts shown in this manuscript are based on previous publications. The follow-
ing selection of textbooks gives the reader a good overview of the principles of SAS.

A. Guinier: X-ray diffraction in crystals, imperfect crystals, and amor-
phous bodies

This early textbook concentrates on SAXS, as neutron scattering at the time of writing was still
in its infancy. While some of the terminology may have changed slightly over time, in many
aspects this book still gives a good fundamental overview of what can be done with small-angle
scattering, and how to perform a solid data analysis. In addition, this is literally the book on the
Guinier Law, and where some of the basic ideas of reading scattering curves were first collected.
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R.J. Roe: Methods of x-ray and neutron scattering in polymer science

Here the author nicely manages to emphasize the commonalities and differences between x-ray
and neutron scattering. An overview of the methods and technologies is given, as well as a
helpful mathematical appendix, reiterating some of the concepts used in the book.

G. Strobl: The physics of polymers

For soft-matter researchers this book, even though not being focused on scattering as such,
gives a good overview of applicable concepts for scattering with soft-matter samples. A wide
range of helpful examples highlight in which particular area any evaluation concept of the data
is applicable and useful.
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1 Introduction

Neutron reflectometry is a very efficient tool to determine the nuclear and magnetic density
profiles along the depth of nanometric thin films. It has been used a lot to solve soft matter
problems like the self organization of diblock copolymers, the structure of liquid-liquid inter-
faces or the structure of biomembranes [1]. Those studies benefit a lot from the possibility of
contrast variaiton, i.e. the exchange of hydrogen by deuterium.

In the mid 1980’s a new field of application of neutron reflectometry emerged. Following
the discoveries of interlayer exchange coupling and giant magnetoresistance effect in magnetic
multilayers [2], there has been an interest to determine, depth-resolved, the magnetic profile
(see lecture 10 of this book).

More recently, the interest evolved towards the determination of the correlations of in-plane
fluctuations in thin films. Those fluctuations can be nuclear or magnetic, in the bulk of the
layers or at their interfaces, or nanometric objects deposited on a surface. The breaking of
in-plane invariance introduced by those fluctuations produce scattering of radiation out of the
specular direction, called grazing incidence small angle scattering (GISAS).

In this lecture, we will concentrate on neutron and x-ray reflectometry and GISAS for the deter-
mination of nuclear and chemical profiles. Section 2 shows the calculation of specular reflection
at flat and homogeneous surfaces, introducing the concepts of scattering length density, index
of refraction and total external reflection. It then describes the reflectivity from various types
of layered structures and the effect of interfacial roughness and interdiffusion. The two types
of reflectometers one can encounter and the practical aspects of a reflectometry experiment are
discussed in section 3. Finally, an example of the application of grazing incidence small angle
x-ray scattering (GISAXS) for the depth-resolved investigation of the lateral arrangement of
nanoparticles is depicted (section 4).

2 Description of specular reflection1

A monochromatic, well collimated beam impinges under a well defined, small angle αi = θ (in
most cases θ � 5o) onto the surface of the sample. It is then partly reflected specularly from
the surface, i.e. the outgoing angle αf = θ as well, and partly refracted into the material (See
Fig. 1). As we will derive below, the reflection from a laterally homogeneous medium can be
treated according to classical optics. Only the proper index of refraction n has to be used.

For most material, the index of refraction for neutrons is slightly smaller than 1, leading to total
external reflection for small angles of incidence θ < θc, where θc depends on the material.

In the case of a single layer on the substrate, reflection and refraction take place at both the
surface and the interface (Fig. 2). Then, the reflected beams from the different interfaces
interfere with each other. Maximum intensity is received, when the path length difference
between the two reflected beams is an integer multiple of the wavelength.

For the case of perfectly smooth surface and interfaces, an exact description of the reflected

1 A large part of this section is taken from Ref. [3–6].
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and transmitted intensity can be deduced from quantum theory, as will be shown in the next
subsections.

When the in-plane invariance of the layers or interfaces is broken, some diffuse signal can be
observed out of the specular direction (Fig. 3). This is grazing incidence small angle scattering
(GISAS). Its theoretical description goes beyond the scope of this lecture [7, 8].

Fig. 1: Reflection and refraction from a free surface

Fig. 2: Reflection and refraction from a single layer on a substrate

Wave equation in homogeneous medium. Optical index

The starting point is the Schrödinger equation for the wave function of the neutron:

[
− �2

2m
∆+ V (r)

]
ψ(r) = Eψ(r) (1)

The kinetic energy of the neutron is given by E = �2k2/(2m) with the modulus k = 2π/λ of
the wave vector k.
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Fig. 3: Reflection, refraction and grazing incidence small angle scattering (GISAS) from a
single layer on a substrate showing broken in-plane invariance

Due to the small |Q| values that are probed, a reflectometry experiment does not resolve the
atomic structure of the sample in any of the three directions. Therefore, it is a valid approxima-
tion to describe the potential V1 of the homogeneous material as

V1 =
2π�2

m
ρ (2)

where ρ if the scattering length density (SLD) defined by

ρ =
∑
j

Njbj (3)

where Nj is the number of nuclei per unit volume and bj is the coherent scattering length of
nucleus j. With that we receive

[
∆+

(
k2 − 4πρ

)]
ψ(r) =

[
∆+ k2

(
1− λ2

π
ρ

)]
ψ(r) =

[
∆+ k2

1

]
ψ(r) = 0 (4)

with the wave vector k1 inside the medium. From this equation, it is justified to introduce the
index of refraction in the material

n =
k1
k

n � 1− λ2

2π
ρ (5)

It is a number very close to 1 for thermal and cold neutrons. The quantity 1− n is of the order
of 10−6 to 10−5. For most materials it is positive (because the coherent scattering length bj is
positive for most isotopes), so that n is smaller than 1. This means that the transmitted beam
is refracted towards the sample surface, which is opposite to the daily experience with light
refracted at a glass or liquid surface.
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Solution for a sharp surface. Fresnel’s formulas

In analogy to classical optics, we can derive e.g. Fresnel’s formulas. For the solution of the wave
equation at a sharp surface between air and a semi-infinite medium, we assume the surface of
the sample to be at z = 0. The potential is then

V (z) =

{
0 for z > 0

V1 for z ≤ 0
(6)

As the potential V is independent of the in-plane coordinates x and y, the wave function in the
Schrödinger equation (4) is of the form

ψ(r) = ei(kxx+kyy)ψz(z) (7)

with the in plane components kx and ky of k independent of z. The Schrödinger equation then
reduces to the one dimensional equation

d2ψz(z)

dz2
+ k2

z(z)ψz(z) = 0 (8)

with kz(z) depending on the medium. The general solution is given by

ψzl(z) = tle
ikzlz + rle

−ikzlz, (9)

where the index l distinguishes between vacuum (l=0) and medium (l=1). The unique solution
is determined by the boundary conditions. The incoming wave in the vacuum before interaction
with the sample is a plane wave of norm 1, i.e. t0 is equal to 1. In a half-infinite medium, there
is no reflected wave, because there is nothing to reflect from, i.e. r1 vanishes. In addition, the
wave function and its first derivative must be continuous at the interface. So we receive the
following boundary conditions:

t0 = 1 ; r1 = 0 ; ψz0(z = 0) = ψz1(z = 0) ;
dψz0

dz
(z = 0) =

dψz1

dz
(z = 0). (10)

When we insert (9) into (10) we receive the continuity equations for the wave function:

1 + r0 = t1 ; kz0(1− r0) = kz1t1. (11)

t1 is the amplitude of the transmitted wave and r0 is the amplitude of the reflected wave. The
reflectivity R is defined as the modulus squared of the ratio of the amplitudes or reflected and
incoming waves, the transmissivity T is defined as the modulus squared of the ratio of the
amplitudes or transmitted and incoming waves.

R = |r0|2 ; T = |t1|2 (12)
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In conclusion, we arrive at the Fresnel’s formulas for the reflection and the refraction at a flat
interface

Reflectivity : R =

∣∣∣∣
kz0 − kz1
kz0 + kz1

∣∣∣∣
2

(13)

Transmissivity : T =

∣∣∣∣
2kz0

kz0 + kz1

∣∣∣∣
2

(14)

Snell’s law of refraction. Total external reflection

Taking into account the continuity relation for the wave vector component tangential to the
surface

kx0 = kx1 ky0 = ky1 (15)

together with k1 = k0n1 (Eq. 5), Snell’s law for refraction follows from trigonometry:

cos θ

cos θ1
=

k1
k0

= n1 (16)

The fact that in most cases the index of refraction is n1 < 1 means that the transmitted beam is
refracted towards the sample surface (θ1 < θ in Fig. 1). For angles of incidence θ below the so
called critical angle θc with

n1 = cos θc θc � λ

√
ρ

π
(17)

total reflection is observed, i.e. all intensity is reflected and no wave propagating in z-direction
exists in the sample. Only an evanescent wave in the z-direction with propagation parallel to the
surface is induced. For angle of incidence above θc, the beam can partially penetrate the sample
and is only partly reflected.

From Snell’s law (Eq. 17) and the definition of the index of refraction in Eq. (4) one can relate
the normal components of the incoming and refracted wave vectors

k2
z1 = k2

z0 − k2
z0,c with kz0,c =

2π

λ
sin θc =

√
4πρ. (18)

This confirms that, for angles of incidence θ below θc, kz1 becomes purely imaginary and the
refracted wave is an evanescent wave in the z-direction.

The last relation allows to express the Fresnel coefficients (Eq. 13 and 14) as a function of
one variable only. In general the measured reflectivity is represented as a function of θ or the
magnitude of the scattering wave vector Q = 2kz0:
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R =

∣∣∣∣∣
Q−

√
Q2 −Q2

c

Q+
√
Q2 −Q2

c

∣∣∣∣∣
2

(19)

When Q � Qc, the preceding equation reduces to:

R � 1

16

Q4
c

Q4
(20)

which is the formula for the reflectivity within the Born approximation [9]. This shows that the
reflectivity above the critical angle decreases sharply with Q.

Once again, coming back to the wave function inside the surface, one finds using Eq. (18) that,
when θ < θc:

ψz1(z) = t1e
i(k2z0−k2z0,c)

1/2
z = t1e

− 1
2(Q2

c−Q2)
1/2

z. (21)

This result is very important, because it shows that when the energy of the particle normal to
the surface is smaller than the potential barrier, the wave still can penetrate the medium on a
characteristic depth of 2/

√
Q2

c −Q2. This evanescent wave propagates itself along the surface
with a wave vector equal to (kx, ky) and then leaves the volume in the specular direction. For
example for Ni (ρ = 9.41×10−6 Å−2), the penetration depth is of the order of 200 Å at Q = 0; if
one neglects absorption, it raises rapidly to infinity at Q = Qc. No conservation rule is broken:
the reflectivity equals 1 because this wave represent no transmitted flux in the medium.

Fig. 4 represents, on a linear scale, the reflectivity and the transmissivity of a substrate as
a function of the angle of incidence θ. The reflectivity equals 1 for angles smaller than the
critical angle θc and decreases rapidly above this value (Eq. 20). The transmissivity increases
monotonously up to a value of 4 at θc and decreases to 1 at large angles. This result might look
very surprising at first sight. The value of 4 for the transmissivity comes from the fact that the
incident and the reflected waves in vacuum superpose to form a stationary wave of amplitude
exactly equal to 2 at the interface with the medium. For the intensity, we obtain a factor of 4.

Fig. 4: Reflectivity and transmissivity of a substrate as a function of the angle of incidence
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Reflectivity from layered systems

In a layered system, the same Ansatz as in Eq. (9) can be written in each layer l. The coefficients
of reflection rl and transmission tl can be deduced recursively from the continuity relations
of the wave function and its derivative at each interface. If N is the number of layers, and
considering the vacuum on top of the multilayer and the substrate below, 2(N+2) coefficients
have to be calculated. The number of interfaces being N+1, the continuity relations lead to
2(N+1) equations. Two other equations are obtained considering that the transmission into the
vacuum is equal to one (t0 = 1) and that, in the substrate, there is no reflected wave (rN+1 = 0),
leading in total to a number of equations equal to the number of coefficients to determine. The
calculation of the coefficients of reflection and transmission in each layer and, in particular, the
calculation of the reflectivity in air are therefore possible [10].

Here we just want to demonstrate with very simple arguments how interference effects from
layered structures arise and how the intensity modulations in Q-space are related to real space
length scales.

Fig. (2) shows how interference can occur in a system composed of a single layer of thickness
d deposited on a substrate. Interference occurs between beams reflected from the surface and
those first transmitted in the layer, reflected from the interface between layer and substrate and
then leaving the layer into vacuum. To a good approximation, refraction at the top surface
can be neglected for incident angles twice the critical angle or total reflection. In this case
θ = θ1 in Fig. (2) holds. Since the index of refraction of the neutrons is very close to one, this
approximation is valid even for rather small angles of incidence. Then the optical path length
difference between the two beams is:

∆ = 2d sin θ (22)

We can now determine the distance between interference maxima from the condition that the
path length difference has to differ by one wavelength: λ = 2d · δ(sin θ) � 2d · δθ. With
Q = 4π

λ
sin θ � 4π

λ
θ we final obtain:

δQ � 2π

d
(23)

We can see that the interference phenomena in Q-space are connected with real space length
scales in a reciprocal way. (23) tells us that there will be a number of interference maxima at a
distance in Q of 2π

d
. These interference phenomena are called “Kiessig fringes”. Fig. 5 shows

calculations of the reflectivity of a Ni layer deposited on a Si substrate. One observes that the
reflectivities above the critical angle for total reflection decrease rapidly, therefore the ordinate
is on a logarithmic scale. The oscillations of the reflectivity due to the above described inter-
ference effect can be observed. At small angles, due to the effect of refraction, the interference
maxima are a bit denser distributed than at higher angles where formula (23) can be used to
determine the layer thickness from the distance between the interference maxima. The thinner
layer corresponds to an interference scheme with a bigger period. In both cases the minima of
the interference scheme lay on the reflectivity of the Si substrate.

Note that for a 100 Å thick layer of Ni, that has a scattering length density (SLD) approximately
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Fig. 5: Reflectivity of a Si substrate and reflectivity of a Ni layer (ρ = 9.41× 10−6 Å−2) on Si
substrate (ρ = 2.15× 10−6 Å−2). Simulations are performed for two layer thicknesses d.

4 times larger than the one of Si, the critical angle of total reflection is determined by the SLD
of Si and not by the one of Ni. This comes from the penetration depth of the neutrons that is
bigger than 100 Å. For a 400 Å thick Ni layer, the θc approaches the one of Ni and the total
reflection plateau is somewhat rounded.

Fig. 6: Reflectivities of a Ni/Ti bilayer and of a Ni/Ti multilayer on Si substrate. Simulations
are performed for Ni and Ti thicknesses of 70 and 30 Å respectively.

Fig. 6 shows the simulation of the neutron reflectivity from a multilayer on a Si substrate. This
multilayer is composed of 10 double layers of 70 Å Ni and 30 Å Ti. On can clearly see the
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pronounced maxima due to the periodicity of the Ni/Ti double layer of thickness 100 Å. In
between, one observes many weaker oscillation (be attentive to the logarithmic scale) with a
period given by the total thickness of the multilayer.

Roughness and interdiffusion

Until now we assumed perfectly flat interfaces. A real interface will, however, always show a
certain roughness at the atomic level, as shown in Fig. 7. The height profile of the interface
is completely described by the parametrization z(x, y). Such a detailed information is not at
all interesting. Much more interesting are parameters that statistically describe the interface,
such as the mean squared deviation from an ideally flat interface, or the lateral correlation
length. Those parameters can be determined from reflectometry and scattering under grazing
incidence [7].

Fig. 7: Roughness of a real interface, characterized by the parametrization z(x, y) and depen-
dency of the refractive index on z.

As simplest model, we assume that the height coordinate z follows a random distribution of
values around the nominal value zj of the flat interface. The random distribution being described
by a Gaussian function

P (∆z) =
1

σ
√
2π

exp

(
−∆z2

2σ2

)
, (24)

the profile of index of refraction between layers j and j + 1 takes the form:

n(z) =
nj + nj+1

2
− nj − nj+1

2
erf

(
z − zj√
2σj

)
(25)

with the “Error” function:
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erf(z) =
2√
π

∫ z

0

e−t2dt. (26)

The reflectivity from such a rough interface is obtained from the average of the reflectivities
from a sequence of layers that describe the profile of refraction index. This average is performed
in detail in Ref. [11]. As a result one obtains that the Fresnel coefficient for an ideally flat
interface has to be modified by an exponential damping factor in the following way:

Rrough = Rflat · exp
(
−4σ2

jkzjkzj+1

)
. (27)

In this equation, σj is the root mean squared deviation from the nominal position of the flat
interface.

The effects of interfacial roughness on the neutron reflectivity from a Si substrate and from a Ni
layer on Si substrate have been simulated in Fig. 8. On the left side of Fig. 8 one can observe
that the effect of roughness is to decrease the reflectivity at large wave vector transfers. The
effect of roughness will be seen, if the value of the scattering wave vector gets bigger than 1/σ.
Therefore, if one wants to determine very small roughness amplitudes, one has to measure the
reflectivity till very large reflection angles and over a large dynamical range.

The right side of Fig. 8 shows the effect of the roughness of a single layer. The simulations have
been performed for ideally flat interfaces, for a rough surface of the layer, for a rough interface
between layer and substrate and for the case where both interfaces are rough. One can see that
the four cases can be well differentiated. When only one of the two interfaces is rough, the
interference pattern due to the reflection on the top and bottom interfaces is suppressed at large
wave vectors. If both interfaces are rough, a faster decrease of the averaged reflectivity takes
place.

Fig. 8: Left: Neutron reflectivity at the interface between vacuum and Si. Right: Neutron
reflectivity from a 400 Å thick Ni layer on Si substrate. Effect of interfacial roughness.

Finally, one should point out that a specular reflectivity measurement can only describe the
profile of scattering length density normal to the interface. This means that a reflectivity mea-
surement can not differentiate between interfacial roughness and interdiffusion, as interdiffusion
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will induce the same profile of refraction index as in Fig. 7. But what happens to the intensity
loss described by the exponential factor of Eq. (27)? In the case of a diffuse interface, this
intensity goes into the transmitted beam because there is no potential gradient in a direction dif-
ferent than the one normal to the interface. On the other hand, in the case of a rough interface,
the intensity loss comes from scattering by lateral fluctuations of the potential, leading to in-
tensities that can be observed in directions other than the specular direction: this is off-specular
diffuse scattering. A statistical function like the height-height pair correlation function can be
determined from the measurement of off-specular scattering [7].

3 Measurement of neutron reflectivity

The principal components of a reflectivity experiment are (i) a radiation source, (ii) a wave-
length selector (monochromator, choppers), (iii) a collimation system, (iv) the sample and (v) a
detection system.

The aim of a neutron specular reflectivity experiment is to measure the reflectivity as a function
of the scattering wave vector Q perpendicular to the sample surface:

Q =
4π

λ
sin θ (28)

The measurement can be done by changing either the angle of incidence θ on the sample or the
wavelength λ, or both.

Monochromatic instruments

At a nuclear reactor source, the measurements are usually performed at a fixed value of λ, using
θ-2θ scans (2θ being the detector angle). The wavelength selection can be obtained by Bragg
scattering on a monochromator crystal or by using a velocity selector. Fig. 9 describes such
an instrument. This is the MARIA reflectometer of the JCNS located at the FRM-II source
in Garching [12]. The neutrons are brought from the cold source to the instrument using a
supermirror coated guide (see lecture 2 of this book). A certain wavelength with a spread of 10
% is chosen by adjusting the rotation speed of a velocity selector. The wavelength spread can
be reduced by using a Fermi chopper and time-of-flight detection. The neutron beam is then
collimated by a pair of slits in order to define the angle of incidence of the neutrons relative to the
sample surface with a certain precision. The neutrons are then detected on a two dimensional
position sensitive detector. Such a detector allows to record at the same time not only the
specular reflectivity signal but also the signals of off-specular scattering and grazing incidence
small angle scattering. The projection of the spin of the neutron on a quantization axis can
be selected before interaction with the sample by using a polarizer and after interaction with
the sample by using a polarization analyzer, allowing to retrieve information about the norm
and angle of the layer magnetizations in a magnetic sample (see lecture 10). The polarizer
uses magnetic supermirrors and the analyzer uses a nuclear polarized 3He gas to select the spin
projection.
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Fig. 9: A monochromatic instrument: MARIA of the JCNS at MLZ [12].

Time-of-flight instruments

At a spallation source, the measurements are performed at fixed values of θ and as a function
of λ. This is the time-of-flight technique, that consists in sending a pulsed white beam on the
sample. Since the speed of the neutron varies as the inverse of the wavelength, the latter is
directly related to the time t taken by the neutron to travel from the pulsed source to the detector
(over the distance L) by:

λ =
h

mL
t. (29)

For a reflectivity measurement, the angle is fixed and the reflectivity curve is obtained by mea-
suring the reflectivity signal for each wavelength of the available spectrum, each wavelength
corresponding to a different scattering wave-vector magnitude. Sometimes it is necessary to
use several angles of incidence because the Q range is not large enough.

An example of time-of-flight reflectometer is presented in Fig. 10. This is the magnetism re-
flectometer of the Spallation Neutron Source (SNS) in Oak Ridge, USA [13]. Neutrons coming
from the moderator are first deflected by 2.5o using a channel beam bender, composed of a stack
of supermirrors, in order to achieve enough separation with the neighbour instrument (a liquid
reflectometer) and in order to deliver to the sample a “clean” neutron beam, essentially free of
fast neutrons and γ radiation. As much useful neutrons as possible are transported to the sample
by using a supermirror coated tapered neutron guide that focuses the beam horizontally and ver-
tically to a size comparable to usual sample sizes, i.e. several cm2. The bandwidth choppers are
used to select a wavelength width (λ from 2 to 5 Å), in order to avoid frame overlap. A chopper
is a rotating disk with windows transparent to neutrons. When two choppers are mounted at a
certain distance one with respect to the other, the delay between the window openings and the
width of the windows can be chosen to achieve a transmission of only those neutrons having
speeds contained in a certain range. The phenomenon of frame overlap happens when the slow
neutrons of a pulse are overtaken by the fast neutrons of the next pulse. A time-of-flight detec-
tion cannot differentiate between those neutrons. Therefore, frame overlap has to be avoided.
The function of the second of the three choppers is to absorb the very slow neutrons. This
instrument has also collimation slits, a position sensitive detector and polarizing and analyzing
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devices whose functions are the same as the ones explained in the preceding section.

Fig. 10: A time-of-flight instrument: The magnetism reflectometer of the SNS [13].

Resolution

The reflectivity signal decreases very rapidly above the critical angle of total reflection when Q
increases (see Eq. (20), R ∝ 1/Q4). In order to win some intensity, either the collimation slits
can be opened or the wavelength spread δλ can be increased, at the price of a loss in resolution
in scattering wave vector. The dispersion in Q is given by (for θ � 1 rad.):

δQ �
√(

4π

λ

δλ

λ
θ

)2

+

(
4π

λ
δθ

)2

(30)

where δθ is the beam angular divergence. The divergence of the incident beam is usually deter-
mined by the two collimation slits if the beam is smaller than the effective width of the sample
seen by the neutron beam, or by the first slit and the sample itself if the sample is small enough
to be totally illuminated by the neutron beam. The experimental reflectivity is then the calcu-
lated reflectivity convoluted by a resolution function whose width is given by δQ. Experience
shows that a Gaussian function works well to reproduce the resolution effects. In Fig. 11 the
reflectivity is calculated for a perfect instrument and by taking into account the effects of an-
gular divergence and wavelength spread. As can be inferred from Eq. (30), angular divergence
induces a loss of resolution independent of θ, and wavelength spread degrades the resolution as
θ increases. This example shows that, when preparing a reflectometry experiment and depend-
ing on the sample under study, a good compromise between intensity and resolution has to be
found.
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Fig. 11: Effect of δθ and δλ. Comparison between a perfect instrument, an instrumental δθ, and
a δλ for a measurement on a 400 Å thick Ni layer on Si substrate

4 Crystallography at the nanoscale: GISAXS from a nanopar-
ticle assembly

The prime aim of this section is to emphasize on the added information provided by Grazing
Incidence Small Angle Scattering (GISAS) with respect to other surface characterization tech-
niques like Atomic Force Microscopy (AFM) and Scanning Electron Microscopy (SEM). AFM
and SEM give information on the in-plane fluctuations of the order parameter, while GISAS al-
lows a full 3 dimensionnal investigation, i.e. gives depth-resolved infomation on those in-plane
fluctuations.

The study reported here [14] concerns the investigation of the ordering in an assembly of mag-
netic nanoparticles deposited on a surface. Those nanoparticles, of truncated cubic shape,
were deposited under an applied magnetic field, leading to the formation of mesocrystals, i.e.
columns (see Fig. 12), several hundreds nanometres high and several micrometres diameter,
composed of a single crystalline arrangement of nanoparticles (see insert of Fig. 13). The
whole assembly is a 2 dimensional orientational average of such mesocrystals.

The in-plane arrangement of the nanoparticles in each mesocrystal has been determined by
SEM and consists of a square lattice (see insert of Fig. 13) of lattice parameter 13.1 nm. Only
five different cubic and tetragonal Bravais lattices are compatible with this 2 dimensional ar-
rangement: simple cubic (sc), simple tetragonal (st), body centred cubic (bcc), body centred
tetragonal (bct) and face centred cubic (fcc). Two (bcc and fcc) of those five lattices can be
excluded from packing and geometrical conditions.

The actual 3 dimensional Bravais lattice has been determined by GISAXS, the geometry of the
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experiment being depicted in Fig. 12: a beam of x-rays, well collimated in both directions
perpendicular to ki, impinges on the surface under an angle of incidence αi and the scattered
x-rays are collected on a position sensitive detector. Each detector pixel is defined by the values
of the angles θ and αf . Taking into acount the smallness of those three angles, the components
of the scattering wave vector along the three axes depicted in Fig. 12 are given by:

Qx = k
(
α2
i − α2

f − θ2
)
/2, Qy = kθ, Qz = k (αi + αf ) , with k =

2π

λ
. (31)

Fig. 12: Atomic Force Microscopy (AFM) image of the assembly of magnetic nanoparticles
and geometry of the GISAXS experiment. GISAXS signal is collected on a 2 dimensional
position sensitive detector. Taken from [14].

The thus obtained GISAXS pattern at a certain angle of incidence αi of the incoming beam close
to the critical angle of total reflection is given in Fig. 13. This pattern shows a whole bunch
of local intensity maxima at positions in Qy and Qz that are characteristic of the crystalline
stacking respectively in-plane and out-of-plane. A relation connecting all the Qz coordinates of
the local maxima to their Qy coordinates is obtained by a combination of Snell’s law and Bragg’s
law leading to an extinction rule and an out-of-plane lattice parameter (17.8 nm) characteristic
of a bct packing of the nanoparticle lattice.
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Fig. 13: GISAXS pattern of the assembly of magnetic nanoparticles. Insert: Scanning Electron
Microscopy (SEM) image of the top of a mesocrystal of nanoparticles; scale bar represents 100
nm. Taken from [14].

5 Conclusion

This chapter has given an overview of reflectometry and GISAS as a tool for the investigation
of thin films, their interfaces or mesocopic objects deposited on a surface. We have presented
a formalism which makes it possible to describe the specular reflectivity on non-magnetic sys-
tems. The formalism of neutron reflectometry for the investigation of the magnetic moment
orientations in magnetic multilayers is presented in the next chapter of this book, together with
several application examples.

6 Take-Home Message

Reflectometry of X-rays and neutrons from thin films with thicknesses in the mesoscopic range
gives access to the scattering length density profile along their depth. The information is an
average over the in-plane coordinates. With GISAS, in-plane correlations of the scattering
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length density can be investigated. Moreover, depth resolution is accessed by interpreting the
GISAS signal as a function of αi or αf .
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1 Introduction 
Many mechanical, thermal, optical, electrical and magnetic properties of solid matter depend 
significantly on its atomic structure. Therefore, a good understanding of the physical 
properties needs not only the knowledge about the particles inside (atoms, ions, molecules) 
but also about their spatial arrangement. For most cases diffraction is the tool to answer 
questions about the atomic and/or magnetic structure of a system. Beyond this, neutron 
diffraction allows to answer questions where other techniques fail. 
 

1.1 Crystallographic Basics 

In the ideal case a complete solid matter consists of small identical units (same content, same 
size, same orientation like sugar pieces in a box). These units are called unit cells. A solid 
matter made of these cells is called a single crystal. The shape of a unit cell is equivalent to a 
parallelepiped that is defined by its base vectors a1, a2 und a3 and that can be described by its 
lattice constants a, b, c; α, β and γ (fig. 1). Typical lengths of the edges of such cells are 
between a few and a few ten Ångström (1 Å = 10–10 m). The combination of various 
restrictions of the lattice constants between a ≠ b ≠ c; α ≠ β ≠ γ ≠ 90° (triclinic) and a = b = c; 
α = β = γ = 90° (cubic) yields seven crystal systems. The request to choose the system with 
the highest symmetry to describe the crystal structure yields fourteen Bravais lattices, seven 
primitive and seven centered lattices. 

Fig. 1: Unit cell with |a1|=a, |a2|=b, |a3|=c,  
 

Each unit cell contains one or more particles i. The referring atomic positions xi = xia1 + yia2 
+ zia3 are described in relative coordinates 0 ≤ xi; yi; zi < 1. The application of different 
symmetry operations (mirrors, rotations, glide mirrors, screw axes) on the atoms in one cell 
yield the 230 different space groups (see [1]). 
 
The description of a crystal using identical unit cells allows the representation as a three-
dimensional lattice network. Each lattice point can be described as lattice vector t = ua1 + va2 
+ wa3; u, v, w  ℤ. From this picture we get the central word for diffraction in crystals; the 
lattice plane or diffraction plane. The orientations of these planes in the crystal are described 
by the so called Miller indices h, k and l with h, k, l  ℤ (see fig. 2). The reciprocal base 
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vectors a1*, a2*, a3* create the reciprocal space with: ai* aj = 2π δij with δij = 1 for i = j and δij 
= 0 for i ≠ j. Please note: The commonly used notation in crystallography is ai* aj = δij, which 
will not be considered in the following text. Each point Q = h*a1* + k*a2* + l*a3* represents 
the normal vector of a (hkl) Plane. Each plane cuts the crystal lattice along its base vectors a1, 
a2 and a3 at (1/h)a1, (1/k)a2 and (1/l)a3. A Miller index of zero means that the referring axis 
will be cut in infinity. Thus, the lattice plane is parallel to this axis.  

Fig. 2: Different lattice planes in a crystal lattice (a3 = viewing direction). 
 
The atoms in a unit cell are not rigidly fixed at their positions. They oscillate around their 
positions (e.g. thermal excitation). A simple description for this is the model of coupled 
springs. In this model atoms are connected via springs whose forces describe the binding 
forces between the atoms (e.g. van der Waals, Coulomb, valence). The back driving forces of 
the springs are proportional to the deviation xi of the atoms from their mean positions and to 
the force constant D, thus the force is F = -D Δx (harmonic approximation). 
Therefore, the atoms oscillate with xi = Ai sin(νt) around their mean positions with the 
frequency ν and the amplitude Ai. Both, ν and Ai are influenced by the force constant Dj of the 
springs and the atomic masses mi of the neighbouring atoms. The resulting lattice oscillations 
are called phonons in reference to the photons (light particles) in optics, which as well 
transport energy in dependence of their frequency. A more complex and detailed description 
of phonons in dependence on the lattice structure and the atomic interaction effects is given in 
lattice dynamics. In the harmonic approximation the displacements of an atom can be 
described with an oscillation ellipsoid. This ellipsoid describes the preferred volume in which 
the atom is placed. Its so called mean square displacements (MSD) Ujk

i represent the different 
sizes of the ellipsoid along the different main directions j, k in the crystal. The simplest case is 
a sphere with isotropic MSD Bi. In the next paragraph MSD are discussed from the point of 
view of diffraction analysis. 
A full description of a single crystal contains information about lattice class, lattice constants 
and unit cell, space group and all atomic positions and their MSD. If an atomic site i is not 
fully occupied by the same element (occi = 100%) or by more than one element (crystal with 
vacancies or mixed crystals), this site occupancy factor can and has to be determined in 
addition. Especially the isotope specific interaction of neutrons can be a useful tool to resolve 
structural details, e.g. via. deuteration.  

(120) 

(100) 

(010) 
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1.2 Structure Determination with Diffraction 

Diffraction means coherent elastic scattering of a wave on a crystal. Because of the quantum 
mechanical wave/particle dualism X-rays as well as neutron beams offer the requested wave 
properties: 
 
X-rays:  E  = hν; λ = c/ν 
Neutrons:  Ekin = ½ mnv2 = hν = p2/2mn; λ= h/p; p ~(mn kB T) 
 
h: Planck’s constant; ν: oscillation frequency; λ: wavelength; c: light speed; v: particle 
velocity; p: impact; mn: neutron mass; kB: Boltzmann constant; T: temperature 
 
Only the scattering cross section partners are different (X-rays: scattering on the electron shell 
of the atoms; neutrons: core (and magnetic) scattering) as explained in detail below. In 
scattering experiments the information about structural properties is hidden in the scattering 
intensities I.  
In the following pages we will discuss only elastic scattering (λin = λout). The scattering cross 
section of the radiation with the crystal lattice can be described as following: 
Parallel waves of the incoming radiation with constant λ are reflected by lattice planes which 
are ordered parallel with a constant distance of d. This is very similar to a light beam reflected 
by a mirror. The angle of the diffracted beam is equal to the angle of the incoming beam, thus 
the total angle between incoming and outgoing beam is 2θ (see fig. 3). 
 

 
Fig. 3: Scattering on lattice planes. 
 
The overlap of all beams diffracted by a single lattice plane results in constructive 
interference only if the combination of the angle θ, lattice plane distance d and wavelength λ  
meets Bragg’s law: 

2d sin θ = λ 
 
The largest distance dhkl = 2π/Q of neighboured parallel lattice planes in a crystal is never 
larger than the largest lattice constant dhkl ≤ max(a; b; c). Therefore, it can only be a few Å or 
less. For a cubic unit cell (a = b = c; α = β = γ = 90°) this yields:  
dhkl = a/ (h2+k2+l2) 
 

Q 
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Q 
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.  .  .  .  .  .  
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With increasing scattering angles also the indices (hkl) increase while the lattice plane 
distances shrink with a lower limit of dmin = λ/2. Therefore, scattering experiments need 
wavelengths λ in the same order of magnitude of the lattice constants or below. This 
correpsonds to X-ray energies of about 10 keV or neutron energies about 25 meV (thermal 
neutrons).  
 
The following scheme (fig. 4) represents a diffraction experiment using the angular 
dispersive setup. The beam from a “white” source is diffracted by a monochromator with a 
fixed d spacing and a fixed Bragg angle 2θM to select a constant  wavelength λ. 

 
Fig. 4: Schematic representation of a constant wavelength diffractometer [21]. 
 
Ewald Construction: In reciprocal space each Bragg reflection (hkl) is represented by a point 
Q = ha1* + ka2* + la3*. A scattered beam with the wave vector k fulfills Braggs law if the 
relationship k = k0 + Q, |k|=|k0|=2π/λ is true, as shown in fig. 5. During an experiment the 
available reciprocal space can be described by an Ewald sphere with a diameter of 4π/λ and 
the (000)-point as cross point of k0 direction and the centre of the diameter of the sphere. The 
rotation of the crystal lattice during the diffraction experiment is equal to a synchronous 
movement of the reciprocal lattice around the (000) point. If Bragg’s law is fulfilled, one 
point (hkl) of the reciprocal lattices lies exactly on the Ewald sphere. The angle between the k 
vector and the k0 vektor is 2θ. The limited radius of 2π/λ of the Ewald sphere limits also the 
visibility of (hkl) reflections to |Q| < 4π/λ.  
 
 
 
 
 
 
 
 
 
 
 
Fig. 5: Ewald construction in reciprocal space, green dots = reciprocal lattice vectors [18]. 



D3.6  M. Meven 

 
Determination of the unit cell: Following Braggs law the scattering angle 2θ varies (for 
λ=const.) according to the lattice distance dhkl. Thus for a given λ and known scattering angles 
2θ one can calculate the different d values of the different layers in the lattice of a crystal. 
With this knowledge is possible to determine the lattice system and the lattice constants of the 
unit cell (although not always unambigously!). 
 
Atomic Positions in the unit cell: The outer shape of a unit cell does not tell anything about 
the atomic positions xi = (xi yi zi) of the atoms in this cell. For their determination one has to 
measure also the quantities of the different reflection intensities of a crystal. This works 
because of the relationship between the intensities of Bragg reflections and the specific cross 
section of the selected radiation with each element in a unit cell. Generally one can use the 
following formula for the intensity of a Bragg reflection (hkl) with Q (kinetic scattering 
theory): 
 
Ihkl ~ |Fhkl|2 with Fhkl =n

i=1 si(Q) exp(2(hxi+kyi+lzi)) 
 
The structure factor F is a complex function describing the overlap of the scattering waves 
of each atom i (n per unit cell). si(Q) describes the scattering strength of the i-th atom on its 
position xi in dependence of the scattering vector Q, which depends on the character of cross 
section as described below. 
In this context one remark concerning statistics: For measurements of radiation the pure 
statistical error σ is the square root of the number of measured events, e.g. X-ray or neutron 
particles. Thus, 100 events yield an error of 10% while 10,000 events yield an error of only 
1%! 
 
Mean Square Displacements (MSD): Thermal movements of atoms around their average 
positions reduce Bragg intensities in a diffraction experiment. In the simplest (=isotropic) 
description the parameter Bi is used to define a shell of electron or nucleus density around the 
average atomic position where the atom oscillates harmonically. The reduced probability to 
find an electron/nucleus at the average atomic position attenuates also the scattering 
probability. For higher temperatures (above a few Kelvin) the MSD Bi of the atoms increase 
linearly to the temperature T, this means B ~ T. Near a temperature of 0 K the MSD become 
constant with values larger than zero (zero point oscillation of the quantum mechanical 
harmonic oscillator). In the structure factor the true scattering power si of the i-th atom has to 
be corrected by an angle-dependent factor (the so called Debye-Waller factor): 
 
si(Q) → si(Q) * exp(-Bi(sin(θQ)/λ)2) 
 
This Debye-Waller factor decreases with increasing temperature and yields an attenuation of 
the Bragg reflection intensities. At the same time this factor becomes significantly smaller 
with larger sin(θ)/λ~|Q|. Therefore, especially reflections with large indices become weaker. 
An improved description of probability density with anisotropic MSD Uij contains the 
following exponential function: 
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si(Q) → si(Q) exp(-½ (U11
i
 h2a*2    +   U22

i
 k2b*2       +   U33

i
 l2c*2 + 

                              + 2U13
i
 hl a*c* + 2U12

i
 hk a*b* + 2U23

i
 kl b*c*)) 

 
Here the Uij describe the dimensions of an ellipsoid instead of a shell. The transformation 
between B and Ueq (isotropic MSD calculated from the anisotropic Uij with identical volume 
the corresponding shell and ellipsoid) is: B = 82Ueq 
For some structures the experimentally determined MSD are significantly larger than from the 
harmonic calculations of the thermal movement only. Static local deformations, point defects, 
mixed compounds, anharmonic oscillations or double well potentials (regions with two 
energetically equal atomic positions very near to each other where an atom has a 50%/50% 
chance to occupy one position or the other) can cause this additional contribution to the pure 
thermal Debye-Waller factor. In the following text only the term MSD will be used to avoid 
misunderstandings. 

1.3 Comparison of X-ray and Neutron Radiation 

The different nature of interaction with matter of X-rays and neutrons explains why more 
comprehensive studies use both techniques. The following table (fig. 6) and pictures show the 
main similarities and differences between the two radiation types. 
 
Properties X-ray/γ Neutrons 
Mass [kg] 0 1.673*10-27  
Energy [eV] 103 - 106 10-3 – 100 

0.025 (thermal) 
magn. Moment no yes 

Wave length λ 
[Å] 

0.3 - 3  
1.5 (Cu-Kα) 

0.3 – 20 
1.8 (thermal) 

typ. speed 
[m/s] 

3*108 2500 (thermal) 

Interaction 
with 

e-shell 
Z specific 

cores/isotopes 
spin  

 
Fig. 6: Properties of X-rays vs. neutrons.  
 
X-ray Radiation interacts as electromagnetic radiation only with the electron density in a 
crystal. This contains all electrons whether they contribute to a chemical bond or not. The 
electronic scattering power – the so called atomic form factor f(sinθ/λ) or shorter fZ - of an 
atom depends on the number Z of its shell electrons (f(sin(θ=0)/λ) =Z). To be exact, f(sinθ/λ) 
is the Fourier transform of the radial electron density distribution ne(r): f(sinθ/λ)= ∫∞

0 42ne(r) 
sin(µr)/µr dr with µ = 4 sinθ/λ. Heavy atoms with many electrons contribute much stronger 
to reflection intensities (I~Z2) than light atoms with less electrons. The reason for the sinθ/λ-
dependence of fZ is the diameter of the electron shell. It has the same order of magnitude as 
the wavelength λ and cannot be described as point like scattering centre. Thus, for large 
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scattering angles the atomic form factors vanish as well as the reflection intensities relying on 
them. The atomic form factors are derived from theoretical spherical electron density 
functions (e. g. Hartree-Fock). The resulting f(sinθ/λ) curves of all elements (separated for 
free atoms and ions) are listed in the international tables. Their analytical approximation is 
described by seven coefficients (c, ai, bi; 1≤ i ≤ 3), see [1]. 
 
Neutron Radiation interacts with the cores and the magnetic moments of atoms. The neutron 
analogon to the X-ray form factor - the scattering length bc - is therefore not only dependent 
on the element but the isotope. At the same time b values of elements neighboured in the 
periodic table can differ significantly. Nevertheless, the scattering lengths do not differ around 
several orders of magnitude like in the case of the atomic form factors fZ. Therefore, in a 
compound with light and heavy atoms the heavy atoms do not dominate necessarily the Bragg 
intensities. Furthermore, the core potential with a diameter of about 10-15Å is a point like 
scattering centre and thus the scattering lengths bc are independent of the Bragg angles and 
sinθ/λ respectively. This results in large intensities even at large scattering angles. The 
magnetic scattering lengths bm can generate magnetic Bragg intensities comparable in their 
order of magnitude to the intensities of core scattering. On the other hand side the magnetic 
scattering lengths depend strongly on the sinθ/λ value due to the large spacial distribution of 
magnetic fields in a crystal. Similarly to the X-ray form factors the bm(sinθ/λ) curves are listed 
in the International Tables [1]. Therefore, one can easily measure magnetic structures with 
neutrons and separate them from the atomic structure. 

 
Fig. 7: a) Scattering lengths and X-ray form factors as a function of the order number Z in 

the table of elements. Note the Q dependence of f and the strong variation of b within 
the 3d metal group. b) normalized form factors of chromium (absolute value of the 
scattering amplitude) as a function of the scattering angle for X-ray and nuclear and 
magnetic neutron scattering [21]. 

 
Comparison: In summary in the same diffraction experiment the different character of X-ray 
and neutron radiation yield different pieces of information that can be combined. X-rays yield 
electron densities in a crystal while neutron scattering reveals the exact atomic positions. This 
fact is important because for polarised atoms the core position and the centre of gravity of 
electron densities are not identical any more. In compounds with light and heavy atoms 
structural changes driven by light elements need additional diffraction experiments with 
neutrons to reveal their influence and accurate atomic positions respectively. There is also 
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another aspect; one has to take into account that for X-rays the intensities depend in two ways 
on sinθ/λ: once by the atomic form factor fZ, and twice by the temperature dependent Debye-
Waller factor (see above). The first dependence vanishes if using neutron diffraction with 
bc=const. and decouples the structure factors from the influence of the MSD. In general this 
yields much more accurate MSD Uij especially for the light atoms and might be helpful to 
reveal double well potentials in (partially) disordered compounds. 
 

 
 
Fig. 8: left: energy-wavelength diagram for photons (X-rays), neutrons and electrons, right: 

scattering strengths (coherent cross-section, 1 barn = 10-28 m²) of selected atoms for 
X-rays (red) and neutrons for wavelengths at 1 Å (blue > 0, green < 0) [20]. 

1.4 Special Effects and Aspects 

From the relation I ~ |F|2 one can derive that the scattering intensities of a homogenous 
illuminated sample increases with its volume. But there are other effects than MSD that can 
attenuate intensities. These effects can be absorption, extinction, polarization and the Lorentz 
factor: 
 
Absorption can be described by the Lambert-Beer law: 
 
I = I0 exp(-µx) , µ/cm-1 = linear absorption coefficient, x/cm = mean path through sample  
 
The linear absorption coefficient is an isotropic property of matter and depends on the 
wavelength and kind of radiation. For X-rays penetration depths are only a few millimetre or 
below (e.g. for silicon with µMoKα=1.546 mm-1, µCuKβ=14.84 mm-1 with penetration depths of 
3 mm and 0.3 mm respectively). This limits transmission experiments to sample diameter of 
typically below 0.3 mm. To correct a bias of intensities from different scattering path lengths 
through the sample one has to measure accurately the sample size along all directions. Even 
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for spherical samples the mean path lengths depend on 2θ. In addition the sample 
environment must have extraordinary small absorption.  
Thermal neutrons show for most elements a penetration depth of several centimeters. Thus, 
sample diameters of some millimeters together with large and complex sample environments 
(furnaces, magnets, etc.) can be used easily. On the other hand side the growth of sufficiently 
large samples for neutron single crystal diffraction can be a significant challenge.  
 
Extinction also reduces scattered intensities although its character is completely different 
form that of absorption as it emerges from multiple scattering. The principle of the extinction 
effect (not to be mixed up with crystallographic extinction rules!) can be explained easily 
taking into account that each diffracted beam can be seen as a new primary beam for the 
neighbouring lattice planes, see fig. 9, left. Therefore, the diffracted beam becomes partially 
backscattered towards the direction of the very first primary beam (in fact this means to 
switch from the simplified kinematic to the dynamic scattering theory!). Condition for this 
effect is a merely perfect crystal. Especially for very strong reflections this effect can reduce 
intensities dramatically (by more than 50%). 
Theoretical models which include a quantitative description of the extinction effect were 
developed from Zachariasen (1962) and Becker and Coppens [2, 3, 4, 5, 6]. These models 
assume either that the crystal consists of different mosaic blocks of a typical size or that there 
is a typical mosaicity between the different perfect grains or both to describe the strength of 
the extinction effect. It is also possible to take into account anisotropic extinction effect if the 
crystal quality is also anisotropic. Nowaday, in most refinement programs [7] extinction 
correction is included. In general extinction is a problem of sample quality and size and 
therefore more commonly a problem for neutron diffraction and not so often for X-ray 
diffraction with much smaller samples and larger absorption. Sometimes shorter wavelengths 
where extinction effects become weaker can be used as solution. 
 
Umweg excitation or Renninger effect occurs if the diffracted beam of the first lattice plane 
(h1k1l1) works as the primary beam for a second non identical set of lattice planes (h2k2l2) that 
by accident also fulfils Bragg’s law (fig. 9 right). The result is a diffracted beam virtually 
generated by a third lattice plane (h3k3l3). If the structure factors of the two first planes, Fh1k1l1, 
Fh2k2l2 are strong, the measured intensity Ih3k3l3 might be larger than the true one generated 
from Fh3k3l3. This second type of multiple scattering is especially problematic in cases, where 
(h3k3l3) is forbidden because of the extinction rules of the (true) space group. 

Fig. 9: Multiple scattering; left: extinction effect; right: Renninger effect [21]. 

 

 

Q 
Q1 
 

Q2 

Q3 
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Polarization: X-ray radiation means electromagnetic radiation. Therefore, the primary beam 
of an X-ray tube is not polarized. The radiation hits the sample under an diffraction angle of θ 
where it can be separated into two waves of same intensity, firstly with an electrical field 
vector parallel E|| and secondly perpendicular E towards the θ-axis. Whilst the radiation with 
E|| will not be attenuated the radiation with E undergoes an attenuation with E → cos(2θ) 
E. The polarization factor P for the attenuation has then the following formula (I ~ E2): 
 
P = (1+cos(2θ)2)/2 
 
Additional optical components like monochromator crystals also have an impact on the 
polarization and have to be taken into account accordingly. 
 
Lorentz factor: The Lorentz factor L is a purely geometrical factor. It results from the 
effectively elongated stay of the sample near the reflection position during an ω- and ω/2θ-
scan respectively towards higher 2θ values for the same angular speed Δω/Δt (see Ewald 
construction, fig. 5):  
 
L = 1/sin(2θ) 
 
This has to be taken into account for any kind of radiation in a diffraction experiment. 
 
Technical limits: The different interactions of X-ray and neutron radiation with the atoms in 
a crystal make neutrons apparently the better choice for diffraction experiments which focus 
on atomic positions, mean square displacements and magnetism. X-rays are preferable for 
studies on electron densities and chemical bonds. But one has to take into account the 
available flux of X-rays and neutrons respectively. Diffraction with a monochromatic beam 
needs a sharp band of energies/wavelengths in the order of ∆λ/λ < 10-2 – 10-3 or even smaller. 
For such a small bandwidth the flux of neutrons is several orders of magnitude smaller than 
the flux of X-rays of a corresponding synchrotron source or X-ray tube in the laboratory. The 
reason for this is that in an X-ray tube most X-rays are generated in a small energy band, the 
characteristic lines of the tube target (Kα, Kβ, etc.). Additional metal foils used as filter allow 
to cut off unwanted characteristic lines which yields quasi monochromatic radiation of a 
single wavelength. Neutrons generated by fission in a research reactor distribute to a broad 
spectrum of wavelengths. To reduce the bandwith one has to use a monochromator crystal. 
This reduces significantly the number of available neutrons for the diffraction experiment. 
Thus, the weak flux of neutrons and the weak cross section of neutrons with matter have to be 
compensated with large sample sizes of several millimeters. For the same reason the 
monochromatization of the neutrons is normally chosen to be not too sharp (resolution about  
∆λ/λ ≈ 10-2 for neutrons, ∆λ/λ ≈ 10-4 – 10-5 for synchrotron). 
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1.5 From Measurement to Model – Structure Refinement 

Goal of powder diffraction and single crystal diffraction is to compare experimental 
diffraction data with several structure models and to find the one that fits best. The differences 
between both methods are explained in the following sections. For instance, powder 
diffraction experiments yield I/2θ diagrams while single crystal diffraction experiments yield 
typically a list of corresponding intensities and error bars of a set of Bragg reflections and 
therefore slightly different structure refinement procedures are used to find a structure 
solution. Nevertheless the general approach described for single crystal data analysis in this 
section is very similar to the one for powder diffraction which will not be discussed here. 
 
To get a structural model from the experimentally collected integral Bragg intensities one 
needs several steps in advance. Firstly one has to make sure that all reflections are measured 
properly (no shading, no λ/2-contamination, no multiple scattering). Damaged reflections 
have to be excluded from further treatment. 
During data refinement not only the quantities of the relative intensities but also their errors 
are taken into account. The total statistical error  of an integral intensity Iobs of a single 
reflection is calculated as following: 
 
 = Iobs + Ibackground + (k Itotal)2 
 
The part σ0

2 = Itotal, Itotal = Iobs + Ibackground refers to the error caused by counting statistics. It 
contains as well the effective intensity Iobs as the contribution of the background. But other 
effects also influence the reproducibility of a measurement (and thus the total error), e.g. 
specific the instrumental errors. Those errors are collected in the so called McCandlish-Factor 
k and increase to the total error. Obviously, the total error cannot drop below the instrumental 
limit of the experiment and thus the impact of strong reflections does not become exaggerated 
in the refinement. The determination of k is done by measuring the same set of reflections (so 
called standard reflections) several times during a data collection. The mean variation of the 
averaged value represents k. In addition, the repeated measurement of standard reflections 
offers the opportunity to notice unwanted changes during experiment like structural changes 
or release from the sample holder.  
To make sure the comparability of all reflections with each other, all intensities and errors are 
normalized to the same time of measurement (or monitor count rate) and undergo the Lorentz 
and (in the X-ray case) polarization correction. 
Finally in advance of the data refinement there can be done a numerical (e.g. with DataP, [8]) 
or an empirical absorption correction if necessary. The quality of a measurement is checked in 
advance of the data refinement by comparing symmetry equivalent reflections and systematic 
extinctions to confirm the Laue group and space group symmetry. The result is written as 
internal R-value: 
 
Rint = (k=1

m(j=1
nk (<Ik>- Ij)2))/ (k=1j=1

nk(Ij
2)k) 

 



Powder and Single Crystal Diffractometry  D3.13 

Rint represents the mean error of a single reflection j of a group k of nk symmetry equivalent 
reflections, corresponding to its group and the total number m of all symmetrically 
independent groups. Therefore Rint is also a good mark to check the absorption correction. 
After these preliminary steps one can start the final data refinement. 
At the beginning one has to develop a structural model. The problem with that is that we 
measure only the absolute values |Fhkl| and not the complete structure factor Fhkl = |Fhkl|exp(ιϕ) 
including its phase ϕ. Therefore, generally the direct Fourier transform of the reflection 
information Fhkl from reciprocal space into the density information ρ in the direct space 
(electron density for X-rays, probability density of atomic cores for neutrons) with 
 
ρ(x) ~ hkl Fhkl exp(-2(hx+ky+lz)) 
 
is not possible. This can be done only by direct methods like Patterson, heavy atom method or 
anomal dispersion for X-rays. 
In the so called refinement program a given structural model (space group, lattice constants, 
atomic form factors, MSD, etc.) are compared with the experimental data and fitted. In a least 
squares routine those programs try to optimize (typically over several cycles) the free 
parameters to reduce the difference between the calculated structure factors Fcalc and 
intensities |Fcalc|2 respectively and the experimentally found Fobs and  |Fobs|2 respectively. To 
quantify the quality of a measurement there are several values in use: 
 
1. unweighted R-value: Ru = hkl |Fobs

2-Fcalc
2|/hkl Fobs

2 
This value gives the alignment of the whole number of reflections without their specific 
errors.  
 
2. weighted R-value: Rw = (hkl w (Fobs

2-Fcalc
2)2)/hkl w Fobs

4 
This value represents the alignment of the whole number of reflections including their 
specific errors or weights (w~1/σ2). Sometimes weights are adopted in a way to suppress 
unwanted influence of the refinement algorithm by weak or badly defined reflections.  Be 
aware that such corrections have to be done extremely carefully because otherwise the 
refinement adopts the data to the selected structural model and not the model to the 
experimental data! 
  
3. Goodness of Fit S: S2 =(hkl w (Fobs

2 - Fcalc
2)/(nhkl-reflections - nfree parameters) 

 
Ideally, S should have a value near one if the weighting scheme and the structure model fit to 
the experimental data set. 
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2 Powder Diffraction 
2.1 Method 

Crystalline powder consists of a large number of randomly oriented microscopic single 
crystals, so called crystallites. Using a monochromatic beam a powder sample in a small 
capillary or on a flat table generates cones of diffracted radiation, the so called Debye-
Scherrer cones. Following Bragg’s law the discrete angles at which intensity can be found by 
a photo film, single or area detector one can calculate the crystallographic unit cell and its 
fundamental symmetry (trigonal, monoclinic, hexagonal, orthorhombic, tetragonal, cubic). 
The projection of the integrated intensities from the detector area yields a diffractogram that 
presents the intensity distribution against 2θ and Q respectively. In a Rietveld procedure the 
full reflection pattern (profiles and intensities) is analysed.  

 
Fig. 10: Sketch of powder diffraction towards a flat 2D detector (red line: 1D detector).   
 
The main advantage of powder diffraction is the speed of data collections. At high flux 
sources a complete diffractogram can be collected within minutes. This allows not only to 
perform data analysis routinely and for many samples in a short time but can also be used to 
do in situ experiments where for instance a chemical reaction can be visualised by changes in 
a sequence of diffractograms measured one after each other. The other advantage with powder 
samples is the fact, that it is much easier to prepare a sample with a huge number of small 
crystals instead of one large single crystal. The main disadvantage of powder diffraction is 
that lattice planes that are crystallographically different will occur at the same position in the 
diffractogram due to the projection of diffraction intensities towards the diffraction angle. 
One problem of sample preparation can occur from crystallites of anisotropic shape (needles, 
plates). In powder samples these crystallites might order not fully randomly. As a result, the 
Debye-Scherrer cones are not homogeneously illuminated which yields diffractograms with 
misleading intensity distributions. This effect is called texture. 

k0 
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Fig. 11: Diffractogram with experimental data (dots), fit (line) and difference plot (blue) [19]. 

2.2 Instrumentation 

Laboratory X-ray powder diffractometers use characteristic Kα radiation from a Cu, Mo, Ag 
or W targets in an X-ray tube. These instruments have a high flux and good resolution. 
Powder diffractometers at a synchrotron source offer additionally variable wavelengths, very 
high photon flux up to 1012 photons/s and very high resolution.  
The following figure shows on the left a laboratory X-ray diffractometer. Its beam tube 
generates mainly characteristic Kα and Kβ radiation while the amount of “Bremsstrahlung” is 
rather small. 
As the Kβ radiation can be cut out instantly by a metal foil filter (e.g. Zn for Cu radiation) 
behind the beam tube no additional measures have to be taken to use a monochromatic 
primary beam. In this case the sample stage stays fixed at its position. The source moves 
clockwise while the detector does the same counter clockwise yielding at any time an angle 
between primary beam and sample of θ and 2θ between primary and secondary beam to fulfil 
Bragg’s law. 
An example for a thermal neutron powder diffractometer with fixed wavelengths of 1.11 Å, 
1.55 Å or 2.54 Å is the instrument SPODI in the experimental hall of the neutron research 
source Heinz Maier-Leibnitz (FRM II) on the right. As the neutron source generates a broad 
spectrum of thermal neutrons this “white beam” needs to be monochromatised by a 
monochromator crystal first (e.g. Cu-220, Ge-311, etc.). The resulting monochromatic 
neutron flux is several orders of magnitude smaller than the photon flux at a synchrotron.  
To overcome this problem the detector consists of a set of ³He detectors covering about 160° 
in 2θ and counting simultaneously to measure several diffractograms per day.  
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Fig. 12: Powder diffractometer: left: Laboratory X-ray diffractometer with θ/2θ geometry 

(Bragg-Brentano), right: Neutron diffractometer  SPODI (Q: source, S: sample, D: 
detector, M: monochromator). 

2.3 Examples 

The method of powder diffraction warranties that no Braggs reflections inside the observed 2θ 
range are missed. This is highly advantageous if samples of uncertain composition and/or 
structure have to be studied and can also be used to observe multiple phases simultaneously or 
behind each other, e.g. in temperature dependent experiments. As data collection in powder 
diffraction is rather fast these in situ experiments allow not only to study the results of a 
structural or chemical change but also the intermediate states. 
 
In Situ Experiments on Zirconia Zirconia play an important role in many industrial 
applications like electrolytes, ion exchangers, catalysators and piezo-electrics. Therefore, the 
detailed understanding of its structural properties and synthesis are very important. A typical 
synthesis route is shown in fig. 13. 
 

Fig. 13: Wet chemical/furnacing route [9]. 
 
Without going into details the following key aspects can be shown: The zirconium compound 
at the beginning of synthesis – Zr(OH)2SO4·3H2O – contains a huge amount of water/OH 
groups and shows amorphous behaviour. During the heating process a loss of water/OH 
groups is generated that results in a crystallisation in the tetragonal zirconia phase. After 
cooling down the structural phase transition from the tetragonal to monoclinic phase occurs 
during the cooling cycle but depends strongly on the dwelling time (for details see [9] and 
references within). 
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Fig. 14: T dependent laboratory powder diffractogram of Zirconia [9].   

(a) Part (65-85°C) of the laboratory X-ray powder diffraction pattern obtained on Zr(OH)2SO4·3H2O 
is shown to illustrate the detail and high quality that can be achieved using a fully monochromatized 
laboratory X-ray source. The data are displayed as a Rietveld plot in which the upper trace shows the 
observed data as dots and the calculated pattern as a solid line; the middle trace gives the difference 
between the observed and calculated data; and the lower set of vertical bars identifies each reflection. 
(b) A representation of the Zr(OH)2SO4·3H2O structure (after Gascoigne et al. 1994) illustrating zig-
zag chains, viewed end on down the c-direction, which are hydrogen bonded together (broken lines) to 
form curraged sheets, parallel to a and b, which themselves are hydrogen bonded together via inter-
layer water molecules [9]. 
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The figure above shows a part of a laboratory powder diffractogram and the corresponding 
Rietveld plot (perpendicular dashes below). The second half of this figure shows the 
tetragonal structure. The following figure shows the corresponding angular dispersive powder 
diffractograms for laboratory and synchrotron sources. The superior resolution of the 
synchrotron source is obvious.  

Fig. 15: Comparison of laboratory and synchrotron powder diffractograms [9].  
Portions (considerably expanded, between 40° and 46°) of powder diffraction patterns for Zr(OH)2 
SO4·3H2O obtained using three different collection modes: the upper trace is with a conventional 
(Bragg-Brentano) laboratory X-ray powder diffractometer utilizing the full Kα1α2-doublet from a Cu  
X-ray source (average wavelength λ = 1.5418 Ǻ); the middle trace is again with a laboratory X-ray 
source but with the Kα2 radiation removed by means of a germanium (100) monochromator [resultant 
λ(Kα1) = 1.5406 Ǻ]; the lower trace is from a synchrotron (station 2.3 on the Daresbury source) 
powder diffractometer monochromated to λ = 1.51603 Ǻ. the progressive improvements in pattern 
quality are self-evident, particularly with the closely-spaced multiple peaks around 41°, 42° and 45°. 

 
The final figure (fig. 16) of this section presents the T dependent synchrotron energy 
dispersive powder diffractogram (EDD) which shows clearly the evolution and devolution of 
Bragg peaks during the different stages covering the range from the amorphous pattern of the 
hydroxide to the monoclinic oxide (The patterns were collected on station 9.7 of the 
Daresbury synchrotron source using a diffraction angle of 2θ = 7.8° and a collection of 60s 
per pattern [9]). 
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Fig. 16: T dependent synchrotron powder diffractogram of Zirconia [9]. 
 

3 Single Crystal Diffraction 
 

3.1 Method 

Classical angle dispersive single crystal diffractometers use a fixed constant wavelength λ. As 
the sample is one large single crystal, a lattice plane fulfilling Bragg’s law will generate not a 
Debye-Scherrer cone but a single diffracted beam. The schematic drawing in fig. 17 shows a 
single crystal (red dot) in the centre of a Eulerian cradle with three axes ω, χ, φ. These three 
axes allow the crystallographic coordinate system of the sample to be oriented relatively to 
the coordinate system of the diffractometer towards any direction. Therefore any lattice plane 
can be oriented in a way that its diffracted beam hits the detector in the diffraction plane 
defined by the 2θ axis. By measuring each lattice plane separately the problem of reflection 
overlaps as described above for powder diffraction can be overcome. Also certain anisotropic 
effects can be detected that stay hidden in powder diffractograms. But the not simultaneous 
measurement of Bragg intensities is very time consuming. This problem can be healed 
partially by using image plate detectors.  
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Fig. 17: Scheme of a  single crystal diffractometer with single detector and Eulerian cradle. 

3.2 Instrumentation 
An example for a classical neutron single crystal diffractometer is HEiDi from JCNS at the 
hot source at FRM II (fig. 18). The instrument offers discrete wavelengths between 1.2 Å and 
0.4 Å and a large Q range.  
The use of single detectors makes diffraction of single crystals a very time consuming task. 
Especially for X-ray diffraction analysis the development of new large area detectors, so 
called image plates with a laser read out at the end of last century helped to drop the necessary 
beam time for an experiment by up to one order of magnitude [10]. Comparable to the 
rotating crystal technique the sample is only rotated around one fixed axis φ. Special software 
transforms the collected Bragg intensities into an image of the intensity peak distribution in 
the reciprocal space.  

 
Fig. 18: Classical neutron diffactometer HEiDi with Eulerian cradle and mounted cryostat. 
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Fig. 19: X-ray single crystal image plate diffractometer (IPDS STOE, [10]). 
 

3.3 Examples 

Mixed Crystals - ZrAsxSey: This metallic compound shows an anomaly in its electric 
resistivity below 16 Kelvin [22]. The chemical structure of this compound at room 
temperature is tetragonal (P4/nmm, a = 3.78 Å, c = 8.14 Å). To investigate the question, 
whether the electric resistivity is related to a possible order/disorder or redistribution of the As 
and Se atoms on crystallographic 2a and/or 2c positions taking into account the possibility of 
vacancies requires the combination of X-ray and neutron diffraction [11].  
 

Fig. 20: Electrical anomaly of ρ below 16 K [22] and As/Se distribution in ZrAsxSey [11]. 
 
X-ray diffraction cannot distinguish between As and Se because of ZAs = 33, ZSe = 34 are too 
similar. Nevertheless, X-ray diffraction can be used to determine the number of vacancies at 
the possible lattice positions of both elements. Chemical analysis is used to check the 
stochiometry of the samples. These constraints were used in a single crystal diffraction 
neutron experiment to determine the As and Se distribution in this compound taking into 
account the different neutron scattering lengths of As and Se with bAs = 6.58 fm, bSe = 7.97 
fm. The data shown in the table below were taken at three different temperatures, two above 
and one below the anomaly. Please notice that at room temperature a Bragg data set was taken 
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up to Q ≈ 10 Å-1 while the two low temperature Bragg data sets were taken up to Q ≈ 14 Å-1. 
The increase in Q range by about 40% increases not only the number of available reflections 
by a factor of about 4 but drops the error bars of the atomic parameters by one order of 
magnitude! 
The atomic positions of the elements in the unit cell of this compound are not randomly 
chosen. According to the space group of the unit cell of this compound there are symmetry 
restrictions. For instance, the first As position (3/4 1/4 0) stays fixed during the refinement 
process. Only the z positions of the other atoms and the anisotropic mean square 
displacements and occupancies of two of the three atomic positions can be set as free 
parameters. In combination with two additional parameters (scaling parameter for the 
normalisation of the sample volume and extinction parameter for eliminating extinction 
effects) the maximum number of free parameters is limited to 12. 

 
Fig. 21: Table of Bragg data statistics with neutron single crystal diffraction [11]. 
 

 
Fig. 22: Results of the refinements [11]. 
 
The high accuracy of the data concerning atomic positions, MSDs and occupancies and the 
combination of X-ray and neutron diffraction show unambigously that there are  
 
- only As and vacancies on the 2a position, 
- no vacancies but As and Se on the 2c position, 
- no incalation of Zr in interstitial positions and 
- no structural change down to 2.5 Kelvin. 
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From this result, a structural change can be excluded as cause for the observed anomaly of the 
electric resistivity.  
 
HT Superconductors: La2-xSrxCuO4 is one of the cuprate superconductors with K2NiF4- 
structure (layered perovskite) for whose discovery the Noble prize was granted in 1988 
(Bednorz and Müller [12]). Pure La2CuO4 is an isolator while doping with earth alcali metals 
(Ca2+, Sr2+, Ba2+) on the La3+ lattice positions generates depending on the degree of doping 
superconductivity with a maximum Tc of 38 K for Sr doping of x = 0.15 (see fig. 23). 

 
Fig. 23: Phase diagram [13] and structural units, e.g. CuO6 octahedra and LaO9 polihedra. 
 
Pure La2CuO4 undergoes at Tt-o = 530 K a structural phase transition from the tetragonal high 
temperature phase (HTT) F4/mmm (a = b = 5.384 Å, c = 13.204 Å, α = β = γ = 90° at Tt-o = 
540 K) to the orthorhombic low temperature phase (LTO) Abma (a = 5.409 Å, b = 5.357 Å, c 
= 13.144 Å, α = β = γ = 90° at room temperature). For La2-xSrxCuO4 the phase transition 
temperature Tt-o drops with increased doping and disappears above x = 0.2. 
 
The following aspects of structure analysis can be learned from this example: 
Twinning: The structural phase transition yields a symmetry reduction that makes the single 
crystal separate into domains of identical structure with different but well defined orientations 
to each other. This effect is called twinning. As can be seen in fig. 24 the transition into the 
low temperature phase tilts the CuO6 octahedrons around their [010] axis. The two axes of 
identical length in the HTT phase, a1 and a2, are not equal in the LTO phase anymore. 
Instead, the longer one becomes the new a axis, the shorter one becomes the b axis. Whether 
a1 or a2 becomes the new a axis depends only on the real structure of the crystal, for instance 
grain boundaries or point defects. Two equivalent crystallographic space groups describe the 
LTO phase:  
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Abma (a1 → a, a2 → b) and Bmab (a1 → b, a2 → a) 
 
For the structure factors in the LTO is valid: FAbma(hkl)=FBmab(khl)  

Fig. 24: Tetragonal HTT phase (left) and orthorhombic LTO phase (right) [21]. 
 
In the real structure of the crystal there exist four domain types in total which are separated in 
pairs with Abma1/Bmab1 (I/II) with the (1-10) mirror plane as grain boundary and 
Abma2/Bmab2 (III/IV) with the (110) mirror plane as grain boundary, see. fig. 25. 
 
The most accurate observation of this effect is possible only by single crystal diffraction if the 
diffraction plane and the ab plane of the sample are parallel. Be aware that the d spacing for 
the {220} reflections of all 4 domains remains identical in the orthorhombic phase and no 
reflection splitting is observable with powder diffraction. The {400} reflections separate into 
{400} and {040} reflections with slightly different d spacing and can be revealed by powder 
diffraction only if resolution is sufficiently high. 
 
An equal distribution of the volumetric portion of each single domain yields a ratio of 
intensities of 1:2:1 for the triple splitting. The distance ∆ω between the single peaks of a (hkl) 
reflex gives because of (a + b)/2 = a1/2 an information about the orthorhombic a/b splitting. 
For the triple splitting of a (hh0) reflex is valid:  ∆ω = 90°-2arctan(b/a)  

La Cu 
O 
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Fig. 25: HT phase (left) and domain pair (right) with (220) planes (red) and (400) planes 

(green), c perpendicular. 

Fig. 26: Reciprocal space of twinned La2CuO4 (a1* and a2* from tetragonal space group, c* 
perpendicular). 

 
Due to the face (=F) centering in the HTT phase only reflections with h, k, l of equal parity (g 
for even, u for odd) are allowed - (uuu) and (ggg). They are called in the following main 
structure reflections. The loss of symmetry in the LTO phase generates additional reflections, 
called super structure reflections (e = even index, u = odd index): In the Abma structure (ugg), 
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l ≠ 0 and (guu), in the Bmab structure (gug), l ≠ 0 and (ugu). Forbidden remain in both the 
HTT and the LTO phase (uug), (ggu), (ug0) and (gu0). There is no overlap between the 
superstructures from the Abma and the Bmab domains. Therefore, although the real crystal is 
twinned, one can quantify the orthorhombic distortion. 

 
 
Fig. 27: Intensity distributions of (006), (220) and (400) reflection of twinned La2CuO4. 
 
The intensity contribution of the single domains corresponding to the whole intensity of a 
reflection can be described (taking into account the incoherent overlap of single intensities 
and the volumetric portions VA1 to VB2 of the domains) as follows: 
 
Iobs(hkl)            = IAbma1(hkl)  + IBmab1(hkl)  + IAbma2(hkl)  + IBmab2(khl) or  
 
Vtotal|Fobs(hkl)|2 = VA1|FAbma1(hkl)|2  + VB1|FBmab1(hkl)|2  + VA2|FAbma2(hkl)|2  + VB2|FBmab2(hkl)|2  

 
  = (VA1 + VA2)|FAbma1(hkl)|2  + (VB1 + VB2)|FBmab1(hkl)|2  
 
  = Vtotal {α|FAbma(hkl)|2  + (1 - α) |FAbma(khl)|2}  

 
with α being the relative portion of the volume of Abma domains to the crystal. 
 
Because of the extinction rules in the LTO phase for the super structure reflections is valid: 
Iobs(hkl) ~ α|FAbma(hkl)|2 for Abma and Iobs(hkl) ~ (1 - α|FAbma(khl)|2 for Bmab. Thus, one can 
classify directly intensities to the volumetric portions of the domain types Abma and  Bmab  
respectively. Therefore, by using one single additional parameter α to describe the relation 
between the twins in the structure one can determine the orthorhombic single crystal 
structure! This holds true although the Bragg reflections contain contributions of up to four 
different domains. 
 
Light elements: The phase transition is driven by a displacement of the oxygen atoms (see fig. 
24). As the oxygen atoms are much lighter than any other element in this compound, the 
accurate observation of these displacements depends strongly on the chosen radiation. The 
atomic positions of Cu and La do not change significantly between the HTT and LTO phase 
and the structure factor for the superstructure reflections can be written as 
 
F(hkl) ~ i si exp(-2(hxi + kyi + lzi) =  F(hkl)apex oxygen + F(hkl)in plane oxygen + F(hkl)Remains  
                                                       → F(hkl)apex oxygen + F(hkl)in plane oxygen 
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As the apex oxygen moves away from the z = 0 position to (x 0 z) the corresponding 
superstructure reflection for h uneven is  
 
F(hkl)apex oxygen =  sin(2πhx)cos(2πlz) for h odd 
 
In the case of X-rays the weak form factor of the oxygen (Z = 8) against the Cu (Z = 29) and 
La (Z = 57) atoms make this intensity contribution almost invisible (<< 1% of main 
reflections). In the case of neutrons the scattering lengths of all atoms are in the same order of 
magnitude (bO = 5.803 fm, bCu = 7.718 fm, bLa = 8.24 fm) and therefore also the superstructure 
reflections yield easily measureable intensities significantly larger than 1% of the strongest 
main structure reflections. 
  
Mean square displacements: Pure La2CuO4 shows a purely linear behaviour of the mean 
square displacements with temperature. Deviations from this harmonic behaviour of the 
Debye-Waller-factors can be a hint for a disturbance like an order-disorder phase transition. 
As the La1.85Sr0.15CuO4 compound shows the highest Tc = 38 K it was discussed whether an 
order/disorder phase transition could be related to superconductivity. Bragg data sets taken 
with neutron single crystal diffraction at three temperatures above and below the structural 
phase transition (Tt-o = 186 K) and the superconducting state (Tc = 38 K) show no anomaly for 
all atoms including the two oxygens O1 (in-plane) and O2 (apex) (fig. 28). The only anomaly 
found there is the increase of U33(O1) and U11(O2) for all temperatures compared to the 
undoped La2CuO4. Harmonic lattice dynamical calculations from experimentally determined 
phonon dispersion curves taking into account the Sr doping were in good agreement with this 
observation. Thus, the random distribution of Sr atoms on La sites introduces static disorder 
into the structure [14]. 

 
Fig. 28: MSD of Oapical (left) and Oinplane (right) for La1.85Sr0.15CuO4 (data from [14], grey 

vertical line = Tt-o). The dotted lines in the middle of the diagrams for O1 and O2 are 
U33(O1) and U11(O2) of the undoped parent compound La2CuO4. 

LTO HTT 
LTO HTT 
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Magnetic compounds: Some years ago FeAs compounds were found to show – like the 
cuprates – superconductivity if doped. It was also 
found that the structural properties are similar to the 
cuprates, e.g. a layered structure and a phase transition 
from a tetragonal high temperature phase (I4/mmm) to 
an orthorhomic low temperature phase (Fmmm, fig. 
29).  
An interesting member of these compounds is 
EuFe2As2, where doping with potassium generates 
superconductivity with  Tc(Eu0.5K0.5Fe2As2) = 31 K. 
The undoped compound shows antiferromagnetic 
(=AF) ordering of the Fe2+ and Eu2+ atoms but at 
different temperatures, 190 K and 19 K respectively. 
Neutron single crystal diffraction was used to study the 
nuclear and magnetic structures in detail as the 
magnetic moment of the neutron is sensitive to 
magnetic order (fig. 30) [15].  

 
Fig. 29: Fmmm phase of EuFe2As2 [15]. 

 
Fig. 30: T dependent measurements of magnetic Bragg reflections (Eu2+ left, Fe2+ right)[15]. 
 
Like for the example of La2CuO4 the orthorhombic structure is twinned. Careful profile 
analysis and Bragg data collections were used to reveal the details of the orthorhombic 
structure [15]. As can be seen in fig. 32 the nuclear and magnetic reflections are well 
separated. Additionally, the comparison of nuclear and magnetic reflections between 
measurement (Fobs) and model (Fcalc) show good agreement for both (fig. 31).  
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Fig. 31: Correlation diagrams of nuclear and magnetic reflections [15].  
 

 
Fig. 32: Distribution of magnetic and nuclear peaks in reciprocal space along b* [15]. 
 
 
 



D3.30  M. Meven 

4 Summary 
 
Powder and single crystal diffractometry are two of the most versatile tools for detailed 
studies on chemical and magnetic structures. The different interactions of X-ray and neutron 
radiation with matter allows these techniques to contribute important informations to almost 
every scientific area of solid state physics, chemistry, biology and material sciences. This 
script can offer only a short overview of the methods and their applications. Additional 
information can be found in the attached list of literature.  
 
The following table presents a compact guideline which radiation and technique might be best 
suited to answer a specific scientific question: 

 

limited sample environment (T, H) 

no discrimination of neighbouring elements (e.g. Co, Fe, Cu) 

strong interaction with light elements, isotope specific! 

weak absorption effects, no polarization effects (unless pol. neutrons) 

discrimination of neighbouring elements and isotopes (H/D) 

weak interaction with light elements (H, N, O, etc.) 

intensity damping only by temperature factor 

intensity damping by temperature factor and structure factor! 

large absorption effects, polarization effects 

core and spin density maps, magnetic ordering!  

good angular resolution reflection overlapp 

medium (3 days -7 days) fast, in situ experiments 

sample size mm sample mass mg Neutrons 

e- density maps - characterization of chemical bonds 

very high angular resolution, anisotropic 
effects  

(intrinsic & resolution dep.) reflection 
overlapp  

fast (1/2 - 2 days) very fast, in situ experiments 

sample size µm sample mass µg X-rays 

Single Crystal Powder  



Powder and Single Crystal Diffractometry  D3.31 

5 References 
 
[1]  Th. Hahn (ed.), Space-group symmetry, International Tables for Crystallography Vol. A, 

Kluver Academic Publishers (1995). 
[2]  W.H. Zachariasen, Acta Cryst. 18 703 (1965). 
[3]  W.H. Zachariasen, Acta Cryst. 18 705 (1965). 
[4]  P. Coppens and W.C. Hamilton, Acta Cryst. A 26 71-83 (1970). 
[5]  P.J. Becker and P. Coppens, Acta Cryst. A 30 129-147 (1974). 
[6]  P.J. Becker and P. Coppens, Acta Cryst. A 30 148-153 (1974). 
[7]  U.H. Zucker, E. Perrenthaler, W.F. Kuhs, R. Bachmann and H. Schulz J. of Appl. 

Crystallogr., 16 358 (1983). 
[8]  P. Coppens, W.C. Hamilton, S. Wilkins, M.S. Lehmann and Savariault, Datap, 

http://www.ill.fr/data treat/diftreat.html#single (1999). 
[9]  X. Turrillas, P. Barnes, D. Gascoigne, J.Z. Turner, S.L. Jones, C.J. Norman, C.F. Pygall 

and A.J. Dent; Radiat. Phys. Chem. Vol. 45, No. 3, pp. 491-508 (1995) 
[10]  M. Ermrich, F. Hahn and E.R. Wölfel, Textures and Microstructures 29, 89-101 (1997) 
[11]  R. Niewa, A. Czulucki, M. Schmidt, G. Auffermann, T. Cichorek, M. Meven, B. 

Pedersen,  F. Steglich, R. Kniep, J. Solid State Chem. 183, 1309 (2010). 
[12]  J. Bednorz and K. Müller, Z. Phys. B 64, 189 (1986) 
[13]  R.J. Birgeneau and G. Shirane, Physical Properties of High Temperature Superconductors 

I, Editor D.M. Ginsberg, World Scientific (1989). 
[14]  M. Braden, M. Meven, W. Reichardt, L. Pintschovius, M.T. Fernandez-Diaz, G. Heger, 

F. Nakamura, and T. Fujita; Phys. Rev. B 63, 140510 (2001). 
[15]  
 
 
[16] 
 
[17] 
 
[18] 
 
[19] 

Y. Xiao, Y. Su, M. Meven, R. Mittal, C. M. N. Kumar, T. Chatterji, S. Price, J.  Persson, 
N. Kumar, S. K. Dhar, A. Thamizhavel, and Th. Brueckel, Phys. Rev. B 80, 174424 
(2009). 
J. Strempfer, Th. Brückel, W. Caliebe, A. Vernes, H. Ebert, W. Prandl, J.R. Schneider;  
Eur. Phys. J. B 14, 63-72 (2000). 
J. Strempfer, Th. Brückel, G.J. McIntyre, F. Tasset, Th. Zeiske, K. Burger, W. Prandl; 
Physica B 267-268, 56-59 (1999). 
Th. Brückel, G. Heger, D. Richter and R. Zorn (Eds.), Lectures of the JCNS Laboratory 
Course, Schriften des Forschungszentrums Jülich (2007). 
M. Hoelzel, A. Senyshyn, N. Juenke, H. Boysen, W. Schmahl, H. Fuess; Nuclear 
Instruments and Methods in Physics Research A 667, 32–37 (2012). 

[20] T. Brückel, A Neutron Primer in Neutron Scattering, Lectures of the JCNS Laboratory 
course, ed. T. Brückel, G. Heger, D. Richter, G. Roth and R. Zorn, Schriften des 
Forschungszentrums Jülich, Reihe Schlüsseltechnologien Bd. 15, pp 2:1-32 (2010). 

[21] Meven, M. and Roth, G.. Neutron Diffraction. In Handbook of Solid State Chemistry (eds 
R. Dronskowski, S. Kikkawa and A. Stein), Vol. 3, Wiley-VCH Verlag GmbH & Co. 
KGaA, 77-108 (2017). 

[22] M. Schmidt, T. Cichorek, R. Niewa, A. Schlechte, Y. Prots, F. Steglich and R. Kniep; 
arXiv:cond-mat/0504485v1 [cond-mat.str-el] (2005)  

 



D3.32  M. Meven 

Literature 
 
N.W. Ashcroft and N.D. Mermin, Festkörperphysik, Oldenbourg 2001. 
H. Ibach and H. Lüth, Festkörperphysik, Einführung in die Grundlagen, 6. Ed. Springer 2002. 
C. Kittel, Einführung in die Festkörperphysik, 10. Edition, Oldenbourg 1993. 
W. Borchardt-Ott, Kristallographie. Eine Einführung für Naturwissenschaftler, 6. Auflage 
Springer 2002. 
W. Kleber, Einführung in die Kristallographie, Oldenbourg 1998. 
H. Dachs, Neutron Diffraction, Springer (1978). 
D.J. Dyson, X-ray and Electron Diffraction Studies in Material Science, Maney Pub 2004. 
C. Giacovazzo, Fundamentals of Crystallography, 2nd Ed., Oxford University Press 2002. 
L.A. Aslanov, Crystallographic Instrumentation, Oxford University Press 1998. 
M.T. Dove, Structure and Dynamics. An Atomic View of Materials, Oxford University Press 
2003. 
W. Clegg, Crystal Structure Analysis. Principles and Practice, Oxford University Press 2001. 







D4 Inelastic scattering: lattice and magnetic 
excitations 

 
 

I. Radelytskyi 
   Jülich Centre for Neutron Science 
   Forschungszentrum Jülich GmbH 
 
 
 
 
 
 
Contents 

1 Aim of inelastic measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 

1.1 Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 

2 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3 

3 Methods  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 

3.1 The neutron three-axis spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5 
3.2 Multiplexing TAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8 
3.3 Time-of-flight spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10 

4 Response  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11 

4.1 Single phonon scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12 
4.2 Magnetic excitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14 

5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15 

References  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  16 
 

                                                 
Lecture Notes of the 50th IFF Spring School “Scattering! Soft, Functional and Quantum Materials” This is an 
Open Access publication distributed under the terms of the Creative Commons Attribution License 4.0, which 
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly 
cited. (Forschungszentrum Jülich, 2019) 



D4.2     I. Radelytskyi 

1 Aim of inelastic measurements 
The theoretical explanation of lattice vibrations (phonons) and magnetic interactions (magnons) 
in the solid state materials was presented in lecture B5. The given course depicts the common 
experimental equipments which can be used for getting the above-mentioned information. 

The physical properties of materials depend on their microstructure and the interactions 
between elementary particles. The atoms in a solid oscillate near their equilibrium positions 
with energies depending on temperature. The lattice vibrations have an effect on the 
thermal/electrical conductivity, specific heat, optical and dielectric properties, diffusion 
mechanism, magnetic properties, phase change phenomena, etc. Hence; the understanding of 
magnons and phonons plays an important role. The knowledge of atoms positions in the crystal 
lattice and mechanism of atoms interactions allows to find and investigate new materials, and 
to understand deeply their physical properties. 

Lattice vibrations and magnetic excitations can be studied by inelastic scattering investigations. 
The energy transfer notifies about the excitation energy while the momentum transfer informs 
about the (an)isotropy of the interactions. The detailed information of atom movements in the 
crystal lattice can be described by an experimentally determined dispersion. Theoretical 
calculations are very powerful tools for the description of above mentioned correlations, but it 
is still difficult to predict all experimental results. 

It is worth mentioning the usefulness of the X-ray methods for structure determination. In our 
days, it is also possible to investigate the dynamics by X-ray inelastic scattering methods (e.g. 
on ID28 at the ESRF, BL12XU at the SPring-8). Nevertheless, the standard neutron 
investigations of dynamic properties are still most useful because of X-ray properties: low 
penetration depth, slight sensitiveness to the light elements and non - interaction with spins in 
comparison with neutrons. This lecture will focus on inelastic neutron scattering.  
 

1.1 Dispersion 
The dispersion relation is introduced by Nicolo Violini in the chapter B5. Its example of 
dispersion for the gold sample is presented in Fig.1. 

  
Fig. 1: Dispersion relation for fcc gold. The measurements were performed along different 

main symmetry directions (figure taken from ref. [1]). Right: Brillouin zone of fcc 
lattice with the points of symmetry. 
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Here we point onto the connection with the experimental investigations. The atoms have bonded 
position in the solid state lattice. Their displacements cause a change of their neighbors position 
due to the bonding forces and the related energies. Therefore, the structural symmetry and the 
kind of atomic bonding decide their displacement in amplitude and direction. These movements 
are correlated and therefore to be measured as coherent waves. In other words, we call such 
collective lattice excitations phonons. Transverse and longitudinal phonon modes illustrate the 
displacement of atoms away from their equilibrium position perpendicular and parallel to the 
propagation vector of the wave, respectively. The dispersion relation describes the energy of 
these excitations depending on their symmetry.  

Since phonons can be presented by their reciprocal lattices vector in one Brillouin zone because 
of the elementary cell repetition and appropriate translation symmetry in the crystal, dispersions 
are measured at suited q-points along all interesting directions as seen in Fig. 1. 

The spin collective excitations (magnon) in magnetic materials can be described by dispersion 
relations, too. More details are given in the subchapter 4.2. Summarizing, the collective 
movement of atoms and spins are described by phonons and magnons studies, respectively.  To 
achieve this, inelastic measurements depending on energy and momentum transfer are 
performed. These data provide the total experimental information for the next data analysis. 
Sec. 2 depicts the momentum and energy transfer principles in reciprocal space. The 
experimental Sec. 3 describes the widely used equipments for inelastic measurements. The 
basic useful formulas for data analysis are presented in the Sec. 4. 
 

2 Kinematics 
Elastic scattering. Figure 2 depicts the elastic and inelastic neutron scattering processes. The 
reciprocal space for the cubic structure is illustrated. The scattering plane is perpendicular to 
the direction [100]. 
 

   
Fig. 2: a) Scattering triangle in elastic case |k| = |kʹ| (Bragg reflection). The k and k ʹ are 

incident (before interaction with sample) and final (after interaction) wave vectors. 
b) Scattering triangle for inelastic case and energy loss k > kʹ. c) Scattering triangle for 
inelastic case and energy gain k < kʹ. 

The energy of incident neutrons has to be similar to the energy of the outgoing neutrons in case 
of elastic scattering (Fig. 2a). The Bragg condition is shown in the following equation: 

𝑛𝑛𝑛𝑛 = 2𝑑𝑑ℎ𝑘𝑘𝑘𝑘𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠 (1)  

|𝑸𝑸| = |𝑮𝑮ℎ𝑘𝑘𝑘𝑘| =
2𝜋𝜋
𝑑𝑑ℎ𝑘𝑘𝑘𝑘

= 2𝑘𝑘𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠 = 4𝜋𝜋
𝑛𝑛 𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠 (2)  
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where Q is momentum transfer (scattering vector), Ghkl is a reciprocal lattice vector, dhkl 
represents the interplanar distance of the lattice planes, hkl denotes the Miller indices, 2θ the 
angle between k and kʹ, n is a positive integer. Any point in the reciprocal space could be 
reached by setting the appropriate incident wave vector, application of scattering angle 2θ and 
sample rotation. 

Inelastic scattering. In case of inelastic scattering, the incident and final neutrons have 
different energies. Let us consider the visualization for inelastic scattering (Fig. 2b and 2c). The 
example of energy loss E > Eʹ is presented in Fig. 2b in contrast to the energy gain E < Eʹ  in 
Fig. 2c.  

If neutrons with a wavevector k interact with a single crystal and scatter at an angle 2θ with a 
wavevector kʹ, the momentum transfer Q is:  

𝑸𝑸 = 𝒌𝒌 − 𝒌𝒌ʹ = 𝑮𝑮ℎ𝑘𝑘𝑘𝑘 + 𝒒𝒒 (3)  

where q represents the momentum transfer related to the reciprocal lattice vector.  

There are kinematic and physical limits of the accessible energy range and momentum transfers 
for the inelastic neutrons scattering. Measurements are possible when the scattering triangle is 
closed, this is called kinematic constraints. An example of the available (Q,E) space for 
different wavelengths is given in Fig.3 for a typical time-of-flight-spectrometer:  
 

 
Fig. 3: The accessible (Q,E) space for the time-of-flight instrument, shown here for TOFTOF 

at MLZ (figure taken from ref. [2]). 

The energy transfer is expressed by the following formula ħω =E - Eʹ. The relation between Q, 
k and kʹ can be calculated on the basis of scattering triangle: 

𝑸𝑸2 = 𝒌𝒌2 + 𝒌𝒌ʹ2 − 2𝒌𝒌𝒌𝒌ʹ𝑐𝑐𝑐𝑐𝑐𝑐2𝜃𝜃. (4)  

Using the energy transfer formula, the fundamental limit of experimental dynamic range can be 
described by the eq. (5): 

2 2

2 2 2
2 n

E E E cos
m
Q ( )      . (5)  

It means that during the measurements we get the limit of accessible Q and E points even if it 
is physically possible to perform experiment for more broad (Q,E) range by using appropriate 
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incident and scattered neutrons energies E, Eʹ and scattering angle 2θ. In addition, there are 
physical limits connected to the available space due to the spectrometer itself or the mounted 
sample environment. The E, Eʹ should be chosen carefully to close the scattering triangle.  

 

3 Methods 
There are different techniques used for inelastic neutron scattering which can cover more than 
six order of magnitude in energy transfer. Such wide energy range and dedicated sample 
environment make it impossible to build one universal instrument. It is important to know the 
energy of excitation in the sample. The neutron energy ranges from few meV to 100 meV, 
which match the energy scale of the investigated excitations. Appropriately, the instruments are 
used by one or two methods of the neutron beam monochromatisation such as Bragg reflection 
and time-of-flight methods. Incident neutron energy is usually selected either with a 
monochromator making use of the Bragg law (TAS instruments) or a velocity selector (TOF 
instruments). These two techniques will be described in the following chapter.  
 

3.1 The neutron three-axis spectrometer 
The three-axes spectrometer (TAS) are used for single crystal investigation. This concept was 
invented by Bertram Brockhouse in 1961, and he was awarded for it by the Nobel Prize in 1994. 
The name TAS comes from the three main rotating axes of the instrument: monochromator, 
sample table and analyzer. (see Fig. 4). 
 

 
Fig. 4: The schematic construction of cold-neutron three-axes spectrometer PANDA at MLZ 

(figure taken from ref. [3]). 
 
The first axis is the monochromator. From the white incoming neutron beam the needed neutron 
energy is choosen by changing the scattering angle at the monochromator (crystals) following 
the Bragg law (2). The monochromatic neutron beam of energy E is scattered onto the sample 
by rotating the sample table and the secondary spectrometer – analyzer and detector – around 
the monochromator. To fulfill the (in)elastic condition on the sample, every change in scattering 
angle needs a change in sample rotation – the sample is the second axis of rotation. The analyzer 
is positioned after the sample. To realize the requested energy transfer E, the neutron final 
energy Eʹ is selected at the analyzer by Bragg scattering – third axis of rotation. The neutrons 
with the correct final energy are scattered towards the detector. 
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In addition, there are options to modify the properties of the equipment. Instead of collimation, 
the virtual source concept and focusing techniques can be used to increase the intensities from 
monochromator and analyzer. While collimation improves the Q resolution on cost of intensity, 
the focused mode (curving monochomator/analyzer) increases the intensity drastically on cost 
of Q resolution, retaining the energy resolution. 

TAS measurements are limited to the 2D scattering plane, for measurements of the third 
direction the sample needs to be re-mounted. The second disadvantages of the method is the 
fact of point-to-point measurement. Its gain is the high efficiency of the single-point measuring, 
and the flexible, if needed energy and momentum high resolution. 

Depending on the stiffness of the dispersion (Q,), it is useful to perform either const.-energy 
or const.q-scans (see Fig. 5). In the first case an energy transfer is fixed and a measurement of 
momentum transfer is performed (Fig.5a). On the other hand, the constant Q-scan can be 
conducted by fixing the momentum transfer:  the scattering intensity is measured as a function 
of energy (Fig.5b). 
 

   

Fig. 5: Q, E scans of dispersion curve.  
 
The energy and momentum transfer scans experiments are common for lattice vibration and 
magnetic excitation investigations. Measuring with fixed final energy does not require any 
correction for the variation of the resolution and the analyzer reflectivity with final energy and 
scattering angle. Even if the incident energy is changing during the experiment – which may 
request additional effort to consider special constraints – the experimental range is large and 
the data can be interpreted directly. 

The precision of a three-axes spectrometer is determined by its resolution. The analytical 
explanation of resolution function can be found in refs. [4,5,6]. The resolution of incident and 
final wave vector depends on the crystal properties of monochromator and analyzer in the 
following way: 

hkl

hkl

d cot
d

  



   . (6)  
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The beam resolution after scattering from the crystal is thoroughly visualized on the Fig. 6.  

We can imagine an experiment with not collimated beam scattering from the perfect crystal 
(Fig.6a). As a result, the neutron beam will spread with ∆kcol in perpendicular direction to the 
Bragg reflection wave vector dhkl . The Fig. 6b represents the parallel beam interaction with a 
non-ideal crystal. The mosaicity of the sample leads to a spread of the scattered wave vector 
∆kmos in the direction parallel to the scattering vector. In the reality we have a combination of 
non- perfectly collimated beam and crystals with mosaicity (Fig. 6c). This case will provide to 
extent of the spread of wave vector to ellipsoidal shape. The idea of explanation was taken from 
[7, 8].  
 

 
Fig. 6: Illustration of the effect of mosaicity and beam divergence on the resolution. (figure 

taken from ref. [7]): a) the spread in wave vector caused by a diverging beam and 
crystal with no mosaicity; b) perfect beam collimation, spread of beam caused only by 
crystal with non-zero mosaicity; c) the combined effect of not perfect beam collimation 
and crystal mosaicity. The αc is collimator acceptance and βm divergence of 
monochromator mosaicity.  

 
The total spread in wavevector can be  calculated as ∆𝒌𝒌 = ∆𝒌𝒌𝑚𝑚𝑚𝑚𝑚𝑚 + ∆𝒌𝒌𝑐𝑐𝑚𝑚𝑐𝑐.   ∆𝒌𝒌𝑚𝑚𝑚𝑚𝑚𝑚 and ∆𝒌𝒌𝑐𝑐𝑚𝑚𝑐𝑐 
are the spread of k from the mosaicity of the crystal and from divergence of the beam. The 
spread of wave vectors can be calculated by following formulas for amplitudes of incident wave 
vector perpendicular to Q (7) and along k (8) [8]. 

|∆𝒌𝒌𝑚𝑚𝑚𝑚𝑚𝑚| = 𝛽𝛽𝑚𝑚𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 (7)  

|∆𝒌𝒌𝑐𝑐𝑚𝑚𝑐𝑐| = 𝛼𝛼𝑐𝑐𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 (8)  

The divergence of incident neutrons which are going through a neutron guide to the 
monochromator depends on the beam collimation. The increasing resolution by using high 
quality monochromator single crystals decreases the number of neutrons which are scattered by 
the monochromator. To increase the number of scattered neutrons, crystal with a larger 
mosaicity can be used.  

Sometimes, high resolution is needed for studying sharp peaks. To achieve this, collimator can 
be introduced between all axis of TAS instrument. The price of high resolution is low intensity. 
Depending on the sample properties, it is important to choose a right combination of above-
mentioned instrument parameters to perform a successful and efficient experiment. 
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During the investigation of dispersion curves the focusing condition should be used for 
increasing intensity of scattered neutrons from the sample. The visual explanation focusing and 
defocusing condition is shown in Fig. 7. The resolution has as usual ellipsoidal shape according 
to relation ∆kmos/∆kcol equal to about 0.2 to 0.4. 
 

 
Fig. 7: Focused and unfocused measurement (figure taken from ref. [9]). 
 
The focusing condition strongly depends on the elongation of resolution ellipsoid. The widths 
of the observed peak also changes with the orientation of the ellipsoid regarding the slope of 
the dispersion curve. In the focused condition, the main axis of the resolution ellipsoid should 
be parallel to a dispersion curve and a sharper peak with higher intensity will be observed. In 
the other case, the peak will be broader with smaller intensity. 
 

3.2 Multiplexing TAS 
In the previous section, there are shown the main advantages of three-axes spectrometers such 
as very broad range of momentum and energy transfer, optimization of resolution according to 
experiment request. Nevertheless, by one instrument configuration we measure only one 
experimental “point” in (Q, ). Extended dispersions, possible continua and overview studies 
would profit from wider scans with many points measured at the same time. To improve the 
efficiency of mapping on the basis of the three-axes spectrometer, multiplexing analyzer-
detector systems are constructed. In contrast to the classical analyzer presented on the Fig. 4 
the multiplexing construction contains several channels which conduct a measurement at 
different 2θ angle or/and energies at the same time. The first example, Flatcone at ILL, has been 
successfully used for a long time already. It consists of one analyzer at fixed final energy for 
cold and thermal neutrons each for every scattering channel [10,11]. A construction of a tunable 
analyzer array covering a wide angular scattering range with the possibility to change the final 
energy is performed on UFO (JCNS at ILL) and the PUMA (MLZ). Both options will be in 
user operation soon. Another type of inelastic neutron multiplexed analyzer-detector system is 
realized for Multi-FLEXX (HZB), CAMEA (PSI) and the BAMBUS option for PANDA 
(MLZ) - see Fig. 8. The concept follows the idea to scatter out of plane at several consecutive 
positioned analyzers, using the transmitted neutron intensities.  
 
 



Inelastic scattering: lattice and magnetic excitations D4.9 

  
  

Fig. 8: The prototype of BAMBUS: a new inelastic neutron multiplexed analyzer for cold 
neutrons three-axes spectrometer PANDA at MLZ. a) Model of BAMBUS 
b) Construction of the cassettes (top view) c) Construction of the cassette (view from 
the side). 

 
By one “shot” one can measure broad 2θ range with few different energy transfers, see Fig. 9. 
 

 
Fig. 9: The example of scan simulation using BAMBUS multiplexed analyzer for cold 

neutrons three-axes spectrometer PANDA at MLZ. 
 
The complementary options are developed due to different scientific cases (PUMA – for time 
dependent and stroboscopic measurements) and by experimental requests (CAMEA – single 
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instrument, BAMBUS – to be exchanged against classical analyzer within less than 1h to 
continue with better resolution and higher scatter intensity for precise measurements). It is 
expected that multiplexing TAS will improve the efficient use of TAS measurements. 
 

3.3 Time-of-flight spectroscopy 
The first energy-dependent neutron investigations the time-of-flight technique (TOF) was used 
about 84 years ago [12].The name TOF is given because of measuring time of scattered neutron 
flight from the sample to detector when the distance between them is well known. Let us 
consider the main physical basis before explaining the working scheme of the instrument. The 
typical energy of excitations like magnons and phonons is in the energy range from few eV to 
103 meV. The classical experimental speed of neutrons is about vn = 395.6 m/s (λ = 10 Ȧ) and 
vn = 3956 m/s (λ = 1Ȧ) fits properly to these excitations: mass mn and velocity vn of neutrons 
allow to calculate the energy by: 

𝐸𝐸𝑛𝑛 =
1
2𝑚𝑚𝑛𝑛𝑣𝑣𝑛𝑛2. (9)  

Respectively to wavelengths 10 Ȧ and 1 Ȧ, the energies of neutrons are 0.818 meV and 
81.8 meV. These physical properties are used in time-of-flight spectrometer constructions, for 
an example see Fig.11. By the use of choppers on one hand a time structure of the neutron can 
be created and on the other hand functionalities like suppression of higher orders, frame overlap 
and background can be realized. Different kinds of choppers are used, the distance between the 
choppers is known and the speed of neutrons can be tuned by changing the disc rotation 
(Fig. 10).  
 

 
Fig. 10: The example of disc chopper IN5B at the ILL (figure taken from ref. [13]). 
 

In the example (In4C – ILL, Fig.11), the white beam is partially monochromatised by 
performing counter-rotation of disc choppers. The resulting „neutron packet“ is scattered by the 
monochromator. By setting the incident angle of the monochromator according to the Bragg 
law a precise neutron energy selection is performed. The scattered monochromatic beam passes 
through the Fermi chopper, for better time resolution. The short parallel monochromatic 
neutron pulses interact with the sample. Finally, the neutron energy loss or gain is analysed by 
recording the arrival time of the neutrons at the detector, in addition to their scattering 2θ angle. 
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Using a large detector array, multiple information about structure and dynamics of the sample 
can be observed.  

The advantage of TOF instrument is to measure the complete energy and momentum transfers 
using large solid angle detectors covering. On the other hand we can use neutrons during short 
burst time of about 20 μs and wait until all neutrons reach the detector to record the full energy 
spectrum. Only when all these processes are completed the next pulse can be used. As a result, 
during the TOF instrument experiment at continuous source we are using only 1-2% of the 
neutron beam. 

Spallation sources already provide a short pulse structure of the neutron beam and therefore 
they are well suited for TOF spectroscopy. Intrinsic limitations occur due to  the limited solid 
angle dΩ by scattering into the detectors, and due to the Q resolution because of resolution 
limits of detection. The time-of-flight method is a progressive technique for receiving broad 
information about Q and E in reciprocal space. In other words, it is perfect for mapping. 
Nevertheless, recent developments e.g. at IN5 (ILL), NEAT (HZB) or LET (ISIS) allow 
detailed high q-resolution measurements with TOF technique by the use of  position-sensitive 
detectors. New instruments – like TOPAS at MLZ or BIFROST at ESS – will allow polarization 
analysis, too. 
 

 
Fig. 11: The high-flux time-of-flight spectrometer IN4C at the ILL (figure taken from 

ref. [14]). 
 

4 Response 
Usually, the goal of inelastic scattering is measurement of neutron momentum and energy 
exchange with the sample. The data about dynamic properties of a system can be studied from 
dispersion curve investigations. The scattered beam including information about the sample is 
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described by the double differential cross-section. The Fermi golden rule [15,16,17] is 
presented below: 

0 1

22 2

0 1 0 1 02

' ( ) ' ' ( )
2 n n

d m k p n k n V k n E E
d dE k

    


      
   (10)  

where Es is the energy of sample, n0 and n1 are the initial and final state of the system of energy 
E0 and E1 respectivly, V is potential of interaction (neutron-unpaired electron, neutron-nuclear 
spin interactions, neutron-nucleus interaction, etc). The factor kʹ/k shows that the cross-section 
is proportional to the ratio of the outgoing and incoming neutron beam. The first sum goes 
through the all initial states of the system with probability  p(n0) = [(e-E0n0/kbT)/(Σn0 e-E0n0/kbT)] 
at a temperature T.  
According to the literature [18] the eq. (10) can be presented for unpolarized neutrons: 

2d A S
d d

 




(Q) (Q, ) . (11)  

In the formula (11) the factor A(Q) represents the properties of scattered particles and also the 
interaction potential with the sample. The information about dynamics properties of the sample 
is contained in the scattering function S(Q,ω). It does not depend on actual incident and final 
wave vector values. The scattering function includes information about positions and motions 
of atoms or spins in the sample. According to the dissipation-fluctuation theorem, it can be 
presented by eq. (12): 

1 B

S
k T

 





 
(Q, )(Q, )

exp( ) / ( )
. (12)  

The S(Q,ω) is proportional to imaginary part of the dynamical susceptibility.  

The experimental intensity is convolution product of instrument resolution function and 
scattering function in (Q, E) space: 

I R S d d         (Q, ) ((Q Q),( )) (Q, ) Q . (13)  

The influence of resolution on experimental results is discussed in the section 3.1. The 
resolution function R(Q,ω) depends on a probability of distribution for the initial and final wave 
vectors: 

2 2

2
R p p k k dkdk

m
            (Q, ) (k) (k ) (Q (k k)) ( ( )) . (14)  

According to the experiment expectations, the probability of distribution can be changed before 
(collimator mounted in the incident beam) and after (the collimator located between the sample 
and detector) the sample using beam collimation. 
 

4.1 Single phonon scattering 
This section will show the basic formulas for the description of neutron scattering with coherent 
single phonons. The double differential cross section will be used for its analysis. It is 
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containing more complete information [19] about the scattered system than the dispersion 
relation connected with delta function eq.(19). 
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𝛿𝛿 (𝜔𝜔 ∓ 𝜔𝜔𝑗𝑗(𝒒𝒒)) 𝛿𝛿(𝑸𝑸 ∓ 𝒒𝒒 − 𝝉𝝉). (19)  

The + sign describes a phonon creation and – sign shows annihilation. 

Let us consider all parts of the double differential cross section equation. The dynamic structure 
factor is described by the equation (16). It is proportional to nuclear coherent scattering length 
bi. The formula contains the Debye-Waller factor for the displacement u of the atoms away 
from their equilibrium position, W = <Q·u>2. The scattered intensity is proportional to |Q·ej

i|2 
where ej

i is the polarization vector of a phonon mode. It reflects the reason to favor phonon 
measurements at large Q. In contrast to lattice vibrations, the magnetic excitation is more 
preferable to investigate with small momentum transfer (see below – 4.2). This helps us 
understand what kind of excitation we get during this experiment. It is possible to check the 
type of inelastic excitation using measurements in different Brillouin zones. The intensity of 
phonon modes should increase with increasing Q and disappear for magnetic excitations. It is 
important to mark that the contribution to the structure factor is only provided by the parallel 
displacement component to the scattering vector Q according to scalar product in |Q·ej

i|2. The 
v0 is the volume of the unit cell.  
Eq. (17) shows the inverse proportionality between the scattered intensity and the phonon 
energy. This points to the difficulty of measuring phonons at high energy transfer.  

In case of inelastic scattering the neutrons interact with phonons with the possibilities to either 
“loose” or “gain” energy, i.e. to create or annihilate the phonons. Moreover, it is worth 
mentioning that phonons behave like bosons. The probability of the temperature dependence of 
energy level occupation can be expressed by population factor, also known as a Bose factor. 
Eq. (18) shows the occupation of phonons and in our case n(ωj(q)) can be expressed in the 
following way: 

1
( ( )) exp( ( ) / ) 1q qj j Bn k T 


    . (20)  

The incoherent excitation also can play an important role during the experiment. It describes a 
situation when there is no interference between the scattered neutron waves from the different 
atoms in the sample. Using the incoherent inelastic scattering we can study the single atom 
dynamics in contrast to coherent one which represents the information about collective motion 
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of atoms and their positions. The incoherent scattering can be described by the following 
incoherent double differential cross-section [19]: 
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where 𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖2
𝑖𝑖 ≡ 𝑏𝑏2𝑖𝑖 − 𝑏𝑏𝑖𝑖

2
 is the nuclear incoherent scattering length, where i labels an atom 

and j phonon branch. 

 

4.2 Magnetic excitations 
The magnetic interaction is possible to investigate due to the neutron property of having a 
magnetic moment (S=1/2) which interacts with the orbital and spin angular moments of 
unpaired electrons via the dipole-dipole interaction. As the result, the inelastic neutron 
scattering is a common method for spin excitation studies. 
This section describes the double differential cross-section for single magnon scattering. The 
formula is presented in a comparable way to single phonon scattering expressions: 
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The expression (25) provides the strength of the dipolar neutron-electron interaction and has 
the same role as the scattering length b for neutron-nuclear scattering [20].Nevertheless, b is 
constant due to strong interaction between two point-like objects, the magnetic form factor is a 
consequence of the spacial distribution of the electron system interacting with neutron spin. 
Where γ is the gyromagnetic factor of the neutron, ro is the classical electron radius, the Landé 
factor and magnetic form factor are presented by g and F(Q), respectively. In other words, the 
magnetic form factor it is the Fourier transform of the unpaired electron distribution around the 
nuclei. The Debye-Waller factor (26) describes the movement of the nuclei in the crystal lattice. 
The eq.(27) shows that only magnetization (or fluctuations) which are perpendicular to the wave 
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vector transfer Q are observed. They can be expressed by: M = �̂�𝑸 ×(M × 𝑸𝑸), were  �̂�𝑸 is unit 
vector. The eq. (27) depict one magnon scattering in the quantization direction z.  

Let us consider the scattering function or dynamic structure factor which describes the 
correlation in space and time of the magnetic moments in the system. The connection of 
Smag(Q,ω) with dynamic magnetic susceptibility can be expressed by eq.: 
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where the sum over the Cartesian coordinates α and β shows that only components 
perpendicular to momentum transfer Q can be observed. 

Using the following expression, the connection of total momentum of the electron in the 
paramagnetic system with scattering function is shown by [17]: 

21 2( , ) ( ) ( 1)
2 3magS gF    

 
Q Q J J  (31)  

where the total moment is presented as J = L + S. 
 

5 Conclusion 
The interaction between neutrons and solid state materials contains unique information about 
structure and dynamic properties of atoms as well as magnetic properties of materials such as 
magnetic excitations, magnetization density, and magnetic order. The inelastic neutron 
scattering instruments presented – special techniques like neutron spin echo or backscattering 
are not discussed here in detail – provide opportunities to make these information achievable. 
The measurement should start with some strategy of instruments application to reach the highest 
quality results in a short time. Often the classical complex instruments cooperation will be a 
starting time-of-flight mapping followed by the investigation of special dispersion curves by 
three-axes spectrometers. Latest developments on TOF instruments increase the energy and Q-
resolution, in contrast advanced modelling allows TAS experiments without prior TOF studies. 
Nevertheless, the basic physical properties of the sample such as precise structure 
determination, magnetic properties, resistivity, specific heat etc. need to be studied below and 
above the phase transition temperature/s beforehand inelastic scattering investigations  

To summarize the three-axes spectrometer is perfect for dispersive excitation investigations for 
single crystals sample due to Q and E measurements. The instrument can only perform one 
point per measure with high precision fraction of momentum transfer and receive important 
information about atoms position. One of the strong advantages of TAS is the possibility to 
polarize both the incoming and outgoing beams to and from the sample. Additionally, high 
neutron flux and capability to use the multianalyzer-multodetector systems make a three-axes 
spectrometer the powerful tool for inelastic scattering investigation. 

In contrast, the time-of-flying spectrometer is very useful for isotropic sample study and it is 
not always suitable for single crystal experiments. Nevertheless, TOF instrument is ideal to 
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make a broad overview of dispersive excitation in Q, E space with high energy resolution. It is 
an irreplaceable equipment for mapping especially after proving flux intensity by using short 
pulse spallation source. The combination of TOF and TAS experiments is perfect for receiving 
the complete and high precision results. 
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Fig. 1: Neutron backscattering spectra of
an organic ionic crystal (2:1 picric acid
and tetramethylpyrazine) [1], measured on
SPHERES. The inelastic features are due
to methyl group rotation. With increas-
ing temperature, they soften and broaden
and finally merge into a quasielastic cen-
tral peak, due to the crossover from tunnel-
ing to thermally activated jumps. The dark
area marks the resolution function, mea-
sured using an elastic standard scatterer.

1 Introduction

Quasielastic neutron scattering (QENS) is inelastic scattering, measured with fine energy reso-
lution, and used for the study of motions that are much slower than typical vibration modes. In
this chapter, we will discuss different kinds of slow motion. But first, we should explicate the
term quasielastic.

The term quasielastic scattering comes from nuclear physics; it designates the limiting case of
inelastic scattering, close to elastic scattering, where the energy transfer is much smaller than
the incident energy of the scattered particles.1

The term quasielastic peak (or line) designates a spectral distribution that is centered around
�ω � 0. It can be seen as a broadened elastic peak, in the same way as a Gaussian or a
Lorentzian can be seen as a broadened delta function.

These three criteria (slow motion, small energy transfer, broadened elastic peak) are fuzzy, and
only weakly correlated. In practice, whatever can be subsumed under one of them may be
designated as QENS. Any stricter terminology would collide with the manyfold borderline and
crossover cases of which examples are given in Figs. 1 and 2. In both examples, a meaningful
analysis of the quasielastic high-temperature peaks is only possible if their relation to some
inelastic low-temperature modes is taken into consideration.

Fig. 1 shows backscattering spectra of an organic crystals. With an energy window |�ω| <
7 µeV and a fixed final neutron energy Ef = 2.08 meV, this is clearly quasielastic scattering
in the sense |�ω| � Ef. All scattering intensity beyond the resolution-broadened elastic line is
due to methyl group rotation. At low temperature, there are two pairs of inelastic lines. With
increasing temperature, they soften, broaden, and merge into one quasielastic peak, revealing
the crossover from quantum tunneling to thermally activated jumps (Sects. 4.3–4.4).

Fig. 2 shows time-of-flight spectra of an ionic solution in the glassy and liquid state. The energy

1 In light scattering, the terminology is particularly confused. The light scattering analogue of quasielastic neu-
tron scattering employs a grating spectrometer or a Fabry-Perot interferometer to analyse the energy of scattered
photons; these techniques are commonly called high-resolution inelastic light scattering or Rayleigh-Brillouin
scattering. In contrast, in quasielastic light scattering, also called dynamic light scattering or (much more to the
point) photon correlation spectroscopy, scattered photons are counted regardless of their energy; photon counts
are then correlated by some real-time circuitry.
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Fig. 2: Neutron time-of-flight spectra of
a LiCl:H2O solution [2], measured on
TOFTOF. They dark gray area on the right
is kinematically inaccessible. In the light
gray stripe with �ω � Ei, data analysis is
not possible because scattered neutrons are
so slow that they are overtaken by the next
pulse (frame overlap). The broad maxi-
mum around 5 meV is typical for glasses
(boson peak); in the liquid state (at 300 K),
there is a broad quasielastic peak.

window extends to a multiple of the incident neutron energy Ei = 2.3 meV. This is clearly not
quasielastic in the sense |�ω| � Ef. However, at 300 K there is a quasielastic peak: centered
around �ω � 0, and substantially broader than the resolution (measured using the same sample
at 5 K). It is due to structural relaxation (Sect. 4.6), and with decreasing temperature becomes
so narrow that it is no longer resolved by TOFTOF, leaving only an inelastic phonon spectrum.

Also in the following, all examples will come from time-of-flight or backscattering spectro-
meters. The spin-echo method, which is special in several respects (implicit Fourier transform,
preference for coherent scattering and small Q), shall be left to another chapter (D6).

Much, but not all of the following, is covered in depth in the monographies [3–5]. I have not
yet seen the forthcoming book [6].

2 Measuring the double differential cross section

When textbooks say that inelastic neutron scattering measures the double differential cross sec-
tion ∂2σ/∂Ω/∂ω, then this is a typical pedagogical simplification. Experimentalists need to
understand the dependence of recorded neutron counts on the sample properties in more detail
so that they can assess possible distortions and apply appropriate corrections. Here we briefly
present the two biggest concerns, multiple scattering and instrumental resolution.

2.1 Attenuation and multiple scattering

Scattering from a small sample is described by the double-differential cross section, which gives
the number of neutrons per time and per incident flux that are scattered into a solid angle dΩ
and a frequency interval dω. In real samples, however, some neutrons are scattered more than
once. In single crystals, coherent multiple scattering of waves leads to a variety of effects (D3)
that are studied by dynamical diffraction theory. In powders and in disordered systems, and also
in inelastic scattering from single crystals, these interference effects play no role because the
coherence length of scattered radiation is much smaller than the mean free path. Therefore we
shall discuss multiple scattering in terms not of wave functions, but of particle currents.

This is the domain of transport theory. The neutron distribution in phase space, f(r,k, t), obeys
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a Boltzmann equation. We request a solution in form of a multiple-scattering expansion f =∑
j=0 fj , where fj is the distribution of neutrons that have been scattered j times. The stationary

Boltzmann equation, brought into recursive form, is solved by [7, 8]

f0(r,k) = f0(r− Lr,k̂k̂,k) e−Σ(k)Lr,k̂ ,

fj(r,k) =

∫
d3k′ Γ(k′,k)

∫ Lr,k̂

0

dξ e−Σ(k)ξ fj−1(r− ξk̂,k′),
(1)

where j ≥ 1, r is inside the sample, Lr,k̂ is the distance from r in direction k̂ to the sample
surface, Σ = Σa + Σs is the probability per unit length for loss by absorption or scattering,
and Γ(k′,k)d3k is the probability per unit length for scattering from wavevector k′ towards an
element d3k around k, given by the transference function

Γ(k′,k) =
�
m

k′

k2

1

V

∂2σ

∂Ω∂ω
, (2)

where V is the volume associated with the double differential cross section.

The single-scattering intensity, given by f1, is proportional to ∂2σ/∂Ω∂ω. It differs from the
thin-sample limit by exponential attenuation factors. For a simple sample geometry and a ho-
mogenous incident beam, the ξ integral in (1) can be carried out analytically to yield a single
attenuation factor A(Σ(kin),Σ(kout)). The multiple-scattering terms for j ≥ 2 contain self-
convolutions of the transference function and increasingly complicated attenuation factors.

In inelastic scattering, as long as one is only interested in the central frequency, width, and ap-
proximate intensity of excitation lines, attenuation and multiple scattering are of little concern.
Multiple scattering by dispersionless excitations would generate peaks at overtone and combi-
nation frequencies, but in practice the excitation frequency does depend on Q. Since multiple
scattering involves a convolution in Q, it averages over peaks at different frequencies, and re-
sults in a smooth background against which the single-scattering peaks stand out. In contrast,
when it comes to the width, intensity, and lineshape of quasielastic peaks, then multiple scat-
tering can cause severe distortions and spurious results [9], and therefore ought to be examined
more often than in current QENS practice.

Inverting the dependence of f on the double differential cross section is an ill-posed problem.
At best, multiple scattering is treated as a small correction, estimated from sample-specific
models. With or without such correction effort, the first and most important measure is using
thin samples that keep as weak as reasonably possible. Thinner samples require of course longer
measuring times, and result in a smaller signal-to-noise ratio. The typical compromise sample
scatters about 5 to 10 % of the incident neutrons. For hydrogen-rich materials, this means a
sub-mm thickness, which makes powder samples difficult to prepare.

2.2 Instrumental resolution

Every spectrometer has a finite resolution. A resolution function is the conditional probability
R(ω|ω′) that a scattering event with energy transfer ω′ is registered in the channel ω. Accord-
ingly, a true, ‘theoretical’ spectrum Sth(ω′) gives rise to an observed, ‘experimental’ spectrum

Sex(ω) =

∫
dω′ R(ω|ω′)Sth(ω′). (3)
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Fig. 3: Spectra of hydration water in
deuterated c-phycocyanin protein powder,
measured on the backscattering spectro-
meter SPHERES of JCNS [10]. Solid
lines are fit with a Kohlrausch-Williams-
Watts function (β = 0.5, see Eq. (40) be-
low), numerically convolved with the reso-
lution measured at 100 K. As in many other
QENS experiments, quasielastic scattering
first appears deep in the wings of the reso-
lution function, whereas no broadening can
be seen at half maximum.

To make R tractable, one usually assumes R(ω|ω′) � R(ω − ω′), which makes of (3) a convo-
lution integral, Sex � R⊗Sth, and allows for an experimental determination of R by measuring
the spectrum of an elastic scatterer.2

The resolution functions of time-of-flight and backscattering spectrometers are in a very first
approximation Gaussian. Typical scattering functions (Lorentz or Kohlrausch-Williams-Watts
functions, see below) are qualitatively different in shape; when scaled for equal maximum and
equal width at half maximum, they have much broader wings than a Gaussian. In consequence,
the onset of quasielastic scattering is typically detected as additional scattering deep in the wings
of the resolution function before any broadening is observed in the width at half maximum
(Fig. 3). For this reason, in high-resolution neutron scattering the signal-to-noise ratio is a more
important figure of merit than the nominal resolution width.

In principle, resolution effects can be removed from experimental data by Fourier deconvolu-
tion:

Ith(t) = Iex(t)/R̃(t). (4)

The number of independent t points is limited by the Nyquist sampling theorem. For most
of these t, (4) results in the division of two small, noisy numbers. Therefore one must intro-
duce a cut-off time, restricting Ith to a relatively small number of short-time data points. This
loss of information is normally not acceptable; instead of deconvoluting experimental data, it is
preferable to fit the measured data Sex with a theoretical function Sth that has been numerically
convolved with the measured resolution R (or a smoothened model thereof). However, explicit

2 Sth = δ implies Sex = R. Phonon scattering can be tolerated since it mainly involves energies far outside
the resolution peak. Usually, the resolution measurement is done either with vanadium (a perfectly incoherent
scatterer so that it can also be used for detector calibration) or with the sample at low temperature (which minimizes
variations of sample geometry and environment, and also can be used for intensity normalization).
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Fig. 4: Intermediate scattering function of
the glass-forming liquid ortho-terphenyl,
measured on three different spectrometers
of the ILL, and combined after Fourier de-
convolution [11]. Solid lines are fits with a
mode-coupling scaling function.

Fourier deconvolution is attractive for combining spectral measurements from different spec-
trometers (Fig. 4) or for comparing neutron scattering with molecular dynamics simulations.

3 Interpreting the scattering function

Neutron spectra are usually analysed and presented in form of the scattering function S(Q,ω),
and so for good reasons: S(Q,ω) depends neither on cross sections nor on the neutron wave-
length or any other details of the scattering experiment; it just contains the sample physics the
scattering experiment is meant to reveal. Microscopic expressions for S(Q,ω) or its Fourier
transforms I(Q, t) and G(r, t) provide the link from the scattering experiment to microscopic
theory or to atomistic simulations or to other information obtained from experiments. This
section introduces some basic concepts that are helpful for the interpretation of S(Q,ω).

3.1 Rebinning from angle to scattering wavenumber

Backscattering or time-of-flight spectrometers have detectors at fixed scattering angles. This
facilitates the conversion of raw neutron counts into the double differential cross section, which
is a function of 2θ and ω.

For further conversion into the scattering function S(Q,ω), one needs to replace the dependence
on 2θ by one on Q. This is trivial for backscattering where �|ω| � Ei ensures Q � 2ki sin θ.
But in general, Q is a function of 2θ and ω (Fig. 5). Therefore, the experimental data need to
be rebinned. Furthermore, for any given Q, only a restricted ω range is accessible. To avoid
these difficulties, some experiments are interpreted in terms of S(2θ, ω). . . and in some papers,
spectra are incorrectly labelled S(Q,ω) although they clearly belong to constant θ.

3.2 The scattering function as an idealization

In first Born approximation, the double differential cross section is given by

∂2σ

∂Ω∂ω
=

kout

kin

∫
dt
2π

eiωt
1

N

N∑
j

N∑
l

〈
bjeiQRj(0)ble−iQRl(t)

〉
, (5)
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Fig. 5: Dynamic range of a multi-detector
time-of-flight spectrometer: At given de-
tector angle 2θ, the scattering wavenum-
ber Q is a function of the energy transfer
�ω.

where the scattering lengths bj , dependent on nuclear spins, and the nuclear positions Rj are
operators, and 〈. . .〉 is a quantum-statistical average. Except for nuclear magnetism, spins and
positions are uncorrelated so that 〈bjbl〉 can be averaged independently from the positional func-
tion

〈
eiQRj(0)e−iQRl(t)

〉
. At this point, to evaluate the averages, one must distinguish whether

or not j equals l. This motivates the distinction of incoherent and coherent scattering.

In textbook-like oversimplification, one would write

∂2σ

∂Ω∂ω
=

kout

kin

4π

N
{σincSinc(Q, ω) + σcohScoh(Q, ω)} , (6)

with σinc = 〈b2〉−〈b〉2 and σcoh = 〈b〉2, and with scattering functions Sinc, Scoh that only depend
on position operators. However, most samples contain more than one chemical element, and
atoms belonging to different elements move differently. This can be formalized in two different
ways: Either one extends (6) by summing over different element-specific scattering functions,
or one keeps (6) intact and redefines Sinc and Scoh as scattering-length weighted functions. The
latter choice is prevalent.

Often, one chemical element dominates the scattering cross section so that all other contribu-
tions can be neglected in the interpretation of the scattering-length weighted scattering function.
This is especially true for samples that contain hydrogen: The incoherent cross section of the
isotope 1H is so big that all other elements can be neglected, and the scattering can be entirely
attributed to the self-correlation of the hydrogen nuclei. This is the case for most examples in
the present chapter.

Two more simplifications facilitate the interpretation of the scattering function: Most QENS
experiments address either disordered materials or ordered matter in powder form. In both cases
one can take the powder average, so that only a scalar Q dependence is left in the scattering
function S(Q,ω). And the detailed balance correction

S̃(Q,ω) := e�ω/2kBTS(Q,ω) (7)

compensates for the different probabilities of up- and downscattering. In the following, we take
(7) for granted, and omit the tilde from S.
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Fig. 6: Hand-drawn S(Q,ω) and I(Q, t)
for some schematic models: (a) An elas-
tic delta line and an inelastic mode distri-
bution. (b) At higher temperatures (red),
there is an additional quasileastic compo-
nent. (c) Here, the central peak of the red
spectrum is entirely quasielastic; it has no
delta component.

3.3 Frozen, localized, and diffusive dynamics

For brevity, let us specialize to incoherent scattering and drop the subscript ‘inc’. For the qual-
itative physical interpretation of QENS spectra, it is of central importance to switch forth and
back between the scattering function

S(Q, ω) =
1

2π

∫
dt e−iωt I(Q, t), (8)

and its Fourier transform in time, the intermediate scattering function

I(Q, t) =
1

N

∑
j

〈
e−iQr̂j(0)eiQr̂j(t)

〉
, (9)

which captures self correlations of tagged particles.

By construction, I has the initial value I(Q, 0) = 1, from which we obtain the sum rule
∫ +∞

−∞
dω S(Q,ω) = 1. (10)

No such rule holds for S(2θ, ω) or for ∂2σ/∂Ω/∂ω. Also note that experiments only cover
restricted ω ranges (Fig. 5). Therefore, integration of experimental scattering functions will
usually yield less than 1, except in absence inelastic scattering. This is the rationale for the
normalization of experimental spectra to a low-temperature measurement.

Fig. 6 shows Fourier transform pairs S(Q,ω), I(Q, t) for three idealized situations. In (a), there
is a phonon spectrum but no quasielastic scattering. Accordingly, the central peak at ω = 0 is a
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delta line. The Fourier transform of a delta function is a constant. Therefore I(Q, t) decays from
its initial value 1 towards a long-time limit fQ > 0. This fQ is just the amplitude of the delta
component of S(Q,ω), and is called the Debye-Waller factor, or, specifically for incoherent
scattering, the Lamb-Mössbauer factor.

In (b), there is some quasielastic scattering, but on top of it there still an elastic delta line of
amplitude fQAQ. In the Fourier transform, scattering at small |ω| corresponds to relaxation on
long time scales, therefore I(Q, t) decays in two steps that can be more or less pronounced.
Since correlations remain finite, the second step is ascribed to localized motion. The factor AQ

is called the elastic incoherent structure factor (EISF).

In (c), the entire central peak is quasielastic; there is no delta component. Accordingly, I(Q, t)
decays to 0. This implies long-ranged diffusive motion.

To summarize these three cases, we write the scattering function as

S(Q,ω) = fQSslow(Q,ω) + (1− fQ)Sfast(Q,ω). (11)

The fast component is typically the phonon spectrum; it lies almost entirely outside the dynamic
range of a backscattering spectrometer. The slow component

Sslow(Q,ω) = AQδ(ω) + SQENS(Q,ω) (12)

consists of the elastic delta line, with amplitude given by the EISF, and of a quasielastic spec-
trum. In case (a), AQ = 1 and SQENS = 0; in case (c), AQ = 0. So only in case (b) all three
components are present.

4 Sample physics models

For certain types of samples, there exist idealized models that can be solved analytically, yield-
ing closed expressions for the scattering function. These models include harmonic vibrations,
intramolecular rotation, diffusion, and structural relaxation, briefly described in the following
subsections. Even where these models do not apply literally they provide an indispensable
reference for discussing crossover scenarios, correction terms, or refined models.

4.1 Harmonic vibrations and the mean squared displacement

For harmonic vibrations, Sfast and fQ can be derived in closed form. While the phonon spectrum
is out of scope here, the result for fQ is of the outmost importance for the analysis of QENS
data. Vibrations are described in terms of displacements uj(t) from equilibrium positions Rj ,

rj(t) = Rj + uj(t). (13)

If there are only harmonic forces, then the Bloch theorem [13] reduces (9) to

I(Q, t) =
1

N

∑
j

e−2Wj(Q,0)e2Wj(Q,t) (14)
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Fig. 7: Temperature dependence of the
mean squared displacement in glycerol
C3H5(OD)3, obtained from elastic thermal
neutron backscattering [12]. The black line
is a fit with the Debye model. The red line
is the linear high-temperature asymptote of
that model. Deviations from the fit above
the glass transition (Tg = 185 K) are due
to quasielastic broadening.

with
2Wj(Q, t) := 〈 (Quj(0))(Quj(t)) 〉 . (15)

In isotropic systems, an orientational average gives

2Wj(Q, t) =
Q2

3
〈uj(0)uj(t) 〉 . (16)

Each particle partakes in a huge number of oscillatory modes, which quickly run out of phase.
Therefore, within little more than one typical phonon period, 2Wj(Q, t) approaches 0.

Assuming that there is just one kind of scatterers,

fQ ≡ I(Q, t → ∞) = e−Q2〈u2〉/3. (17)

So the Lamb-Mössbauer factor reveals the mean squared displacement (MSD).3 Experimen-
tally, one may obtain the MSD from the slope of − ln fQ versus Q2. However, one must expect
serious distortions from multiple scattering [9, 15].

Harmonic theory provides a closed expression for the MSD in terms of the vibrational density
of states g(ω),

〈
u2
x

〉
=

�
6m

∫
dω

g(ω)

ω
coth

�ω
2kBT

. (18)

Specially for the Debye model, one finds that the MSD as function of temperature crosses over
from a constant plateau, due to zero-point oscillations, to linear growth. At even higher tem-
peratures, deviations from the linearity 〈x2〉 ∝ T may then reveal anharmonicity or quasielastic
broadening (Fig. 7).

4.2 Two-site jumps

Probably the simplest model of anharmonic localized motion consists of a proton that jumps
between two positions r1 and r2. In practice, this motion may combine with confined diffusion
so that one should rather talk of jumps between two cages. Fig. 8 shows that this actually

3 There is widespread confusion in notation and about factors 2 and 3 [14]: If one refers to just one Cartesian
component x ≡ ux of the displacement, then one may write

〈
x2

〉
=

〈
u2

〉
/3. And the relative displacement of

two independent scatterers is
〈
r2
〉
= 2

〈
u2

〉
.
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Fig. 8: Scatter plots of time-sampled po-
sition of three different hydrogen atoms in
Green Fluorescent Protein, from a molecu-
lar dynamics simulation. Reproduced with
kind permission from [16].

happens for some hydrogen atoms in a protein, while other H atoms are confined to one cage,
or partake in methyl group rotation, to be discussed in the next subsection.

The probability p(r, t) of finding the proton at time t at site r obeys the rate equation

d

dt

(
p(r1, t)

p(r2, t)

)
= −

(
λ1 −λ2

−λ1 λ2

)(
p(r1, t)

p(r2, t)

)
(19)

with transition rates λn. The matrix has the eigenvalues 0 and Γ := λ1 + λ2. The rate equation
is solved by p(rn, t) = an + bn exp(−Γt). In the limit t → ∞, the occupation ratio must be
p1/p2 = λ2/λ1 to satisfy dp/dt = 0. Combined with the normalization condition

∑
n p(rn, t) =

1, we find
a1 = p(r1,∞) = λ2/Γ, a2 = p(r2,∞) = λ1/Γ. (20)

Making the probabilities conditional upon the initial condition p(r1, 0) = 1, we compute

p(r1, t|r1, 0) = a1 + a2 exp(−Γt),

p(r2, t|r1, 0) = a2 (1− exp(−Γt)) ,
(21)

and similarly for p(r2, 0) = 1. Using the equilibrium occupation probabilities (20) we obtain
the intermediate self correlation function

I(Q, t) = 〈eiQr(t)e−iQr(0)〉

= p(r1,∞)
[
p(r1, t|r1, 0) + p(r2, t|r1, 0)eiQd

]
+

p(r2,∞)
[
p(r2, t|r1, 0) + p(r1, t|r1, 0)e−iQd

]
(22)

with the jump vector d := r2 − r1. Regrouping terms, abbreviating

A0(Q) := a21 + a22 + 2a1a2 cosQd,

A1(Q) := 2a1a2(1− cosQd),
(23)

and evaluating the Fourier transform of exp(−Γt), we get the incoherent scattering function

S(Q, ω) = A0(Q)δ(ω) + A1(Q)L(ω; Γ), (24)

which consists of an elastic line and a quasielastic component. The latter is Lorentzian,

L(ω; Γ) := 1

π

Γ

Γ2 + ω2
. (25)

As discussed above, the presence of an elastic line is characteristic for localized motion: Since
the jumping proton is confined to a finite region in space, its self correlation function never
decays to zero.
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For powder samples, we average over the orientations of d,

cosQd =
1

4π

∫ π

0

dϑ 2π sinϑ cos(Qd cosϑ) =
sinQd

Qd
= j0(Qd) (26)

with the spherical Bessel function j0. In the simplest case, for jumps between two equivalent
positions, we have λ1 = λ2 and a1 = a2 = 1/2, so that

A0(Q) = (1 + j0(Qd))/2,

A1(Q) = (1− j0(Qd))/2.
(27)

4.3 Rotational jump diffusion

Rotation of molecules or molecular sidegroups is a strong and often dominant source of quasi-
elastic scattering. As the simplest and most important example, we consider the rotation of
a methyl group. In polymers and proteins, this degree of freedom has important effects upon
structure and mechanical properties.

We consider the group R–CH3 as stiff (CH bond length d = 1.097 ± 0.004 Å, HCH angle
θ = 106.5 ± 1.5◦). The only degree of freedom is the rotation around the R–C bond. The
moment of inertia is

I =
∑

md2⊥ = 2md2(1− cos θ). (28)

The rotational motion can be described by a wave function ψ that depends on one single coor-
dinate, the rotation angle φ. The Schrödinger equation is

{
B

∂2

∂φ2
− V (φ) + E

}
ψ(φ) = 0 (29)

with the rotational constant

B :=
�2

2I
= 670 µeV. (30)

For free rotation (V = 0), solutions that possess the requested periodicity are sine and cosine
functions of argument Jφ, with integer J . Accordingly, the energy levels are E = BJ2.

In condensed matter, however, the potential V caused by the local environment cannot be ne-
glected. Due to the symmetry of the CH3 group, the Fourier expansion of V (φ) contains only
sine and cosine functions with argument 3mφ, with integer m. In most applications, it is suffi-
cient to retain only one term,

V (φ)
.
= V3 cos(3φ). (31)

The strength of the potential can then be expressed by the dimensionless number V3/B. In the
following we specialize to the case of a strong potential, V3/B � 10, which is by far the most
frequent one.

In a strong potential of form (31), the CH3 group has three preferential orientations (Fig. 8c),
separated by potential walls. The motion of the CH3 group consists mainly of small excursions
from the preferred orientations, called libration. Quantum-mechanically, they are zero-point
oscillations in an approximately harmonic potential. Occasionally though, there are thermally
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Fig. 9: Backscattering spectra of
(CH3NH3)5Bi2Br, measured on
SPHERES [17]. The five methylam-
monium cations fall into two different
categories: at room temperature, two of
them are ordered, three are disordered [18].
Therefore, we fitted the spectra with two
Lorentzians with an amplitude ratio of
2:3. The resulting relaxation times have an
Arrhenius temperature dependence, shown
in the inset.

activated jumps between the three cages. Modelling this jump diffusion requires only a little ex-
tension of the two-site jump model introduced above. The transition matrix in the rate equation
takes the form 


2λ −λ −λ

−λ 2λ −λ

−λ −λ 2λ


 , (32)

which has the eigenvalues 0, 3λ, 3λ. Thanks to the degeneracy of the nonzero eigenvalue, the
scattering law retains the simple form (24), with Γ = 3λ, and with amplitudes

A0(Q) = (1 + 2j0(Qr
√
3))/3,

A1(Q) = (2− 2j0(Qd
√
3))/3,

(33)

where r is the radius of the circle on which the rest positions are located. This model has proven
successful in a huge number of experiments; Fig. 9 shows an arbitrarily chosen recent example.

If the rotational potential has a C2 symmetry, then there are six equivalent equilibrium positions,
connected by 60◦ jumps, so that the transition matrix is of rank 6. After some computation it is
found to have three different non-zero eigenvalues Γµ. In such a situation, the inelastic part of
scattering law no longer factorises into a Q dependent and a ω dependent function. Instead, one
has a sum of Lorentzians of different widths:

S(Q, ω) = A0(Q)δ(ω) +
∑
µ

Aµ(Q)L(ω; Γµ). (34)

This equation holds quite generally for systems described by a rate equation of the form (19)
with an arbitrary, symmetric transition matrix. In particular, it holds for rotational jump diffu-
sion of molecules that have more than one axis of rotation [4].

4.4 Rotational tunneling

At low temperatures, almost exclusively the vibrational ground state is occupied. Yet reorien-
tational motion beyond librations is possible by means of quantum mechanical tunneling: The
wave functions of the three localised pocket states ψm (m = 1, 2, 3) have nonzero overlap.
Therefore, the eigenstates are a linear combination of pocket states.4 Periodicity and threefold

4 This is an extremely simplified outline of the theory. In a serious treatment, to get all symmetry requirements
right, one must also take into account the nuclear spins of the H atoms [3].
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Fig. 10: Atomic dynamics of liquid Zr-Ni, investigated with the time-of-flight spectrometer
TOFTOF [19]. (a) Selected spectra with Lorentzian fits (39). The dashed Gaussian with
a FWHM of 95 µeV approximates the instrumental resolution. (b) Linewidths ΓQ, from
Lorentzian fits to the spectra. For small Q, scattering is dominated by incoherent contributions
from Ni so that the initial slope of ΓQ vs. Q2 yields the self-diffusion coefficient of Ni.

symmetry allow three such combinations: a plain additive one

ψ1 + ψ2 + ψ3, (35)

and two superpositions with phase rotations

ψ1 + e±i2π/3ψ2 + e±i4π/3ψ3. (36)

In the language of group theory, state (35) has symmetry A, the degenerate states (36) are
labelled Ea, Eb. It is found that A is the ground state. The tunneling splitting �Ωt between
the states A and E is determined by the overlap integral 〈ψm|V |ψn〉 (m �= n), which depends
exponentially on the height of the potential wall. Experiments that detect tunneling transitions
provide therefore a very sensitive probe of the rotational potential; conversely, if the potential
is not accurately known, it is almost impossible to predict whether a tunneling transition will
show up in a given experimental energy range.

In neutron scattering, a tunneling transition appears as a pair of inelastic peaks at ±�Ωt. The
spectral shape of these peaks is well described by Lorentzians L(ω±Ωt; Γ). With rising temper-
atures, the occupancy of excited vibrational levels increase. This facilitates transitions between
A and E sublevels and results in a decrease of �Ωt and an increase of the line width Γ. Upon
further temperature increase, thermal motion of neighbouring molecules causes so strong po-
tential fluctuations that the picture of quantum tunneling is no longer applicable. Instead, the
motion between different pocket states must be described as thermally activated jump diffu-
sion, as exposed in the previous subsection. An experimental example has already been given
in Fig. 1.

4.5 Diffusion

The simplest model for self-diffusion is Brownian motion. It can be described as a memory-less
random walk. Particle trajectories r(t) are subject to the Langevin equation. Equivalently, the
diffusion equation is applied to the Van Hove self-correlation function, resulting in the solution

Gs(r, t) = (4πDt)−3/2e−r2/4Dt. (37)
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Fig. 11: Hydrogen dynamics in n-alkanes. (a) Diffusion coefficient D, determined by pulsed-
field gradient NMR and by neutron scattering. The data agree only for the shortest molecule
(n = 8). In longer chains, QENS deviates from NMR because it measures not only center-of-
mass molecular translation, but also rotation and intramolecular motion [20]. (b) In an exem-
plary series of TOFTOF measurements with different instrumental resolutions naive fits result
in a dependence of the apparent diffusion coefficients on the resolution time [21].

By Fourier transform, we find the intermediate scattering function

I(Q, t) = exp(−DQ2t) (38)

and the scattering function
S(Q,ω) = L(ω;DQ2). (39)

On a time-of-flight spectrometer, with experimental scales of the order Q ∼ Å
−1

and �ω ∼
0.1 . . . 10 meV, one can resolve diffusion coefficients D of the order 10−10 . . . 10−8 m2/s.

As anticipated in Sect. 3.3 and Fig. 6, there is no elastic scattering component, in contrast to the
localized jump models of Sects. 4.2–4.4. In practice, however, there may be some elastic scat-
tering from the sample container.5 And in an important class of applications, one investigates
diffusion in a solid matrix, e. g. hydrogen diffusion in metals [5]. Therefore, absence of elastic
scattering is not a reliable indicator of long-ranged diffusion. The key indicator is rather the
pronounced Q dependence of the Lorentzian width Γ = DQ2, in contrast to the Q-independent
width of the jump models. Conversely, (39) has a fixed amplitude 1, whereas the Lorentzians
of the jump models oscillate with Q.

The straightforward determination of D from Lorentzian fits (39) works best in simple atomic
systems. Recent examples are provided by metallic melts, which can be studied under very
clean experimental conditions using electromagnetic levitation (Fig. 10). Results improve sig-
nificantly upon macroscopic laboratory measurements that suffer from convective contributions.

In molecular liquids the applicability of (39) is not ascertained a priori because the atomic mo-
tion seen by neutron scattering is a superposition of translations, rotations, vibrations and rear-
rangements. This has been demonstrated very clearly in a systematic study of alkanes CnH2n+2

(Fig.11) [20, 21].

5 It is debatable whether container scattering should be subtracted from the raw data, or taken into account as part
of the fit model. Either way of correcting is only approximative because of sample-container multiple scattering.
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4.6 Structural relaxation

Atoms or molecules that constitute a liquid also undergo long-range diffusion. On short time
and length scales, however, their trajectories are not memory-less random walks. Particles
rather rattle in transient cages, occasionally probe a step out of the cage, and more often than
not do the next step in the backward direction. This delays the decay of correlations, and is well
described by Kohlrausch’s stretched exponential function

exp(−(t/τ)β) (40)

that is also known from other experimental probes of structural relaxation [22]. Typical values
of β are between 0.4 and 0.8.

To use (40) in spectral fits, its Fourier transform, the Kohlrausch-Williams-Watts function, must
be computed numerically [23]. Fig. 3 shows an application to the motion of supercooled hydra-
tion water in a protein powder.

Empirical fit functions like (40) do not capture the short-time dynamics of rattling particles.
For this, one needs a microscopic theory, as proposed by the mode-coupling theory of structural
relaxation [24,25]. This theory starts from a closed equation of motion for density correlations,
and leads to scaling functions like those used in the fits of Fig. 4.

I thank Winfried Petry for introducing me to neutron backscattering, Wolfgang Doster for discussions of data
interpretation, Tapan Chatterji, Grazyna Bator, Michael Prager, Tobias Unruh, and many more colleagues, for
joint experiments, Marie-Sousai Appavou, Barbara Daegener, Daria Noferini, Reiner Zorn for corrections on the
manuscript.
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1 Introduction

This chapter is dedicated to the scattering methods in neutron and x-ray spectroscopy that can
extend either the time/energy or the Q-ranges beyond those of techniques like e.g. Time of
Flight (ToF), Backscattering (BS) or dynamic light scattering (DLS). Here we will concentrate
on two relevant techniques: The Neutron Spin-Echo (NSE) and the X- ray photon correlation
spectroscopy (XPCS). NSE and XCPS go under the name of high resolution spectroscopy be-
cause they push the measurable capabilities towards longer time (lower energies) in neutron
scattering, as is the case for NSE, or towards larger Q’s in x-ray spectroscopy, as for XCPS.
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Fig. 1: Qualitative dynamical ranges of energy and time-scale for different spectroscopic tech-
niques vs Q and and length-scale.

Figure 1 provides a comparison between different techniques in spectroscopy and it shows the
domain of applicability of NSE and XPCS and their complementarity. Similarly to dynamic
light scattering, XPCS analyses the intensity correlations of scattered electromagnetic radiation
while enlarging the accessible Q-range of DLS of three order of magnitude. Differently from
DLS, X- ray photon correlation spectroscopy uses the coherence of a X-ray beam while the con-
trast is given by differences in the electron density and not in the index of refraction. Compared
to NSE the time domain of XPCS suffers more on the side of very short correlation times.

Introduced and developed by F. Mezei in 1972 [1], the neutron spin-echo technique makes use
of the direction of the neutron spin as a stopwatch to measure small differences in the neutron
velocity before and after the scattering. The Larmor precession of a spin in a magnetic field is
the pillar concept of all spin-echo techniques among which the NSE combines the polarization
of the neutron beam with a direct geometry, in a type of time-of-flight setup. The correlation
time ranges from some picoseconds up to several hundreds of nanoseconds. Similar to XPCS,
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the typical length scale probed by NSE is in the nanometer range while the time-range extends
to several hundred of ns. For example, a time range of e.g. 100 ns corresponds to effective
molecular motion velocities of 1 nm/100 ns = 1 cm/s. If one compares this value to the typical
velocity of 200-1000 m/s of the incoming neutrons, it becomes clear why this technique goes
under the name of high resolution spectroscopy.

The scattering function

Si,j(Q, ω) =
1

2π�

∫
dt

∫
dr e−iωt−iQ·r 〈ρi(r′ − r, t)ρj(r

′, t′)〉 (1)

is the common denominator not only of NSE and XCPS but in general of many scattering
techniques. In the last equation ρi(r, t) is the density of species i at position r and time t and it
is the coarse grained version of

∑
l δ(r−Ri

l(t)), where Ri
l denotes the positions of the atoms, l,

belonging to species i. The Fourier transform of S(Q, ω) is the intermediate scattering function

Ii,j(Q, t) = �
∫

dωeiωtSi,j(Q, ω) =
1

2π

∫
dt

∫
dr eiQ·r 〈ρi(r′ − r, t)ρj(r

′, t′)〉. (2)

2 The Principles of Neutron Spin-Echo Spectroscopy

Besides trivial factors like the sample amount, transmission and incoming beam intensity, the
scattering intensity observed in a neutron scattering experiment depends on the double differ-
ential cross section via the scattering function S(Q, ω):

d2σ

dΩdE ′ = C
k′

k

∑
i,j

bi bj Si,j(Q, ω). (3)

Here k′, k are the modulus of the scattered and incoming neutrons respectively. C is pro-
portional to the amount of sample and bi is the scattering length of atoms of type i and the
momentum transfer is Q = k′ − k.

In neutron spectroscopy one is interested in the energy transferred (�ω) to or from the neu-
tron during the scattering. The wave vector k relates linearly to the velocity of the neutron v
(momentum p = mv) as to 1/wavelength

vm = �k,
2π

λ
= k, (4)

and the energy transfer can be thus expressed as the difference in kinetic energy between the
incoming and the scattered neutron

�ω = (�2/2m)(k2 − k′2). (5)

In inelastic scattering the difference of the velocity ∆v = v′ − v is large enough (usually
∆v/v > 1%) to be measured directly by comparing the average velocity of the incoming beam
with the velocity distribution of the scattered neutrons. However, if very small differences have
to be detected a sufficiently narrow velocity distribution of the incoming beam (from the con-
tinuous velocity spectrum emitted by the moderator of the neutron source) is needed. But this
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Fig. 2: Schematic setup of a NSE spectrometer. The neutrons enter the instrument from the left.
For a description of the single components see the text. The arrows on the top provide a coarse
representation of the spin polarization, which fans out in the first arm and it is then recovered in
the second arm, because of the time inversion at the �-flipper.

would leave only a very small number of neutrons in the incoming beam. As an example let’s
consider a typical instrument of inelastic scattering, the neutron Time-of-Flight (ToF) spec-
trometer. The ToF spectrometer is a time-resolved technique where the difference between the
known incoming time and velocity of the pulsed neutrons and the velocity and position at the
detector after the scattering is measured [2]. In order to improve the resolution of a ToF e.g.
of 10% a factor 0.1 must be applied both to the monochromatization as well as to the chop-
per opening time1, which increases the resolution at the price of reducing the intensity by a
factor 0�1monoch� � 0�1chopper = 10� 2. Thus, the attempt to reach high resolution beyond the
� E�E � 1% in conventional time-of-flight methods leads inevitably to an unacceptable loss
of intensity (as expressed in terms of detector count rate).

This hardship can be biased if each neutron could use a kind of individual “stopwatch” in such a
way that time of flight before and after the scattering of each neutron path is encoded in an extra
parameter (e.g. the direction of the neutron spin) and the difference is obtained at detection.
If this stopwatch had a sufficient time resolution it would be possible to observe very small
velocity changes even if a beam with a wide range of initial neutron velocities is used. This
allows to escape the intensity trap.

NSE uses a polarized incoming beam and a sequence of spin rotations; the reading is performed
by the cosine type transmission function of an analyzer and yields only ensemble averages and
not individual rotation angles. The intensity at the detector is modulated accordingly. The
encountered � v values are distributed according to S(Q�� � k� v). The detector signal is
then proportional to the integral of precession-angle-cosine modulated intensity contributions
with weight according to the distribution of � v implied by S(Q�� ). I.e. it is proportional to
the cosine-Fourier transform of S(Q�� ), the intermediate scattering function I(Q�t).

We go know into the details of the NSE technique. Figure 2 shows the schematic setup of a stan-

1 e.g. the interval of time the device lets neutrons pass through.
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dard (IN11-type 2) NSE-spectrometer [3–5]. The neutrons, arriving from the left side, pass first
through a velocity selector and they become monochromatized within a specific wavelength-
band ∆λ, typically between 10% and 20%. Then the beam is polarized longitudinally (i.e.
parallel to the direction of flight) before hitting a so-called π/2-flipper. This device rotates adi-
abatically the spin direction of 90◦. At this moment the stopwatch is started: The beam enters a
region (usually delimited by a cylindrical magnet) with a magnetic field parallel to the direction
of motion (the x-axis in the picture). The spin-clockwork is then effected by the (Larmor) pre-
cession of the neutron spins around the axis defined by the orientation of the magnetic field B.
Extra correction coils inside the precession area guarantee that all neutrons experience the same
magnetic field within a certain divergence. The Larmor precession frequency is proportional
to the magnitude of the magnetic field, ωL = γB, where γ = 2π 2913.06598 104 s/Tesla is
the gyromagnetic ratio of the neutrons and B is the modulus of the magnetic induction along
the path l. If v is the velocity of the neutron, the angle Ψ accumulated by the neutron spin
before reaching the sample is proportional to the time spent inside the magnetic field along its
trajectory l

Ψ =
γ

v
B l = α + n2π (6)

with n an integer. But because each neutron has a slightly different velocity and it follows
a different path inside the magnetic field, Ψ changes from particle to particle. Thus the spin
vectors - that were initially prepared all aligned perpendicularly to B at the π/2-flipper - become
distributed (ideally) on a disc orthogonal to the field direction at the exit of the magnetic region.

The sample position defines the symmetric point between the first and the second arm of the
spectrometer. Close to (ideally at) the sample position a π-flipper is located. As the name
suggests, this flipper rotates the spin of 180◦ around a vertical axis. Thus Ψ → Ψ1 = −α+n2π.
The second arm is symmetric to the first one, i.e. the precession field and the path length are
identical. First we consider the case where no velocity change occurs upon scattering (elastic
scattering). Then the angle accumulated in the second arm is simply Ψ2 = α + n2π and the
total angle precessed by the neutron spin, before this passes through the second π/2-flipper, is
the sum Ψ1 + Ψ2 = 2n2π. This means that, in the case of an elastic scattering, the beam ends
up with the same polarization as before the first π/2-flipper.

At the second π/2-flipper, just before the analyzer, the stopwatch is stopped. The direction of
the spin is rotated back and the beam is polarized longitudinally again (at least in the case of
elastic scattering). Similarly to the polarizer, the analyzer lets only one component of the spin
through, i.e. the longitudinal one.

More generally, after ensemble averaging over all neutrons, the count rate at the detector must
range between a minimum of zero (all spins are oriented along the negative x direction) up to
a maximum of 1 (all spins are oriented along the positive x direction). This means that the
measured intensity will be proportional to a transmission function of the kind: (1 + cos〈Ψ〉)/2,
with 〈Ψ〉 the expectation value of the angle between spin and axial direction (〈Ψ〉 = 0 for elastic
scattering).

Now we consider the case of quasi-elastic scattering , i.e. v′ = v + ∆v with ∆v/v � 1. The
total angle accumulated in the two arms will be

Ψ1 +Ψ2 =
γJ1

v
− γJ2

v +∆v
+ 4nπ, (7)

2 https://www.ill.eu/users/instruments/instruments-list/in11/
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Asymmetry δ between the two arms
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Fig. 3: The left panel shows typical echoes of the intensity at the detector, obtained by varying
the symmetry of the two precession fields. At least three points are necessary to determine
the amplitude, the phase and the average but more than three points are normally used. The
dashed lines represents the possible maximum and the minimum amplitude obtainable in an
experiment, which are used to normalize the echo amplitude. The solid black line is the case of
elastic scattering while a quasi-elastic is the blue solid line. The dotted curve shows the effect
of a 10% monochromatization on the echo width compared to a 20% band (sold blue and black
lines). The right panel shows typical experimental NSE curves for a solution of micelle (sodium
dodecyl sulfate (SDS)) in heavy water and salt. Each Fourier-time (t) corresponds to a different
magnetic field in the precession coils. Each curve stands for a different scattering angle (at a
given wavelength). The intermediate scattering function I(Q, t) is normalized with respect to a
reference sample (S(Q)) that scatters elastically. The curves are a guide for the eye.

where J1,2 stand for the field integrals along all neutron paths in the primary and secondary arm
of precession

J1 =

∫ l(π)

l(π/2)1

Bdl, J2 =

∫ l(π/2)2

l(π)

Bdl, (8)

here l(π) and l(π/2)1,2) represent the positions of the flippers. The minus in Eq.7 is because
the π flipper inverts the sign of Ψ.

Equation 7 can be expanded in ∆v/v to obtain Ψ1 + Ψ2 ≈ γJ�ω
mv3

, where we used J1 = J2 = J
(that holds under the condition of symmetry between the two arms) and the relation �ω =
mv2/2 −mv′2/2 = mv∆v + O((∆v)2). This expression relates the neutron velocity changes
with the total precession angle accumulated by the spins, in the approximation of quasi-elastic
scattering. Observing the linear dependence of v as 1/λ (Eq. 4) it becomes evident that cold
neutrons are indispensable to be able to measure tiny changes in the neutron velocity, �ω ∝
(Ψ1 +Ψ2)/λ

3.

The intensity I at the detector is then the transmission function weighted by the distribution
function of the incoming wavelengths wλ, within the wavelength-band ∆λ , and by the spectrum
of the sample wω as given by its scattering function S(Q,ω)

I = η

∫∫
1

2

[
1± cos(− γJ1

(h/m)λ−1
+

γJ2

(h/m)λ−1 + λω/2π
)

]
S(Q,ω)wλ(λ) dω dλ. (9)

In writing Eq. 9 we used Eqs. 5 and 4 which allow to substitute ∆v with λω/2π. η is a
calibration factor of the instrument.
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After some more mathematics, observing the distribution of incoming wavelengths and the
distribution of deviations of the field integrals from their nominal value (inhomogeneity), the
following approximate expression for the detected intensity is obtained:

IDet ∝
1

2

[
S(Q)± exp(−Ψ2)

N cos(δγ
m

h
λ)

∫
cos(Jλ3γ

m2

2πh2
ω) S(Q,ω)dω

]
. (10)

In the last equation we introduced δ as the asymmetry of magnetic field integral between both
spectrometer arms and then we used J1 = J2 + δ. The configuration δ = 0 is also called the
symmetry point. In a standard NSE experiment the symmetry is perturbed by means of a small,
auxiliary magnetic coil (usually called phase coil) in one of the two arms. The asymmetry
parameter δ is then proportional to the current in the phase coil. Under the assumption that the
incoming wavelength distribution and the distribution of field integrals around their nominal
values are Gaussians, the following explicit relations hold: N 2 = 1+4Σ2Λ2γ2m2/h2 � 1 and
Ψ2 = [Σ2λ2

0 +Λ2δ2]γ2m2/h2/N 2. Σ2 = 〈∆J2〉/2 relates to the field integral inhomogeneity
and Λ = ∆FWHMλ/4/

√
ln 2 to the full width at half maximum (FWHM) of the incoming

wavelength distribution. For 10% wavelength width, λ0 = 1nm and Σ = 2 × 10−6 Tm the
resolution factor is R = exp(−Ψ2) = 0.43.

In an experiment, see figure 3, the asymmetry δ is varied to determine the amplitude, A, of the
first cosine factor in Eq. 10:

A = ± exp(−Ψ2)/N︸ ︷︷ ︸
=R

∫
cos(Jλ3γ

m2

2πh2︸ ︷︷ ︸
=t

ω) S(Q,ω)dω. (11)

As the cosine-Fourier transform of the scattering function the amplitude A is, up to the reso-
lution R, proportional to intermediate scattering function I(Q, t). The resolution factor R is
determined by measuring a reference sample with purely elastic scattering. Thus the output of
a NSE experiment is always normalized to the intensity of this reference sample. The normal-
ization cancels the S(Q) term in Eq. 10 and allows a representation of the data as curves with
intercept at 1 for t → 0 (according to sample typology sometimes a background needs to be
measured and subtracted).

3 The Principles of X-Ray Photon Correlation Spectroscopy

X-ray photon correlation spectroscopy (XPCS) measures the intermediate scattering function
on a mesoscopic scale. Similarly to photon correlation spectroscopy with visible light or quasi-
elastic light spectroscopy, i.e. DLS, XCPS provides the intensity-intensity correlation function
of a speckle-pattern in the scattered radiation. But instead of implementing visible light from a
laser, XPCS exploit the coherence of a X-ray beam. A coherent illumination is indispensable
to obtain an interference pattern which is used to enhance the sensitivity of, e.g., the dynamical
features in the scattering experiment. A speckle pattern is a pattern with random intensity mod-
ulation which can be observed when a spatially and temporally coherent light is scattered by a
sample such that random fluctuations of the optical path are introduced which are comparable
in length-scale with the wavelength. The speckles are related to the exact spatial arrangement
of the disorder. Such information is not accessible with incoherent light because the diffraction
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Fig. 4: Schematic setup of a XPCS instrument and of a snapshots at different instants of speckle
patterns at the detector.

pattern observed in an ordinary diffraction experiment is typically an ensemble average con-
taining only information on the average correlations in the sample. If the spatial arrangement
changes with time, the corresponding speckle pattern also changes. The intensity fluctuations
of the speckles thus provide information about the underlying dynamics.

The intensity-intensity correlation is a second order correlation. The correlation of the intensity
within a single speckle provides the information about the dynamics of the fluctuations at a
given Q. Because the intensity is proportional to the square modulus of the electric field (E2),
we can write the second order correlation function g2 as

g2(Q�t) = �E2(Q�t�) E2(Q�t�+ t)���E2(Q�t)�2 = 1 + A(Q)[I(Q�t)�S(Q)]2 (12)

where the optical contrast factor A(Q), with 0 < A(Q) < 1, is determined by the experimental
setup [6] and by the coherence of the beam. In order to derive the r.h.s. of Eq. 12 one needs
to remember that �E2(Q�t�)�= �E2(Q�t+ t�)�= �E2(Q�t)�, that �E(Q�t�)E(Q�t+ t�)� is zero
and that at last �E(Q�t�)E�(Q�t+ t�)� is proportional to �E2(Q�t)� times the Fourier-transform
of the power spectrum (and similarly for the complex conjugate). This is known as the the
Siegert relation [7] which relates the field correlation function g1 to g2 as g2 = 1 + �g1�2, with
g1 being proportional to the second order correlation function of the electric field intensity. The
normalized electric field correlation function, in turn, yields the normalized dynamic structure
factor, also known as the intermediate scattering function I(Q�t)�S(Q).

XPCS extends the domain of DLS towards longer times and smaller length scales, thus it de-
serves to be mentioned among the high-resolution techniques in spectroscopy. Compared to
NSE the time domain of XPCS is more restricted in the short-time regimes.

The instrumental setup is shown in figure 4. The coherence properties of the X-ray beam as well
as the size of the illuminated sample volume enter in the time dependent correlation function,
while the size of the illuminated region on the sample determines the size of the speckles, i.e.
the solid angle � � , which a peak or a minimum of intensity covers in the random speckle
texture of scattered intensity. The detector element size needs cover at most � � . For example
would a sample of 30 �m height (width) be observed with a wavelength of � = 1�5 Å it allows
for a detector at 5m distance with an opening height (width) of 25 �m. If the detection area is
enlarged the sample volume must be reduced or, vice-versa, a larger sample volume requires
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smaller detection elements. A way out of this intensity limiting trap is the use of area detectors
(CCD cameras) which have small size individual pixels [6].

Besides the detector pixel size also the ratio between the size of the source (σx,y) and the dis-
tance R determines the coherence of the beam and it is one of the parameters entering the con-
trast A. This property is defined as the transverse coherence length ξx,y = λR/(2πσx,y) which
is to be compared to the sample size. On the other hand the longitudinal coherence length of the
beam is proportional to the degree of monochromatization of the beam itself Λc = λ(∆E/E)/π.
Up to Q < 104 × 2π/∆x the transverse coherence lengths dominate for a monochromatization
of ∆E/E � 10−4.

Only modern synchrotron radiation facilities provide the required source characteristics and the
necessary intensity. As far as the considerations on coherence are concerned the question is
how good the resolution in Q has to be in order to be able to resolve modulations which are the
size of the scattering volume.

As mentioned before, in XPCS the scattering contrast , e.g. in polymer samples, is given by
differences in electron density, that in turn depends on the monomer type. In cases where the
contrast is small and the intensity low (as is for pure hydrocarbons with oxygen or hydrogen
atoms) the area detection using a CCD camera is very important but unfortunately it limits the
shortest time to several ms [6,8]. Different are the cases with (pseudo) Bragg peaks in specular
reflection, e.g. in smectic membranes undulations [9,10], which deliver a much higher intensity
at the detector and a fast single avalanche photodiode can be used to reach a resolution time
down to a few nano-second.

The XPCS technique is an emerging technique [11–14] that still suffers from the lacking of
a detector with fast time resolution, combined with the intensity advantage of multi-speckle
detection as obtained with a CCD camera. Other limitations of the XPCS techniques pertain
possible damages to the sample: The high flux can cause heating, or modifications of the sam-
ple, e.g. the radiation can generate cross linking in polymers and charging of colloids. In same
cases a poor signal to noise can also be a problem. The effects from radiation damage may be
mitigated if new sample volumes are exposed after each short period of irradiation.

4 Examples and applications

Because of its wide dynamical ranges high resolution spectroscopy (HRS) is well established
in many fields of investigation both in soft and in hard matter. The list of examples we provide
here is meant for the reader to get a first impression of the potential of these techniques but it
far from being exhaustive.

The trends in the investigation of soft- and bio-materials go more and more in the direction
of nano- and mesoscopic structures. This means that the relevant length scale extends from the
single molecular size of 0.5-1 nm over typical macromolecular or protein dimensions (5-20 nm)
up to larger length scales of e.g. bio-material or living matter. The time scale depends more on
the spatial resolution and on the size-dependent diffusivity of the systems under investigation.
Relaxation times of many 100 ns can be observed even for length scales of only few nm.

The dynamics of polymers, and in general of organic molecules like microemulsions and bio-
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logical systems is widely studied by means of high resolution spectroscopy, and especially in
experiment with neutrons the possibility of manipulating the contrast by an appropriate H/D-
replacement is particularly useful. In functional and responsive systems (like e.g. the so-called
self-healing materials) the structure affecting the function is often nano- or macromolecular-
sized and it contributes to the scattering function at low Q where the time scale can range up to
many thousand of nano-seconds.

The study of energy materials by means of high resolution spectroscopy has also been an emerg-
ing topic in the last years. The need for investigation at large Q of the slow diffusion due proton
“jumps” in solid electrolytes and similar enhances again the requirement for high resolution at
small wavelengths. I.e. Q = 2 Å−1 at a time scale of circa 40-50 ns is only accessible with high
resolution spectroscopy.

Extending the limits of investigation toward higher time-scales is not the only advantage of
HRS. Having optimized the technique for the high-resolution realm allows at the same time
to run experiments in a regime of lower-resolution with higher performance. This character-
istic makes it possible to reduce the measuring time of experiments that would otherwise take
too long with other techniques, thus allowing systematic investigations of e.g. fast-perishable
samples.

Among the hard-matter systems, magnetic materials are also studied by means of high resolu-
tion methods. These can be used to obtain a direct and detailed view into magnetic structures
and their dynamics. Neutron spin-echo and X-ray photon correlation spectroscopy are suited to
analyze spin/magnetic fluctuations over a large dynamical range, e.g., in systems with frustra-
tion, in spin glasses or in superconductors.

Between the two methods described here the neutron spin-echo is the one that is maybe more
restrictive for magnetic materials. The main limitations are depolarization effects on the beam
due to (large) magnetic domains in the sample. Usually ferromagnetic scattering requires an
extra setup. The case of paramagnetic scattering is different because it can be performed without
any invasive modifications of the NSE-setup: Due to the magnetic interaction at the sample
an “intrinsic” spin-flip takes already place which makes the implementation of the π-flipper
unnecessary. On the other hand paramagnetic scattering at NSE profits from the fact that the
NSE signal comes only from (para)magnetic scattering and it can be distinctively separated
from nuclear density fluctuations.

The choice between NSE and XPCS is not only dictated by the specific Q- and time-needs,
which in turn are influenced by the characteristics of sample, but also by some advantages
that one method has over the other. The “contrast matching” surely plays an important role in
neutron scattering and it allows, if the percentage of protonated (H) and deuterated (D) material
is accurately calibrated, to put in evidence specific (internal) motions in the sample. At last
XPCS does not suffer from loss of signal due to beam depolarization as is the case of NSE,
especially when either ferromagnetic samples or magnetic fields need to be implemented.

4.1 Brownian motion and collective diffusion

The most simple example one can consider is that of a colloidal system, e.g., of a suspension
of spheres in a simple liquid. We start with the one-dimensional motion of a spherical particle



High-resolution spectroscopies D6.11

of radius R, mass m, velocity v in a fluid with viscosity η. Experience teaches us that the force
on the particles is given by the friction force fv, which is proportional to the velocity of the
particles. The friction coefficient of a sphere with radius R is given by the Einstein-Stokes
formula f = 6πηR.

Brownian motion is the result of random collisions of the atoms of the embedding fluid (“heat
bath”). Thus, in addition to the friction force a randomly fluctuating force must be introduced
to account for these random collisions

〈ζ(t)〉 = 0 and 〈ζ(t)ζ(t′)〉 = Aδ(t− t′). (13)

Then the equation of motion of the Brownian particles can be written as the Langevin equation

m
dv

dt
+ f v = ζ(t) (14)

of which a general solution is given by

v(t) = e−ft/mv(0) +

∫ t

0

dt′e−f(t−t′)/mζ(t′)/m. (15)

It is important to stress the role of the second term in Eq. 15: Without it (i.e. if ζ(t) = 0)
the velocity would decay to zero for long times, thus contradicting the fact that at thermal
equilibrium the mean squared velocity must be 〈v2eq〉 = kBT/m. Here v(0) stands for the
initial velocity and kB for the Boltzmann constant. The random force provides indeed the
’extra’ velocity that fulfills the condition at equilibrium. The mean velocity is simply given by
〈v(t)〉 = e−ft/mv(0) because 〈ζ(t)〉 = 0. Three terms contribute to the mean squared velocity
〈v(t)2〉: the v(0)2 and the cross term

e−2ft/mv(0)2,
2

m
e−ft/mv(0)

∫ t

0

dt′e−f(t−t′)/mζ(t′) (16)

and the second order term in the random force

1

m2

∫ t

0

dt′e−f(t−t′)/mζ(t′)

∫ t

0

dt′′e−f(t−t′′)/mζ(t′′). (17)

On averaging over the noise the cross term vanishes while the second order term can be written
as the double integral

∫ ∫
dt′dt′′δ(t′ − t′′). The delta function removes one of the integrals, the

remaining one can be easily calculated. The result is

〈v(t)2〉 = e−2ft/mv(0)2 +
A

fm
(1− e−2ft/m). (18)

If 〈v(t)2〉 → A
fm

for t → ∞, then it must be A = fkBT .

The next step is to calculate the mean square displacement 〈∆x(t)2〉 := 〈[x(t)− 〈x(t)〉]2〉, that
yields direct information about the diffusion of the particles. Given that the displacement of
the particle is x(t) =

∫ t

0
dt′v(t′), we first need to calculate the velocity correlation function

〈v(t)v(t′)〉. Starting from Eq. 15 and taking into account that terms linear in ζ(t) vanish on
average, one can derive the following relation

〈v(t)v(t′)〉 = kBT

m
e−f |t−t′|/m, (19)
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where 〈ζ(t)ζ(t′)〉 = Aδ(t− t′) has been used.

The ’free-particle’ diffusion coefficient is given in general by D0 =
∫∞
0

dt〈v(t)v(0)〉 in one
dimension, for the three dimensional case one must take the scalar product of the velocity and
introduce a factor 1/3 before the integral. If one inserts Eq. 19 into the integral before, one can
obtain the known expression for the diffusion constant

D0 =
kBT

f
. (20)

From Eq. 19 we can integrate in the time and find the mean square displacement

〈∆x(t)2〉 = 2kBT

f
[|t| − τ(1− et/τ )] (21)

with τ := m/f . Expanding the previous result to 3 dimensions a factor 3 would multiply in
front of the above expression.

Given Eq. 20 the term 2kBT |t|/f in Eq. 21 corresponds to the free diffusion. At short time
one finds that et/τ � 1− t/τ + (t/τ)2/2− · · · . The motion of the particles before their initial
velocity is damped out by friction is then 〈∆x(t)2〉 = (kBT/m)t2, i.e. ∆x ∝ t. This inertial
force may be ignored in most colloidal system because τ � t, where t is the time-scale of
interest.

We try to derive now an expression for the intermediate scattering function; in three dimension
it can be written as:

I(Q, t) =
1

N

∑
i,j

〈eiQ·(ri(0)−rj(t))〉 =
1

N

∑
i,j

〈eiQ·(ri(0)−rj(0)) e−iQ·∆rj(t)〉 (22)

where N is the number of particles in the system and “0” stands for the initial time (zero). For
an accurate derivation of what follows please refer to Pusey and Tough in Ref. [15].

To an equilibrium - where no preferential direction of drift is expected - the arrangement of the
particles {ri(0)} will give rise on average to the static structure factor S(Q) = S(Q, t = 0).

For short times the particle motion can be thought of Brownian diffusion around the equilibrium
position if the total arrangement does not change significantly. As long as the initial velocities
are not correlated, the scattering contributions will be self-contributions from N single scat-
terers that exhibit the diffusion constant D0 = kBT/f . Therefore we can assume a Gaussian
distribution of {∆rj(t)} and write 〈e−iQ·∆rj(t)〉 = e〈−iQ·∆rj(t)〉2 . With the relation derived be-
fore for 〈∆rj(t)

2〉 at short times we can write

I(Q, t) = S(Q)e−6D0Q2t. (23)

For longer times effects of confinement might slow down the self diffusion if we imagine that in
a dense system the path of diffusion can be blocked by neighbouring particles. It must be also
noticed that collective diffusion rather probes the relaxation of density gradients which does not
necessarily imply the diffusion of single particles over larger distances.
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Fig. 5: Left the NSE data for a microgel (PNIPAM) in D2O at different Q’s measured at 20◦C.
Right the fitted diffusion constant (see text).

If also hydrodynamic interactions are considered, e.g. between the particles and the solvent,
then the situation becomes more complicated. In this case the previous considerations do not
hold anymore and the effective diffusion scales with Q with higher powers then Q2, Deff (Q) =
D0H(Q), where the hydrodynamic factor H(Q) is a function of the pair correlation function.

The quantity D0H(Q) depends on the hydrodynamic radius rh and on the fluid viscosity η and it
can be determined with a combination of diffraction experiment and spectroscopy measurement.

Figure 5 shows the experimental curves for a a protonated PNIPAM microgel in heavy water
measured with NSE. Microgels are cross-linked polymers that have a volume phase transition
into a collapsed state above 32◦C [16].

The curves can be fitted with a simple stretched exponential I(Q,t)
S(Q)

= exp
[
−(t/τ)β

]
, where

β = 0.8 is typical for spin-echo [17] and τ is a fitting parameter. We are interested here in
the center-of-mass diffusion of the microgel at short times. From Eq. 23 we know that the
intermediate scattering function is related to the diffusion constant. Through the mean value
〈τ〉 we can define an effective diffusion constant as

Deff(Q) =
〈τ〉
Q2

=
1

(τ/β)Γ(1/β) Q2
, (24)

where Γ(x) is the Gamma function. In the right panel in figure 5 the coefficient is plotted
versus Q. Two regimes are visible: For small Q a pure diffusive behaviour with D scaling as
Q2 and a second regime at higher Q that deviates from the expected Q-square behaviour. At this
length-scale the interaction with the solvent becomes visible and the so-called Zimm dynamics
is dominant with its typical scaling D ∝ Q3.

4.2 Microrheology

Microrheology [18, 19] is an other application of experiments that follow the particle diffu-
sion in terms of time dependent mean squared displacements. Here the diffusing particles are
microscopic probes that respond to the viscoelastic properties of the surrounding fluid.

First attempts to use XPCS experiments in microrheology was made using silica particles of



D6.14 S. Pasini

1.0

1.5

2.0

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

10
2

10
3

10
4

t / s

g
2(t

)

10
4

10
5

10
6

10
7

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

10
2

10
3

10
4

t / s
r2

/A
A

2

10
0

10
1

10
2

10
3

10
0

10
1

10
2

10
3

10
4

ω / s
−1

G
/P

a

Fig. 6: Schematic representation of a part of the results obtained for gellan in aqueous solution
(5%) adapted from Ref. [18]. Dashed lines correspond to probe particles in pure water. The
sequence shows the generic appearance of the raw XPCS results in terms of g2(t) via the eval-
uation step yielding the msq-displacement and finally leading to the frequency dependent shear
modulus G(ω). The figure displays the real part.

222 nm radius as probes and polystyrene sulfonate polymers with comb architecture or gellan,
a polysaccharide in aqueous solution as viscoelastic fluid [18].

Figure 6 shows a calculated g2 curve as it would be obtained from a XPCS experiment. While
the first step from g2(t) → g1(t) → 〈∆r2(t)〉 was explained in the previous sections, the
passages to the shear modulus G(ω) is more complicated. We refer to [19] for the details but
basically one has to use first the Laplace transform with −iω → s. The Laplace transform of
〈∆r2(t)〉 is then evaluated numerically. Then a model expression is used to fit the results for
G(s) � ∑

i=1,n ais
νi , at last G(ω) is obtained by analytic continuation (s → −iω).
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1 Introduction

X-ray free-electron lasers (FELs) such as the Linac Coherent Light Source (LCLS) [1], SACLA
[2], and the European XFEL [3], produce laser-like pulses of X-rays of less than 10 fs to 300 fs
duration and up to about 1013 photons per pulse. Just as with the introduction of the synchrotron,
X-ray FELs are bringing new capabilities that are having great impact on many scientific disci-
plines by opening up the study of materials at the length scale of interatomic distances and at
the corresponding time scales of atomic motion [4]. In condensed matter science, for example,
materials properties can be drastically altered by inducing transient structures using ultrafast
light pulses [5]. Similarly, matter at extreme limits of temperature and pressure, similar to
conditions in the cores of stars and planets, can be created transiently in the laboratory using
intense optical pulses. The extremely intense and brief pulses delivered by X-ray FELs open
up the direct imaging of processes in these systems, which previously could only be studied by
spectroscopic means. In the biological sciences, time-resolved X-ray crystallography has eluci-
dated the atomic motions that occur on stimulation of light-sensitive proteins, with femtosecond
temporal resolution [6]. The extreme irradiance1 of the pulses may let us shrink crystal sizes all
the way down to single molecules, giving three-dimensional movies of conformational dynam-
ics and chemical reactions, and allowing the imaging of macromolecules that cannot be easily
crystallized.

X-ray crystallography is indeed the inspiration for the methods of imaging at X-ray FELs [7].
Crystallography can obtain atomic-resolution images of protein macromolecules without the
use of a lens, based on the interpretation of the coherent scattering pattern detected in the far
field. Since this method is lensless, there are no technological limitations to the achievable
resolution caused by the perfection of objective lenses that can be made. Instead, the image
is synthesized from the measured diffraction intensities. Each intensity sample is related to
the strength of each spatial frequency component of the synthesized image. The shift of each
spatial frequency component in real space is given by the corresponding phase of the diffracted
wavefield. Crucially, this information cannot be obtained by measurement. The correct im-
age, formed by the sum of the correctly positioned periodic components, cannot be synthesized
without this information. This so-called “phase problem” has been largely solved in protein
crystallography by constraining the phases through additional information about the structure
such its atomicity (if scattering to high enough resolution was obtained), protein sequence, or
known similar structure. Anomalous diffraction methods can be used to determine the loca-
tions of heavy atoms, which in turn can act as holographic references to obtain the remaining
image. This general imaging strategy works even better for non-crystalline materials, since the
information content of a continuous diffraction pattern of a non-periodic object is large enough
to completely constrain the phases, allowing ab initio reconstruction of both two- and three-
dimensional images [8, 9]. The phase retrieval algorithms in this case were first developed in
the context of electron microscopy [10] and optical remote sensing [11].

Both crystallography and diffraction measurements from non-periodic objects requires suffi-
cient spatial and temporal coherence of the illumination wavefield so that the scattered waves
from extreme points in the object interfere to create the fringe pattern on the detector that en-
codes their separation. The lack of crystallinity does come at a severe cost of diffraction signal,

1 Pulse irradiance is given in units of photons per unit area and time. It is often referred to as “intensity”, although
in crystallography that word commonly means “diffracted counts” which is the meaning employed in this chapter.
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since the integrated Bragg intensity is proportional to the number of units in the crystal [12] and
the number of repeats in even small protein crystals can number in the billions. Unfortunately
the lower signal cannot simply be compensated by longer exposure, since biological materi-
als can only withstand a limited dose before they are destroyed by the very beam that is used
to obtain the image [13]. But here the ultrafast pulses of X-ray FELs come to the rescue, by
diffracting from the sample before the effects of radiation damage have set in [14]. This concept
of “diffraction before destruction” holds to atomic resolution, at doses over 1000 times higher
than can be tolerated by slow exposures [15,16]. The development of this imaging technique is
following two tracks: application to unique structures, such as cells or soot particles, that can
only be imaged in a single shot; and to reproducible objects, such as viruses, macromolecular
complexes, and protein nanocrystals, and where signals can be accumulated over many copies
in a rapid series of diffraction measurements. These are extremely active fields of research, and
progress has been accelerating as more hard X-ray FEL facilties have been brought on-line.

In this lecture, brief descriptions of coherent scattering and iterative phasing techniques are
given, showing how 2D and 3D images of finite-sized non-periodic objects can be recovered
from diffraction data. Examples of the application of this technique are presented from experi-
ments carried out at the FLASH soft X-ray FEL in Hamburg and the LCLS, and the research of
single-particle diffractive imaging and “diffraction before destruction” is summarized, including
computational and experimental investigations of the rate of perturbation of a structure under
intense X-ray illumination. A new method of the crystallography of disordered macromolecu-
lar crystals is introduced, whereby “single molecule” diffraction is obtained by considering the
crystal as an ensemble of aligned molecules.

2 Coherent Scattering from Isolated Objects

The interaction of x-rays with matter can be described by the inhomogeneous Helmholtz equa-
tion,

(∇2 + k2)ψ(x) = Φ(x)ψ(x) (1)

for an incident plane wave of wavelength λ or wavenumber k = 2π/λ. The scattering potential
of a static and non-magnetic object may be expressed as

Φ(x) = k2(1− n2(x)) = 4πreρ(x) (2)

where n is the refractive index, re the classical radius of the electron, and ρ(x) the electron
density of the object. In the Born approximation the solution to (1) is of the form

ψ(x) = eik · x+
eikr

r
f(Q) (3)

where
f(Q) = −re

∫
ρ(x) exp(iQ · x) dx. (4)

and Q = k′ − k is the photon momentum transfer. The physical picture that explains the form
of the scattering factor f(Q) is shown in Fig. 1 (a). A ray scattered in a direction k′ from a
point x1 will acquire a path difference of �1 = (x1 · k̂′ − x1 · k̂) relative to a ray scattering
from the origin O, where k̂ are unit vectors. This is the difference of the lengths of the thick
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Fig. 1: The far-field scattering geometry and the Ewald-sphere construction.

lines in Fig. 1 (a). The accumulated phase will therefore be φ1 = (2π/λ)�1 = x1 · Q. The
point scatterer itself may cause a modification to the wave by the complex constant f1, giving
a scattering f1 exp(iφ1) = f1 exp(ix1 · Q). Equation (4) is simply the integration over all
scatterers in the object. The object’s electron density is assumed to be continuous, although it
can certainly be atomistic and may possess translational periodicity (i.e. be a crystal).

Equation (4) states that the scattering amplitude f is given by the Fourier transform of the
electron density. That is, the strength of diffraction in the direction kout only depends on the
Fourier component ρ̃(q), where we define the Fourier transform (in three dimensions) as

g̃(q) ≡ F{g(x)} ≡
∫

g(x) exp(ix · q) dx. (5)

This component is a particular spatial frequency in the object, which may be thought of as a
volume grating of a particular wavenumber |q| and direction q̂. From Fig. 1 (b), it is seen that
the magnitude of the momentum transfer Q is given simply by

|Q| = 2|k| sin θ =
4π

λ
sin θ (6)

for a scattering angle 2θ, and that due to the conservation of k (that is, elastic scattering) the
vector Q lies on the surface of a sphere (called the Ewald sphere). We see from the diagram
in Fig. 1 (b) that the scattered ray appears to reflect at an angle θ from a plane normal to
Q. That is, the ray reflects from the volume grating which is tilted at the angle θ relative
to the incoming wave-vector. The ray only reflects if the period of the volume grating, d =
2π/|Q| satisfies Eqn. (6), which is to say d = λ/(2 sin θ) which is well recognized as Bragg’s
law. We stress that although Bragg’s law and the Ewald sphere construction are well known
concepts in crystallography, there is no requirement of periodicity of the object in the derivation
or application of these concepts.

A typical coherent diffraction experiment illuminates a sample of electron density ρ(x) (or
refractive index n(x)) with a quasi-monochromatic plane wave and measures the diffraction
pattern in the far field with a planar detector (such as a bare CCD or pixel-array detector). This
is a measure of the intensity of the wavefield, given by

I(Q) = I0 Ωp P r2e |ρ̃(Q)|2 , (7)
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ba c

Fig. 2: Diffraction data collected from a 3D test object, showing (a) a diffraction pattern
recorded at a single orientation, (b) 3D diffraction intensities collected at orientations from
−70◦ to +70◦, and (c) the reconstructed volume image [9].

for pixels of solid angle Ωp, and where P is the polarization factor. The mapping from pixel
coordinate to Q is easily obtained by the geometry shown in Fig. 1 where k′ points in the
direction of the pixel. Note that a single exposure in this geometry records only information
about the object for spatial frequencies that lie on the Ewald sphere. Other frequencies are
missing in the measurement and the only way to record the full 3D information is to record
additional diffraction patterns for different orientations of the object relative to the incident
beam. Rotating the sample rotates its Fourier spectrum such that it sweeps across the Ewald
sphere. From the point of view of the object, the measurements at different orientations can be
thought of as orienting the Ewald sphere at different rotations (about the point q = 0) so that it
samples the 3D intensities |ρ̃(q)|2. An example of 3D diffraction data collected at a synchrotron
beamline is shown in Fig. 2.

Since the sample is completely destroyed by the interaction with a single high-irradiance FEL
pulse, one object can only give rise to a single measurement (or possibly multiple simultane-
ous measurements). Full 3D information therefore requires combining many diffraction pat-
terns, each from a different orientation of an identical copy of the object. Combining data
from many patterns is also needed to increase the overall signal. A calculated single molecule
diffraction pattern is shown in Fig. 3 for an incident pulse fluence of 1012 photons focused to
a 0.3-µm diameter spot at 8 keV photon energy (106 J/cm2), corresponding to an irradiance of
3 × 1019 W/cm2 with a pulse duration of 30 fs. The pattern is noisy because of low photon
counts (most detector pixel values are zero or one photon count). Therefore, even with the ex-
tremely high irradiances from an X-ray FEL, some averaging of the signal from many particles
is required to increase the signal to noise ratio even at a single orientation. The photon count
per pixel of solid-angle Ωp per shot, averaged over shells of Q, for biological material can be
estimated by

〈I(Q)〉Q = I0 Ωp P r2e
〈
|ρ̃(Q)|2

〉
Q
= I0 Ωp P r2e Natom |f(Q)|2, (8)

where Natom are the number of atoms in the molecule, and f is an average atomic scattering fac-
tor (e.g. close to that of carbon). Full diffraction information requires sampling at the Shannon
rate ∆qS as described in Sec. 2.1 on p. 7.9. In this case we have Ωp ≈ (λ/4π)2∆q2S = (λ/4w)2
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Fig. 3: Calculated diffraction pattern of a single cow pea mosaic virus (CPMV) particle for 1012

incident photons focused to a 0.3-µm diameter spot, at 8 keV photon energy.

for a particle of width w, or

〈I(Q)〉Q = I0 P r2e
Natomλ

2

16w2
|f(Q)|2. (9)

Equations (8) and (9) assume that the positions of atoms are completely uncorrelated, which
is approximately true at resolutions approaching the atomic scale. They give an estimate of
average counts per pixel per particle for a single shot. For the CPMV particle, of width w =
31 nm, we obtain 〈I(Q)〉 = 0.04 photons per Shannon pixel, indicated by the red line in the plot
of Fig. 3. We see from Eqn. (9) that there is a large incentive to perform measurements at as long
a wavelength as possible that can support the desired resolution, and that the scattering signal is
not strongly dependent on the size of the object, since Natom ∝ w3. With this model we find that
biological particles of around 10 nm diameter require a pulse fluence of 1013 photons/(0.1µm)2

for an average of 0.1 photon per Shannon pixel at a resolution of 3 Å and a photon energy
of 8 keV. For a pulse duration of 30 fs this requires the exceptionally high irradiance of 4 ×
1021 W/cm2, the effect of which is examined in Sec. 3. At 3 keV photon energy, the required
irradiance is reduced to 2× 1020 W/cm2, although the increased photoabsorption cross section
at this photon energy leads to faster destruction of the object (requiring even shorter pulses,
below 10 fs). The signal level of 0.1 photon per Shannon pixel is higher than required by the
averaging and assembly procedures discussed in Sec. 4.

2.1 The Phase Problem

The reconstruction of a 2D or 3D image of the electron density ρ(x) requires the inversion of
Eqn. (7). While the modulus of the Fourier amplitudes can be obtained from

√
I(q), the phases

are missing. That is, we know the strength |ρ̃| of each volume grating (of a specified period
and direction given by q) in the image, but not how these gratings are shifted with respect to
each other. If the phases are known then the synthesized image is a coherent sum of these
properly-positioned frequency components, which is simply the inverse Fourier transform of
ρ̃(q):

i(x) = F−1{ρ̃(q)} ≡
∫

ρ̃(q) exp(−iq · x) dq. (10)
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In the case of reconstructing an image from a single diffraction pattern, this image synthesis is
the same as would be carried out by a perfect lens. The lens of course avoids the need to retrieve
phases, since it acts upon the far-field wavefield incident on its pupil, and in a microscope the
image intensity is directly measured, not the far-field pattern. The resolution of the lens-based
image is equivalent to that retrieved from the diffraction pattern if the acceptance of the lens is
the same as the angular extent of the recorded diffraction pattern. For example, a diffraction
pattern that extends to a scattering angle of 2θ will resolve spatial periods in the object as small
as d = λ/(2 sin θ). Similarly the lens-based image (of a coherently illuminated object) has
a resolution commonly expressed as d = λ/NA = λ/ sin(2θ), where NA is the numerical
aperture of the lens.

Note that just having a detector of large angular extent does not necessarily guarantee a high-
resolution image. The high-angle diffraction data of course must be detected above noise. The
same is indeed true for a lens-based microscope, where the resolution of the image might not
fulfill that expected by the numerical aperture of the lens. An estimation of the resolution in
an X-ray or electron microscope is obtained by examining the Fourier spectrum of the recorded
image. For our “lensless” imaging method we can look directly at the recorded diffraction
pattern, although the resolution of the image will depend upon the reliability of the phases
obtained. Methods of estimating this from the reproducibility of retrieved phases have been
developed [17], but this does not necessarily mean the phases are the correct ones. Perhaps
the most satisfactory way of estimating resolution is based on comparing images (or diffraction
phases) retrieved in separate measurements, as is common in crystallography and single-particle
electron microscopy.

The coherent X-ray diffraction data in Fig. 2 contains 512× 512× 512 pixels, or measurements
of Fourier amplitudes,

√
I(q). Inversion to an image in this case requires the recovery of over

108 phases. The retrieval of these phases depends upon the observation that the number of
independent measurements may exceed the number of degrees of freedom describing the image.
A much simpler example is the diffraction pattern of a pair of point scatterers, separated by a
distance w, and measured to a resolution Qmax = 2π/d. In one dimension there are only four
values to describe this object: the distance between the points, the moduli of the scattering
strengths of both points, and the relative phase between them. From Eqns. (4) and (7) the
diffraction pattern is a fringe pattern

I(Q) ∝ |ρ̃(Q)|2 =
∣∣a1eiφ1 + a2e

iφ2 exp(iw ·Q)
∣∣2 = a21+a22+2a1a2 cos(wQ−φ1+φ2), (11)

which has a period Qp = 2π/w and a contrast (Imax − Imin)/(Imax + Imin) = 2a1a2/(a
2
1 + a22).

The fringe pattern is also shifted from the origin by the phase difference φ1 −φ2. The measure-
ments of these quantities, and the overall strength of the diffraction pattern is enough to retrieve
the amplitudes of the scatterers although there is an ambiguity in the sign of the phase difference
and in which point has amplitude a1. In this example, the number of measurements matches
the number of degrees of freedom in the image (ignoring the trivial differences just mentioned).
Consider now an object consisting of three points in a row, each separated by w. This will give
diffraction fringes spaced by 2π/w due to interference between the scattering from the extreme
points, as for the two-point case, and also at half that period, π/w, from interference of scatter-
ing from neighboring points. In this case it is not possible to uniquely assign the strengths and
phases of the points. For example, the two objects O1 = {1, 4, 4} and O2 = {2, 5, 2} have equal
diffraction patterns, where the three values are the scattering amplitudes of the three equally-
spaced points (see Fig.4 (a)). In fact, the 3-point problem generally has two solutions, since
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Fig. 4: (a) Two different 3-point objects (top) have the same 1D diffraction pattern (center) and
spectrum of diffraction intensities (or autocorrelation) (bottom). (b) This equivalence is broken
by interference between objects in different directions, introduced in two or more dimensions.
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{1, a + b, ab} and {a, 1 + ab, b} generate the same pattern. Therefore, image reconstruction is
not generally unique in one dimension. In two dimensions it has been shown that the solution is
most likely unique, except for rare and special cases [18]. This is essentially due to the fact that
for each line in a 2D image there are orthogonal line images that constrain the image values. For
example 5-point 2D objects constructed from the sequences O1 or O2 can be distinguished from
each other through the difference in strength of the diagonal fringes in the patterns as shown in
Fig. 4 (b). While it may be possible to construct two or more 5-point 2D objects with the same
pattern, these are unusual cases. Image reconstruction is even more robust in three dimensions.

The frequencies in the intensity pattern are represented by its Fourier spectrum Ĩ(x). This real-
space function is proportional to F−1{|ρ̃(q)|2} = ρ(x) ⊗ ρ∗(−x), the autocorrelation of the
electron density (as obtained from object spatial frequencies on the Ewald sphere in the case
of a single coherent diffraction pattern). We saw in the case of the two-point object that the
diffraction pattern consists of just two frequencies: the zero frequency (a dc term) and one of
period 2π/w. Ĩ(x) gives the phase and amplitude of these frequencies, as well as the negative
frequency which adds no further information since Ĩ(x) is Hermitian, Ĩ∗(−x) = Ĩ(x). The
image retrieval problem is equivalent to finding a compact function ρ(x) from its autocorrelation
function. Each sampled Ĩ(x) is dependent on all pairs of image points whose positions differ
by the vector x.

The simple examples of the point objects illustrates some of the requirements in measuring
diffraction data and hints at how the missing phases are encoded in the diffraction pattern. An
object of maximum width w will give rise to fringes of finest period 2π/w in the diffraction
pattern. The diffraction pattern is therefore band-limited, and from Shannon’s sampling theo-
rem the complete intensity field is determined from greater than two equally-spaced samples
for every 2π/w period: ∆q > ∆qS = π/w (where we refer to ∆qS as the Shannon sampling
interval) . Collecting samples at finer intervals than π/w does not provide any more information
(although in practice there are reasons to do so, discussed below). For a resolution qmax = 2π/d,
there are NS = 2qmax/∆qS = 4w/d Shannon samples (if the diffraction pattern is measured
from −qmax to +qmax). The Shannon sampling interval in real space is ∆xs = d/2, and so
the minimum real-space field of view that can be retrieved from adequately-sampled diffraction
data is NS ∆xs = 2w, twice the width of the compact object. The diffraction pattern from a
general 1D complex-valued object of width w will consist of NS = 4w/d independent measure-
ments, for a resolution of d. The number of degrees of freedom in the complex-valued image
is 2w/∆xs (a real and imaginary value per each of the w/∆xs real-space samples). This is
exactly equal to the number of Shannon samples in the pattern, which is a necessary condition
to retrieve a unique image (although, as demonstrated above, not a sufficient condition). In
2D, an object of square support of width w gives rise to N2

S independent measurements in its
diffraction pattern, needed to recover 2(w/∆xs)

2 = N2
S/2 image coefficients. In 3D there are

four times as many independent measurements as unknowns. Another way of viewing this is
that the region in real space that is constrained becomes a larger fraction of the sampled space
as the number of dimensions increases: outside the support we know that the image amplitude
is zero.

The ratio Ω, of the number of independent measurements to the number of independent image
coefficients, appears to be a good indicator of the ability to reconstruct the image [19]. The
shape of the object’s support can increase this overdetermination ratio, with non-convex shapes
and those without centrosymmetry leading to higher values . For example a triangle support
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gives Ω = 3 in 2D, compared with Ω = 2 for a square. Objects with well-separated components
are generally easier to reconstruct. A 2D object support consisting of two squares of width w
with their center points separated by > 2w has Ω = 3 since the autocorrelation support consists
of three squares of width 2w. The ratio Ω is increased further when when one of the components
is smaller than the other, approaching the case of Fourier transform holography as one of the
components approaches a delta function (see [20]). The autocorrelation vectors of magnitude
greater than the width of either of the components must be due to pairs of image points in
separated components, which further constrains the reconstruction.

Note that a crystal consisting of identical objects arranged in a cubic lattice of width w gives rise
to Bragg peaks separated by ∆qB = 2π/w, which is twice the Shannon sampling rate ∆qS (the
underlying molecular transform is under sampled in each dimension by a factor of 2 relative to
the Shannon rate). In this case the number of unknowns to be retrieved is twice the number of
independent measurements in 3D, Ω = 1/2, which explains why solving the phase problem for
crystals is more difficult than for non-periodic objects. Non-crystallographic symmetry (where
two or more copies of a molecule occur in the crystal which are not related by the symmetry of
the lattice) and changing the unit cell parameters by swelling are two methods to increase the
number of independent measurements to improve phasing efforts. In many cases the molecule
does not fill the entire volume of the unit cell and the smooth solvent region reduces the number
of coefficients to recover. In large complexes this solvent volume can reach as high as 80%,
which would increase Ω from 1/2 to 1.25 (if the support of the molecule was known). In
other instances, some proportion of the molecular structure may be known (e.g. an unknown
drug fragment bound to a known target), which may significantly change the balance of known
parameters to retrieved phases.

2.2 Iterative Phase Retrieval Algorithms

Reconstructing an image from a coherent diffraction pattern of an isolated object requires re-
trieving the diffraction phases, utilizing the constraint that the real-space image ρ(x) is zero
outside its support, plus any other constraints that can be applied. Iterative algorithms suc-
cessively apply operators with the aim to converge to the image which is contained within the
support and whose Fourier spectrum matches the measurement.

The simplest iterative scheme is Fienup’s Error Reduction (ER) algorithm [11], which begins
from the square root of the measured diffraction intensities and a random guess of the phases:
ρ̃′1(q) =

√
I(q) exp{iφ(q)}. The image ρ′1(x) is then formed by an inverse Fourier transfor-

mation. This image will not be zero everywhere outside the actual support S of the object. The
estimate ρ2(x) is obtained by setting ρ′1(x) to zero outside S. This is transformed to ρ̃2(q) which
will no longer be in agreement with the measured Fourier amplitudes. An update is formed by
setting ρ̃′2(q) =

√
I(q) exp{iφ2(q)}, where φ2(q) are the phases from ρ̃2(q). This procedure is

then iterated, ideally until both sets of constraints are satisfied.

The image can be represented by a vector in an N -dimensional vector space, where N is the
number of pixels (or voxels) in the image. The complex amplitude at each pixel gives the value
of the vector along each corresponding dimension. In this representation the ER algorithm can
be written as

ρn+1(x) = PS PM ρn(x) (12)
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where the projection operators are given by

PS ρ(x) =

{
ρ(x) if x ∈ S

0 otherwise.
(13)

and

P̃M ρ̃(q) =

√
I(q)

|ρ̃(q)|2
ρ̃(q) (14)

with
PM = F−1 P̃M F . (15)

Projection operators have the property that P 2 = P . Orthogonal projection operators further-
more project a vector ρ to the closest point of its subspace, such that the Euclidean distance
‖Pρ − ρ‖ is minimised, where ‖ · ‖ is defined as the sum of the square moduli of the vector
components. Error metrics describing how well the modulus and support constraints are satis-
fied can be expressed as distances εS = ‖PSρ − ρ‖ and εM = ‖PMρ − ρ‖, respectively. It is
clear from these definitions that an iteration of PS PM will always decrease the errors εS and
εM , which is why Fienup called this the Error Reduction algorithm. However, this algorithm
has no method to escape from local minima, which would require a step that increases these
metrics. Numerous algorithms have been proposed to overcome the stagnation problem inher-
ent in the ER algorithm, of which the most popular is the hybrid input-output (HIO) algorithm
[11], which can be expressed as

ρn+1(x) = (PS PM + (I − PS)(I − βPM))ρn(x), (16)

in the case when a only a support constraint is applied in real space. Here I is the identity
operator. Inside the support, where (I − PS)ρ = 0, the modulus constraint is applied as in the
ER algorithm. Outside the support, instead of setting ρ to zero to exactly satisfy the support
constraint, the iterate ρn+1 is formed by subtracting βPM ρn from ρn, where β is a constant
usually in the range 0 to 1. The inspiration for this algorithm comes from control theory, with
the idea to provide a negative feedback to the operation of applying the modulus constraint.
The input to PM is compensated at those points where the support constraint is violated. This
allows the algorithm to escape local minima. Often several iterations of ER are inter-dispersed
between HIO steps. Other algorithms improve the convergence rate by taking bigger steps
in image space or altering the search strategy, as explained and reviewed by Marchesini [21].
Reconstruction problems become more feasible when the number of independent measurements
can be increased for a given object at a particular imaging resolution (described by a particular
number of unknowns). Likewise, improved reconstructions can be obtained by transforming
the object into a representation that requires fewer unknowns to describe it [22]. At atomic
resolution, a representation of a molecule as a collection of atoms, rather than an array of
electron density, may require less parameters to recover, for example.

Iterations proceed until the error metrics converge. The final iterate is not necessarily equal to
the solution, ρ̄, which is the intersection of the two sets, ρ̄ = PS ρ̄ = PM ρ̄ [23]. The solution
can be found from ρ̄(x) = PM ρn(x). Due to measurement noise a single true solution cannot
be distinguished from a family of images that satisfy all constraints to within the the errors. An
average solution can be determined by continuing the iterations and generating solutions say
every 100 iterations, or by rerunning the algorithm from random phases [24]. This average is
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it is continually updated by thresholding the intensity of a
blurred version of the current estimate of the object under
reconstruction. Thresholding traces the boundary of the ob-
ject at a given intensity contour. The blurring acts to smooth
out noise and provides a form of regularization. In turn,
through the normal behavior of the HIO algorithm, the im-
proved support constraint gives rise to yet a better estimate
of the object. We find that this method is very stable, and
converges to the correct support and object for both simu-
lated and experimental x-ray-diffraction data. The algorithm
also successfully reconstructs complex objects �those that
cause large variations in the phase of the exit wave field in
two dimensions�, which hitherto have been experimentally
difficult to reconstruct.8,9,13 This opens up the possibility of
image reconstruction from microdiffraction patterns, where
the illumination is tightly focused on the object.
Details of the algorithm are as follows. We start from the

autocorrelation function of the object. This real-space map,
obtained by Fourier transforming the diffraction pattern, dis-
plays all ‘‘interatomic’’ vectors, with peaks for all vectors
between isolated objects, shifted to a common origin. It con-
tains many more peaks than the object, and, even for an
acentric object, possesses a center of inversion symmetry.
Since the object must fit within the autocorrelation function,
our first estimate of the support is a mask obtained from this
function using a contour at the 4% intensity level. Both the
correct object density and its centrosymmetric inversion fit
within this initially centric mask, however, inversion symme-
try is progressively lost as the algorithm converges. We then
apply the HIO algorithm with feedback parameter ��0.9
and the real-space support given by the calculated mask. We
obtain the part of the diffraction pattern covered by a central
beam stop from the transform of the current estimate of the
object. Low-frequency components are treated as free param-
eters. Every 20 iterations we convolve the reconstructed im-
age �the absolute value of the reconstructed wave field� with
a Gaussian of width � �full width at half maximum of
2.3548�) to find the new support mask. The mask is then
obtained by applying a threshold at 20% of its maximum.

The width � is set to 3 pixels in the first iteration, and re-
duced by 1% every 20 iterations down to a minimum of 1.5
pixels. Similarities of the original Gerchberg-Saxton algo-
rithm with the ‘‘solvent flattening’’ method suggest that this
method could be extended to crystallography.
We have tested the method using two-dimensional experi-

mental data as well as two- and three-dimensional sets of
simulated data. The experimental soft x-ray transmission dif-
fraction pattern from two clusters of gold balls of 50
�5 nm diameter deposited on a silicon nitride window was
recorded at the Advanced Light Source at the Lawrence Ber-
keley Laboratory, using soft x rays with a wavelength of 2.1
nm.21,22 In Fig. 1 we present the experimental diffraction
pattern and the sequence of images produced by the algo-
rithm as it converges. As shown in the first step, the algo-
rithm starts with a support mask with perfect inversion sym-
metry. After a few iterations the symmetry is broken. First,
one of the three regions of the mask disappears, and then the
support envelope shrinks progressively around the gold ball
objects. Finally, a stable solution showing excellent agree-
ment with a scanning electron microscope image of the same
object is obtained. The solution also agrees well with a pre-
vious reconstruction by a different method.21 Note that we
would not expect a perfect match between the electron and x
ray images, since image formation processes are different for
electrons and x-rays. Repeated computational trials have all
shown the same degree of convergence to the correct image
or its centrosymmetric inversion. Although after a few hun-
dred iterations the algorithm always converged to the correct
image �independent of the initial random choice of phases�,
as iterations were carried further both the support and the
image show arbitrary displacements due to the translational
invariance of the solution.
To further assess the validity of the algorithm we have

tested it on several sets of simulated diffraction patterns from
gold spheres and gray-scale images. The simulations all in-
clude noise and the loss of data due to a central beam stop.
They show that the algorithm is successful to the same de-
gree as the standard HIO algorithm with tight support. As

FIG. 1. Image reconstruction from an experimental x-ray-diffraction pattern. �a� X-ray diffraction pattern of a sample of 50-nm colloidal
gold particles, recorded at a wavelength of 2 nm. �b–e� shows a sequence of images produced by the algorithm as it converges. Number of
iterations: 1 �b�, 20 �c�, 100 �d�, and 1000 �e�. The reconstruction progresses from the autocorrelation function in �b� to an image in �e� with
a steady improvement of the support boundary �shown at the bottom of each frame�. For comparison, a scanning electron micrograph of the
object is shown in �f�. The scale bar length is 300 nm and the resolution of our reconstructed image is about 20 nm.
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Fig. 5: Image reconstruction from the coherent diffraction pattern in (a). The process starts
from zero phases, giving the autocorrelation of the image, in (b). The first support is obtained
by a threshold of this image. As phase-retrieval iterations proceed the support is re-estimated,
as shown in (c) to (e). An SEM image of the object is in (f). From [8].

unique, and is perhaps the best estimate of the true image that could be obtained from the data.
The procedure also allows us to determine the reliability of the retrieved phases. Diffraction
phases that always reconstruct to the same value will add complex amplitudes constructively,
whereas the sum of amplitudes with random phases will tend to zero. By comparing the mod-
ulus of this average to the square root of the measured diffraction intensities we obtain a value
at each diffraction pixel that is < 1 and only equal to 1 when phases are exactly consistent.
This value tends to decrease with increasing resolution due to the fact that diffraction ampli-
tudes decrease with resolution and are more influenced by noise. This ratio indicates how well
the spatial frequencies of the image are represented in the phasing process and is accordingly
referred to as the phase retrieval transfer function (PRTF). The average solution can be thought
of as the true solution imaged through an optical system with a transfer function given by the
PRTF. When performing the average the constant phase term must be normalized to the same
value for each solution, otherwise the PRTF will be < 1 for the zero frequency (representing
an attenuating optical system). Other low-order aberrations including wavefront tilt (displace-
ment of the image), defocus, and Seidel aberrations such as astigmatism and coma, can also
be removed from each solution before determining 〈ρ̄〉. Since these types of aberrations only
cause blurring or shifting of the image, they are not fully constrained by a loose support, unless
a positivity constraint is applied (the out of focus image of a positive-density object will have
negative amplitudes) [25].

When imaging at hard X-ray wavelengths away from atomic resonances, or imaging binary ob-
jects at any wavelength, a positivity constraint can be applied to the real-space image values.
With soft X-rays (photon energies below about 1 keV) most interesting objects are complex val-
ued. In this case, a successful reconstruction requires a support constraint that closely matches
the actual boundary of the object, since with a loose support an out-of-focus image would be
a valid solution. However, it is unlikely that the support is known to such accuracy. March-
esini noticed that the tighter the support constraint the better the reconstruction, leading him
to propose the Shrinkwrap method [8]. As illustrated in Fig. 5 this adds a dynamic support
constraint to an iterative transform algorithm, where the support is updated occasionally based
on the current reconstruction. Image pixels below a certain threshold of a blurred version of
the current reconstruction are treated as being outside the object. Starting from the support of



Coherent Imaging D7.13

the image autocorrelation, the support tends to gradually shrink to the boundary of the object,
improving the reconstruction as it does so (which then gives an improved estimate of the sup-
port). A stopping criterion must be added otherwise the method tends to over shrink; when this
happens the error εS increases abruptly, allowing this transition to be determined.

In many experimental situations, especially single-shot imaging at X-ray free-electron lasers,
there are missing data at low scattering angles near the zero-order beam. Unless the sample has
been designed to be mostly absorbing (as can be achieved in imaging magnetic domains in thin
films, for example) the zero-order beam will be extremely intense, and is usually managed with
a beam stop or a hole in the detector. If this missing region is as small as a single speckle, only
the overall scattering strength of the object is lost. As this region increases more information is
lost, often causing iterative algorithms to fail. When only a support constraint is applied, there
will be particular modes that are neither constrained by the diffraction measurement nor the
support [24]. However, it is possible to reconstruct images missing these low frequencies, just
as a lens with an annular pupil will give rise to high-pass filtered images [26].

2.3 Coherence and Detector Requirements

Reconstructing images of non-periodic objects from their X-ray diffraction patterns has often
been found to be more problematic than experienced in computer simulations or visible light
experiments. This may be due to the fact that most X-ray experiments have been carried out
with partially-coherent beams. The van Cittert-Zernike theorem states that the mutual coherence
function of a beam propagating from an incoherent source is given by the Fourier transform of
the source intensity distribution. Application of this theorem to an object illuminated by this
partially-coherent beam shows that its far-field diffraction pattern is given by

I(q) = |ρ̃(q)|2 ⊗ p(q) (17)

where p is the spatial distribution of the source, such that its angular extent is given by p(4πθ/λ).
More generally, in the Gaussian-Schell model the source can described in terms of mutually in-
coherent modes and the diffraction pattern is then the sum of intensity patterns arising from
each mode. The image reconstruction as described in the previous section assumes full coher-
ence, with p(q) = δ(q). As can be seen from Eqn. (17) the effect of the source is to reduce the
contrast of the diffraction pattern, and in particular causing the zeroes in the intensity pattern to
have positive values. This causes problems in assigning phases to the values

√
I(q) since there

will be a discontinuity from negative to positive diffraction amplitudes.

The effect of the finite width of detector pixels is also a convolution, given by Eqn. (17), where
p(q) is now the pixel sensitivity. The decrease in fringe contrast in the diffraction pattern causes
a modulation of the autocorrelation by the function p̃(x), the modulation transfer function of
the detector or the mutual coherence function of the source . The width of this function (i.e. the
transverse coherence length) must be significantly wider than the width of the object autocor-
relation, or twice the largest diameter of the object. For example, a square-pixel detector that
is fully sensitive across its area (which is approximately the case for CCD detectors) will not
detect the finest fringes in the pattern when the pixel spacing matches the Shannon sampling
rate. That is because a pixel integrates over half a period of these finest fringes, which will be
exactly equal to the integration over the other half period in its neighboring pixel. Improved
estimates of the Shannon samples are obtained by increasing the pixel density.
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Often the function p can be estimated or measured so that the diffraction pattern contrast can be
corrected. This deconvolution is carried out by dividing the autocorrelation Ĩ(q) by the MTF
p̃(q), a high-pass filtering operation. Since this deconvolution procedure can amplify noise,
following Whitehead et al. [27] we could propose to convolve the current iterate with p before
comparing with the measurement to update the modulus of ρ̃, by replacing Eqn. (14) with

P̃M ρ̃(q) =

√
I(q)

|ρ̃(q)|2 ⊗ p(q)
ρ̃(q). (18)

In this way the moduli are updated by first computing the partially-coherent diffraction pattern
that would arise from the current estimate of ρ(x), and comparing this with the measurement
I(q). Equation (18) is not a projection operator, since repeated application may continue to
change ρ. The modal method for reconstruction of images from partially-coherent diffraction
patterns derived by Whitehead et al. [27] has nevertheless been found to substantially improve
the success of image reconstructions using experimental data, even for X-ray FEL experiments
with beams that are almost fully spatially coherent. When the width of p is small enough that the
highest period fringes discerned in the pattern are due to the most distant inter-object separation,
then even rough estimates of p lead to improved reconstructions.

The assumption of quasi-monochromaticity inherent in the discussion up until now requires a
bandwidth spread ∆λ/λ < 1/NS . This condition can be relaxed if the spectrum is known such
that the polychromatic diffraction pattern due to the current estimate of ρ(x) can be calculated
[28], in a similar treatment to partial spatial coherence. Additionally, the framework of partial
coherence can be applied to changes in the sample itself, either due to X-ray induced damage
[29] (and see below) or sample motion [30].

3 Outrunning Radiation Damage

3.1 Diffraction Before Destruction

As mentioned in the Introduction, recording diffraction from non-crystalline material requires
a vastly greater exposure than required for crystalline material. The limitation to acquiring
high-resolution diffraction information is due to radiation damage: the very radiation used to
determine structure impairs that structure. The dose (energy per unit mass) that cryogenically
cooled biological material can withstand is about 30 MGy before changes are observed in the
molecular constituents of the sample. By using pulses shorter than the timescale of radiation
damage processes, we can literally outrun damage and increase the dose by many orders of
magnitude [14] . With short-pulse X-ray FEL radiation at high irradiance (1018 to 1021 W/cm2

or doses up to 100 GGy at 8 keV photon energy) the high degree of ionization of every atom in
the sample will cause an isolated object to Coulomb explode, yet the inertia of atoms provides
on the order of 10 fs before atomic displacements will significantly alter the diffraction pattern
at atomic resolutions. The electron density of ions is of course lower than neutral atoms, and this
ionization will also give rise to modification to the pattern even before atomic motion occurs.

This method of “diffraction before destruction” was first demonstrated at the FLASH FEL at
soft X-ray wavelengths [31], and has been verified to hold at atomic resolution [32]. For sam-
ples composed primarily of light elements of similar atomic weight, photoabsorption will occur



Coherent Imaging D7.15

largely randomly throughout the sample. This random sequence of ionization will on average
cause an uncorrelated (that is, Q-independent—at least at low resolution) addition of diffuse
diffraction and reduce the overall contrast. However, when heavier atoms, such as iron, are
present in the sample photoabsorption will not be isotropically distributed over the sample. In
this case the non-uniformity of this absorption of energy can lead to motions and ionisation of
particular atoms that are coordinated across many unit cells of a crystal, or are repeatable from
shot to shot. Diffraction measurements with pulses of 80 fs at photon energies both above and
below the Fe absorption edge of ferredoxin crystals at intensities of about about 1019 W/cm2,
indeed revealed such changes [33]. If large enough, the ability to make intensity-dependent
changes to specific parts of the structure (like heavy atoms) gives a new strategy to phasing
crystal diffraction [34,35], similar to the traditional method of isomorphic replacement. Calcu-
lations also indicate that phase shifts induced in waves scattering from heavy atoms near atomic
resonances still may occur under highly-ionising conditions. Despite large degrees of ionisation,
opportunities exist for phasing using an extension of the method of anomalous diffraction [34].

3.2 Diffraction Termination

Molecular dynamics calculations can give detailed simulations of the X-ray induced explosion
that take into account the initial molecular structure of samples. These calculations are com-
putationally expensive, and so are limited to small samples such as single macromolecules or
small crystals. A continuum approach applies methods developed to model dense plasmas such
as in stellar interiors (somewhat larger than a molecule), but makes the assumption that in small
regions the dynamics of the sample are isotropic. A code called Cretin was used to simulate the
structural changes at atomic resolution in small protein crystals of about 1µm diameter, em-
bedded in a water tamper [15]. The calculations make discrete time steps in which the atomic
populations and electron and photon distributions are calculated utilizing known transition rates
and opacities. These provide electron and ion temperatures, ionization states and ion colli-
sions, from which mean atomic displacements are computed, as shown in Fig. 6. The RMS
displacements are obtained from a diffusion equation where the diffusion coefficient is calcu-
lated from the ion collision frequencies and temperatures. As seen in the figure the RMS atomic
displacement σ increases approximately as t3/2 over the time t of a constant-irradiance pulse.
The explosion occurs faster for higher pulse irradiance, with σ approximately proportional to
the square root of pulse irradiance (photons/unit area/unit time) for the range of irradiance con-
sidered here. At 8 keV photon energies, this dependence continues beyond an irradiance of
1021 W/cm2 which corresponds to focusing 1013 photons in 10 fs to a spot of 0.4µm diameter.
At this photon energy and irradiance, an RMS displacement of 1 Å is reached in about 10 fs.

Each X-ray induced explosion of an identical object will be different due to the random se-
quence of ionization and atomic displacements. The diffraction signal obtained by averaging
over many instances of these explosions can be obtained through the derivation, found in several
text books (see e.g. [36]), for describing small random displacements in crystals due to thermal
motion. It is interesting to note that this common derivation makes no explicit assumption as
to whether the almost-identical objects are arranged and exposed together (as in a crystal) or
exposed in a serial fashion and diffraction intensities then summed. This is the case if there
is no spatial correlation to the displacements and hence no correlation of these displacements
from unit cell to unit cell (if considering a crystal), and that the RMS displacement within
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Fig. 6: Plot of the RMS isotropic atomic displacement σ as a function of time t during pulses
of constant irradiance as shown in the legend, for a photon energy of 8 keV. The open circles
indicate the time required to reach a fluence of 106 J/cm2 as in the simulation of Fig. 3, showing
that higher pulse power (photons per unit time) gives less damage for a given total scattering
signal. Lower resolution can tolerate longer (and therefore less intense) pulses. From [15].

a single object is the same as the RMS displacement in the whole crystal. We assume that
diffraction patterns are properly oriented prior to averaging, by the methods of Sec. 4. The
effect of isotropic displacements is to multiply the diffraction signal at a momentum transfer Q
by a factor of exp(−Q2σ2). Here σ is the RMS of the component of the displacement in the
direction of Q, equal to the 1D component of the mean displacements for isotropic displace-
ments, as plotted in Fig. 6. In our accelerating explosion, σ increases during the exposure. The
instantaneous diffraction signal at a resolution d is reduced by 1/e when σ reaches a value of
d/(2π). Displacements of only 0.5 Å terminate the accumulation of intensities at 3 Å resolution.
The summed diffraction signal from recorded patterns is the pulse-integrated signal. Following
Eqn. (7) this diffraction signal for a constant irradiance pulse of duration T is given by

I(Q) = I0 T Ωp P r2e
{
|ρ̃(Q)|2 g(Q;T ) +Natom|f |2(1− g(Q;T ))

}
, (19)

g(Q;T ) =
1

T

∫ T

0

exp{−Q2σ2(t)} dt. (20)

Here we have omitted another multiplicative Wilson factor of exp(−BQ2/8π2) to describe the
structure variation inherent in the unexposed samples, and note that the total incident fluence is
given by I0 T (in units of photons per unit area).

Equation (19) consists of two terms. The first is the undamaged diffraction pattern |ρ̃(Q)|2
modified by the dynamic disorder factor g(Q;T ), a function that decreases monotonically with
increasing Q. The second term is a slowly-varying background of scattered counts that is pro-
portional to the overall scattering strength of the sample and which increases monotonically
with increasing Q. This term is 0 at Q = 0. Thus, in general, the disordering takes scattered
counts out of the information-containing Shannon samples into a background that diminishes
the contrast. This occurs first at high Q and works its way towards lower resolution with time.
Applying the empirical time dependence observed in Fig. 6 of σ(t) = σT · (t/T )3/2, with σT
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the RMS displacement at the end of the pulse, we find

g(Q;T ) =

∫ 1

0

exp(−Q2σ2
T t

′3)dt′ =
Γ(4/3)

(Q2σ2
T )

1/3
− 1

3
E2/3(Q

2σ2
T ) (21)

where E2/3(x) is the exponential integral function of order 2/3, and which tends to zero as the
argument x increases, and Γ(4/3) = 0.89. That is, for high resolution g(Q;T ) ≈ (QσT )

−2/3.

The behavior of g can perhaps be better understood from Eqn. (20). At early times in the
pulse σ(t) is small and the instantaneous disorder factor (the integrand) is close to unity and the
diffraction pattern, proportional to |ρ̃(Q)|2, continues to accumulate. When σ reaches a value
of 1/Q this accumulation stops and the background then accumulates. This happens at a time
toff such that 1/Q = σT (toff/T )

3/2, or toff = (QσT )
−2/3 T . The proportion of the pulse that

contributes to the cooperative diffraction is given by toff/T , in agreement with the limiting value
of the integration of Eqn. (21). Pulses longer than toff do not contribute any more information
at resolutions of Q or better, and simply accumulate background for the rest of the pulse.

Heavy atoms, such as metals, in the molecule tend to have higher photoabsorption cross sections
than the majority lighter elements, and hence lead to a greater degree of ionisation than most of
the molecule. This situation is by no means random and isotropic as has been assumed in the
discussion of this section. One may initially conclude that the heavy atoms are ionised more
quickly than the surroundings and hence their scattering strength vanishes more quickly than
the surroundings. Experiments suggest another scenario, which is that the heavily ionized atom
draws in charge from the surrounding atoms, recharging that atom so that it can continue to
efficiently ionise and yet remain at a high enough electron density that it continues to efficiently
scatter [37]. In this case the structure surrounding the heavy atom might melt away during
the pulse, leaving the heavy atom to scatter disproportionally into the diffraction pattern. In
either case (atoms disappearing more quickly than the surroundings or lasting longer than the
surroundings) there is, in addition to the disorder caused by the explosion, a correlated change
in the structure over the course of the pulse. This leads to a modification of Eqn. 19, by the
modification of the average electron density ρ(r) used to compute its Fourier transform ρ̃(Q),
an incoherent addition of the diffraction of the density excess (depending on the time that it
persists), and an incoherent sum of a cross-term consisting of the interference between excess
density and the average unmodified diffraction. Such a sum of diffraction intensities can not
be represented as a Fourier transform of a single structure, nor can it be accurately modelled
by assuming a change in occupancy of particular atoms. Thus, using conventional structure
refinement procedures, this will give errors in in the recovered electron density.

Our analysis suggests that the source metric to maximize signal acquisition and accuracy is not
the total pulse fluence, but the pulse irradiance (or source power, considering that the spot size
is essentially dictated by focusing optics). If we simply increase the pulse energy (number of
photons) by proportionally increasing the pulse length, then we only increase the background
without improving the signal. Increasing the irradiance increases the rate of signal photons ar-
riving on the detector but does shorten the time toff that these photons accumulate. However,
given the linear dependence of σ2

T on pulse irradiance observed in Fig. 6 we find that the to-
tal signal scales as I0 toff ∝ I

2/3
0 . However, if irradiance is scaled higher than 1021 W/cm2

(at 8 keV photon energy) we can expect almost every electron to be stripped from every atom
in the sample. In this case the turn-off time of diffraction will not be necessarily limited by
atomic motion, but the variability in the atomic scattering factors at undisplaced atomic posi-
tions. This has no spatial correlation, and leads to a diffuse background that is independent of
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Fig. 7: (left) Average Bragg signal of Photosystem I micro crystals as a function of resolution
for different pulse durations for pulse irradiance up to 1017 W/cm2 at a photon energy of 2 keV.
(right) The ratio of the average Bragg signal to that at the shortest pulse duration, and compari-
son to ratios of the dynamic disorder factor g(Q;T ) obtained from continuum modeling of the
evolution of the RMS atomic displacements as shown in Fig. 6. From [15].

Q and a corresponding uniform decrease in the signal. In this case, our Q-independent turn-off
time will depend on the atomic relaxation processes, which are not much longer than several
femtoseconds.

Among the first experiments to be carried out at the LCLS, the world’s first hard X-ray FEL [1],
was to measure the effect of pulse duration and fluence on coherent diffraction patterns. The
samples chosen for confirming “diffraction before destruction” and mapping out the behavior
of diffraction termination were protein nanocrystals flowing in a water jet. These are biological
material and are confined in a water medium, as per the system modeled in Fig. 6. The crys-
tallinity gives a great advantage that the diffraction signal |ρ̃(Q)|2 is confined to Bragg peaks,
whereas the background due to the explosive disordering varies very slowly across the detec-
tor. The presence of discernible Bragg peaks indicates that structure at a particular length scale
persisted for some fraction of the pulse. Indeed, the measurement of the Bragg intensities as
a function of pulse duration allowed us to determine this fraction, and hence quantify toff and
σT . For even small protein nanocrystals, and pulses not very much longer than toff , the disorder
background is much weaker than the Bragg peaks. Therefore, for nanocrystallography it is not
necessary to limit pulse durations to toff . The Bragg peaks terminate when the disorder reaches
a level of σ = d/(2π) for a resolution length d. The effect of the explosion is a filtering of
the Bragg values by the dynamic disorder factor g(Q;T ), which can be corrected by dividing
the Bragg signal by an estimate of this function based on modeling of the explosion or from
measurements at several pulse durations. In addition, the method of nanocrystallography opens
up protein structure determination to samples that cannot be grown into crystals of sufficient
size or quality for standard synchrotron radiation measurements or are particularly sensitive to
radiation damage, making this a very attractive and important method for biological structure
determination [32].

Figure 7 shows measurements of the termination of Bragg peaks as a function of resolution for
different pulse durations, carried out at a photon energy of 2 keV (6 Å wavelength) on nano and
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microcrystals of Photosystem I. This is a large membrane complex involved in photosynthesis,
and chosen for those experiments primarily because of its large unit cell and because it had
proven to be a very difficult sample for conventional synchrotron measurements which required
crystals several hundred microns large. As can be seen from Fig. 7 the diffraction efficiency
was very much lower at high resolution for longer pulses compared with the shorter pulses,
simply because only the first part of the pulse contributed to the diffraction. Even so, the
diffraction patterns with 300-fs pulses gave Bragg peaks, at 1-nm resolution, that were easily
measured and well above background. The model predictions contained no fitted parameters,
and the agreement with the experimental results gives confidence of the predictions for atomic-
resolution imaging.

The large proportion of light elements in the Photosystem I complex may be responsible for
the observed isotropic disorder (of ionisation and atomic displacements). However, crystals of
smaller molecules, and specifically those with heavy atoms have shown different behaviour.
Ferredoxin molecules, mentioned above, contain two clusters that each consist of a structure
of four Fe and four S atoms. Experiments with high-intensity X-ray FEL pulses of 80 fs dura-
tion, reveal changes to the refined electron density of these clusters [33]. Molecular dynamics
simulations of the experiment predict a coordinated and reproducible motion of the S atoms
away from the heavier Fe atoms during the pulse [38]. Such effects will cause modifications to
Eqn. 19 as discussed above in Sec. 3.2. These experiments show that while such effects seem
strong enough to offer ways to help phase crystal diffraction [34], more experiments and mod-
elling are required to gain a complete understanding of the process and use this to achieve more
accurate molecular structures by the technique of diffraction before destruction.

4 Diffraction Data from Identical Particles

As we have seen, the intense and extremely brief pulses from X-ray FELs may overcome prob-
lems of radiation damage, but a single object only survives a single pulse. In the scattering ge-
ometries discussed here, this limits information collected in a single pulse to a two-dimensional
slice (on the Ewald sphere) through the three-dimensional diffraction intensities |ρ̃(x)|2. The
acquisition of full three-dimensional information requires combining data from many copies of
identical objects in different orientations. Summing data from many objects also increases the
signal beyond that available in a single-shot pattern, which is limited by the number of incident
photons per pulse as estimated by Eqn. 9. There are several ways in principle to acquire data
from multiple particles so that scattering information can be combined into a single 3D dataset.
We consider here methods in which the orientation of the particle to the frame of the laboratory
is not known a priori, referred to by Elser as cryptotomography [39].

4.1 Serial Nanocrystallography

The most familiar and most successful method for increasing the diffraction signal of macro-
molecules and their assemblies is by forming crystals of these samples . Every copy in the
crystal is oriented with respect to all others, and these are arranged in a 3D lattice which gives
constructive addition of the scattering in the particular locations of Bragg peaks. Since the real-
space electron density of the crystal is a convolution of the repeated motif with a lattice, the
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Fig. 8: The assembled diffraction data from 56,000 nanocrystal diffraction patterns of Pho-
tosystem I collected at LCLS at a photon energy of 2 keV. Figure by Thomas White, CFEL
DESY.

Fourier representation ρ̃(q) is the transform of the motif modulated by the Fourier transform of
the lattice. The total integrated signal in each Bragg peak is Nmol times greater than that of the
single particle, where Nmol is the total number of repeats in the crystal, and furthermore this
signal is concentrated into a Fourier-space volume much smaller than the Shannon volume. For
short X-ray FEL pulses, the crystalline diffraction (from structure that is correlated from unit
cell to unit cell) will always give much higher counts per pixel than the disordered background.
This background (which is also proportional to the total number of atoms in the crystal—see
Eqn. (19)) uniformly fills the detector area between Bragg peaks whereas the peaks themselves
are concentrated into approximately 1/N

2/3
mol of the area between peaks. That is, a 10× 10× 10

crystal will have peaks about 100 times above background when g = 1/2. The well-known
disadvantage of crystals, mentioned in Sec. 2.1, is that the Bragg-peak spacing ∆qB is twice the
Shannon spacing ∆qS for an object with the same width as the real-space lattice period, leading
to fewer independent measurements than image coefficients.

In serial crystallography [32], crystals of a few micrometer or smaller are delivered to the X-ray
beam in a jet of a water. A crystal is hit by chance and is situated in a random and unknown
orientation. The determination of this orientation can be readily made from the pattern itself
by indexing the Bragg peaks [40]. Several so-called auto-indexing programs have been de-
veloped for crystallography which search for a repeating lattice in the measured diffraction
pattern, knowing the mapping of that pattern onto the Ewald sphere. In the simple example of
a monoclinic crystal with different unit cell spacings in each dimension, the reciprocal lattice
basis vectors can be identified quite readily from the observed reciprocal lattice spacings and
arrangement. Each Bragg peak in the pattern can thereby be indexed by its 3D Miller index
h and thereby properly accumulated in a running sum of |ρ̃(h)|2. In this way the diffraction
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Fig. 9: Identification of common arcs of intersection in experimental X-ray diffraction patterns
taken from the same 3D nano object at two orientations. The object and diffraction data are
the same as in Fig. 2. (c) shows the difference of diffraction intensities, I1(Q)− I2(Q) and (d)
shows I1(Q)− I2(−Q). Figure by Gösta Huldt, Uppsala University.

data are built up, averaging over all crystal shapes and sizes, just as in the case for X-ray pow-
der diffraction. The difference in this case is that the summation is done in three dimensions
instead of the single magnitude of Q, giving us complete 3D information as if collecting data
from a rotating single undamaged crystal. An example of this 3D assembly is shown in Fig. 8.
One popular software pipeline for serial crystallography, developed over the last decade, utilises
the program OnDa [41] for on-line data monitoring and analysis, Cheetah [42] for processing
data after collection (for example to extract the detector frames that actually contain crystal
diffraction), and CrystFEL [43, 44] to aggregate the data into a set of structure factors.

Serial crystallography was originally developed as a way to investigate radiation damage (as
discussed in Sec. 3.2) and as a path to single-molecule diffraction (Sec. 4.2) by reducing the
size of crystals [45]. Along this path there are many fascinating opportunities. Serial crys-
tallography has enabled time-resolved measurements of protein structures at atomic resolution
and timescales below 1 ps, to reveal the isomerisation that occurs to the chromophore of a pho-
toactive protein after absorption of a visible-light photon [6]. Single-fibre diffraction, in which
single fibres are measured in a serial fashion, allows 3D structure factors to be obtained by
determining the orientation of each fibre from its weak diffraction pattern [46]. Likewise, struc-
tures have be obtained from two-dimensional macromolecular crystals, containing about 1000
molecules per exposure [47].
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Fig. 10: Diffraction from an ensemble of similarly oriented objects depends on correlations
between their positions. (left) A random arrangement of objects gives rise to the incoherent
sum of the continuous diffraction pattern of each object. (middle) A crystal with a degree of
translational disorder consists of Bragg peaks formed from the coherent sum of diffraction from
all objects, modulated by a DebyeWaller factor that describes the suppression of Bragg peaks at
resolutions greater than the disorder length divided by 2π. At those resolutions the incoherent
sum of single-object diffraction occurs. (right) A perfect crystal produces solely the coherent
sum of diffraction from the periodic array of scatterers.

4.2 Single-Particle Diffraction

Single-particle X-ray diffraction aims to carry out the same acquisition and analysis steps as for
serial nanocrystallography, without the advantage of a lattice to guide us to the orientation, and
without the addition of scattering from many unit cells that is concentrated into narrow Bragg
peaks. It is the special case of the single-unit cell crystal. It is of particular interest because
it could be applied to any series of identical objects that cannot be crystallized and allows
measurement of all independent Shannon samples for the application of the phase-retrieval
methods described in Sec. 2.2. The orientation analysis must be carried out on patterns with
much lower signal than a single photon per pixel, as is the case for pulse energies that can be
generated at X-ray FELs, such as shown in Fig. 3.

One method for determining the relative orientation of patterns is by searching for common arcs
of intersection. Since every diffraction pattern samples information on an Ewald sphere that
passes through the origin of Fourier space, any two patterns will always intersect along an arc
that also passes through the origin. If ρ(x) is real valued, as it is away from atomic resonances
and for hard X-ray wavelengths, then |ρ̃(q)|2 is centrosymmetric, and there will be another
arc of intersection when forming the centrosymmetric inversion of one of the patterns. (Note
that the diffraction pattern itself will not have centrosymmetry because the Ewald sphere is not
centrosymmetric.) These two intersections allow the identification of the relative 3D orientation
of the patterns. The identification of the two arcs does work even if the object density is not
strictly real-valued, as shown in Fig. 9. Identifying the arcs of intersection requires a minimum
signal to noise level in the patterns, which could be built up by first classifying patterns into
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groups of similar enough orientation that they can be summed together without knowing their
relationship to other patterns. This is the approach common in the similar method in cryo-
electron microscopy, where noisy real-space images are first classified into groups of similar
images and then the class averages are oriented. It has been found that when working directly
with diffraction amplitudes, however, that the process of correlation and orientation can be
merged into one process. Recent computational experiments [48] suggest that the correlations
between pairs of patterns can be made on arcs, from which a consistent set of orientations for
all patterns can then be found. After arbitrarily fixing the orientation of one pattern, N − 1
estimates of the orientation of each of the remaining N − 1 patterns can be obtained. This
procedure makes use of all correlations between pairs of patterns.

Other analysis methods for cryptotomography include the expansion-maximization-compression
(EMC) framework and topological mapping [49]. The EMC method seeks to build up a model
W (q) of |ρ̃(q)|2 by placing the two dimensional diffraction pattern measurements over a dis-
tribution of their most likely orientations. The method is iterative, starting from unknown ori-
entation assignments. In each iteration, the model W is expanded into diffraction patterns that
would arise from such an object over a finite set of predetermined uniformly distributed orien-
tations. The maximum likelihood step follows in which the model is changed to best agree with
each of the model tomograms. In the final compression step the model tomograms are made
consistent with a single updated model W ′(q). This method has successfully been applied
to reconstruct the relatively simple 3D diffraction data of ellipsoidal iron oxide nano-particles
measured at the FLASH FEL [50]. Elser has determined the lowest signal limits required to
carry out such a procedure and finds that objects can be recovered at counts considerably less
than a single photon per pixel per pattern [39]. A method that appears conceptually different
(but is related [51]) is a topographic mapping approach. Utilizing the concept described in
Sec. 2.2 of a diffraction pattern as a vector in a finite-dimensional vector space, it is noted that
the diffraction patterns (or images) obtained at different orientations must map out a continuous
3D manifold in that higher-dimensional space. Using generative topographic mapping methods,
in which this manifold is mapped out from noisy measurements, Fung et al. [52] recovered the
structure of a molecule from simulated patterns with less than 0.04 counts per pixel.

4.3 Diffraction from Crystals with Translational Disorder

As compared with single-molecule diffraction, crystallisation provides a huge amplification of
the molecular diffraction at the cost of loss of information. However, there are other ways to
design experiments that may give sufficiently sampled diffraction stronger than the faint signals
obtainable from a single molecule. For example, a random, rather than periodic, arrangement of
molecules will give rise to an incoherent sum of the continuous single-molecule diffraction, or
an amplification equal to the number of illuminated molecules. This requires that the molecules
are oriented in one or very few directions, since otherwise only an orientational average will be
obtained. Alignment of molecules in the gas phase can be achieved using a laser pulse [53], as
demonstrated in aligned-molecule diffraction experiments at the LCLS [54]. Since the align-
ment axis is fixed in the laboratory frame, and a molecular beam refreshes the sample on every
pulse, data can be accumulated over many pulses until the required signal level is reached,
before changing the angle to obtain 3D diffraction data in a rotation series.

As it turns out, a crystal is actually a very good starting point to achieve an ensemble of aligned



D7.24 H. N. Chapman

a b

c d e

Fig. 11: Weak continuous diffraction (a) was observed in individual snapshot diffraction pat-
terns recorded from Photosystem II crystals at the LCLS [55]. A merge of 2885 patterns in 3D
reciprocal space, shows continuous diffraction beyond the Bragg peaks (b). (c) The continuous
diffraction was phased using an iterative phasing algorithm to obtain a 3D image of the elec-
tron density of the Photosystem II dimer. A detail of two chlorophylls of the dimer shows the
improvement obtained from performing a structural refinement using the Bragg data only (to a
resolution of 4.5 Å) (d) as compared with using together the Bragg and continuous diffraction
(to a resolution of 3.5 Å) (e). Reprinted from ref. [55]
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molecules, in a more natural environment than the gas phase. As discussed in Sec. 3.2, random
displacements of rigid objects from ideal lattice positions, with a mean square displacement σ2

in each direction, will give rise to the modulation of Bragg intensities by the DebyeWaller factor
exp(−Q2 σ2) . Now, as opposed to the situation of Eqn. 19, it is the entire macromolecule that
moves as a rigid unit instead of a single atom. Therefore, the scattering that occurs at scatter-
ing angles beyond the Bragg peaks, given by f in Eqn. 19, is the transform of the entire rigid
object—the macromolecule—as depicted in Fig. 10. Such disorder is not unexpected in protein
crystals. Large macromolecules form crystals with only tenuous intermolecular contacts with
solvent filling the interstitial spaces. Disorder may therefore be dominated by random trans-
lations as would be the case in the orderdisorder phase transition from a crystal to a nematic
liquid crystal. Recently, continuous diffraction was observed from crystals of Photosystem II
extending in resolution to 3.5 Å, beyond the 4.5 Å resolution of observable Bragg peaks [55]
(see Fig. 11). It was found that the Fourier transform of this continuous diffraction yielded an
autocorrelation map consistent with that of the Photosystem II dimer complex, supporting the
hypothesis of the dimer as the rigid unit in a translationally-disordered lattice. The continuous
diffraction could be phased by an iterative transform algorithm, using a fixed support volume as
a real-space constraint, created by blurring out an initial electron density map obtained by refin-
ing a model using the Bragg intensities. The 3D image obtained by the phasing the continuous
diffraction showed much clearer definition of structural elements such as helices, even though
the phasing algorithm had no knowledge of such structures. A potentially fruitful approach to
crystallography may be to develop methods to induce translational disorder in otherwise well-
ordered crystals.

5 Outlook

There are now five hard-X-ray FELs operating in the world, giving many opportunities to ex-
plore the possibilities and methodologies of imaging with brilliant coherent X-ray pulses. There
is still much development needed before single-particle structure determination can be carried
out routinely, but we now have strong foundations for these endeavors, as described here. All
the steps for structure determination have been elucidated theoretically with experimental con-
firmation. The compelling idea that the extreme irradiance of X-ray FEL pulses would allow
us to obtain more information from a sample than possible at conventional sources, by virtue
of outrunning the explosion caused by that high irradiance, has been examined in detail over
a range of photon wavelengths, pulse durations, and fluences. These measurements give con-
fidence that “diffraction before destruction” is valid to atomic resolution. We have found that
nanocrystal diffraction is particularly impervious to the effect of the X-ray induced explosion
since the diffraction from the periodic undamaged component of the structure is easily discrim-
inated from the scattering of the disordered component. Our model of diffraction termination
shows that the metric to optimize sources for imaging is pulse power. Today, the LCLS pro-
duces pulses above 100 GW and designs have been proposed that could produce pulses beyond
1 TW. [56, 57].

It is straightforward to calculate the diffraction pattern of a molecular assembly (from Eqn. (7)),
showing that signals at atomic resolution will invariably be at extremely low photon counts
and approaching as many photons in the diffraction pattern as there are atoms in the sample.
Theoretical tools have been developed to combine data from serial measurements of identical
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objects to build up the three-dimensional Fourier spectrum of the average object. The exper-
imental challenges lay in being able to actually record such weak diffraction patterns without
the introduction of extraneous noise sources. Is it really possible to illuminate a macromolec-
ular object with 1013 photons and yet ensure that the single photons measured in the detector
pixels have scattered from that object, and are not due to scattering from optical elements, gas
molecules, or other means? Once the data assembly has been accomplished, the reconstruc-
tion of a three-dimensional object is ensured by the phase retrieval algorithms that have been
adequately demonstrated in many contexts. Real experimental effects such as wavelength band-
width, spatial coherence, and detector response can all be characterized and accounted for. The
phase retrieval of diffraction data sample at or beyond the Shannon rate gives an overdetermined
dataset in two and three dimensions, and ab initio image retrieval is possible. That is, the phase
problem is more easily solved than in the case of crystals, where over 50 years of insights and
breakthroughs can additionally be drawn upon or adapted.

These ideas and underpinnings have already given us a new route to obtain high-resolution
room-temperature structural information from protein nanocrystals that are too small to be an-
alyzed at conventional sources, and a way to obtain high-resolution electron density maps from
the diffraction of disordered crystals. The short pulse duration from X-ray FELs gives inher-
ently high temporal resolution, which can be exploited in pump-probe experiments where a
sample is stimulated by a short laser pulse at a precise time before the arrival of the X-ray pulse.
The femtosecond pulses are over 1000 times shorter than synchrotron pulses, giving access to a
full exploration of the motions involved in chemical reactions, molecular vibrations, and laser-
matter interactions. The serial method can be applied to measurement of irreversible reactions.
Since the sample is destroyed by the pulse anyway, there is no requirement to bring it back to the
ground state as is the case for stroboscopic measurements. These experimental techniques are
continuing to evolve as the availability of X-ray FEL beamlines and instrumentation increases,
providing a very bright future for X-ray imaging, in more ways than one.



Coherent Imaging D7.27

References

[1] P. Emma, R. Akre, J. Arthur, R. Bionta, C. Bostedt, J. Bozek, A. Brachmann, P. Bucks-
baum, R. Coffee, F. J. Decker, Y. Ding, D. Dowell, S. Edstrom, A. Fisher, J. Frisch, S. Gile-
vich, J. Hastings, G. Hays, P. Hering, Z. Huang, R. Iverson, H. Loos, M. Messerschmidt,
A. Miahnahri, S. Moeller, H. D. Nuhn, G. Pile, D. Ratner, J. Rzepiela, D. Schultz, T. Smith,
P. Stefan, H. Tompkins, J. Turner, J. Welch, W. White, J. Wu, G. Yocky, J. Galayda, First
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Introduction 

In a chemical reaction, typical time scales of atomic or molecular motion start from 
femtoseconds, meaning the millionth of a billionth of a second. Life-relevant motions, 
however, can be as slow as seconds or even up to minutes’ or hours’ time scales. The origin 
of these time scale differences is based on the complexity of the coordination space of a 
proceeding reaction [1-6]. 

Figure 1: Potential energy hyper-
surface of a chemical reaction. The 
reaction coordinate (abscissa) of a 
chemical reaction is defined as a 
one-dimensional projection of the 
normal coordinates spanning the 
reactant’s potential energy 
hypersurface versus the normal 
coordinates spanning the product’s 
potential energy hypersurface, and 
their corresponding transitions [2,3]. 

In a classical kinetic scheme, the gradients on the potential energy hypersurface define the 
molecular dynamics. Statistically population-weighted, they compose to the kinetics of a 
chemical reaction. The coordinates describing the dynamics and kinetics of a chemical 
reaction are the reaction coordinate and the energy. The reaction coordinate is defined as a 
one-dimensional projection of the reactant’s and product’s normal coordinates, which span 
the potential energy hypersurface of reactant and product and the potential energy 
hypersurfaces of their transitions (Figure 1). The energy gradient along a reaction coordinate 
is defined as reaction dynamics, the energy gradient along the normal coordinates as 
molecular dynamics. 
Commonly, the potential energy is shown in a kinetic curve under the graph, and the axis 
description of the ordinate presents the sum of the potential energy of the nuclei involved in 
the chemical reaction and their kinetic energy (Fig. 2). Potential and kinetic energy of 
molecules can be detangled through the projection of the potential energy onto the total 
energy axis. The activated complex and transition state (according to Eyring) includes an 
imaginary mode or an imaginary Eigen value [4-6]. 

From a chemical physicist’s point of view, one would like to understand which elementary 
chemical processes happen at which time scales, and how these time scales are inter-
connected. To what extend do structural motifs “freeze in” time and dynamics information of 
chemical reactions? Which type of apparatus needs to be built and which kind of methods 
need to be developed for investigating the created femtosecond “time stamps” in the structure 
of complex matter during a chemical or biochemical reaction? 
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Figure 2: Total energy of a 
chemical system as the sum 
of potential energy (V) and 
kinetic energy (T) of the 
molecules (ordinate). Inside 
the graph, only the 
contribution of the potential 
energy is plotted; its 
projection onto the ordinate 
allows determining the 
kinetic energy. 

Ultrafast X-ray methods bear the potential of determining the complexity of chemical 
reactions – during their reactions, in particular in the bulk, with techniques which utilize the 
specific characteristics of X-ray/matter interaction: in well-ordered systems, X-ray 
crystallography as a Thomson scattering process allows for element-specific determinations 
such as electron densities (redox states) and high-precision spatial resolution determination of 
atoms in lattices from which hydrogen bonding, chemical bonding or van der Waals stacks 
can be derived. In less-ordered and disordered systems, X-rays deliver element-specific 
information of the investigated molecules utilizing, for example, X-ray spectroscopy, X-ray 
absorption, photo-induced electron cascades, or X-ray and electron emission properties. Site-
specific information is obtained by elastic and inelastic scattering processes such as 
multidimensional X-ray spectroscopy, X-ray diffraction, or X-ray scattering. The chemical 
consequences of X-ray/matter interactions leading to fragmentation can be characterized by 
X-ray mass spectrometry. 

Characteristic for the X-ray photons generated in synchrotrons and free-electron lasers are 
their 

(i) energy tunability (allowing for excitation-energy-sensitive methods like X-ray 
spectroscopy or advanced X-ray diffraction methods)
(ii) pulsed structure (allowing for in-situ and time-resolved X-ray methods) 
(iii) defined polarization (allowing for advances in X-ray spectroscopy) 
(iv) coherence (allowing for X-ray imaging or correlation spectroscopy methods)  
(v) high flux (allowing for high-resolution X-ray experiments in all experimental domains) 

Fourth generation accelerator-based light sources (free-electron lasers, FELs) in the VUV or 
X-ray regime deliver ultra-brilliant coherent radiation in very short pulses (1012–1013

photons/bunch/10–100 fs). In order to fully exploit their unique photon capabilities, novel 
instrumentation is required based on single-shot (collection) schemes. Moreover, hundreds up 
to trillions of fragment particles, ions, electrons or scattered photons can emerge when a 
single light flash impinges on matter with intensities up to (predicted for the XFEL) 1022

W/cm2. In order to meet these challenges, in the starting time of FLASH (Free-Electron Laser 
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in Hamburg [6a]) and the LCLS (Linac Coherent Light Source [6b]), various experimental 
chambers and endstations have been designed. 

Starting from basic principles [1-6], we will in the following summarize the FEL methods 
developed so far, including ultrafast X-ray diffraction and crystallography for condensed state 
chemistry studies and applications to organic electronics [7-24], for soft condensed matter and 
protein applications [25-41]; ultrafast soft X-ray spectroscopy and ultrafast 2-dimensional X-
ray spectroscopy for bimolecular reaction studies in the liquid phase [42-53]; ultrafast X-ray 
scattering and ultrafast X-ray emission spectroscopy for the study of photo catalysis [54-64]; 
and ultrafast photoelectron diffraction and Coulomb explosion schemes for the study of gas-
phase reactions and fundamentals of chemical reaction dynamics [65-84]. 

1 The Concept: Filming Chemical Reactions in Real 
Time Utilizing Ultrafast High-Flux X-ray Sources 

In a proof-of-principle experiment at the white beam beamline at the ESRF (The European 
Synchrotron Research Facility) in 2001, it has been demonstrated that high-flux, pulsed X-
rays – as created with synchrotrons of the 3rd generation – can act as the “photons of choice” 
for studying the dynamics and kinetics of small chemical systems on their complex reaction 
landscape [1]. These studies have been used to define various expectation values for time-
resolved experiments at free-electron lasers and saddling the ground for ultrafast X-ray 
experiments at these sources. Since then, also the phrase of “recording the molecular movie” 
has been born (Fig. 3) [2-6b]. 

Figure 3: Principle of the 
“molecular movie”. After the 
initialization of a chemical 
reaction by a pulsed trigger 
laser, ultrafast X-ray snapshots 
and photographs of the X-ray 
pulses are collected as a 
function of time (courtesy by 
DESY, MPIbpC and European 
XFEL). 

Figure 3 summarizes the principles of such a “molecular movie” approach: after the 
initialization of a chemical reaction with a short laser pulse, ultrafast X-ray FEL snapshots 
take photographs of the X-ray spectroscopic or X-ray diffraction signal. By varying the time 
delay between laser pump and X-ray probe pulse, information about the structural changes as 
a function of time are collected. 

Time-wise, the criterion for “recording the molecular movie” is given when the time 
resolution of the pump and probe sources meet the time scales of the structural dynamics
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investigated. The resolution criterion for structural dynamics studies is fulfilled in chemistry, 
when the refined structure allows for determining the electron density or the charge densities 
(which are equal in the redox state) around a moving atom. High-resolution X-ray 
crystallography studies allow for the study towards such precision [7-24]. 

2 Crystallography with Ultrahigh Temporal and Spacial 
Resolution  

Figure 4: Evolution of the average brilliance of synchrotron radiation light of synchrotrons of 
the 2nd generation (DORIS) though the ESRF towards LCLS free electron laser – 
characterized at the high-resolution diffraction pattern of the same molecular crystal system 
with same crystal quality. 

Crystallography with Ultrahigh Temporal and Spatial Resolution allows to Study 
Photochemical Reactions beyond Conventional Quantum Chemical Approaches. Far beyond 
any present laboratory technique, time-resolved synchrotron (picosecond time resolution) and 
FEL femtosecond time resolution) experiments emphasize the uniqueness of the pulsed, 
ultrafast, high brilliant and coherent x-ray methods and metrology. For chemical bond 
breaking and bond formation, the criterion for spatial resolution is met in periodic systems 
(crystallography) when 0.01 to 0.001 Å resolution diffractograms yield high precision 
structural information [7-24].

Figure 4 reflects the changes of X-ray synchrotron beam characteristics when evolving from 
synchrotrons of the 2nd generation towards hard X-ray free electron lasers. The diffractograms 
have been collected on a molecular crystal of same crystal quality, and same orientation. 
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Utilizing broadband wiggler radiation in 2nd generation synchrotrons (F1/DORIS), rich Laue 
diffraction pattern have been collected. Taped undulator radiation of synchrotrons of the third 
generation yields in quasi Pink-Laue diffractograms (ID09/ESRF). Compared to the Pink 
Laue white beam at XPP as well as CXI beamline of LCLS, the FEL radiation is about one to 
two orders of magnitude smaller in bandwidth, allowing only the investigation of a statistical 
number of Bragg reflections for small molecular crystals when the crystal is rotated. 
Compared to the nanocrystallographic approaches also explained in this book, small 
molecular crystallography at 4th generation synchrotrons could be utilized by the combination 
of traditional Laue crystallography and FEL specific serial crystallography techniques. Small 
molecule crystallography in a serial type approach is possible based on a single shot data 
collection strategy analogous to the time-resolved Laue diffraction. 

Figure 5: Small molecule crystallography at LCLS, XPP and CXI beamlines (test phase). 
Left side, top: Used three circle diffractometer. Right side, top: organic crystals exposed to 9 
keV X-ray radiation (single shot) inducing severe radiation damage and 18 keV radiation 
allowing for the collection of various quasi Laue diffractograms with the Laue pink FEL 
beam under different orientations. Bottom: small molecule crystals lined up for a three-shot-
serial type of crystallography experiment. 

In contrast to conventional Laue crystallography, for normalization purposes during FEL 
experiments, every diffractogram is associated to an online collected X-ray spectrum. 
Utilizing high X-ray energies well above 15 keV (use of the third harmonic and smaller X-ray 
/ atom cross section) with no monochromatization in pink Laue modus reduces radiation 
damage so that with a monotonically running spindle and randomly changing X-ray 
wavelength with known X-ray spectral characteristics, various orientations under defined X-
ray conditions can be collected. They are sufficient for determining the orientation matrix of 
small molecules and hence following the indexing of the collected diffractograms. 
Since the studied materials are normally compounds of small amounts, highest quality 
crystals are stacked behind each other in a capillary (or other type of sample target holder) 
and high energy X-ray radiation is utilized for collecting high resolution diffraction patterns 
and minimizing accumulative radiation damage. Due to the monochromaticity of FEL X-ray 
beams even in pink Laue mode, quasi Pink Laue diffraction pattern will be recorded for 
various orientations – allowing a precise determination of the orientation matrix of the small 
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molecule crystals. Additionally, on a single shot base, the Bragg peak intensities are 
wavelength and X-ray intensity normalized. 

Figure 6: Molecular movie of a non-conventional molecular diode which cannot be described 
within the Born Oppenheimer approximation. Within femtoseconds and nearly immediately 
after optical photo-absorption the electrons are rearranged towards a conducting state 
meanwhile the structure knocks into a tilted configuration. 

Figure 6 depicts the refined result of such an experiment- the femtosecond structural 
dynamics or “molecular movie” of a molecular crystal, which consist of only light elements 
(carbon, nitrogen and oxygen). The patented system has the most efficient optical light / 
electron transfer rate possible (100%), by utilizing quantum effects such as electron and 
structural dynamics pathways which cannot be described through the conventional Born 
Oppenheimer approximation. 

Understanding this “beyond Born Oppenheimer” behaviour and combining the properties of 
this type of system with smart semiconducting plastic types of compounds, it is possible to 
build fully flexible solid type of solar cells and organic light emitting diodes with very high 
efficiency (Figure 7). 

Figure 7: Once structural relaxation processes 
are understood the derived structural and 
dynamical properties can be utilized to 
improve functional dynamics performance 
allowing developing new classes of organic 
solar cells (OSC) (see current-voltage (I-
V)curve) or organic light emitting diodes 
(OLED) based on plastic (see inset). 
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3 Applications in Energy Research 

Both as a consequence of successive technical developments, and based on the chemical rules 
and time laws derived during the various method development process, it has become possible 
to optimize functional performances of solar cell organic materials and devices (Figure 7). 

By moving the fundamental method developments into the application regime (again as a 
proof for the methods’ developments), the circle of promises closes that 3rd and 4th generation 
X-ray sources may help to optimize strategies for modern material performances. In order to 
test whether the structural dynamics laws derived through the “molecular movie” approach 
can have direct consequences for applications of the molecular system, electronic devices 
such as organic solar cells and organic light emitting diodes have been built and Figure 7 
presents such efforts. As can be seen on the current voltage (I-V) curve, when combining with 
semiconducting plastic material (which by itself is not photo active), efficient organic solar 
cells with high mechanic flexibility can be designed. 

Since the time-resolved X-ray methods allow for detangling local to global and global to local 
structural responses, desired functional actions of a device like energy storage can be 
distinguished from “energy-eating” processes based on non-desired heating and energy 
quenching processes. In Figure 7, the performance of an optimized all-over organic solar cell 
is presented. Small atomic changes on the light-absorbing chromophore unit lead to a 
complete switching of its functional dynamics – from light absorbing solar cell devices [20-
24] to a light emitting organic diode [22]. In another example the understanding of the 
crystallization processes of organic material out of time-resolved X-ray diffraction (TRXRD) 
studies has been influenced by the optimization of the recycling process of molten PET 
bottles to ultra-hard polyethylene [23]. Such ultra-hard plastic material is currently used in 
every 2nd wind craft machine produced world-wide. 

The current examples emphasize, however, that the real world, functional materials, 
pharmaceuticals, catalysts or energy converting materials are not always crystalline and far 
from being periodically ideally arranged as it could look like when performing model type of 
investigations. If the intrinsic spatial resolution of the system does not allow for such detailed 
investigations, a combination of ultrafast X-ray spectroscopy and ultrafast X-ray diffraction or 
scattering as the “local to global approach” deliver configuration and charge information of 
the molecules studied [25-64]. This approach will be described in the following chapter. 

4 “From Local to Global”: Ultrafast X-ray Spectroscopy 
and Diffraction Shake Their Hands  

“From Local to Global”: as ultrafast X-ray spectroscopy and diffraction shake hands, they 
open up new ways to study complex chemical reactions. As common or photon based 
research, X-ray laser science allows coupling X-ray techniques coming from complementary 
pools of methods. Such a merge resembles the “local to global” approach when combining 
ultrafast X-ray diffraction with high-spatial resolution with high-energy resolution X-ray 
spectroscopy. Both methods are technically demanding by their own: ultraprecise structure 
determination requires the use of very hard X-ray radiation (starting from 18 keV X-ray 
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energy) and very high angular momentum collection, on one hand. On the other hand, X-ray 
spectroscopy with ultra-high energy resolution requires highest spectrometer grating 
resolution or the implementation of 2- dimensional X-ray laser spectroscopy techniques, and 
all of that on the ultrafast time scale (and combined). 

X-ray spectroscopy [25,26] and diffraction [27,28] are complementary techniques. X-ray 
spectroscopy allows probing the electronic properties in an element-, orbital- and site-specific 
way, for example bonding or oxidation state changes [29-32]. Here we get local information 
for the system under investigation hence the method is referenced as the local approach. In 
X-ray diffraction the structural changes of the whole bulk are probed which is termed as the 
global approach. With these approaches it is possible to get the overall structural properties 
of the target system. Furthermore, by applying both methods more complete information can 
be obtained. However, to follow whole reaction pathways or reaction intermediates between 
the start and end of a reaction, the experimental approaches have to be extended using the 
time-resolved method, i.e. the pump-probe scheme, as described in the previous section and 
shown in Figure 8.

Figure 8: Principle of various types of pump-probe experiments applied to the optical region 
(left) and the corresponding type of experiments in the X-ray region (right). An optical laser 
pump initiates a chemical reaction and an optical (left) or X-ray laser pulse (right) probes the 
proceeding reaction pathways. Right: Both the X-ray spectroscopy and X-ray diffraction 
signal can be recorded, yielding complementary information. 

With the availability of the first X-ray FEL, FLASH at DESY in Hamburg, Germany, it 
became possible to implement X-ray spectroscopy and diffraction for investigating ultrafast 
chemical reaction processes. In the following, we present two pioneering soft X-ray 
experiments performed at the FEL facilities FLASH and LCLS.  
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The first example is a time-resolved X-ray diffraction measurement on silver-behenate 
[16,19,33,34], the second example is a fs time-resolved X-ray spectroscopy experiment on 
iron-pentacarbonyl (Fe(CO)5) [35-37]. Figure 9 (a) shows the apparatus which has been 
developed for such experiments at FELs. The ultrafast X-ray diffraction of a silver-containing 
redox system embedded in a supramolecular organic structure has been studied (Figure 9b). 
The experiment is a proof-of-principle, utilizing FEL radiation for ultrafast X-ray diffraction 
of chemical systems in real-time. By investigating the time-evolution of the Bragg reflections 
(Figure 9c) complex photo-induced transformation kinetics of partially photo-chemically 
induced and heat-propagation-influenced reaction kinetics has been found.  

The decay curve depicts the propagation of the ultrafast transformation throughout the whole 
material. The black areas present the non-transformed material, the white areas the island of 
transformed material.  

Figure 9: (a) The X-ray photon endstation at the FEL, FLASH at The modular built-up 
endstation has been used for the experiment presented in (b) and (c). (b) Bragg diffraction 
peak (110) of silver-behenate studied by single-shot FEL pulses [16,19,33,34]. (c) The time-
dependent behavior of the Bragg peak after photo-excitation. 

5 Applications in Photocatalysis  

Another experiment in the field of photocatalyis but utilizing soft X-ray spectroscopy has 
recently been worked out. For pioneering time-resolved X-ray spectroscopy measurements 
the FLASH end station in Figure 9 has been modified by adding a soft X-ray spectrometer in 
Rowland circle geometry [35]. This so called Liquid Jet (LJ) end station has then been 
successfully used in resonant inelastic X-ray scattering (RIXS) experiments on Fe(CO)5 at the 
LCLS-FEL at SLAC in Stanford, CA, USA. Similar end stations have been built to perform 
soft X-ray spectroscopy experiments at high flux X-ray facilities at DESY [38] and HZB. In 
the above mentioned experiment [36], the dissociation of iron pentacarbonyl (Fe(CO)5) in 
ethanol has been studied in real-time. After optical excitation with 266 nm photons, Figure 
10(a), Fe(CO)5 dissociates into iron-tetracarbonyl (Fe(CO)4) and carbon monoxide (CO) under 
solvent-assistance. For every time-delay, the incident monochromatic FEL photon energy has 
been scanned over the Fe 2p edge, and the X-ray emission spectra have been recorded.  
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Figure 10 [36]: (a) Schematic diagram of Fe(CO)5 photo-dissociation. (b-e) Evolution of the 
valence-electronic structure of Fe(CO)4 in ethanol upon femtosecond spin crossover and 
complex formation. (b) Electron configuration of the Fe(CO)5 ground state, and single-
electron transitions of the laser pump - X-ray probe processes. The optical dπ2π* excitation 
triggers the dissociation and the RIXS scattering to final valence-excited states involves the 
probing of the dπdσ* transitions. (c, left) RIXS difference map of summed intensities of all 
spectra recorded at positive time-delays minus normalized spectra at negative time points, 
with the regions marked for the temporal evolution plots shown adjacent. (c, right) Measured 
intensities (1-4) versus pump-probe delay (circles with error bars reflecting twice the standard 
deviation) with the best global fit of a kinetic model (solid lines) with extracted populations of 
excited state (E), triplet state (T) and ligated complex (L), Fe(CO)4. The dashed lines in 2 and 
3 represent alternative models without considering triplet and complexed Fe(CO)4, 
respectively. (d): The experimental Fe L3-RIXS intensities (encoded in color) versus energy 
transfer and incident photon energy. (d, top) Fe(CO)5 ground state (negative delays, probe 
before pump, scattering to dπ7dσ*1 and dπ72π*1 marked by circles). (d, middle and bottom)
Difference intensities for 0-700 fs and 0.7-3.5 ps time delays, respectively. (e) Calculated Fe 
L3-RIXS intensities (color coded as in (d) and molecular-orbital diagrams of Fe(CO)5 (ground 
state and hot), excited, triplet, and singlet Fe(CO)4 (all three non-complexed) and solvent 
complexed singlet Fe(CO)4-EtOH. 
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The time evolution was deduced from differences of the pumped (positive time-delay) and the 
un-pumped (negative time-delay) Fe(CO)5  emission spectra. Figure 10 summarizes the 
ethanol-assisted Fe(CO)5 photo-dissociation pathways and  simulations are compared to the 
experiment. The complexity of reaction increases due to the formation and decay of a triplet 
state. 

The involved orbitals are assigned according to the Fe 2p and 3d, or ligand 2p characteristics, 
and according to the symmetry along the Fe-CO bonds. The star (*) in Figure 10 (b), marks 
the antibonding orbitals. The dissociation of (Fe(CO)5  Fe(CO)4 + CO)  is initiated by the 
optical dπ2π* excitation. The RIXS measurements at the Fe L3-absorption edge to final 
valence-excited states involves the probing of the dπdσ* transition. In Figure 10 (c, left), the 
difference RIXS spectra (RIXS intensity of incident photon energy versus energy transfer in 
eV) of the summed pumped and un-pumped sample is illustrated.  

Figure 10 (c, right) displays the time structure in the regions (1-4) according to Figure (c, 
left), in comparison to simulated populations of the excited (E) and triplet (T) states and 
ligated complex (L). Figure 10 (d) shows the measured RIXS spectra for Fe(CO)5 at negative 
time delays and the difference after delay intervals of 0 - 700 fs and 0.7 - 3.5 ps respectively. 
By subtracting the negative time delay with a weight of 0.9, the pumped contributions are 
isolated. The experimental data is compared to RIXS calculations displayed in Figure 10 (e). 
Simulated Fe L3-RIXS intensities and molecular-orbital diagrams of Fe(CO)5 in the ground 
and hot state and Fe(CO)4 in various valence excited states are depicted. The 2p LUMO 
resonance positions and dπdσ* RIXS transitions are marked by arrows. The RIXS pattern at 
early time evolution can only be reproduced when a complex between the Fe(CO)4 with the 
solvent is taken into account. 

6 Applications in Liquid Phase Reaction Dynamics 

In the hard X-ray regime [39-41], the “local to global” approach has been established by 
combining X-ray spectroscopy with X-ray scattering techniques [42, 43]. The ultrafast 
structural dynamics of various metal organic systems has been studied applying these 
techniques [44-48]. 

7 Applications in Biophysics 

In biophysics, the ultrafast photon-in/photon-out developments utilizing high flux X-ray 
sources allow investigating the properties of biorelevant solvents and proteins during their 
structural reactions [39-52]. The literature-referenced examples include various types of small 
up to macromolecular model systems studied with FEL radiation.  

Depending on the time scale of the system studied, it is furthermore possible to merge X-ray 
scattering techniques like diffuse X-ray scattering with pressure jump, temperature jump, 
electric field modulations, and structural freezing methods or, on the chemical modulation 
side, with, rapid mixing or photo-switching methods. Beyond the contributions summarized in 
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this book, the combination of synchrotrons or free-electron laser radiation with other 
techniques, such as electrospray ionization mass spectrometry, allows deriving entirely novel 
experimental techniques for investigating macromolecules [53-57]. E.g. a mass spectrometric 
study on gas-phase ubiquitin at FLASH has revealed a fast local structural response, leading 
to small fragments with yields increasing linearly with photon intensity [60]. 

Figure 11: FLASH/CFEL-ASG MultiPurpose (CAMP) endstation [61] at the AMO beamline 
at the LCLS in 2012. Since 2014, CAMP is a permanent endstation at FLASH/BL1 at DESY 
in Hamburg. Various experimental techniques can be employed in the instrument, including 
novel time-resolved X-ray studies of chemical reactions in the gas phase. On the right side, 
CAMP’s double-sided velocity-map-imaging spectrometer is shown. 

8 Ultrafast Imaging of Gas-Phase Reactions Allows 
Investigating Fundamental Definitions in Chemistry 

The advent of X-ray free-electron lasers enabled not only novel studies in the condensed 
phase, as described in the first parts of this chapter, but also brought forward unprecedented 
possibilities to study dynamical processes in the gas phase. The very short and very intense X-
ray pulses made it possible, for the first time, to probe ultrafast photo-induced molecular 
dynamics by electron or ion momentum spectroscopy following multiple, element-specific 
inner-shell absorption. 

These new fourth generation light sources also called for novel, dedicated instrumentation. To 
this end, different endstations have been developed, initially in particular for the use at the 
atomic, molecular, and optical physics (AMO) beamline, which was the first beamline to 
become operational at the LCLS [58-70] in 2009. Several of the early, pioneering experiments 
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from 2009 to 2012  have been performed at the AMO beamline in the CFEL-ASG 
MultiPurpose (CAMP) endstation [61], see Figure 11, which was developed within the Max-
Planck Advanced Study Group (ASG) at  the  Center  for  Free-Electron  Laser  Science 
(CFEL) in Hamburg. Experiments in this instrument range from X-ray imaging of 
biomolecules, nanocrystals, and clusters [70-77] to (time-resolved) ion and electron 
spectroscopy on atoms and small gas-phase molecules [78-84]. Since 2014, CAMP is a 
permanent user endstation at FLASH/BL1 at DESY in Hamburg [76], and its successor, 
LAMP, has become operational at the AMO beamline at the LCLS [77]. 

Moreover, the high-field physics (HFP) instrument has been developed at the LCLS [78], 
housing an ion momentum spectrometer and several electron time-of-flight spectrometers 
mounted under different angles. It also offers a pulsed, supersonic molecular beam, delivering 
gas-phase molecules to the interaction region. The example given in the following [79], as 
well as multiple other pioneering gas-phase studies [89-95] have been conducted in the HFP 
instrument.  

Figure 12: Schematic potential energy curves for iodomethane (left) and fluoromethane 
(right). Absorption of one 267 nm photon in CH3I leads to resonant population of a repulsive 
neutral state, whereas multi-photon UV absorption in CH3F populates to several higher-lying 
ionic states. After a given time delay, these states are probed by Coulomb explosion following 
inner-shell ionization of the respective halogen atom by one or several X-ray photons, probing 
the transition from a molecule to isolated atoms.

Gas-phase FEL experiments allow questioning fundamental definitions in chemistry, for 
example the investigation of processes beyond the Born-Oppenheimer approximation. As an 
example, a UV-pump, X-ray-probe study of two complementary halomethane molecules with 
different photochemistry is shown here. 

In Figure 12, the schematic potential energy curves (PECs) of iodomethane (CH3I) and 
fluoromethane (CH3F) are displayed, illustrating that the different halogen species give rise to 
qualitatively different PECs. One reason for this is the considerably different electronegativity 
of iodine and fluorine, stabilizing the C-F bond in contrast to the C-I bond. Upon absorption 
of one 267 nm UV photon, CH3I dissociates into two neutral fragments, CH3 + I, whereas in 
CH3F, no PEC is resonantly accessible at 4.6 eV. In the latter case, absorption of at least three 
UV photons in the same molecule populates several higher-lying ionic PECs, also resulting in 
dissociation of the molecules.  
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After a tunable time delay, an intense X-ray pulse (727 eV, 1 mJ) probes the dissociating 
system by ionizing predominantly the iodine (3d) or the fluorine (1s) level, respectively, 
because of their large absorption cross section (3.3 Mb for I and 0.4 Mb for F, compared to 
0.1 Mb for CH3), resulting in a localized positive charge on the halogen. At these very high 
X-ray intensities, a single molecule can absorb many photons, such that very highly charged 
ions up to I21+/F4+ and C4+ are created. As the charge is initially created locally at the halogen 
atom though, the fact that highly charged carbon ions are also detected, already shows that the 
charge rearranges within the molecule before or during the fragmentation.  

In Figure 13, the calculated electrostatic potentials of an I6+ + CH3 are plotted for three 
different internuclear distances between the two fragments, together with the binding energy 
of the highest occupied orbital. In the intact molecule (a), the electrons are delocalized, but as 
the fragments move apart the potential barrier rises, until at a certain critical distance (b), it 
reaches the electron binding energy. Therefore, for larger distances (c) the electrons can 
classically be regarded as localized at one of the two fragments. It is this transition from a 
bound molecule to isolated atoms that is probed by time-resolved ion spectroscopy. 

The delay-dependent time-of-flight peaks of 
selected ions of iodomethane and 
fluoromethane are shown in Figure 12. It is 
evident that the fragmentation patterns of 
the two molecules are qualitatively 
different. For iodine charge states ≥I4+, the 
appearance of low-energy ions at positive 
delays is clearly visible (channel 3 in (a)). 
These ions originate from the pump-probe 
process as indicated for iodomethane in 
Figure 12, and can be used to extract the 
critical internuclear distance, up to which 
electron transfer from methyl to iodine is 
classically allowed for a given charge state.  

Signatures of long-distance intramolecular 
electron transfer have been observed for 
both, CH3I and CH3F, and the reconstructed 
critical distances (up to 15 Å for I21+) are in 
good agreement with a classical over-the-
barrier model. 

Two other channels can be seen in Figure 14 that correspond to Coulomb explosion of intact 
molecules by only the FEL (1) and to ionic dissociation induced by multi-photon UV 
absorption (2), as illustrated for fluoromethane in Figure 12 , which also occurs with a lower 
probability in CH3I. The low-energy channel is absent in the fluorine ions. 

Figure 13: Calculated Coulomb potentials for 
an I6+ atom and a neutral methyl radical for 
(a) the equilibrium distance, (b) the cricital 
distance (see text) and (c) for isolated atoms 
(in a classical picture). The dashed blue line 
indicates the energy of the electron in the 
highest occupied orbital. 
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Figure 14: Time-of-flight spectra as a function of the pump-probe delay for selected 
fragments of iodomethane and fluoromethane. Different fragmentation channels are indicated 
by 1, 2, 3 (see text). Additionally, in (c) and (d), calculated delay-dependent time-of-flight 
curves are overlaid with the data, corresponding to an asymptotic kinetic energy of 0.4 eV. 
Positive delays correspond to the UV pulse arriving before the X-ray pulse. 
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1 Introduction

Most of the structural information known about various crystalline compounds has been ob-
tained by x-ray diffraction. “Normal” x-ray diffraction relies on the Thomson scattering pro-
cess (c.f. chapter A3) and is sensitive to the electron density, and thus mainly to heavier atoms
(fTh ∝ Z). In addition to Thomson scattering there is a second scattering process of x-rays
on matter, termed anomalous scattering or resonant scattering. Resonant scattering is tightly
connected with x-ray absorption (c.f. chapter F2), and as such is significant for the energy of
incoming photons being close to the energy of an absorption edge. Because the energy of ab-
sorption edges depend on the element, resonant scattering is automatically element-sensitive.
Resonant scattering can therefore be used to determine the location of elements within a struc-
ture that might be hard to distinguish with Thomson scattering because of a similar atomic
number Z. The most significant contribution by resonant diffraction to structural information
is in the field of macromolecular crystallography (c.f. chapters E2 and E7): so-called MAD
(multiple anomalous diffraction or multiple anomalous dispersion), based on diffraction mea-
surements with multiple photon energies near the absorption edge of a heavy element, often
inserted by isomorphic replacement, is now routinely used to solve the phase problem for crys-
tals of complex macromolecules [1].

Apart from its use in the solution of complex crystal structures, resonant scattering is increas-
ingly also employed to access electronic properties. Being both a coherent scattering process
amenable to interference and a process involving absorption and re-emission of a photon, res-
onant scattering combines spectroscopy and diffraction: All the sensitivity to crystal field lev-
els, neighboring backscatterers, and even spin polarization present in absorption spectroscopy
(XANES, EXAFS, XMCD; c.f. chapter F2) affect resonant scattering as well, with periodic
variations of such properties being resolvable in addition.

Such periodic variations of electronic properties are particularly relevant in correlated electron
materials [2]. Electrons in these materials have localizing tendencies, causing them to acquire
“atomic like” degrees of freedom, such as ion valence, occupation of atomic orbitals, and local
magnetic moment. However, electrons can still hop between different atomic sites, which facil-
itates interactions and under the right circumstances an ordered arrangement of these electronic
degrees of freedom. For example, as illustrated in Fig. 1, an initially delocalized extra electron
per two sites can localize in a periodic fashion (charge order CO or ion valence order), different
atomic orbitals filled by the extra electron may also be periodically arranged (orbital order), and
the same applies to the atomic magnetic moments. The different electronic degrees of freedom
are strongly coupled, and they are coupled with the lattice as well. Out of this “soup” of in-
teracting degrees of freedom, many phenomena and functionalities with applications potential
may arise, including for example colossal magnetoresistance in perovskite manganites.

Fig. 1: Illustration
of possible order-
ing patterns of elec-
tronic degrees of
freedom in corre-
lated electron mate-
rials.
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Electronic orderings are difficult to see by Thomson scattering, because the associated relative
change of the electron density is very small. Resonant x-ray scattering is directly sensitive to
the electronic degrees of freedom. It has therefore developed into a key technique to elucidate
the complex ordering phenomena in correlated materials, the focus of the present chapter. In
the next section I will recapitalize origin and description of resonant x-ray scattering, including
complex polarization dependence. The sections following this will be devoted to the use of
resonant x-ray scattering to elucidate charge, orbital, and spin orderings, respectively. The
chapter closes with a brief outline of resonant inelastic x-ray scattering (RIXS) and a summary
of strengths and weaknesses, as well as an outlook to extensions not covered in detail.

2 Resonant x-ray scattering

2.1 Origin of resonant x-ray scattering

Whereas Thomson scattering can be described well within a classical picture of an electromag-
netic wave forcing an electron into a harmonic oscillation, the starting point for the description
of resonant scattering is necessarily the interaction between matter and x-rays in a quantum
mechanical picture. For our purpose it is sufficient to consider the non-relativistic interaction of
photons with a single atom (i.e. neglecting electron transfer and band structure effects, which is
usually a good approximation). This is implemented by substituting in the Hamiltonian of the
atom p̂ → p̂− e

c
Â(r), yielding an interaction Hamiltonian consisting of two parts [3]:

Ĥint = Ĥ(1)
int + Ĥ(2)

int =
∑
j

−e

mc
Â(rj) · p̂j +

∑
j

e2

2mc2
Â(rj)

2
, (1)

with the vector potential in second quantization a sum over creation and annihilation operators
of photons with a certain wavevector k and polarization state λ (ε̂εε is the polarization vector):

Â(r) ∝
∑
k;λ

1√
k
ε̂εεk;λ

(
âk;λe

−ik·r + â†k;λe
ik·r

)
. (2)

The interaction is then treated as a perturbation, and in first order (corresponding to Fermi’s
golden rule) Ĥ(1)

int , being linear in creation and annihilation operators, can only lead to absorp-
tion1 or emission of a photon, whereas Ĥ(2)

int can lead to scattering, annihilating a photon in state
k;λ and creating one in state k′;λ′: dσ/dΩ ∝ |fTh|2 and

fTh ∝
〈
k′λ′; a

∣∣∣Ĥ(2)
int

∣∣∣kλ; a
〉
∝ ε̂εε†k′;λ′ · ε̂εεk;λ

〈
a
∣∣eiQ·r∣∣ a〉 = ε̂εε†k′;λ′ · ε̂εεk;λ F

{
|Ψa|2

}
(Q), (3)

which coincides with the classical Thomson scattering on an atom, including the polarization
factor and the Q = k′ − k dependent atomic form factor, the Fourier transform of the electron
density (c.f. ch. A3)2. Perturbation in second order corresponds to transitions via intermediate
states |l〉. In second order, there is a scattering contribution from Ĥ(1)

int :

fres ∝
∑
l

〈
k′λ′; a

∣∣∣Ĥ(1)†
int

∣∣∣ 0; l
〉〈

0; l
∣∣∣Ĥ(1)

int

∣∣∣kλ; a
〉

El − Ea − �ω − i∆El

. (4)

1 As such, it is the relevant interaction for absorption spectroscopy described in chapter F2.
2 Note that the relativistic version would yield very weak non-resonant magnetic scattering, also described in A3.
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Fig. 2: a,b) Illustration resonant scattering process for the example of an LIII edge on an isolated
atom (a) or an atom in a solid (b). An incoming photon of suitable energy (1) is absorbed by
bumping (2) a 2p 3

2
core electron to an empty 3d state. The electron then falls back (3) into its

initial state, under emission of a photon of the same energy (4). c) As b), but spin-resolved. d)
(direct) resonant inelastic scattering process, in which both energy and momentum is transferred
to the solid.

Here, the intermediate state corresponds to the photon being absorbed by bumping up an elec-
tron from the ground state |a〉 to an excited state |l〉, which due to the possibility of spontaneous
emission has a finite lifetime, corresponding to a non-zero half-width in energy ∆El. For an
isolated atom, resonant scattering is illustrated in Fig. 2a. A contribution to resonant scattering
is possible only for existing and empty intermediate states, here a 3d state filled by a 2p 3

2
core

electron. For photons of an energy corresponding to the energy difference between 3d and 2p 3
2

the denominator in Eq. (4) becomes very small, leading to a large contribution to the scattering
cross-section within a small photon energy range − hence the term resonant scattering. For
atoms within a solid, intermediate state energies will be affected by crystal field effects (c.f. ch.
B6), and broadened into bands by electron hopping (see Fig. 2b).

The matrix elements appearing in Eq. (4) are the same ones appearing in x-ray absorption
and emission, indicating the natural connection between resonant scattering and absorption
spectroscopy:

〈
0; l

∣∣∣Ĥ(1)
int

∣∣∣kλ; a
〉
∝

〈
l

∣∣∣∣∣
∑
j

e−ik·rjε̂εεk;λ · p̂j

∣∣∣∣∣ a
〉
. (5)

Eq. (5) cannot be evaluated exactly, so instead a Taylor-expansion of the exponential is done,
called multipole expansion in this context: e−ik·rj = 1 − ik · rj − . . .. The first contribution 1
is particularly simple and in most cases yields the by far dominant contribution to the resonant
scattering, called electric dipole (E1) contribution. Further contributions correspondingly yield
electric quadrupole, octupole, etc contributions, which despite being important in some circum-
stances will not be further treated in this chapter (nor will the less relevant magnetic multipole
contributions that would have been obtained by using a relativistic interaction Hamiltonian).
Because |l〉 and |a〉 are Eigenstates of the system Hamiltonian, the momentum operators p̂j can
be transformed into position operators r̂j . Introducing the electric dipole operator D̂ = e

∑
j r̂j ,



Resonant x-ray scattering D9.5

the resonant scattering factor in dipole approximation becomes

fres,E1(ω, ε̂εεk′;λ′ , ε̂εεk;λ) ∝
∑
l

〈
a

∣∣∣∣
(
ε̂εεk′;λ′ · D̂

)†
∣∣∣∣ l
〉〈

l
∣∣∣ε̂εεk;λ · D̂

∣∣∣ a
〉

El − Ea − �ω − i∆El

, (6)

where the dependence of the scattering factor on the photon energy �ω and the polarizations
ε̂εε of the incident and scattered photon has been made explicit. Note that fres,E1 does not ex-
plicitly depend on k, k′, or Q, the latter in contrast to fTh. This is a feature only of the dipole
approximation, it is not true for resonant scattering in general.

Due to the symmetry of the dipole operator, the transition matrix elements in (6) can be non-
zero only if certain selection rules are fulfilled between initial and intermediate state (as also
treated in chapter F2):
• ∆� = ±1
• ∆m� = 0,±1 (depends on photon polarization state, c.f. Sec. 5)
• ∆s = ∆ms = 0 (the dipole operator does not act on the spin3)
Referring back to Fig. 2a, the indicated transitions 2p 3

2
→ 3d are dipole-allowed, whereas

2p 3
2
→ 4p is dipole-forbidden (∆� = 0) and could only happen at much lower rates via higher

multipole transitions. This remains true in a solid. Of the free density of states above the
Fermi-level, only the part with 3d-character is relevant for dipole resonant scattering at the LIII

edge.

The atom is in the same state before and after the resonant scattering process, which implies
that the scattering is coherent , i.e. interference between x-rays scattered resonantly on different
atoms can take place. In a crystal, consequently Bragg diffraction occurs just as for Thomson
scattering (and neutron scattering), just with the atomic scattering factor fat = fTh + fres:

dσ

dΩ
(Q, ω, ε̂εεk′;λ′ , ε̂εεk;λ) ∝ |F (Q, ω, ε̂εεk′;λ′ , ε̂εεk;λ)|2 (7)

F (Q, ω, ε̂εεk′;λ′ , ε̂εεk;λ) =
∑
j

(fTh,j (Q, ε̂εεk′;λ′ , ε̂εεk;λ) + fres,j (ω, ε̂εεk′;λ′ , ε̂εεk;λ)) e
iQ·rj . (8)

In contrast to fTh, which is real, the resonant scattering factor fres is complex. In the literature
this is often made explicit by writing for the atomic scattering factor f = fTh+f ′+i f ′′. Because
the index of refraction is linked to the forward scattering amplitude [4], n(ω)−1 ∝ F (Q = 0, ω)
(dropping polarization-dependences for simplicity), the index of refraction becomes complex as
well. The imaginary part corresponds to an attenuation of the x-ray beam within the material,
i.e. to absorption. The absorption is obtained by carrying out the resonant process depicted in
Fig. 2a,b only up to step 2, i.e. with the bumped up electron remaining in the higher level. As this
is possible only if the incoming photon has sufficient energy (higher energy can go into kinetic
energy of the photo electron), the absorption cross section, and therefore also the imaginary
part of the refractive index, and the imaginary part of fres, has a sudden increase at certain
energy thresholds called absorption edges. The real and imaginary parts of the anomalous part
of the dispersion, and of fres, are connected by the so-called Kramers-Kronig relations based
on causality (see chapter A3). As illustrated in Fig. 3, at the absorption edges, the jump in the
imaginary part fres (absorption) is accompanied by a downwards spike in the real part. Yttrium

3 This is strict only in the absence of spin-orbit coupling. C.f. Sec. 5.
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Fig. 3: Calculated energy-
dependence of the anoma-
lous scattering factors
f ′′ = �{fres} (top, propor-
tional to absorption cross
section) and f ′ = �{fres}
for Yttrium.

has Z = 39 electrons, so fTh(Q = 0) = 39: Even at forward scattering, the atomic scattering
factor can experience dramatic corrections particularly in the region of the L edges. Because
fTh decreases with increasing Q whereas fres does not, the modification by the latter becomes
increasingly dominant at higher Q values. The connection between the absorption cross section
of an atom and the complex scattering factor can be restated directly in the form of the optical
theorem [4]:

σtot = 4π / k · �{fat(Q = 0)}. (9)

This theorem is of rather general validity, resting on basic conservation laws. For x-rays at not
extremely high energies, the total cross section is dominated by the absorption cross section4,
and only fres contributes an imaginary part. This is an independent confirmation of the deep
connection between resonant scattering and absorption already apparent in the form of Eq. (4).

2.2 Polarization dependence: scattering factor as a tensor

For the consideration of dispersion and the optical theorem, we had neglected polarization de-
pendences. Yet it is clear from chapter F2 that the absorption depends on the polarization of the
incoming photons, and therefore so must the resonant scattering factor, as indeed made explicit
in Eq. (6). The polarization dependence can be conveniently taken into account by defining the
resonant scattering factor as a rank-two tensor (dropping the E1 dipole approximation indicator
from now on):

ε̂εε†k′;λ′ · f̂res(ω) · ε̂εεk;λ = fres,E1(ω, ε̂εεk′;λ′ , ε̂εεk;λ). (10)

Within this tensor formalism, the contribution to the total atomic scattering factor by Thomson
scattering is simply a scalar, as the Thomson polarization dependence is ε̂εε†k′;λ′ · ε̂εεk;λ according
to (3). f̂res depends on the symmetry of the atom (e.g. broken by a magnetic moment) and
its surrounding, in particular the crystal field (c.f. ch. B6). For a free atom with no magnetic
moment (magnetic moments will be considered in Sec. 5), the spherical symmetry implies that
f̂res is a scalar, i.e. the polarization dependence of the resonant scattering would be the same
as for Thomson scattering. The same applies for atoms in sites with cubic site symmetry.
However, for lower site symmetries, f̂res will generally no longer be a scalar and more complex
polarization dependences can be expected. Generally, for each symmetry element Ŝ of the point

4 I.e. σtot�σabs. Note that theorem (9) remains valid in tensor (Sec. 2.2) form, with ε̂εε† · σ̂abs · ε̂εε ≡ σabs(ε̂εε).
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Fig. 4: a) Crystal structure of rutile TiO2. b,c) Azimuth scans on two “forbidden” reflections
[(100) in b, (001) in c], measured with the photon energy tuned to the Ti K edge. From [8];
reproduced with permission of the International Union of Crystallography.

group leaving the site invariant (c.f. ch. B1), f̂res = Ŝ−1f̂resŜ has to hold, i.e. f̂res is invariant
under these symmetry operations.

Consider for example an atom on a site with D2h (mmm) symmetry. The above condition
allows only three independent tensor elements. For a coordinate system that has the mirrors
perpendicular to the x, y, z axes, the tensor is diagonal, whereas for a coordinate system with
mirrors m001, m110 and m110, as in the example below, the tensor has the form

f̂res =




a b 0

b a 0

0 0 c


 . (11)

In general, there are more than one positions for the resonating atom. Within the tensor formal-
ism, the crystallographic structure factor F introduced in Eq. (8) will be a tensor as well. The
deviation from a scalar can have profound effects. A classical effect is the violation of reflection
conditions resulting from glide reflections and screw rotations (see ch. B1). The violation occurs
only upon resonance, and is due to the anisotropy of the tensor of susceptibility (i.e. of f̂res). It is
therefore often called ATS scattering (sometimes also Templeton-Templeton scattering) [5–7].
For atom sites that are connected by a space-group element of the form r(2) = Ŝ · r(1) + t, the
tensor transforms according to f̂

(2)
res = Ŝ−1f̂

(1)
res Ŝ. Let us consider as a concrete example rutile

TiO2. Rutile has a tetragonal structure (see Fig. 4a) with space group P42/mnm (#136). Ti is
at the Wyckoff position 2a, with positions (000) and (1

2
1
2
1
2
). The site symmetry is D2h, with the

mirrors such that the tensor at (000) has the form of Eq. (11). (1
2
1
2
1
2
) is connected to (000) by

n-glide mirrors, which transform f̂res to the form

f̂
( 1
2

1
2

1
2
)

res =




1 0 0

0 −1 0

0 0 −1


 f̂ (000)

res




1 0 0

0 −1 0

0 0 −1


 =




a −b 0

−b a 0

0 0 c


 . (12)

The crystallographic structure factor (8) works out as

F̂hk� = f̂ (000)
res + (−1)h+k+� · f̂ ( 1

2
1
2

1
2
)

res , (13)

which for h+k+ even this evaluates to a diagonal tensor, but for h+k+ odd an off-diagonal
tensor is obtained, which is non-zero solely because of the anisotropy of the tensors f̂

(000)
res
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Fig. 5: Scattering geometry, adapted coor-
dinate system and polarization vectors. Az-
imuth Ψ scans rotate the sample around
u3‖Q, which maintains the Bragg condi-
tion, but changes the direction of the po-
larization vectors relative to the x, y, z-
coordinate system rotating with the sample.
From [9], c© 2012 EDP Sciences, Springer-
Verlag; used under CC BY 4.0 / Added Ψ to
the original.

and f̂
( 1
2

1
2

1
2
)

res . Including the polarization dependences one obtains (abbreviating the polarization
states)

ε̂εε′† · F̂ (h+k+� odd)
hk� · ε̂εε = ε̂εε′† · 2b




0 1 0

1 0 0

0 0 0


 · ε̂εε = 2b

(
ε̂εεxε̂εε

′†
y + ε̂εεyε̂εε

′†
x

)
. (14)

To link this to actual experimental conditions, consider Fig. 5. Any linear polarization (see ch.
C4 for the creation and analysis of polarized x-ray beams) of incoming and scattered beam can
be decomposed into components perpendicular to the scattering plane (ε̂εεσ,ε̂εε′σ) and parallel to the
scattering plane (ε̂εεπ,ε̂εε′π), with components conveniently described in the adapted u1, u2, u3 co-
ordinate system. Keeping the Bragg condition, we still have the freedom to rotate the scattering
plane (and u1, u2) around the Q vector (equivalent to a sample rotation around Q)5.

Sticking with the example of rutile, we consider the glide-plane forbidden (001) reflection, with
incoming x-rays that are σ polarized and an azimuth definition Ψ = 0 for u1‖x. For arbitrary
azimuth, the incoming polarization then has the x, y, z components ε̂εεσ = (− sinΨ,− cosΨ, 0),
and the scattered x-rays have ε̂εε′†σ = ε̂εε′σ = ε̂εεσ and ε̂εε′†π = ε̂εε′π = (− sin θ cosΨ, sin θ sinΨ, cos θ).
Thus, with (14), we have F σ→σ′

001 = 2c sinΨ cosΨ = 4c sin 2Ψ. There is also scattering with
rotation of the polarization, σ → π′, which cannot happen for Thomson scattering or any scalar
atomic scattering factor: F σ→π′

001 = 2c sin θ cos 2Ψ. Without polarization analysis, both these
channels contribute equally to the intensity

Iσ→σ′+π′

001 = 4c2
(
sin2 θ + cos2 θ sin2 2Ψ

)
. (15)

This corresponds to a dependence of the resonant intensity upon the azimuth with four-fold
symmetry, which might be expected given the tetragonal space group. It is indeed what Kirfel
and coworkers [8] observed, when they investigated rutile with resonant scattering at the Ti
K edge (see Fig. 4c, in which the symbols are experimental results and the line corresponds
to Eq. (15). They also observed good agreement for other “forbidden” reflections, such as
(100) (Fig. 4b), with different periodicities in Ψ. What makes the off-diagonal entry c in the
resonant scattering tensor of rutile not only symmetry-allowed, but significant enough to be
readily observed in the experiment is the very anisotropic environment, with oxygen atoms
only in two rather than four directions. This will acts as an anisotropic crystal field (c.f. ch.
B6), which splits the 4p levels, which according to the dipole selection rules (p. D9.5) are the
intermediate states for the K edge.

5 As an alternative to such azimuth scans, rotating ε̂εε around k by phase plates may be used (c.f. ch. C4).
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Elements Edge Transition E (keV) Resonance comment
3d K 1s→4p 5-9 weak small overlap

1s→3d dipole-forbidden, small overlap
3d LI 2s→3d 0.5-1.2 weak dipole-forbidden, small overlap
3d LII, LIII 2p→3d 0.4-1.0 strong large overlap,

high spin-polarization of 3d
4f K 1s→5p 40-63 weak small overlap
4f LI 2s→5d 6.5-11 weak dipole-forbidden, small overlap
4f LII, LIII 2p→5d 6-10 medium 5d spin-polarized by the 4f

2p→4f dipole-forb., 4f local moments
4f MI 3s→5p 1.4-2.5 weak small overlap
4f MII, MIII 3p→5d 1.3-2.2 medium

3p→4f to strong dipole-forbidden
4f MIV, MV 3d→4f 0.9-1.6 strong large overlap,

high spin polarization of 4f
5f MIV, MV 3d→5f 3.3-3.9 strong large overlap,

high spin polarization of 5f

Table 1: Overview of absorption edges for different types of elements.

2.3 Spectroscopic aspects

From the considerations in Sec. 2.1, in particular Fig. 3, it is clear that significant resonant
scattering can be expected only for photon energies close to an absorption edge. In the selection
of an appropriate edge, one would first like a strong resonant enhancement, i.e. large transition
matrix elements (5) to the intermediate states. This can be the case mostly only for dipole-
allowed transitions, and in addition there should be a large overlap between the wavefunctions
of the initial and intermediate states. The latter is generally not the case for K edges, which
therefore are only weakly resonant. Furthermore, one would like to have intermediate states
that are of direct interest. For transition metal elements, these are the 3d states, which is where
the electronic ordering processes (c.f. Fig. 1) take place. For rare earth elements these are the
4f states. The properties of the different edges for various classes of elements are listed in table
1. As can be seen, the most interesting edges for 3d transition metal elements (LII, LIII) as
well as for rare earths (MIV, MV) are in the soft x-ray region of photon energies. This leads to
particular experimental challenges: First, the long wavelength severely limits the Q-range that
can be accessed. Of the superstructure reflections only very few (or even none in some cases)
can typically be reached, and structural Bragg reflections are in most cases out of reach, making
the sample alignment difficult; for the same reason crystals for polarization analysis (c.f. ch.
C4) have to be replaced by graded multilayers [10]. Second, in the soft x-ray region absorption
is a major issue. Even air absorbs too much, so that specially designed instruments maintaining
UHV conditions have to be used. Furthermore, absorption by the sample itself implies that only
a thin layer below the surface of the sample is actually probed. Nevertheless, resonant scattering
with soft x-rays is a rapidly expanding field [11].
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For 2p → 3d transitions, strong spin-orbit coupling splits the initial state into two states with
j = 1/2 (LII edge) and j = 3/2 (LIII edge), by 10 to 20 eV. The same applies for several other
tabulated transitions. Furthermore, the initial state energy is shifted by the valence (by a few
eV), discussed in the next section. Even for a free atom, the intermediate states do not exactly
correspond to the atomic multiplet structure, because the presence of the core hole left by the
bumped up electron, which modifies the screening. Within a solid, the core hole has a localizing
tendency, ameliorating charge transfer effects. An important impact of the environment on the
intermediate states is made by the crystal field (see ch. B6) of the coordinating ligands, often
oxygen, which splits up the intermediate state levels. While this splitting is small for the well
localized 4f states, it can reach a few eV for 3d states. It can also affect 4p states, as seen in the
example of rutile above. Further effects impacting the absorption fine structure and thus also
the energy line shape for resonant scattering are discussed in chapter F2. The overall line shape
is rather complex, yet it is crucial for the elucidation of the electronic degrees of freedom, as
we will see. For simulations of spectra, either semi-empirical atomic multiplet calculations in
a crystal field are done or density functional theory based cluster calculations, with codes such
as FDMNES [12]. The latter, more “ab initio”, approach works well for K edges, but often fails
for L edges due to stronger interaction with the core hole and charge transfer effects.

3 Charge order and resonant scattering

The concept of charge order (CO) as the localization of extra electrons on some sites in a peri-
odic fashion (as sketched in Fig. 1), driven by the Coulomb repulsion between these electrons,
has great intuitive appeal. However, this picture basically assumes ionic bonding, whereas in
nature bonds are never purely ionic, but e.g. in transition metal oxides (TMO) have at least par-
tial covalent character. The nature of CO as a variation of actual charge at an atom as defined
e.g. by integrating charge density within some sphere around the nucleus, is therefore ques-
tionable (see [13] for a fuller discussion). Nevertheless, the affected atoms of different valence
states, do behave like atoms of the corresponding valence state in other compounds with fixed
valence state. This applies to being Jahn-Teller active [2] or not, the magnetic moment asso-
ciated with the atom, exchange interactions determining magnetic order, electric polarization
effects, location of absorption edges (relevant for resonant scattering), and typical bond lengths
to the coordinating ligands.

The last of these effects implies atom shifts with the same periodicity as the CO, and therefore
superstructure reflections due to CO can also be observed with non-resonant Thomson or with
neutron scattering: indeed, subsequent to a refinement (c.f. ch. D3) of the corresponding crystal
structure the CO pattern can be assessed with the empirical bond-valence-sum, which deduces
the valence state from the bondlengths to the ligands (see [2]). However, this deduction of CO
is somewhat indirect, and in some cases where the charge modulation is only a small fraction
of an electron the corresponding atom shifts may be difficult to see.

The fundamental aspect of CO in TMO is a different occupation of 3d states (this is indispens-
able e.g. for the change of the magnetic moment). This should affect resonant scattering at the
LII,III edges, because only empty states are available as intermediate states. However, according
to Eqs. (6) and (8), resonant scattering contrast may also arise in two other ways. First, atom
shifts of the transition metal atom will lead to a resonant signal. Typically, the transition metal
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Fig. 6: Resonant scattering at
the Cu L edges on the charge
order reflection (0.24, 0, 1.5)
in La1.475Nd0.4Sr0.125CuO4.
The experimental data (red
lines) are compared with the
calculated spectra according
to 3d occupation (a), atom dis-
placement (b), and core level
energy shift (c). Reprinted
with permission from [14],
c© 2012 American Physical

Society.

atoms shift considerably less than the ligands do though. Second, a shift in the energy of the
initial state, will also lead to a resonant signal. Such an energy shift does indeed occur6: for
the higher valence state, the missing outer electron implies less effective screening of the nu-
clear charge potential is felt by the inner electron in the initial state, which is therefore more
tightly bound. The lower energy of the initial state corresponds to an increase of the energy of
the absorption edge, e.g. going from Fe2+ to Fe3+ by about 4 eV for the K edge and by about
1.5 eV for the L edges. Without detailed modeling, it is not clear how important each of the
above effects is for the resonant scattering. Such a modeling has been carried out by Achkar et
al. [14], who carried out resonant scattering on La1.475Nd0.4Sr0.125CuO4, which exhibits charge
stripe order (like many cuprates) that might be relevant for the mechanism of high-temperature
superconductivity in cuprates (c.f. ch. E1). The stripe order is incommensurate, leading to su-
perstructure reflections at (0.24, 0, 1.5), the energy spectrum through the L edges of which is
shown in Fig. 6 (red lines). Comparison of the measured spectrum with spectra calculated for
modulations of the 3d occupation (panel a), atom displacement (b), and core level energy shift
(c) show the best fit for the model taking into account the energy shift only. According to the
calculations, this is also by far the strongest contribution, with the contribution by the 3d mod-
ulation a factor of 30 smaller (and thus hard to confirm from the data directly), and the small
shifts of the Cu atoms irrelevant (four orders of magnitude lower).

This indicates that the resonant scattering on charge ordered compounds is generally dominated
by the energy shift of the core levels, even for absorption edges which directly probe the 3d
states in which CO takes place. Hence, without very accurate modeling of the resonance spectra,
the technique does not directly probe the 3d occupation, it rather probes the valence shift of the
edges, an indirect effect, which is however generally linear with the amplitude of the charge
modulation so that the latter can be estimated. A similar, though less accurate, estimation is also
possible from structural information with the already mentioned bond-valence-sum method.

Given the reliance on on the core level energy shift resonant scattering for CO works as well in
principle at the K edge as at the L edges. The main drawback is that the resonant signal will

6 See also chapter F2 for these valence-induced edge shifts.
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Fig. 7: Resonant scattering
spectra at the Fe K edge
on several charge order
reflections in LuFe2O4,
corrected for background,
polarization, and attenuation
by absorption. The exper-
imental data (symbols) are
compared with a model fit.
Reprinted with permission
from [15], c© 2012 Ameri-
can Physical Society.

be much weaker (c.f. table 1), often smaller than the Thomson scattering, the effective intensity
of which also changes going through the absorption edge due to the increasing attenuation of
the primary and scattered beam, necessitating a correction prior to any modeling of the spectra.
There is a major advantage, on the other hand, in that many superstructure reflections can be
reached, facilitating the analysis of many spectra. This allows, with a model of the charge
configuration, to fit the energy-dependence of the complex resonant scattering factors of the
atoms in both valence states individually. Figure 7 shows an example of such spectra [15]
measured at the Fe K edge on CO reflections of LuFe2O4, a compound which had attracted
attention after being proposed as an example of multiferroicity originating from CO. The lines
correspond to the best fits of individual resonant scattering factors for the two Fe valence states.
The corresponding imaginary parts, proportional to absorption as discussed in Sec. 2.1, show a
shift of the edge of 4 eV, indicating full or nearly full Fe2+/Fe3+ CO.

Given that CO resonant scattering is dominated by a simple energy shift, there is no reason why
it would not be isotropic, i.e. have the same polarization dependence as Thomson scattering.
The resonant scattering factors can thus be assumed to be scalars, which greatly simplifies
the analysis. In principle, anisotropies may nevertheless be introduced by crystal field effects,
which after all introduce anisotropies already for purely structural reflections as seen on the
example of rutile above (Fig. 4). However, apart from reflections that may be “forbidden”
by the space group describing the CO superstructure, deviations from isotropic behavior can
be expected to be small, except for special circumstances like one of the valence states also
exhibiting a “ferro” orbital order (see Sec. 4).

Given that the configuration of the CO and an estimation of the amplitude of the valence dif-
ference can also be obtained with non-resonant scattering by structure refinement and bond-
valence-sum analysis, one might assume that the impact of resonant scattering on the under-
standing of materials exhibiting CO has been very limited. However, if the structural modula-
tion is so weak that the corresponding superstructure reflections cannot or can only barely be
detected, the structural route is often precluded. In these cases, the charge modulation will also
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Fig. 8: Energy spectrum of resonant scattering at the Mn L edges on the orbital order reflection
(1
4
1
4
0) of La0.5Sr1.5MnO4. a,b) The experimental data (black lines) are compared with best fits

(red broken lines) of two distinct models of orbital order: x2 − y2 (a) and 3x2 − r2 (b). c)
Simulated effect of reducing the crystal field splitting. Reprinted with permission from [19],
c© 2012 American Physical Society.

be small, so that studies generally have to be conducted at the L edges, which have a stronger
resonance. Many corresponding studies are reviewed in [11]. Probably the most active field is
the ubiquitous CO (or charge density waves) in cuprate high-temperature superconductors [16],
where the CO may be related to the exotic mechanism of superconductivity (c.f. ch. E1).

4 Orbital order and resonant scattering

Orbital order OO modulates the direction of occupied orbitals (typically 3d orbitals in transition
metal oxides), as depicted in Fig. 1. The directionality of the occupied orbitals necessarily intro-
duces anisotropy into the resonant scattering: here, deviations from Thomson-like polarization
dependences should be expected and the scattering factors have to be treated as tensors. The
first claims of a direct observation of orbital order was made on La0.5Sr1.5MnO4 (LSMO) by
resonant diffraction at the Mn K edge, based on the observation of a two-fold azimuthal angle
dependence (very similar to the one shown in Fig. 4b) of the (3

4
3
4
0) reflection [17]. However,

resonant scattering at the K edge probes the 4p states rather than the 3d states in which OO
takes place. Like for a valence change (c.f. Sec. 3), changed orbital occupation also results in
shifts of the Ligand atoms in order to accommodate the filled orbital, a so-called Jahn-Teller
distortion. These atom shifts make the orbital order, like charge order, indirectly visible also
for non-resonant scattering [2]. Furthermore, the distorted crystal field will split the (empty) 4p
leading to anisotropic scattering that can be explained entirely by the crystal structure, analo-
gous to the ATS scattering observed on rutile (Fig. 4). In the case of LSMO, model calculations
soon indicated that a contribution on the K edge resonant scattering by the direct 3d − 4p
interaction is very small compared to the contribution by the shifted ligands [18]. Basically,
K edge resonant scattering probes the Jahn-Teller distortion, which could also be obtained by
non-resonant scattering.

This is different for resonant scattering at the LII and LIII edges, which does probe the 3d
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states [20]. The occupied orbital being unavailable does have a direct impact on resonant scat-
tering. On the other hand there is also an impact by the energy shifts of the various 3d orbitals
that are concomitant with the Jahn-Teller distortion. In order to disentangle these effects, experi-
mental spectra have to be compared to model calculations. In modeling, the effect of Jahn-Teller
distortion can be distinguished from the effect of orbital occupation by lowering the crystal field
splitting, as exemplified for an OO reflection of LSMO (Fig. 8c): Reducing crystal field effects
drastically lowers the intensity at the LIII edge, whereas the intensity at the LII edge remains
roughly the same. Fitting L edges resonant scattering spectra also allowed to distinguish be-
tween two alternative models of orbital ordering, which lead to similar displacements of the
ligand atoms and thus could not be distinguished by non-resonant scattering: the model favored
by simultaneous fitting of the OO reflection (Fig. 8a,b) and a magnetic reflection (not shown)
has filled orbitals of x2−y2 type (a) rather than of 3x2−r2 type (b) as previously thought [19].

Orbital order reflections occur due to a contrast between atoms with the same number of elec-
trons, but different directions of the occupied orbital (c.f. e.g. sketch in Fig. 8a). This leaves
only the anisotropic part of the scattering tensor to contribute. The situation is actually quite
analogous to the “forbidden” reflections in rutile discussed in Sec. 2.2: Resonant scattering at
a Ti edge does not directly take into account the oxygen position, the rutile structure (Fig. 4a)
then simplifies to a bcc structure with reflections allowed only for h+ k+ � = 2n. The addition
of oxygen provides for an anisotropy on Ti, which is different for the Ti at (000) and (1

2
1
2
1
2
),

analogous to a decoration by orbital order. The h+k+ � = 2n+1 reflections correspond to the
superstructure reflections of this decoration by the O crystal field. The focus in the case of rutile
on “forbidden” reflections is simply to avoid a large non-resonant and isotropic background by
Thomson scattering from the oxygen atoms. In the case of orbital order, such a background is
unavoidable because the ligand atom shifts by the Jahn-Teller distortions implies a Thomson
scattering contribution (this is negligible at L edges with strong resonances, but can be signif-
icant for measurements at the K edge). Because the symmetry of the split (filled or empty)
orbitals is coupled by the crystal field to the symmetry of the positions of the ligand atoms (c.f.
ch. B6), the polarization dependences of the contributions due to OO (d orbital occupation) and
due to the crystal field distortion are the same. If the distorted ligand positions, and thus the
site symmetry, are known, the polarization dependence can be calculated in the same way as for
ATS reflections (c.f. Sec. 2.2). In this case, azimuthal scans and polarization analysis will not
yield new information for a pure OO reflection. Judicious settings of azimuth and polarization
channel can, however, suppress the influence of Thomson scattering, and full analysis may help
to decide whether or not there is a magnetic contribution to the intensity.

5 Spin order: x-ray resonant magnetic scattering

Spin order (SO) is in several respects different from the charge and orbital order considered
in Secs. 3 and 4. First, spin order doesn’t cause atom shifts of the same periodicity7. It is
therefore not possible to determine the spin structure indirectly from Thomson scattering, and
difficult to do so with non-resonant magnetic x-ray scattering because of very low intensities.
It is possible to get the spin structure by magnetic neutron scattering (c.f. ch. A3), but this
requires relatively large samples and generally can measure the sample as a whole only. In

7 Exchange striction may lead to small atom shifts, but with half the magnetic periodicity.
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the case of a presence of more than one magnetic elements, or of more than one valence state
of the magnetic element, it is not directly sensitive to element or valence state. Second, the
dipole operator in Eq. (6) and indeed the whole interaction Hamiltonian (1), does not operate
on spins at all. It is therefore somewhat mysterious how resonant scattering can see SO. The
reason is that the atomic Hamiltonian contains relativistic corrections: exchange splitting (c.f.
Fig. 2c) and, particularly important, spin-orbit-coupling (SOC). SOC implies that for example
with 2p 3

2
and 2p 1

2
as initial state split by SOC any orbital m� selectivity of the transition is

partially transferred onto spin ms selectivity (c.f. ch. F2). The orbital selectivity is there: if
the dipole operator D̂ in (6) is decomposed into components D̂z and D̂± = D̂x ± iD̂y, the m�

dipole selection rule becomes ∆m� = 0 for D̂z and ∆m� = ±1 for D̂±, which ties in with the
corresponding components of the x-ray polarization (ε̂εε± = ε̂εεx ± iε̂εεy corresponding to circular
polarization). Third, the direction of the atomic spin (and thus quantization axis) ŝ may break
the site symmetry of the atom, leading to more independent entries of the atomic scattering
tensor [11].

For a free atom with the spherical symmetry broken only by a magnetic moment in ŝ direction,
the resonant scattering factor has been worked out [21, 22] as

fres,E1(ω, ε̂εε
′, ε̂εε) = (ε̂εε′† · ε̂εε) F (0) − i(ε̂εε′† × ε̂εε) · ŝ F (1) + (ε̂εε′† · ŝ)(ε̂εε · ŝ) F (2), (16)

which in tensor form corresponds to

f̂res,E1(ω) = F (0) + iF (1)




0 −ŝz ŝy
ŝz 0 −ŝx

−ŝy ŝx 0


+ F (2)




ŝ2x ŝxŝy ŝxŝz
ŝxŝy ŝ2y ŝyŝz
ŝxŝz ŝyŝz ŝ2z


 . (17)

Here, the complex factors F (n) = F (n)(ω) denote various linear combinations [21, 22] of tran-
sition probabilities to symmetry-appropriate intermediate states, weighed in particular by the
probability that the corresponding intermediate states are empty. Their calculation is rather in-
volved (c.f. Sec. 2.3). Therefore, it is generally not possible to accurately determine the absolute
value of the ordered magnetic moment, in contrast to magnetic neutron scattering. Form (16) is
strictly valid only for free magnetic atoms. For magnetic atoms in sites with lower than cubic
symmetry (c.f. Sec. 2.2) an appropriately symmetry-adapted tensor-form has to be used [11].

The first term in Eqs. (16) and (17) does not depend on the atomic magnetic moment, it cor-
responds to a non-magnetic resonant scattering contribution that is isotropic, like Thomson
scattering. The second term, linear in ŝ, leads to first-order satellite magnetic reflections, i.e.
at the same position as reflections in magnetic neutron scattering. By the optical theorem (9)
it is connected to x-ray magnetic circular dichroism in absorption (see ch. F2). The third term,
quadratic in ŝ, leads to second-order satellite magnetic reflections. By the optical theorem, this
term is connected to x-ray magnetic linear dichroism (ch. F2). The second order reflections
are usually weak, and in commensurate magnetic structures often fall together with structural
reflections.

The focus in the following will therefore be on the second term. It is convenient to express the
polarization dependences in terms of σ and π polarization channels (c.f. Fig. 5). This can be
done in matrix form [22], by defining (see also ch. C4):

f̃res,E1 ≡
(

ε̂†σ · f̂res,E1 · ε̂′σ ε̂†σ · f̂res,E1 · ε̂′π
ε̂†π · f̂res,E1 · ε̂′σ ε̂†π · f̂res,E1 · ε̂′π

)
. (18)
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Fig. 9: a) Fe LIII edge resonant scattering with polarization analysis on the magnetic (003
2
)

reflection of LuFe2O4. Reprinted with permission from [23], c© 2012 American Physi-
cal Society. b) Scattered intensity along (0k0) for circular polarized x-rays at Mn LII edge
on TbMnO3 with opposite direction of applied electric field. Reprinted with permission
from [24], c© 2012 American Physical Society. c) Mapping of circular dichroic contrast
(I+−I−)/(I++I−) of Fe LIII edge resonant scattering on magnetic reflection in a field-induced
phase of Ba0.5Sr1.5Zn2Fe12O22. Simplest possible model of chiral block spin structure leading
to circular dichroism is also shown. After [25].

Eq. (17) then becomes, omitting the third term,

f̃res,E1 = F (0)

(
1 0

0 cos 2θ

)
− iF (1)

(
0 ŝ1 cos θ + ŝ3 sin θ

ŝ3 sin θ − ŝ1 cos θ −ŝ2 sin 2θ

)
+ · · · (19)

with the indices 1, 2, 3 corresponding to the coordinate system shown in Fig. 5. Examining the
F (1) term here, we see that σ → σ′ magnetic scattering is absent, while the moment component
perpendicular to the scattering plane gives rise to π → π′ scattering and the other moment
components give rise to σ → π′ and π → σ′ scattering with rotated polarization. The F (0)

term here gives the polarization dependence of isotropic resonant scattering (equal to the one of
Thomson scattering) in matrix form.

Consider the example of the Fe L edge spectrum of the (003
2
) reflection of LuFe2O4, a compound

undergoing a complex charge and spin ordering, which was measured for all four polarization
channels (Fig. 9a) [23]. The intensity was depressed too much by the polarization analysis [10]
to discern the signal at the LII edge, but the detailed form of the spectrum is not necessary
to reach some conclusions. First, scattering in the σ → σ′ channel is absent. This strongly
indicates that the reflection is purely magnetic, as a charge order contribution would be expected
to be at least approximately isotropic. Second, there is also no intensity in the π → π′ channel,
implying that the ordered magnetic moment has no component perpendicular to the scattering
plane. Third, the intensities in the σ → π′ and π → σ′ channels are equal. This implies (the
matrix elements will be squared to give the corresponding intensities, c.f. Eq. (7) that either ŝ1
or ŝ3 are zero. As the azimuth angle was chosen arbitrarily, it is much more likely that ŝ1 is zero,
i.e. we have a collinear spin structure with the moments pointing in Q‖c direction. A potential
contribution by orbital order can rather be excluded as well, since that would lead to complex
interference phenomena [26] excluding the observed behavior except for special azimuths.

That the example taken is from L edge resonant scattering is no coincidence. Generally, reso-
nant magnetic scattering signals at the K edge are extremely weak. This has several reasons: i)
K edge resonances due to small overlap with non-s shells, ii) 1s → 3d transitions are dipole-
forbidden so that either quadrupole transitions have to be employed or only a possible induced
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polarization in the 4p shell can be probed, iii) in contrast to 2p, 1s is not split by spin-orbit
coupling so weaker SOC in the intermediate states has to be relied on. An exception is the K
edge of oxygen, on which a large resonant enhancement was found and explained as polariza-
tion of the ligand O 2p states hybridized with unoccupied transition metal 3d states [27]. For
transition metals, the need to use L edges limits resonant magnetic scattering to the soft x-ray
region. For rare earths, significant signals can be obtained at the L edges in the hard x-ray
region, mainly probing the 5d electrons, polarized by the 4f ones, or even the 4f states directly
by non-negligible quadrupole transitions. In fact, the first observation of resonant magnetic
scattering was on Holmium L edges, with both dipole and quadrupole contributions [28].

As pointed out above, the main term in resonant magnetic scattering is linked by the optical
theorem (9) to circular dichroism in absorption. It seems natural then to wonder what effect res-
onant scattering with incoming circularly polarized x-rays will have. Calculating this out from
Eq. (16), one obtains for the circular dichroism in the incoming x-rays (no polarization analysis)
I+ − I− ∝ (s(Q)† × s(Q)) · ε̂εε′π, i.e. this is sensitive to the vector spin chirality sj × sk. This
was exploited already 20 years ago, to study closure domains in ferromagnetic FePd films [29].
Spin chirality is of particular interest in a family of multiferroics, in which spin chirality in-
duces an electric polarization, e.g. through a “spin-current” mechanism [30]. The inversion of
the spin chirality then corresponds to an inversion of this polarization. In the “classic” (for this
spin-induced multiferroicity) compound TbMnO3, circular dichroism in resonant scattering was
successfully used to show that the application of an electric field can invert spin chirality [24],
as shown in Fig. 9b. In principle, the magnetic neutron scattering cross section also contains
a term sensitive to the spin chirality. However, neutron fluxes are comparatively small, in ef-
fect implying a large beam so that only the average chirality within the whole sample can be
probed. X-rays, in contrast, can be focused on a small spot of the sample, and with rastering
the beam it is possible to map e.g. chiral domains. A recent example is shown in Fig. 9c [25].
The measurement was conducted on the (003

2
) reflection of Ba0.5Sr1.5Zn2Fe12O22, at 10K and

1T, i.e. under conditions for which field-induced ferroelectricity had been observed [31]. The
large relative dichroic contrast in resonant scattering demonstrates the existence of magnetic
domains of opposite chirality, which intriguingly is inverted upon inverting the magnetic field.
The simplest “block” spin structure consistent with these chiralities (also shown in panel c) is
consistent with ferroelectricity induced by the spin-current mechanism [30].

6 Electronic excitations: resonant inelastic x-ray scattering

So far we have looked at electronic degrees of freedom purely in terms of static ordering (Fig. 1).
What about possible dynamics and excitations? Resonant scattering as depicted in Fig. 2 panels
a to c, implied to be elastic, is not suitable to elucidate excitations, but there are also resonant
inelastic scattering (RIXS) processes like the process (called direct RIXS) shown in Fig. 2d: an
atomic core electron is bumped up to a (more delocalized) state of the appropriate symmetry
above the Fermi level, and the core hole is then filled from another state below the Fermi energy,
implying that the outgoing photon is of a bit lower energy than the incoming photon. On p. 5,
it was pointed out that the scattering process was coherent because the state of the atom was
unchanged. RIXS works as a coherent scattering process, because the intermediate state(s) are
not localized on the atom. As an example consider a RIXS process bumping a core electron into
an empty CEF-split 3d orbital and filling the core hole from a filled 3d orbital. As illustrated
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Fig. 10: a) Different elementary excitations in correlated materials, which RIXS is sensitive
to, with approximate energy scales. Reprinted with permission from [33], c© 2011 American
Physical Society. b) RIXS (at Cu LIII) intensity map on Sr2CuO3 and c) time-evolution of
orbital and spin degrees of freedom after excitation by RIXS. b,c) reprinted by permission from
Nature Publishing Group [34], c© 2012. d) Evolution of annual number of citations to RIXS
publications, with exponential fit.

in Fig. 10c, this corresponds to a combined orbital (crystal field) and spin excitation, which
subsequently propagate independently from site to site. I.e. these excitations are collective
excitations with some crystal momentum. Fig. 10a shows various collective excitations that
are amenable to RIXS investigations. At high energies beyond approximately 2 eV, charge
transfer processes occur, i.e. transfer of a hole on the transition metal to the ligands, which then
becomes mobile. At slightly lower energy d−d (crystal field, orbital) excitations occur, usually
with small dispersion, while spin excitations occur well below 1 eV, and lattice excitations
(phonons8) below ∼100meV.

An example of a mapping of the dispersion of d−d and spin excitations is shown in Fig. 10b. In
the investigated [34] Sr2CuO3, the ground state consists of one Cu 3d hole in the x2−y2 orbital,
with antiferromagnetic order of its spin. Dispersive excitations between about 1.5 and 3 eV can
be assigned to excitations to different orbitals split by the crystal field, while highly dispersive
excitations at lower energy correspond to spin excitations. In order for the hole excited to a
higher orbital to become mobile, the AF alignment of the spins has to be broken, a so-called
spinon, which subsequently moves independent of the orbital excitation.

RIXS, which within the scope of this introductory lecture cannot be treated more comprehen-
sively (see [33] for a review), has made a large and recently exponentially increasing impact
on the understanding of correlated electron materials (see Fig. 10d) for the evolution of the an-
nual number of citations to RIXS publications. RIXS is particularly useful at edges in the soft
x-ray region that directly probe the shells of interest: in contrast to resonant elastic scattering,
the limited Q range is a less severe issue as there is always a significant range of the Brillouin
zone around (000) that is reachable. The recently increasing importance of this technique is
driven primarily by improvements in the (transfer) energy resolution. Having reached ∼ 1 eV
around 2001 and ∼ 100meV around 2008 [33], the resolution is now pushing 10meV and
beyond [35, 36], on the way to reaching the resolutions of typical thermal neutron triple-axis
spectrometers (c.f. ch. C2) and able to resolve more and more of e.g. the magnetic excitations
(c.f. ch. B5 and D4).

8 As RIXS is directly sensitive to electronic degrees of freedom, it offers the prospect of obtaining element and
momentum-resolved electron-phonon coupling [32].
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7 Summary and outlook

Resonant x-ray scattering has become an important technique for the study of ordering pro-
cesses of electronic degrees of freedom, as well as of the corresponding excitations. For charge
and orbital order, indirect information could also be obtained by normal (Thomson) x-ray scat-
tering and refinements of the crystal structure (provided that the atom shifts are sufficiently
large). The information from resonant scattering is also indirect, particularly charge order and
for orbital order investigated at K edges, and usually does not provide direct evidence of the
electronic degree of freedom being the driving force, as pointed out e.g. in [37]. However,
resonant scattering is much more sensitive to weak modulations, and the L edge resonant scat-
tering energy spectrum, while difficult to accurately model, does contain detailed electronic
information not obtainable from the atomic positions alone.

For the spin degree of freedom, i.e. magnetism, resonant x-ray scattering mainly competes with
magnetic neutron scattering. In this, resonant scattering has a few inherent disadvantages. Ow-
ing to the complex scattering process, it is generally not feasible to determine the absolute
ordered magnetic moment. Furthermore, for the moments of transition metal atoms, feasible
resonant signals can only be obtained in the soft x-ray region, which severely restricts the num-
ber of magnetic reflections that can be reached. Unknown complex magnetic structures can
therefore not be solved by resonant scattering alone. On the other hand, there are inherent ad-
vantages as well. One of those is the element (and even valence) specifity, which is unique to
the method. Another is the much better Q resolution, compared to neutron scattering, which
e.g. allows to settle the question of whether a magnetic structure is exactly commensurate or
not. A large advantage is furthermore that much smaller samples (thin films or crystals) can
be investigates with x-rays than with neutrons; of new materials of interest, often only small
crystals can be obtained, or small crystals are of significantly better quality than larger ones.
Furthermore, samples containing elements with a large neutron absorption cross-section can
also be alternatively studied with resonant x-ray scattering. Finally, the x-ray beam can be fo-
cused on a small spot and rastered over the sample, obtaining maps of (e.g. chiral) magnetic
domains.

Within the scope of this introduction to resonant x-ray scattering, a number of exciting further
possibilities had to be omitted. We restricted ourselves to transitions within the dipole ap-
proximation. Within resonant scattering research, quadrupole (and even higher) transitions are
employed as well (for magnetic resonant scattering, [22] contains also the terms for quadrupole
scattering, with generally much more complex polarization dependences). Taking into account
up to quadrupole transitions, additional ordering phenomena can be probed, such as the ordered
arrangement of octupoles [38] or toroidal moments [39]. As examples we mostly used single
crystal diffraction (c.f. ch. D3), only briefly outlining inelastic (c.f. ch. D4) scattering (RIXS),
which has recently become more and more important. Resonant scattering contrast not only
works for crystals, but for most of the techniques outlined within this book: One can inves-
tigate for example magnetic nanoparticles with resonant small-angle scattering (c.f. ch. D1),
or interface-effects in heterostructures with resonant grazing incidence scattering (c.f. ch. D2),
image magnetic nanostructures with resonant coherent diffraction (c.f. ch. D7), or ultra-fast
processes involving electronic degrees of freedom with pump-(resonant)probe experiments (c.f.
ch. D8).
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1 Introduction

Superconductivity is an exotic state of matter that has fascinated generations of scientists ever
since its discovery in mercury in 1911 [1]. After more than 100 years, there are whole classes
of superconducting materials that we still do not fully understand. In particular, understanding
the mechanism of high temperature superconductivity in cuprates discovered in 1986 by Bed-
norz and Müller [2], and in iron-based superconductors [3] has remained as one of the hardest
tasks in condensed matter physics.

In this lecture note, the fundamentals of superconductivity, as commonly covered in most text-
books on solid state physics, will be given first. Detailed descriptions on the phenomenon
of superconductivity, phenomenological theories i.e. the London theory and Ginzburg-Landau
theory and the landmark microscopic BCS theory can be found in this section. A brief overview
of large classes of the known superconducting materials, including both conventional and un-
conventional superconductors will be given as well. The high temperature superconductivity is
a vast and always rapidly moving field, it is neither in our intention nor possible to present a
comprehensive review on the current status as well as a thorough description of the underlying
physics. Therefore, only some important aspects and basic understanding of the high-Tc super-
conductors will be discussed here. The choice of the covered topic is more or less based on our
own research activities in this field with the main focus on the neutron scattering studies.

2 Fundamentals of Superconductivity

2.1 Zero resistivity

In order to explain the electronic property of metals, the Drude theory was developed by Drude
in 1900. In the framework of the Drude theory, electrons are treated as classical particles. When
electrons are moving through the solid, they will collide with scattering center and change their
direction and velocity. In a metal, the conductivity can be defined by the constitutive equation as
the proportionality between electrical current density J and electric field E: J=σE. The electrical
conductivity σ is given by Drude theory as:

σ =
ne2τ

m
(1)

where τ is the mean life time and m is the effective mass of the conduction electrons. The
resistivity ρ is the reciprocal of the conductivity. i.e. ρ = 1/σ and ρ ∝ τ−1. The resistivity is the
sum of the contributions from different scattering processes. The scattering mechanisms can be
impurity scattering, electron-electron scattering and electron-phonon scattering. Furthermore,
these scattering processes act independently and they have different mean life times. The total
resistivity reads:

ρ =
m

ne2
(τ−1

i + τ−1
e−e + τ−1

e−p) (2)



Superconductivity E1.3

The temperature dependencies of these mean life times are also different. The impurity s-
cattering life time is independent of temperature, while the lifetimes of electron-electron and
electron-phonon scattering will exhibit temperature variation. At low temperatures, electron-
electron scattering and electron-phonon scattering are negligible. Therefore, one expects a con-
stant value for resistivity at zero temperature as the residual resistivity.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

(a) (b) 

Fig. 1: (a): Temperature dependence of the electrical resistivity for superconductors and normal
metals. (b): The superconducting current maintains through the superconducting ring [4, 5].

In 1911, Heike Kamerlingh Onnes performed an experiment to test the validity of the Drude
theory by measuring the resistivity of mercury at low temperature. Surprisingly, he found the
electrical resistance dropped sharply to zero below 4.2 K [1]. Thus the superconductivity was
discovered and it represents a new state of matter [4, 5].

As shown in Fig. 1(a), the resistivity of superconductor drops to zero when temperature is
below the critical temperature Tc. However, due to the experimental difficulty, we are not
be able to measure the zero resistivity. The existence of persistent current in a closed loop
of superconducting wire can be considered as the strong evidence of superconductivity. As
shown in Fig. 1(b), a circulating current I can be introduced in the superconducting ring. If the
superconductor has the zero resistivity, the energy stored in the ring will keep constant and the
current will continue flowing in the ring. Experimentally, it was found that almost no detectable
decay of the current in superconducting ring for years.

2.2 Meissner effect

Suppose we take a superconductor and place it under magnetic field, the external magnetic field
will penetrate into the superconductor if the superconductor is in its normal state, i.e. T > Tc.
Then we will get almost same value of magnetic field inside and outside of superconductor as
indicated in Fig. 2(a). When we cool the superconducting sample below Tc in the presence
of the same field, the magnetic field will be expelled from the sample. This phenomenon was
discovered by Meissner in 1933 and named as Meissner effect [6].

As we known, the superconductor exhibits zero resistivity. By E = ρJ, we will have E = 0
inside of superconductor. By using the Maxwell equation ∇×E = -∂B/∂t, we got ∂B/∂t = 0. It
is also known that magnetic flux density B is related with magnetic field H and magnetization
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Fig. 2: (a): The Meissner effect in superconductors. (b): Temperature dependence of suscepti-
bility (χ) of bulk superconductor [4, 5].

of sample M by B = µ0(H+M). Eventually, we find that ∂M/∂H = χ = -1 for superconductor.
Susceptibility χ = -1 indicated that the superconductors possess perfect diamagnetism. To study
the magnetic susceptibility as a function of temperature, we will be able to characterize the
superconducting sample. As shown in Fig. 2(b), we will obtain χ = -1 for bulk superconductor
below Tc, which is the solid evidence for Meissner effect.

2.3 London theory

In 1935, London brothers developed the first theory to explain the magnetic properties of su-
perconductors [7]. By applying the two-fluid model, the 1st London equation can be obtained,
which relate the superconducting current density J with the electric field E:

E = µ0λ
2
L

∂J
∂t

(3)

Combination of Eq. (3) with Maxwell equation ∇×E = -∂B/∂t, London equation can also be
rewritten in terms of magnetic field B and superconducting current density J, which is called
2nd London equation:

B = −µ0λ
2
L∇× J (4)

In both Eq. (3) and Eq. (4), λL is the London penetration depth with the dimension of length,

λL = (
me

µ0nse2
)1/2 (5)

The London equations provide a simple phenomenological model to explain the Meissner effect.
It also implies that the magnetic field will only penetrate the surface layer of depth λL and the
field equals to zero inside the bulk superconductor.
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2.4 Ginzburg-Landau theory

In 1930, Landau had developed a theory for second-order phase transition. Many second-order
phase transitions can be characterized by an appropriate order parameter, the order parameter
shows different value at high temperature disordered state and low temperature order state. For
example, the magnetic order parameter is always used to describe the magnetic phase transition
from ferromagnetism to paramagnetism. In 1950, Ginzburg and Landau proposed to describe
the superconducting state with a more complex order parameter Ψ, here Ψ is spatially varied,
and |Ψ|2 is proportional to the density of super electrons, i.e. |Ψ|2 = ns(r). Ψ is nonzero in the
superconducting state, while it equals zero in normal state above critical temperature Tc [8].

Since superconducting state is a thermal equilibrium state, its thermal dynamic property can be
described with free energy density f s. For temperature close to critical temperature, free energy
can be expanded as a function of order parameter |Ψ|,

fs(T ) = fn(T ) + a(T )|Ψ|2 + b(T )

2
|Ψ|4 + · · ·· (6)

where fs(T ) is the free energy density of the normal state, a and b are the temperature dependent
parameters, In order to get minimum for fs, b(T) has to be positive, while a(T) can be either
positive or negative, corresponding to T > Tc or T < Tc, respectively. If we plot the difference
of free energy density as a function of Ψ, we will get two different curves for a(T) > 0 and a(T)
< 0. These two curves have different minimum: at Ψ = 0 for T > Tc and at |Ψ|2 = -a(T)/b(T)
for T < Tc.
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Fig. 3: (a): Difference between the free energy in the normal and superconducting state as a
function of order parameter Ψ. (b): Temperature dependence of order parameter Ψ in super-
conductor.

In a spatially inhomogeneous superconductor, the order parameter depends on position. A new
term depending on the gradient of Ψ(r) should be included in the free energy. If we also consider
the effect of magnetic field B = µ0H, another additional term should also be included. Therefore
the free energy of superconductor in the magnetic field is:

fs(T ) = fn(T ) + a|Ψ|2 + b

2
|Ψ|4 + 1

2ms

|(−i�∇− 2eA)Ψ|2 + µ0
|H|2
2

(7)
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By minimizing the free energy of the system, we can get two Ginzburg-Landau equations:

aΨ+ b|Ψ|2Ψ+
1

2ms

(−i�∇− 2eA)2Ψ = 0 (8)

Js = − 2e�i
i2ms

(Ψ∗∇Ψ−Ψ∇Ψ∗)− (2e)2

ms

|Ψ|2A (9)

Suppose there exists an interface between normal state and superconducting state. By assuming
that Ψ(r) is continuous and the boundary condition at Ψ(0) = 0, we can solve the first Ginzburg-
Landau equation and get Ψ(r):

Ψ(r) = Ψ(0)tanh(
r√

2ξ(T )
) (10)

where Ψ(0) is the order parameter far from the interface in the superconducting and ξ(T) is
called Ginzburg-Landau coherence length:

ξ(T ) =

√
�2

2ms|a(T )|
(11)

Beside of the London penetration depth λL, Ginzburg-Landau coherence length ξ(T) is another
fundamental length scale associated with superconductivity. The ratio between these two length
scales is denoted as Ginzburg-Landau parameter, which is independent of temperature,

κ =
λ(T )

ξ(T )
(12)

Usually, the ratio κ = 1/
√
2 is adopted as the criterion to define the type-I and type-II supercon-

ductors:

κ ≤ 1/
√
2 (Type− I) (13)

κ ≥ 1/
√
2 (Type− II) (14)

For type-I superconductor, the field inside is zero due to the Meissner effect, when external field
is larger than critical field Hc, the superconductivity is destroyed suddenly. While, there are two
different critical fields in type-II superconductor: the lower critical field HC1 and upper critical
field HC2. If external field is smaller than HC1, the sample is perfect diamagnet. If external
field exceeds HC1 but below HC2, the superconductor enters the so called Shubnikov phase, in
which the magnetic flux penetrates the superconductor in the form of vortices [9]. If external
field increases further, the vortex cores are getting closer and almost overlap when external field
reached upper critical field HC2. The superconductivity will be totally destroyed once the field
exceeds HC2.
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2.5 Electron-pairing and the BCS theory

As a phenomenological theory, the Ginzburg-Landau theory was quite successful in explain-
ing many physical properties of superconductor. However, it can not explain the microscopic
origins of superconductivity. For instance, the physical meaning of the Ginzburg-Landau order
parameter was still no clear. In 1957, Bardeen, Cooper, and Schrieffer (BCS) proposed a mi-
croscopic theory which can provide the physical interpretation of the nature of order parameter
and describe the macroscopic wavefunction of conduction electrons [10]. The key idea of BCS
theory is that the crystal lattice phonons can act as the exchange bosons and give an attractive
interaction between the conduction electrons near the Fermi surface. Thus, the pair bound state
of electrons is formed and the paired conduction electrons are called ”Cooper pair”.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(c) (b) (a) 

Fig. 4: (a) Two electrons paired when moving through crystal lattice due to the electron phonon
coupling. (b) Interaction of electrons via exchange of boson (crystal lattice phonon). (c) Attrac-
tive interaction between two electrons close to the Fermi surface.

It is well known that bare electrons will repel each other due to the strong electrostatic Coulomb
repulsion. However, if we consider the electrons in a medium, say, surrounded by charged ions
in a crystal lattice [Fig. 4(a)], the Coulomb interaction will be largely reduced by the screening.
Furthermore, the attractive electron-electron interaction is generated via the exchange of virtual
exchange bosons such as phonons. As presented in Fig. 4(b), the Feynman diagram illustrated
the interaction of electrons via exchange phonons. Because the total wave vector is conserved,
we have k1+k2 = k1+q+k2-q = k′1+k′2. Considering a situation that only two additional electrons
located outside of the spherical Fermi surface at T = 0. The interaction between two additional
electrons will take place within the range �ωD of Fermi surface, i.e. Ef < Ek < Ef+�ωD. To
ensure the momentum conservation and to minimize the energy, two additional electrons will
pair up as Cooper pair with no center of mass motion, as demonstrated in Fig. 4(c).

The coupling of the electron spins of the Cooper pairs will result in two different total spin, S =
0 or S = 1. Thus the spin wave function can be:

φ =
1√
2
(| ↑↓〉 − | ↓↑〉) (S = 0, singlet) (15)
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or φ =




| ↑↑〉
1√
2
(| ↑↓〉+ | ↓↑〉) (S = 1, triplet)

| ↓↓〉

(16)

Furthermore, based on the distribution of pairing amplitude in k space, the pairing symmetry
can be classified as s, p, d, f...waves.

By using the language of second quantization, the pairing hamiltonian of singlet superconductor
can be given as:

H =
∑
k,σ

ε(k)nkσ +
∑
k,k′

Vk,k′c
†
k↑c

†
−k↓c−k′↓ck′↑ (17)

By defining bk = 〈c−k↓ck↑〉 and �k = –
∑
k′

Vk,k′〈c−k↓ck↑〉, the model Hamiltonian is expressed

as:

H = µN +
∑
k,σ

ξkc
†
kσckσ −

∑
k

(�kc
†
k↑c

†
−k↓ +�∗

kc
†
−k↓c

†
k↑) (18)

The above Hamiltonian can be diagonalized by Bogoliubov-Valatin transformation:

ck↑ = u∗
kγk↑ + vkγ

†
−k↓ (19)

c†k↑ = −v∗kγk↑ + ukγ
†
−k↓ (20)

with |uk|2 + |vk|2 = 1.

If we insert these operators into the model Hamiltonian, use the relation between uk and vk,
then properly choose uk and vk, the following relations will be obtained:

2ξkukvk +�∗
kv

2
k −�ku

2
k = 0 (21)

Simplify above equation by multiple �∗
k/u2

k to both two sides gives:

�∗
kvk
uk

=
√

ξ2k + |�k|2 − ξk (22)

Excitation energy Ek is defined as Ek =
√
ξ2k + |�k|2 [Fig. 5(a)], thus, vk and uk can be ex-

pressed in term of Ek as:

|vk|2 = 1− |uk|2 =
1

2
(1− ξ

Ek

) (23)

In BCS theory, Bardeen, Cooper and Schrieffer proposed the ground state as:
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|ΨG〉 =
∏
k

(uk + vkc
†
k↑c

†
−k↓)|0〉 (24)

Noted that |uk|2 + |vk|2 = 1. This implies that the parameter uk and vk are the probability
amplitudes. The probability of the pair (k↑,–k↓) being occupied is |vk|2, while the probability
of the pair being unoccupied is |uk|2. The relations between occupation probability |vk|2 and
|uk|2 is shown in Fig. 5(b). 
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Fig. 5: (a) Excitation energy Ek as a function of ξk in the normal and superconducting state. (b)
Occupation probability |vk|2 and |uk|2 as a function of ξk at T = 0 near the Fermi level.

The ground state energy can be expressed as:

〈EG〉 =
∑
k

(
ξk −

ξ2k
Ek

)
− ∆2

V0

(25)

Because the occupation probability is given by the Fermi-Dirac distribution, the definition of
�k can be rewritten as:

�k = −
∑
k′

Vk,k′〈c−k↓ck↑〉

= −
∑
k′

Vk,k′uk′vk′(1− 2f(Ek′))

= −
∑
k′

Vk,k′
�k′

2Ek′
tanh

(
Ek′

2kBT

)
(26)

Based on the assumption of week coupling in BCS theory, i.e. Vk,k′ = –V0, �k′ = �, the
summation of above equation can be converted into an integration over energy, then we arrive
at the BCS gap equation:

1 = λ

∫ �ωD

0

1

Ek

tanh

(
Ek

2kBT

)
dξk (27)
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where λ = V0D(µ) is the dimensionless electro-phonon coupling constant, D(µ) is the density
of states. The BCS gap equation gives the temperature dependence of gap energy, in particular,
it gives not only the energy gap at zero temperature but also the ordering temperature Tc.

For temperature approaching to Tc, we have � → 0. Then we can get the equation for the
critical temperature:

kBTc = 1.13�ωDe
−1/λ (28)

Also at low temperature the ratio between � and Tc can be determined as

�(0)

kBTc

= 1.764 (29)

Above relation is one of the most important result deduced from the BCS theory, indeed, it was
obeyed by all classical metallic superconductors as an universal amplitude ratio.

3 A survey of the superconducting materials

After superconductivity was found in Hg with Tc = 4.2 K, great efforts are made to search for
new superconductors. Till now, thousands of superconducting materials have been found [11].
However, superconductivity is still a low temperature phenomenon. To find a room-temperature
superconductor seems still a long way to go. In the following parts, the main superconducting
materials are classified.

• Superconducting element
After Hg, Superconductivity is also found in some other elements, such as Sn, Pb and La. A-
mong all elements, Pb possesses the highest Tc of 9.2 K in the ambient pressure. Although
some elements are non-superconductor at very low temperature, the superconductivity can e-
merge when they are subjected to high pressure or fabricated as thin films.

• Superconducting alloys and compounds
As a solid solution of different kinds of atoms, some alloys also exhibit superconductivity,
such as NbTi (Tc = 9.5 K) and NbTa (Tc = 6.0 K). Higher Tc are also found in other Nb-
content A3B compounds, e.g. Tc = 18 K for Nb3Sn and Tc = 23.2 K for Nb3Ge. Besides, the
superconductivity with Tc up to 40 K was discover in MgB2 [12].

• Organic superconductors
Usually, the Organic compounds are insulators, but it was found that some organic compounds
are superconductors. The Critical temperatures of organic superconductors are still in the range
of classical superconductors [13].

• Heavy-fermion superconductors
In Heavy-fermion system, the electrons have large effective mass of about 200 times the free
electron mass. Superconductivity was found in some heavy-fermion system such as CeCu2Si2.
It was believed that heavy Fermion superconductors belong to the unconventional superconduc-
tor, however, the mechanism of this kind of superconductor is still not clear [14].
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• Superconducting fullerene compounds
Fullerene, with the formula C60 was discovered as the third form of carbon in 1980s. After inter-
calating with exotic atoms, the doped C60 molecular crystals will exhibit the superconductivity
with Tc up to 40 K [15].

• Superconducting sulfur hydride
In 2015, it was observed that hydrogen sulfide (H2S) becomes superconductive at below 203
K when it is placed under extremely high pressure of 155 GPa [16]. H2S set the new record
for superconducting critical temperature and highlighted a potential way to achieve the room-
temperature superconductivity in the compressed hydrogen-rich materials.

• Superconducting graphene superlattices
In 2018, superconductivity was discovered in a graphene bilayer where one layer was offset by
a ”magic angle” of 1.1◦ relative to the other [17]. Although the zero-resistance state in system
is observed at low temperature of 1.7 K, the results suggest that graphene can be act as a new
platform for investigating unconventional superconductivity.

Fig. 6: Timeline of the discovery of superconductors [18].

• High-Tc cuprate superconductors and Iron-based high-Tc superconductors

The superconducting materials possessing unusually high critical temperature are labeled as
high-temperature (high-Tc) superconductors. In contrast to ordinary superconductors with crit-
ical temperature below 30 K, the high-Tc cuprate superconductors and Iron-based high-Tc su-
perconductors behave as superconductor at high temperature above 130 K and 50K at ambient
pressure,respectively. Extensive attention are drawn on high-Tc superconductors since they
provide a new opportunity to investigate the mechanism of unconventional superconductivity.
Introductions on high-Tc cuprate superconductors and high-Tc iron-based superconductors are
given in the next two sections.
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4 High-Tc cuprate superconductors

In 1986, the first cuprate superconductor La2−xBaxCuO4 with Tc ≈ 30 K was discovered by
Bednorz and Müller [2]. It was quite surprising that high Tc is shown in cuprate since the
oxidize compounds are always insulators or poor conductors. The researchers are immediately
motivated by this breakthrough and start searching for new cuprate compounds with higher Tc.
Soon after, the superconductivity is observed in YBa2Cu3O6+x with Tc ≈ 90 K, which is well
above the temperature of liquid nitrogen. So far the highest Tc of 133 K at ambient pressure
was found in Hg-based cuprate HgBa2Ca2Cu3O8 [19]. Obviously, the Cuprate with high Tc are
unconventional superconductors and it can not be explained in the framework of BCS theory.
Therefore, new theory is required to explain the physics of the cuprate superconductors. How-
ever, the fundamental mechanism of high-temperature superconductivity is still unclear and it
was still considered as the topic of the frontier of condensed matter physics.

From the point of view of crystal structure it was found that all high Tc cuprate have a layered
structure. All Cuprate have one or more layers of copper oxide (CuO2) and the CuO2 layer
are spaced by layers containing elements such as lanthanum, barium or yttrium. The schematic
view of crystal structure of YBa2Cu3O7 is shown in Fig. 7(a). Based on the large number
of experimental results the universal phase diagram relating the critical temperature to doping
level can be draw Fig. 7(b).

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) (c) 

Fig. 7: (a) Crystal structure of YBa2Cu3O7. (b) Schematic phase diagram of hole doped cuprate
high Tc cuprate superconductor [20]. (c) Stripe-like electronic order in the cuprates [21].

Considering the phase diagram with increasing doping, the material is still an antiferromagnet-
ic insulator at the lowest doping level. With increasing doping, the material enters the super-
conducting phase and the critical temperature Tc exhibits a dome-like dependence on doping
with further increases in the doping level. At the over doped level, the material again become
non-superconducting. Between the antiferromagnetic and superconducting phase zone, there is
phase named pseudogap phase, in which physical properties show behavior of the existence of
an energy gap. It is still controversial whether the pseudogap arisen from competing orders or
it is the precursor of superconductivity.

As shown in Fig. 7(b), the undoped Cuprate compounds are Mott insulator with long-range
antiferromagnetic order of Cu. Upon doping with holes, the stripes of spin and charge order
formed. Both charge and spins are periodically modulated in the stripe phase. As illustrated
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in Fig. 7(c), inhomogeneity arises due to the hole doping process. The antiferromagnetic spin
order in the spin-part of stripe is similar as in the undoped antiferromagnetic Mott insulator,
whereas the charge can conduct between the spin-part of stripe. Experimentally, the strip phase
is directly detected by neutron scattering study. Information on the period of both charge and
spin density modulations can be obtained. Theoretically, it was thought that the formation of
stripe phase was attributed to the competition between the kinetic energy of the electrons, the
antiferromagnetic interaction among spins, and the Coulomb interaction between charges. It
was believed that the existence of the strip phase might give rise to superconductivity. Although
qualitative understanding of the nature of the superconducting state itself has been achieved to
some extent, profound unresolved issues concerning the astonishing complexity of the phase
diagram and so on are still need to be explored in effort to unravel the physics of cuprates [22].

5 Iron-based high-Tc superconductors

In 2008, a new family of high-Tc superconductors, iron-based superconductors were discovered
[3]. There are a number of homologous families of iron-based superconductors discovered so
far, which are short-named after the stoichiometries of their parent compounds (as shown in
Fig. 8). Iron-based superconductors are usually termed as iron pnictides or iron chalcogenides
depending on their compositions. All iron-based superconductors have a common layer of iron
atoms which are tetrahedrally coordinated by pnictogen or chalcogen atoms [23]. They differ
only in the details of the buffer layers. Experiments and theory now agree that the superconduct-
ing electrons in all the iron-based superconductors flow in the planes that contain Fe. Despite
of the compositional variety, the Fe-containing planes have the same structure from material to
material.

Fig. 8: Several homologous families of iron-based superconductors [23].

Starting from non-superconducting parent compounds, superconductivity can be achieved ei-
ther by doping, or by the application of pressure in some materials. Up to now, the highest
Tc attained is 57.4 K in the electron-doped compound Ca0.4Nd0.6FeAsF. Since the parent com-
pounds are already metallic, the effect of the doping can not be solely related to the introduction
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of free charge carriers. It has been suggested that the modifications of the Fermi surface, which
are similar under pressure and chemical doping, are important for inducing superconductivity
in the iron-based compounds. The measurements of resistivity, magnetic susceptibility as well
as more bulk-sensitive techniques, such as thermal expansion, heat capacity and neutron and
x-ray diffraction etc. would allow for an accurate determination of the phase diagrams of the
iron-based superconductors. The phase diagrams electron and hole-doped BaFe2As2 is shown
in Fig. 9. One of the most fascinating phenomena is the apparent coexistence and competi-
tion between superconductivity and the spin density wave phase in the underdoped regime of
Ba(Fe1−xNix)2As2. The exact nature of this phenomenon remains to be established.

Fig. 9: The electronic phase diagram of electron and hole-doped BaFe2As2 [24].

The nature of the magnetic ordering and spin fluctuations in superconductors has had a rich and
interesting history, and has been a topic of special interest ever since the parent compounds of
the high-Tc cuprates were found to be antiferromagnetic Mott insulators that exhibit huge ex-
change energies within the Cu-O planes. These strongly correlated spin fluctuations persist into
the superconducting regime, often developing a spin resonance mode whose energy scales with
Tc and whose intensity exhibits a superconducting order-parameter-like behavior. Iron-based
superconductors represent another remarkable example in which superconductivity is in close
proximity to magnetism [25]. Although neutrons do not couple directly to the superconduct-
ing order parameter, neutron scattering methods have nevertheless played a decisive role in the
understanding of the interplay between superconductivity and magnetism, as demonstrated by
the determination of magnetic ordering in the parent compound and the observations of the spin
resonant mode in the superconducting counterparts.

6 Summary

While superconductivity remains one of the biggest challenges in condensed matter physics,
the understanding of its mechanism has advanced tremendously over the past years or so. It is
expected that the research on superconductivity and discovery of new high temperature super-
conducting system in future will lead to a wide range of technical application.
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Introduction 
 

Since last decade polymers surround us in everyday life. Nowadays can not imagine a 
house, a car or working place without modern equipment and components made of polymer-
based composite materials.  Polymers are now produced in great quantity and variety. Polymers 
are used as film packaging, solid molded forms for automobile body parts and TV cabinets, 
composites for golf clubs and aircraft parts (airframe as well as interior), foams for coffee cups 
and refrigerator insulation, fibers for clothing and carpets, adhesives for attaching anything to 
anything, rubber for tires and tubing, paints and other coatings to beautify and prolong the life 
of other materials, and a myriad of other uses. It would be impossible to conceive of our modern 
world without the ubiquitous presence of polymeric materials. Polymers have become an 
integral part of our society, serving sophisticated functions that improve the quality of our life. 
 
Polymers are one of the most important products of chemical industry. Production of plastic 
increased from 1950 to 2016 by a factor more than 300. The 2012 turnover of chemicals in 
Europe is given in Table 1. Among these products polymers are on the third rank. Thus, 
polymers are indeed a very important commodity. 
 
This lecture aims to identify general principles of polymer chain structure and motion on a 
molecular scale which sustain macroscopic properties. In particular, recent concepts and 
experimental results on these structural peculiarities and motional mechanisms will be 
presented. The general models of structure and dynamics of polymer chain will be derived. 
Finally, a few examples will present (i) how structure and dynamics of the polymer chain 
depends on their topology (ring vs linear), (ii) what is influence of the confinements on the 
polymer structure and dynamics and (iii) association properties of supramolecular polymers in 
a melt state. 

 
Fig. 1: Turnover along products (Europe 2012) 
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1 Macroscopic properties of polymers 
 
Dynamic processes in polymers occur over a wide range of length and time scales. Fig. 2 relates 
the dynamic modulus, as it may be observed on a polymer melt, with the length and time scales 
of molecular motion underlying the rheological behaviour. Our example deals with an 
amorphous polymer excluding any crystallization processes. It is clear, that we can distinguish 
several different regimes. At low temperatures the material is in a glassy state and only small 
amplitude motions like vibrations, short range rotations or secondary relaxations take place. At 
the glass transition temperature Tg the primary relaxation (alpha relaxation) becomes active 
allowing the system to flow. The time range over which this relaxation takes place easily covers 
more than ten orders of magnitudes in time. The following rubbery plateau in the modulus 
relates to large scale motions within a polymer chain. Two aspects stand out. The first is the 
entropy driven relaxation of out of equilibrium fluctuations, secondly these relaxations are 
limited by confinement effects caused by the mutually interpenetrating chains. As we shall see 
later, this confinement is modelled most successfully in terms of the reptation model that was 
developed by de Gennes. Finally, when the chain has lost the memory of its confined state, 
liquid flow sets in. That is characterised by the translational centre of mass diffusion of the 
chain. Depending on the molecular weight, the characteristic length scales from the motion of 
a single bond to the overall chain diffusion may cover about three orders of magnitude, while 
the associated time scales may stretch over more than ten orders. 
 

 
 
Fig.2: Schematic presentation of the modulus of a polymer melt as a function of temperature. 
The sketches below symbolise the types of motions that give rise to the macroscopic 
behaviour. 

 
Fig. 3 quantifies bebebe this behaviour on the example of the real and imaginary part of the 
dynamic modulus which is plotted as a function of frequency covering about ten orders of 
magnitude. The parameter for the different curves is the molecular weight: the larger the 
molecular weight, the broader the spectrum of the modulus. Looking on the real part G’ we 
realise a plateau in frequency that enlarges with increasing molecular weight. In this regime the 
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polymer liquid responses elastically like a rubber. Only at low frequencies we see the transition 
to liquid like flow. Likewise the imaginary part G’’, that describes the dissipative behaviour of 
the melt, exhibits a maximum where the liquid flows sets in. At this point a transition from 
elastic to liquid like behaviour occurs. The dynamic modulus displays the viscoelastic 
properties of polymer melts. In a certain frequency range the elastic behaviour prevails while 
in others we deal with typical liquid like behaviour. 
 
Another characteristic behavior of polymer melt are universal power laws in the molecular 
weight dependence of viscosity and diffusion. 
 
Fig. 4 presents the molecular weight or chain length dependence of the melt viscosity for a 
number of different polymers in a double logarithmic plot. In all cases the viscosity shows two 
different power law regimes. At low molecular weight the viscosity increases proportional to 
molecular weight, while above a critical molecular weight Mc, the viscosity increases 
dramatically with M following a power law with an exponent of about 3.4. Thus, with 
increasing chain length a polymer melt becomes very tough and viscous. Likewise, the 
molecular weight dependence of the translational diffusion coefficient of a polymer in a melt 
is characterized by two different power law regimes. 
 

 
Fig.3: Real and imaginary part G’ and G’’ of the dynamic modulus for polymer melts of 
different molecular weight. The blue area displays the region where the polymer melt 
responses elastically. 
 

This is shown in Fig. 5, where the inverse diffusion coefficient is displayed as a function of 
molecular weight in a double logarithmic form. Again, at low molecular weight Mw we realize 
a linear dependence while at higher molecular weight the diffusion coefficient is inversely 
proportional to the square of the molecular weight. These earlier results by Persson at al [5] 
were later modified by more precise experiments revealing a power law 𝑀𝑀"

#$.& instead of 𝑀𝑀"
#$ 

for the molecular weight dependence of the diffusion coefficient [6]. In the following we will 
now ask for a molecular understanding of this peculiar behavior of polymer melts. We will go 
through a hierarchy of models that will let us understand, why long chain molecules exhibit the 
shown dynamical features. 
 

! (rad s-1)
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Fig.4: Polymer melt viscosity 
for various polymers as a 
function of molecular weight 
(parameter 𝜒𝜒" is proportional 
to Mw). The curves are shifted 
by a constant. The data are 
characterized by crossover 
between two power laws. [1] 
 

 

 

Fig.5: Translational 
diffusion coefficient in a 
polymer melt measured for 
polyethylene (PE) as a 
function of molecular 
weight: Again, two different 
power laws are visible. 
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2 Structure 
 
Polymers have a very rich behaviour (see Fig.2) and are ideal for investigations by means of 
neutron scattering techniques. As reported in the appropriate basic scattering lectures, this is 
due to the natural difference between a proton and a deuteron. Although chemically virtually 
no other properties are induced if some hydrogens (H) are replaced by some deuteriums (D), 
this labelling allows to study e.g. the effect of different environments on the structure of 
polymers, on parts of the chains and so on. This is a strong advantage over scattering by X-rays 
which is limited to systems which differ considerably in electron density. The H/D labelling of 
polymers does not change the X-ray scattering patterns. On the other hand, the study of 
polymers by X-ray is exciting and rewarding because of the wide variation in organization that 
can be observed. Therefore X-ray is very often used as a valuable complementary technique, 
especially in multiphase systems. In particular, the long-lived methastable phases formed by 
block copolymers were observed using small angle X-ray scattering (SAXS)  [2]. Another 
complex system consisted of diblock copolymers decorated by supramoplecular groups were 
investigated to clarify details of microscopic structure and changes in the association behavior 
as a function of temperature.  [3] 
 
Despite of unsensitivity of X-ray scattering pattern to the H/D labelling, tunability of X-ray 
wavelength at a synchrotron source makes it possible to vary absorbtion of the constituent 
elements of the sample (e.g. Pt, Au or some other heavy-atoms). In this contex it is worth to 
mention the Multiple wavelength Anomalous Diffraction (MAD) method allowing to solve the 
substructure of the anomalously diffracting atoms and hence the structure of whole 
molecule [4]. 
 
2.1 Conformation of polymer chain 
 
A polymer is a chain of several polyatomic units called monomers covalently bonded together. 
Since virtual all kinds of molecules can act as a monomeric unit, thereby only differing in the 
ways in which they can be bound together, a wealth of synthetic and naturally occurring 
polymers with enormous diversity in properties is nowadays known. We mention e.g proteins, 
DNA, glass, thermoplasts and rubber. They all belong to the class of polymers. Given their 
importance, an adequate description of model polymers has become a prerequisite. This brief 
summary serves to introduce the reader to some of the basic models with respect to scattering. 
The simplest descriptions of single-molecule models can then be expanded to cyclic and 
branched polymers with some minor changes.  
 
Polymers can often be imagined as spaghetti-like or coiled molecules. Their stiffness varies 
from very flexible to rigid in the case of rods. Their configuration i.e their spatial distribution 
of segments changes all the time as the result of brownian dynamics which therefore leads to 
an enormous amount of possible configurations itself. The motion and dynamics of polymers 
will be discussed at full length in the session on polymer dynamics below. Here, we will stick 
to the determination and static investigation of their time-averaged structures. 
 
Basic models for linear chains to describe their statistical properties were developed. With 
different levels of sophistication and approximations these models are able to take into account 
typical conformations of linear polymer chains. In this chapter we will summarize these models 
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where 〈K𝑟𝑟/ − 𝑟𝑟7M
$〉 = 〈𝑟𝑟/7$〉 is a square distance between two segments. 

 
Now the calculation of the end-to-end distance which characterizes the size of a chain and 
constitutes the diameter of a hypothetical sphere including the full chain, can be performed for 
different chain models. The FJC model assumes an equal probability in all directions of all bond 
vectors, random bond rotation angles while keeping the bond length constant. The orientation 
of each segment or bond appears in the Eq.(5) as an angle between two segments: 
 

〈𝑟𝑟/𝑟𝑟7〉 = 〈cos𝜃𝜃/7〉                                                        (7) 
 

In the FJC model the orientation of each segment is therefore independent of all others and as 
a consequence the second term which is the scalar product in Eq.(5) averages out to zero. The 
mean radius of gyration can then be obtained from evaluating the double sum in Eq. 5 and using 

 - a result of random walk statistics -becomes 

〈𝑅𝑅;$〉 =
1
6𝑁𝑁𝑙𝑙

$																																																																	(8) 
 
From both end-to-end distance and radius of gyration an important statement which applies to 
polymer chain is already observed: the size depends on the square root of the number of basic 
steps (number of segments), √𝑁𝑁. This is a result which has its equivalent in the random walk 
statistics where now the position of the segment is replaced by the trajectory of a randomly-
diffusing particle and so the variable becomes the time, . Further we identify l with the size 
of basic step or segment length in corresponding model. 
 
Compared to ideal chain, real polymer chains are not connected in this freely jointed way. 
Instead, bond angles 𝜃𝜃/7 	(Eq.(7)) assume well-defined values and correlations between bonds 
within the chain as well as from the environment will affect the size. Intuitively it can be 
understood that these correlations will vanish with increasing separation distance |𝑖𝑖 − 𝑗𝑗|, i.e. 
lim

|/#7|→[
〈𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃/7〉 = 0. Also, the flexibility of polymer chains is restricted by the fact that 

rotations with the so-called bond rotation angle are enabled within a certain range only due to 
steric reasons.  
 
If we take the end-to-end distance determined by FJC model as the reference (Eq.(5)) then the 
difference to real polymers will be quantified in terms of a parameter which is denoted 𝐶𝐶[. This 
is defined by following equation 
 

〈𝑅𝑅++$ 〉 = 𝐶𝐶[𝑁𝑁𝑙𝑙$																																																															(9) 
 
In the case of FJC 𝐶𝐶[ = 1 per definition. 
 
A first step to the real chain conformation is the freely rotating chain model (FRC) in which 
now valence angles are restricted additionally but still torsional angles are left free to rotate. 
Assuming also that all bond lengths and angles are the same, the flexibility parameter after 
some calculations becomes 
 

22 )( lijrij -=

t
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𝐶𝐶[ =
1 + 〈cos 𝜃𝜃〉
1 − 〈cos 𝜃𝜃〉 																																																																		(10) 

 
E.g. for saturated carbon chains 𝜃𝜃 = 68° so 𝐶𝐶[ ≈ 2. 
 
A further extension is the chain model with hindered rotation (HRC) which is better known as 
the rotational isomeric state model by Flory (RIS)  [5]. This adds restrictions now also on the 
torsional degree of freedom. Instead, using the rotational barriers, a good estimate for allowed, 
energetically and sterically different configurations can be readily obtained. For	𝐶𝐶	[, values 
considerably larger than 3 are found. Experimentally, the parameter as determined from small 
angle neutron scattering investigations is situated in the range between 3 and 10. We can 
summarize this by stating that highy-coiled polymers are characterized by low 𝐶𝐶[ values 
whereas extended or loosely-coiled chains show, on the contrary, high 𝐶𝐶[. 
 
The distribution of the end-to-end vector is treated in many text books on statistical physics and 
will therefore not be repeated here. It shows that the distribution function 𝑝𝑝(𝑅𝑅) of any 
intramolecular distance corresponding to N segments in a single polymer chain follows a 
Gaussian distribution with 
 

𝑝𝑝(𝑅𝑅, 𝑁𝑁) = c
3

2𝜋𝜋	𝑁𝑁𝑙𝑙$e
& $⁄

exp j−
3	𝑅𝑅$

2	𝑁𝑁𝑙𝑙$k																																											(11) 

 
2.2 Scattering of single polymer chain 
 
The size of polymer chain can be measured by various scattering experiments (light scatering, 
SAXS, SANS). The principles and practic details of such experiments are given in 
corresponding lecture notes of this School. In thin chapter the consequences of a linear chain 
conformation to the neutron scattering intensity will be considered.  
 
A scattering volume contains many polymer chains, each with N scatterers i.e. monomeric units 
or segments here and with a coherent scattering length b. Their density is not constant and 
shows random fluctuations around an average value. This density 𝑛𝑛/(𝑟𝑟) = 1 if the monomer of 
type i sits at 𝑟𝑟/. We define average density as 〈𝑛𝑛(𝑟𝑟)〉 = 〈𝑛𝑛〉 = 𝑁𝑁 𝑉𝑉n⁄  where 𝑉𝑉n is a sample 
volume. The density fluctuation is then ∆𝑛𝑛(𝑟𝑟) = 𝑛𝑛/(𝑟𝑟) − 〈𝑛𝑛〉. The static structure factor 𝑆𝑆(𝑞𝑞) 
is defined as the density-density correlation function in reciprocal space 〈𝑛𝑛(−𝑞𝑞)𝑛𝑛(+𝑞𝑞)〉. Thus, 
for in the system of 𝑛𝑛r chains, which all have N monomers with a scattering length b, the 
coherent scattering intensity can be calculated using: 
 

𝐼𝐼(𝑞𝑞) =
𝑏𝑏$
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𝑆𝑆(𝑞𝑞)																								(12) 

 
The coherent scattering intensity (Eq.(12)) is proportional to the macroscopic differential cross 

section per unit volume, . It has dimension [cm-1] and is proportional to the 

scattering length density (SLD) that will be discussed below. 
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In the double summations the indices i and j are the monomer numbers and symbol a and b are 
different chains. 𝑟𝑟v,/ is thus the position of the i-th monomer on chain a. This can be rewritten 
into 2 parts: i.e. the intra-chain scattering is due to the contribution from 2 monomers on the 
same chain and an inter-chain part arises in the case that both monomers are situated on 2 
different chains. For the simplest case of a dilute dispersion the inter-chain contribution to the 
scattering intensity is negligible and we can further assume 

 
〈exp u𝑖𝑖�⃗�𝑞K𝑟𝑟v,/ − 𝑟𝑟w,7Mx〉 = 0 

-…	→ - =	𝑛𝑛r
vv,w

																																																											(13) 

 
because the chains are sufficiently well separated in space and the phase factor from each chain 
will be completely uncorrelated. Then the contribution of the inter-chain term cancels out on 
average. This allows us to determine the single chain structure factor S1(q). We can then re-
write Eq.(12) (np and double sum over a,b cancel) as  
 

𝑆𝑆2(𝑞𝑞) =
1
𝑁𝑁 - 〈exp u𝑖𝑖�⃗�𝑞K𝑟𝑟/ − 𝑟𝑟7Mx〉																																								(14)

0
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We will come back to this in the context of the scattering of concentrated blends where inter-
chain contributions have to be included in the full description. At this point it suffices to 
evaluate for pedagogical reasons the small q expansion. From this the radius of gyration which 
was introduced in the first part of this contribution, independent of the shape or structure of 
polymer chain can be determined. The Taylor expansion of the structure factor in the small q 
region then yields 
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using the former result for Rg. Eq.(15) clearly proves that the small q limit of the structure factor 
always yields both N and Rg.  
 
Let us now calculate the structure factor for the Gaussian chain, i.e. where all distances along 
the chain obey Gaussian statstics (Eq.(11)). Then the phase factor can be transformed to  
 

〈expK𝑖𝑖�⃗�𝑞𝑟𝑟/,7M〉 = exp c−
1
2
〈K𝑞𝑞𝑟𝑟/7M

$〉e = exp c−
1
6𝑞𝑞

$〈𝑟𝑟/7$〉e																								(16) 
 
For the isotropic Gaussian chain we find and it has been used in the Eq.(15)  
 

〈K𝑥𝑥/ − 𝑥𝑥7M
$〉 = 〈K𝑦𝑦/ − 𝑦𝑦7M

$〉 = 〈K𝑧𝑧/ − 𝑧𝑧7M
$〉 =

1
3 𝑙𝑙

$|𝑖𝑖 − 𝑗𝑗|																																	(17) 
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This result can be used and Eq. 13 can be evaluated in the full q-range with  
 

𝑆𝑆2(𝑞𝑞) =
1
𝑁𝑁 - 〈exp u𝑖𝑖�⃗�𝑞K𝑟𝑟/ − 𝑟𝑟7Mx〉

0

/,712

=
1
𝑁𝑁
Ç 𝑑𝑑𝑖𝑖 Ç 𝑑𝑑𝑑𝑑	exp c−

1
6𝑞𝑞

$𝑙𝑙$|𝑖𝑖 − 𝑑𝑑|e											(18)
0

?

0

?
 

 
Here, the discrete sum has been already replaced by the continuous integral form (for N large 
enough, typically N > 80). It is the basic result for Gaussian chains. Its strength will be shown 
on selected examples, covering the most important fields of current polymer investigations. 
This integral can be solved analytically. The form factor P(q) is defined as S1(q)/N and in 
discrete form is 
 

𝑃𝑃(𝑞𝑞) =
1
𝑁𝑁$-exp c−

1
6𝑞𝑞

$𝑙𝑙$|𝑖𝑖 − 𝑑𝑑|e																																					(19)
/,7

 

 
For long chains (𝑁𝑁 → ∞), P(q) is called the Debye function 𝑔𝑔á(𝑥𝑥) with 
 

𝑔𝑔á(𝑥𝑥) =
2
𝑥𝑥$

(exp(−𝑥𝑥) − 1 + 𝑥𝑥)																																								(20) 
 
and the argument 𝑥𝑥 = K𝑞𝑞𝑅𝑅;M

$
. A SANS experiment with fit to the Debye function is presented 

in Fig. 7 in a linear scale and in the form of a 2nd moment Kratky representation achieved when 
𝑔𝑔á(𝑥𝑥) is multiplied by q2. The Kratky representation emphasises the high q-regime. For 
Gaussian chains with an asymptotic q-2

  behaviour the high q regime then assumes a plateau. As 
shown the data are in perfect agreement with the Gaussian chain results derived above. 
 
Small and high q regimes can also be explicitly obtained from expanding Eq. (20) for . 
For small q, we then have 𝑔𝑔á(𝑥𝑥) ≈ 1 − 𝑥𝑥 3 + ⋯⁄ = 1 − (1 3⁄ )𝑞𝑞$𝑅𝑅;$ +⋯ . Reversely, this is 
the Taylor equivalent of	exp(−𝑥𝑥), which can be conveniently plotted in either the Guinier 
representation ln	(𝑔𝑔á(𝑥𝑥)) vs q2 from which then the slope contains Rg, or in a Zimm plot i.e. the 
inverse structure factor 1/S(q) vs. q2. The disadvantage of the latter is that slope and intercept 
in the linearized form are coupled whereas they are independent in the logarithmic way. The 
low q expansion allows a fast determination of Rg . An ultra-fast single-point estimate of the 
chain dimension can be obtained as follows: for q* = 1/Rg it can be easily obtained then that the 
scattering intensity at q* has dropped to 2/3 of the forward scattering value at q=0.  
 
Thus, in the low q regime we obtain direct information on the chain molecular weight Mw (via 
N) and the radius of gyration Rg. For high q, Eq.(20) on the other hand gives  
 

𝑔𝑔á(𝑥𝑥) ≈
2
𝑥𝑥 =

2
𝑞𝑞$𝑅𝑅;$

~
1
𝐶𝐶[

																																																					(21) 

 
However, since data at high q, where the level of incoherent background plays an important 
role (see Lecture Notes B3 and D1), can be sensitively affected by erroneous subtraction, its 
use for the estimation of Rg is limited. 
 

0®x
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Fig.7: SANS scattering intensity for polymer chain described by the Debye function (lines). 
The data are normalized to S(q) on a poly-alkylene-oxide polymer, obtained at 
KWS2@MLZ, Munich  [6]. On the left, the Debye curve fits ideally, showing the Guinier 
region and the high q-dependence q-2. On the right, the Kratky region (plateau) is highlighted.  

 
2.3 Contrast variation 
 
One of the strong assets of neutron scattering is the ability to vary the scattering contrast by 
either selective deuterium labelling or using a mixture of hydrogenated(H)/deuterated(D) 
solvents. In soft matter, contrast variation schemes have allowed studies of individual 
components and partial structures. 
 
The above applied to a general system in which the contrast was given by a polymer vs. a 
background with zero scattering length. This is not what one wants to measure nor is it generally 
the case. The scattering intensity is proportional to the contrast factor and can be changed by 
deuterium (D) labelling. Using D-labelling to increase the contrast factor is common method to 
study polymer systems by small angle neutron scattering (SANS) technique. It is worth to 
mention that the experimental proof of the random coil conformation of polymer chains in the 
melt or in the glassy state, as proposed in the 1950s by Flory  [7] was only possible in the 
1970s  [8] with the development of SANS. This SANS experiment was performed in 
Forschungszentrum Jülich using using contrast variation and deuteration of single molecules.  
 
We will not dwell on the numerous applications of contrast variation method in this lecture and 
refer to the lecture notes B3. It is worth to mention that for polymer melts a mixture of about 
10% H-polymer in a matrix of D-polymer is typically used.  
 
2.4 Scattering of polymer blend 
 
Let us consider now the mixture of H and D polymers. The total structure factor in a dense 
system is obtained from Eq.(12) and split into an intra-chain and an inter-chain part.  
 

 (22) 

 
If we consider a mixture of 2 polymers (H and D) with M chains, which are identical in length 
with N monomers and have no preferential interactions with each other, we define the form 
factor P(q) and the inter-chain structure factor R(q) which is sometimes even playing a 
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dominating role. P(q) has been defined before and R(q) is formulated similarly with double 
sums:  
 

 

(23) 

 
The total coherent scattering intensity then becomes (for NH =ND): 
 

 
(24) 

 
With for i=H and j=D 
 

 

(25) 

 
With the incompressibility hypothesis one gets to  
 

 
(26) 

We have implicitly assumed that the hydrogenous and deuterated polymers are identical and 
therefore exhibit the same intra-chain P(q) and inter-chain structure factor R(q), independent of 
the isotopic labelling. The inter-chain contribution can be expressed in terms of the intra-chain 
contributions which simplifies the scattering intensity to a rather simple expression 
in terms of a single chain contribution factor only. 

 

(27) 

 
2.5 Scattering of ring polymers 
 
Ring polymers are very interesting macromolecules in that they differ structurally and 
dynamically from the typical linear polymers due to the total absence of chain ends that are 
dominating for the dynamics in the melt. They have become of renewed interest in the last years 
due to the synthetic efforts in producing linear contaminant-free ring structures while 
minimizing concatenation reactions. As Fig. 8 shows, there are 2 different ways to define the 
intra-chain correlation between two monomers i and j. Both ways are equally probable and the 
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occurrence is taken into account by multiplying the probabilities of selecting each different 
path. The form factor for a polymer ring can be calculated using a multivariate Gaussian 
distribution approach  [9]. For a Gaussian polymer ring, P(q) can be calculated as follows: 
 

𝑃𝑃(𝑞𝑞) =
1
𝑁𝑁$-exp j−

𝑞𝑞$〈𝑟𝑟/7$〉
6 k

0

/,7

																																																				(28) 

 
For the mean square distance between 2 monomers and the corresponding form factor 𝑃𝑃(𝑞𝑞) we 
obtain then in analogy with the linear chain and including the closure relation  
 

〈𝑟𝑟/7$〉 = 𝑙𝑙$|𝑖𝑖 − 𝑗𝑗| j1 −
|𝑖𝑖 − 𝑗𝑗|
𝑁𝑁 k 

→ 𝑃𝑃(𝑞𝑞) =
1
𝑁𝑁$ 𝑁𝑁-expä−

𝑞𝑞$𝑙𝑙$|𝑖𝑖 − 𝑗𝑗|
6 j1 −

|𝑖𝑖 − 𝑗𝑗|
𝑁𝑁 kã

0

/,7

																							(29) 

 
The single chain structure factor differs in a sensitive way from the pure linear curve as can be 
seen in Fig. 8. It leads to a peaked structure in the Kratky representation. This expresses the 
similarity of a ring polymer with a star or branched polymer  [9]. The monomers of a ring are 
on average located at closer distance to the center of mass than in a linear chain, so an 
enhancement of the compacticity of the structure can be expected. The peak arises due to the 
increased correlation through the closed cycle and is therefore related to Rg of the ring. Latter 
can be calculated to be smaller than the linear by  
 
 

 
Fig. 8: Left: A polymer ring can be constructed by closing a linear chain. 2 possible ways to 
define the distance rij. Right: Kratky representation of scattering intensity to highlight the 
difference in the structure due to ring closure. In the ring/linear mixture the peak shifts to 
lower q and indicates a swelling of the ring conformation by penetrating linear chains. For 
the details see  [11]. 

 
Ring polymers in the melt are significantly more compact than the Gaussian prediction. The 
form factor may be quantitatively described in terms of Gaussian linear chain and including the 
closure relation. The structural properties of the polymer ring scale with the size (N). In 
particular, the obtained scaling exponent n consistently describes not only the chain statistics 
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but also the N dependence of the radius of gyration 𝑅𝑅;,å/y;$ ≈ 𝑁𝑁$ç as well as the N-dependence 
of the peaking in the Kratky plot. The exponent n=0.43 is different from the linear Gaussian 
chain (n=0.5) For the larger rings the evolution towards a conformation in the direction of a 
mass fractal is observed.  [10] 
 
2.6 Supramolecular polymers: an example for RPA 
 
In the section 2.4 the structure factor of polymer blend consisted of deuterated and 
hydrogenaited polymers has been presented. Here we describe the neutron scattering 
experiment on the supramolecular polymer melt cosisted of the linking building blocks.  
Typically these polymers are formed by means of weak-to-intermediate non-covalent 
interactions such as e.g. hydrogen bonding. One of the main advantages of hydrogen bonding 
is its reversibility towards e.g. temperature or mechanical distortion.  
 
We focus on well-defined bifunctional and differently isotope-labeled building blocks of 
poly(ethylene glycol) (PEG) chains. Thymine (Thy) and Diaminotriazine (DAT) hydrogen 
bonding groups were implanted telechelically, showing chain-like associations.  
 
Although neutron scattering techniques are ideally suited to elucidate the underlying 
microscopic structure, these systems cannot be investigated in the same way as normal 
polymers. A conventional small angle scattering (SANS) experiment bases on the contrast 
between hydrogeneous and deuterated polymer specimens in the melt allows to study the form-
factor of single polymer chains. In supramolecular melts, on the other hand, hydrogeneous and 
deuterated associated building blocks would randomize within the shortest times, e.g. driven 
by temperature. In this way all information about the association in the melt state is lost. The 
only way to measure the supramolecular association by SANS is facilitated by formation of an 
as ideal as possible alternating structure of hydrogeneous and deuterated heterocomplementary 
building blocks. This then results in a correlation peak in the scattering curve, as is the case for 
the covalent analogue  [12]. Any competition between hetero- and homo-complementarity, 
however, in this living case inevitably leads to random copolymerization as well and destructive 
interference of correlations and that, however, can also be quantified by an evaluation of the 
SANS curves. 
 
The scattering intensity or structure factor for a general multicomponent polymer system is 
commonly described by the random phase approximation (RPA), which is considerably 
simplified for binary systems A and B where A and B have different scattering length densities 
and lack any specific interaction. In the case presented here A is hydrogenated block together 
with supramolecular groups and B is a deuterated block. This theory has been reviewed in detail 
for most common architectures in the literature to which we refer  [12–14] and here we 
represent the simple case of linear blocks as an example. 
 
The classical RPA expression which is obtained, should apply for the envisaged purely 
alternating AB multiblock copolymer with: 
 

𝑑𝑑Σ
𝑑𝑑Ω

1
Δ𝜌𝜌$ = 𝑆𝑆íìî =

𝑆𝑆îî? 𝑆𝑆ïï? − (𝑆𝑆îï? )$

𝑆𝑆îî? + 𝑆𝑆ïï? + 2𝑆𝑆îï?
																																																(30) 

 



E2.16  M. Kruteva 
S0

 stand for the partial ideal structure factors of both building blocks . For simplicity, here and 
in the following equation the q-dependence was dropped. 
 

 

 

Fig. 9: Scattering intensities 
calculated for the supramolecular 
melt consisted of alternating 
associated building blocks 
(number of blocks varies from 3 
to 19) using Eq.(30). Sketch on 
the bottom represents the 
structure of supramolecular melt: 
Thy-H-Thy are hydrogenated 
blocks; DAT-D-DAT represents 
deuterated blocks. 

 
The partial structure factors (AA, BB and AB) which now appear in this resulting multiblock 
copolymer differ from the pure diblock ones due to the new correlations that arise between the 
blocks. Intra- and interblock correlations for the same and different scattering components have 
to be accounted for. In the Figure 9 calculations of the scattering intensity for the 
supramolecular melt consisted of alternatingly associating blocks is presented. The peak 
amplitude and position is the result of a delicate balance of the SAA and SBB versus SAB terms 
(Eq.(30)). Since the forward scattering gives the weight average of the mass distribution, the 
peak height can be considered as proportional to weight-averaged aggregation number 
〈𝑁𝑁ñ;;〉"  [15]. 
 

3 Dynamics 
 
Neutron scattering with its space time sensitivity on a molecular and atomic scale unravels the 
details of the molecular motions in question. Commencing at the scale of the single bond, where 
movements take place at a pace as in normal liquids, quasielastic neutron scattering (QENS) 
provides insight into local relaxation processes. At larger length scales first the entropy driven 
Rouse motion and at even larger distances the effect of entanglement constraints due to the 
mutual interpenetration of chains comes into the observation range (Fig. 2). The most powerful 
technique suitable for these investigations, the neutron spin echo spectroscopy (NSE) operates 
in the time domain and uncovers a time range from about 2 ps to 600 ns and accesses momentum 
transfers q between 0.01 Å-1 and 3 Å-1.  
 
Coherent quasi- and inelastic neutron scattering reveals the dynamic structure factor S(q,t) or 
its Fourier transformed counterpart S(q,w) [16] 
 

𝑆𝑆(𝑞𝑞, 𝑡𝑡) =
1
𝑁𝑁-〈expK−𝑖𝑖�⃗�𝑞𝑟𝑟7(𝑡𝑡)Mexp(−𝑖𝑖�⃗�𝑞𝑟𝑟/(0))〉																							(31)
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where 𝑟𝑟7(𝑡𝑡) and 𝑟𝑟/(0) are the position vectors of the scatterers at time t and time t = 0 
respectively, N is the number of scatterers and �⃗�𝑞 (2𝜋𝜋)⁄  is the momentum transfer during 
scattering. The brackets denote the thermal average. 𝑆𝑆(𝑞𝑞, 𝑡𝑡) reflects the pair correlation function 
and relates to the collective properties of a material. In the neutron cross section it is weighted 
by the average scattering length ò𝑏𝑏)⃗ ò

$
. 

 
Incoherent scattering is related to scattering length disorder which may either origin from spin 
dependent scattering lengths like in the case of hydrogen or from isotope mixtures with different 
scattering properties. This disorder prevents constructive interference of partial waves scattered 
at different atoms and reveals the self correlation function. Eq.(31) provides the self correlation 
function, if in the double sum only terms with i=j are considered. In the cross section 𝑆𝑆/yA(𝑞𝑞, 𝑡𝑡) 
is weighted by the average scattering length fluctuations K〈𝑏𝑏$〉 − ò𝑏𝑏)⃗ $òM. 
 
In Gaussian approximation which is widely used for the calculation of neutron dynamic 
structure factors for polymer dynamics Eq.(31) is approximated by  
 

𝑆𝑆/yA(𝑞𝑞, 𝑡𝑡) =
1
𝑁𝑁-exp j−

𝑞𝑞$

6
〈(𝑟𝑟/(𝑡𝑡) − 𝑟𝑟/(0))$〉k																														(32) 

 
3.1 The standard model for polymer dynamics (Rouse) 
 
If we want to describe the motion of a polymer, we could start with the atoms of a chain (see 
also chapter 2.1) and solve Newton’s equations. This asks us to deal with very many variables 
- already the simplest polymer chain polyethylene built from CH2 units, at a reasonable length 
of about a thousand units features already 3 000 atoms. A melt of such chains gets difficult to 
treat already for advanced molecular dynamics simulations. We may make a step further and 
coarse grain in a way, that we describe the atoms along one bond, in this case the CH2 unit by 
one entity leading to the unified atom model. In this case, we still have thousand atoms in one 
chain. Again we need severe MD simulation in order to solve the problem and we still don’t 
have a model. In order to go further, we have to coarse grain significantly more and still keep 
the essentials of the problem (Fig. 10). 
 
This is achieved with the Rouse model  [17]. Here the polymer chain is described by a sequence 
of beads and springs where the beads undergo friction with a heat bath. The springs originate 
from the chain entropy that prefers a Gaussian chain conformation. Any deviations from such 
conformations undergo a restoring force of harmonic character.  
 

   

Fig. 10: Schematic representation of the 
coarse graining process that leads to the 
Rouse model 
 

(a) Polyethylene chain 
(b) Unified atom chain 
(c) Chain represented by beads 

and springs 

Atoms (a)      Bonds (b)          Segments (c)  
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With that we can write down a Langevin equation for the chain segmental motion.  
 

 (33a) 

 

 (33b) 

 
Here ζ0 is the friction of the beat with the heat bath 𝑘𝑘ï𝑇𝑇 𝑙𝑙$ = 𝜅𝜅⁄  is the entropic spring constant, 
l is the segment length and fn(t) describes the thermal random force acting on bead “n”. 
Assuming white noise this equation can be solved exactly (see e.g.  [18]). Eq.(33b) is the 
continuous version of Eq.(33a), where the difference term is replaced by the second derivative 
with respect to the now continuous monomer index “n”. For the viscosity of the melt we get  
 

 (34) 

 
where is the density and N the chain length. Note, that this viscosity is proportional to the 
number of chain segments N.  
 
Similarly for the translational centre-of-mass diffusion coefficient Eq.(33) leads to 
 

 (35) 

 
The diffusion coefficient is inversely proportional to the number of friction exerting beads. For 
short chains both results agree with macroscopic experiments, but we may ask is this model 
also correct microscopically? For this purpose we have to look on the chain motion on the scale 
of the chain. There a prominent quantity is the mean square segment displacement. For long 
times we know that the motion has to be diffusive and therefore . 
 
But what happens, when the chain segments have moved distances smaller than the chain 
dimensions? Let’s start with a borderline case, the case where the covered distance is just the 
chain size. This obviously is the longest time, where internal correlations within the chain could 
play a role. This longest relaxation time is also called the Rouse time τR. From the simple 
consideration we would get 6𝐷𝐷𝐷𝐷 = 𝑅𝑅++$ = 𝑁𝑁𝑙𝑙$, where 𝑅𝑅++  is the chain end-to-end distance. 
 
Using Eq.(35) and equating for τR we get  
 

 (36) 
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differing only slightly from the correct value. A solution of Eq.(33) yields

. W is elementary Rouse rate which is related to 

monomer (bead) friction ζ0. Now, any subsection of the chain with segments relaxes as the 

whole chain. Therefore, we have 

 (37) 

 
at the time τp the chain section with N/p monomers moves over its own distance. Thus,  
 

 (38) 

 
the most right part of Eq. (38) follows from Eq. (37) 
 
In a more formal way this behaviour may derived in terms of eigenmodes of the chain that 
exhibit a wavelength  along the chain. These eigenmodes are obtained by a Fourier 
transformation of the Langevin Eq. (3) with the proper boundary conditions of force free ends 
(see  [1]). They turn out as 
 

  (39) 

 

These modes relax with the characteristic times . 

Since this Eq.(38) holds for all p, the chain segments at times shorter than τR move in a 
subdiffusive way. The mean square displacement only increases with the square root of time. 
This is a basic prediction of the Rouse model. Performing the full calculation starting from Eq. 
(33), the final result for the time dependent mean square displacement is: 
 

〈𝑟𝑟y$(𝑡𝑡)〉 = û
12𝑙𝑙$𝑘𝑘ï𝑇𝑇
𝜋𝜋𝜁𝜁?

𝑡𝑡																																																				(40) 

 
The segment self correlation function that is measured with quasielastic incoherent neutron 
scattering directly accesses this quantity. In Gaussian approximation we have 
 

𝑆𝑆n+|†(𝑞𝑞, 𝑡𝑡) = exp °−
𝑞𝑞$

6
〈𝑟𝑟$(𝑡𝑡)〉¢ = exp[−𝐷𝐷í𝑞𝑞$𝑡𝑡] ∗ exp ¶−

2
√𝜋𝜋

(Ωí(𝑞𝑞)𝑡𝑡)
2
$ß ; 

	Ωí(𝑞𝑞) =
𝑘𝑘ï𝑇𝑇𝑙𝑙$

12𝜍𝜍?
𝑞𝑞™																																																												(41) 
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The second part of this equation is obtained by inserting of Eq. (40). ΩR(Q) is the characteristic 
relaxation rate, that increases with the momentum transfer q4.  
 
Even though a clear cut prediction, experimentally the observation of the self correlation 
function of a Rouse chain is an important challenge. The necessary resolution at the low 
momentum transfers requires, neutron spin echo spectroscopy  [19]. Here, incoherent 
experiments are difficult, since incoherent scattering depolarises the beam to a large extend (2/3 
spin flip scattering). Therefore, using a trick the first successful experiments were carried out. 
The chemists produced deuterated PDMS where randomly short protonated sections were 
copolymerised. These protonated sections in a generally deuterated environment gave rise to 
coherent scattering, however, since the scattering from different labels was uncorrelated the 
self correlation function was measured.  
 

  
Fig. 11: Dynamic structure 
factor for the segmental self 
motion in a PDMS melt. The 
data are scaled with the Rouse 
variable (Eq.(41)). Solid line 
predicted 𝑡𝑡

´
¨	 relaxation by the 

Rouse model. 

 
Figure 11 displays the obtained self correlation function for PDMS  [20] in a presentation where 
the logarithm of the scattering function is plotted versus (ΩR(Q)*t)1/2  the scaling variable of 
Eq.(41). In this way all the data collapse on one single master curve that according to Eq.(41) 
should be a straight line. The experimental results beautifully verify the major prediction of the 
Rouse model and show that the simple approximation of the bead - spring model properly 
accounts for the segmental dynamics of the PDMS chain on the space time frame investigated. 
 
For the single chain dynamic structure factor, where we look on a labelled e.g. protonated chain 
in a deuterated environment, we have to deal with the interference of scattered waves 
originating from the different atoms or monomers of the chain. The detailed calculations are 
found in reference  [18]. The result may be expressed in terms of the Rouse modes (Eq.(39)) 
and the corresponding relaxation times 𝜏𝜏r =

𝜏𝜏í
𝑝𝑝$≠  .  
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for small q (𝑞𝑞𝑅𝑅++ < 1) the second and third terms are negligible and 𝑆𝑆AÆñ/y(𝑞𝑞, 𝑡𝑡) describes the 
centre-of-mass diffusion of the chain.  
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𝑆𝑆n+|†(𝑞𝑞, 𝑡𝑡) =
1
𝑁𝑁 𝑆𝑆AÆñ/y(𝑞𝑞, 𝑡𝑡) = exp(-𝐷𝐷í𝑞𝑞$𝑡𝑡)																																							(43) 

 
For 𝑞𝑞𝑅𝑅++ > 1 and t < tR the internal relaxation processes dominate. For t = 0 we have 
𝑆𝑆AÆñ/y(𝑞𝑞, 𝑡𝑡) = 𝑆𝑆AÆñ/y(𝑞𝑞); i.e. the structure factor  corresponds to a snapshot of the chain 
structure (Eqs.(19)-(20)). Similar to the self correlation function chain still follows the universal 
decay if plotted versus the Rouse variable (ΩR*t)1/2.  
 
By using a mixture of protonated and deuterated chains, NSE directly measures the coherent 
single chain dynamic structure factor 𝑆𝑆AÆñ/y(𝑞𝑞, 𝑡𝑡) that is the spatial Fourier transform of the 
monomer-monomer dynamic pair correlation function (see also lecture notes A4 and B4). As 
an example, the NSE data for the bulk PDMS melt are shown in	Figure 12. 
 

 

Fig. 12: NSE data for the PDMS melt 
measured at different values of the 
momentum transfer q  [21]. Dashed lines 
present fitting curves obtained by using 
Eq.(42). 

  

 
The experimental decay (Fig.12) can be nicely described by the Rouse model demonstrating 
validity of the eigenmode approach. 
 
3.2 Role of inter-chain interactions: entanglements 
 
Macroscopically the dynamics of long chain polymer melts is characterised by a plateau regime 
in the dynamic modulus (Fig.3). Thus, there is a frequency or time regime where a polymer 
melt responses elastically like a rubber. There, the elastic properties are derived from the 
entropy elasticity of the chains between permanent cross links. The modulus of a rubber is 
inversely proportional to the mesh size and proportional to the temperature. In analogy it is 
suggestive to assume that in a polymer melt entanglements or topological interactions between 
chains take the role of the rubber cross links. They are supposed to form a temporary network, 
which displays the rubber elastic properties. However, other than in a rubber, for long times the 
chains may disentangle and the melt flows. Therefore, the dynamic modulus decays for long 
times or low frequencies. Using the analogy to the modulus of a rubber, we may estimate the 
distance between entanglement points from the value of the modulus associated to the plateau, 
the plateau modulus GN

0. For different polymers these distances come out to be between about 
30 and 100 Å. On that basis a number of theories for viscoelasticity have been developed. The 
most famous of them is the reptation model by de Gennes  [18] and Doi and Edwards  [1]. In 
this model the dominating chain motion is the reptile like creep along the chain profile. The 
lateral restrictions by the interpenetrating chains are modelled by a tube of size “d” parallel to 
the coarse grained chain profile. According to theory d relates to the plateau modulus of the 
melt. 
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𝑑𝑑$ =
4
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𝐺𝐺0?

																																																																(44) 

 
where 𝑅𝑅++  is the chain end to end distance and M its mass. The width of the tube or the distance 
in between entanglements is a mesoscopic quantity significantly larger than the distance 
between the chain back bones. Thus, there is lateral freedom on intermediate scales and only 
large scale motion is affected by the tube constraints. 
 
The tube model also makes the main macroscopic finding for the molecular weight dependence 
of viscosity and translational diffusion comprehensible. The viscosity relates to the longest 
relaxation time in a system. If we consider Rouse diffusion along the tube with a Rouse 
diffusion coefficient DR » 1/(Nz0) then an initial tube configuration is completely forgotten 
when the mean square displacement along the tube ár2(t)ñtube = (contour length L)2. Thus, for the 
longest relaxation time we obtain 
 

 
  (45) 

 
The diffusion coefficient is found by considering that during this time in real space the MSD 
just amounts to the end to end distance of the chain squared. Thus, we obtain  
 

𝐷𝐷å+r =
𝑅𝑅++$

𝜏𝜏π
≈

𝑁𝑁
𝑁𝑁&𝜁𝜁?

≈
1

𝑁𝑁$𝜁𝜁?
																																																				(46) 

 
We now consider the predictions of the reptation model for the mean square displacements of 
the chain segments  [1,22]. For short times, when the chain segments have not yet realized the 
topological constraints (r2 < d2) we expect unrestricted Rouse motion ár2(t)ñ » t½ (Eq.(40)). 

Experimentally this was the case for PDMS (Figure 11). At a time , where Ne is 

the length of an entanglement strand, the mean square displacement reaches the order of the 
tube diameter. te is derived as the Rouse time for a polymer strand, spanning the tube. 
Thereafter motional restrictions are expected.  
 
For times t > te one dimensional curve linear Rouse motion along the tube needs to be 
considered. Displacements along the tube are described by Eq.(40) where we have to change 
real space coordinates to coordinates s(t) along the tube. If a segment is displaced along the 
tube by á(sn(t) - sn(0))2ñ then the mean square displacement in three-dimensional real space is 

. With that we obtain  

                                         (47) 
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In Figure 13 the two situations correspond to the second and the third process. The second 
process where the chain performs Rouse motion along the tube is called local reptation while 
the creep like diffusion along the tube, that eventually leads to a complete tube renewal is also 
termed pure reptation. The terminal time td after which the chain has left its original tube 
determines to a large extend the viscosity of the melt (td » th , see Eq.(45)). Beyond that time 
reptation diffusion prevails.  
 
As we have alluded to in context with the Rouse Model, in Gaussian approximation the self -
correlation function directly relates to the mean square displacement. If the Gaussian 
approximation would be valid, we would assume that the self correlation function could be 
directly interpreted in terms of the mean square displacement. However, as Fatkullin and 
Kimmich have shown  [23], the real process has to be modelled by projecting the segment 
probability distribution due to the Rouse motion along the random walk like contour path of 
the tube, this leads to a non Gaussian probability distribution of the segments at times .  
 

𝑆𝑆n+|†(𝑞𝑞, 𝑡𝑡 > 𝜏𝜏+) = exp j
𝑞𝑞™𝑑𝑑$

72
〈𝑟𝑟$(𝑡𝑡)〉

3 kerfc º
𝑞𝑞$𝑑𝑑
6√2

û
〈𝑟𝑟$(𝑡𝑡)〉

3 	Ω																										(48) 

 
Thus, the Gaussian approximation for times longer than  is invalid. The effect on the 
scattering function is, if it is wrongly interpreted in terms of the Gaussian approximation, that 
the cross over to local reptation appears to occur at a significantly shorter time than . 
However, the generic asymptotic behaviour remains untouched. In the sense of Eq. (47) the 
mean square displacement of a chain segment may still be directly observed by incoherent 
quasielastic neutron scattering. In the local reptation regime, we expect to observe the predicted 
cross over from a  to a  law. Indeed, the predicted cross over from  to a  was nicely 
observed by NSE  [23]. 
 
We now turn to the conceptionally more demanding question of the coherent scattering from a 
single labelled chain that is given, by the single chain dynamic structure factor Schain(q,t). This 
quantity is strongly affected by topological tube constraints.  
 
Figure 14 visualises the concept, that we will now go through as a function of time 
 
(i) At short times t<te the chain will perform unrestricted Rouse motion and the dynamic 

structure factor for Rouse motion presented by Eq.(42) should well describe the dynamics. 
At short times the tube constrains are not yet effective. In this way the chain explores the 
lateral constraints set by the tube. Density fluctuations of the chain are laterally 
equilibrated across the tube profile. 
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Fig. 13: Predicted time dependence of the 
segmental mean square displacements. 
Several power laws are visible. At short 
times we observe the Rouse regime 
(proportional t1/2) then local reptation takes 
over (proportional t1/4) there after reptation 
prevails (t½) and finally translational chain 
diffusion occurs (proportional t). 
 

 
(ii)  Once, this is achieved further density fluctuations of the labelled chain will only be 

possible via Rouse relaxation along the tube. Under such circumstances the structure factor 
to a first approximation mirrors the form factor of the tube. The correlations will stay and 
the scattering experiments will reveal the size of the topological constraints. 
 

(iii) In the creep regime t>tR the memory of the tube confinement will be gradually lost and the 
dynamic structure factor should reveal the fraction of the still confined polymer segments.  
 

(iv) Finally in the diffusive regime the chain reptation diffusion coefficient will be measured. 
 

 
Fig.14: Schematic presentation of the various stages in the time development of the single 
chain dynamic structure factor. At short times unrestricted Rouse Dynamics time takes place 
beyond fluctuations fill the tube; For times larger than  the chain creeps out of the tube. 
 

 
De Gennes [24] and Doi and Edwards  [1] have formulated tractable analytic expressions for 
the dynamic structure factor. Thereby, they neglected the initial Rouse regime i.e. the derived 
expression is valid only for t > te once confinement effects become important. The dynamic 
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structure factor is composed from two contributions Sloc and Sesc reflecting local reptation and 
escape processes from the tube. 
 

𝑆𝑆AÆñ/y(𝑞𝑞, 𝑡𝑡)
𝑆𝑆AÆñ/y(𝑞𝑞)

= °1 − exp j−
𝑞𝑞$𝑑𝑑$

36 k¢ 𝑆𝑆|BA + expj−
𝑞𝑞$𝑑𝑑$

36 k 𝑆𝑆+nA																					(49) 

 
The local reptation part was calculated as  
 

𝑆𝑆|BA(𝑞𝑞, 𝑡𝑡) = 	exp c
𝑡𝑡
𝜏𝜏?
e erfc æû

𝑡𝑡
𝜏𝜏?
ø																																																(50) 

With 𝜏𝜏? =
&¿

¡|¬√¬
 is related to the Rouse rate W. 

A general expression for Sesc(q,t) due to pure reptation was given by Doi and Edwards  [1]. For 
short times Schain(q,t) decays mainly due to local reptation (first term) while for longer times 
(and low q) the second term resulting from the creep motion is important. The ratio of the two 
relevant time scales t0 and td is proportional to N3. Therefore, for long chains at intermediate 
times a pronounced plateau in Schain(q,t) is predicted. Such a plateau is a generic signature for 
confined motion. 
 
The confined motion of a single chain in the melt and effect of topological constraints of the 
tube were illustrated experimentally for different polymers (see [16] and reference inside). 
Figure 15 presents the dynamic structure factor from entangled polyethylene (PE) melt (Mw=36 
kg/mol). Now as a function of the Rouse variable (ΩR*t)1/2  [25] other than in Figure 11, where 
the scaled data followed a common master curve, here, the data split into different branches 
that only at a small value of the scaling variable are coming close together. The fact that the 
data do not follow the common Rouse scaling is the direct consequence of the dynamics length 
scale of the tube, that invalidates the Rouse scaling properties. We note, that this length is of 
dynamical character and can not be observed in static equilibrium experiments. The heights of 
the achieved plateaus allow a first estimate for the amount of confinement. If we identify the 
plateau levels with a Debye Waller factor as a measure for the confinement, we get d = 46 Å, a 
value, that is a lower estimate for the tube diameter, since Sloc  is not fully relaxed. The horizontal 
lines in Figure 15 are the predictions from this Debye Waller factor estimate. A description 
with the tube dynamic structure factor (Eq.(49)) yields only the slightly higher value of d = 
48Å. 
 

 

Fig. 15: Single chain dynamic structure 
factor from a long polyethylene melt 
scaled with a Rouse variable. The dashed 
line described the Debye Waller factor 
approximation for the long time plateaus 
(see text). 
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If we compare the predictions of simple reptation for the molecular weight dependences of 
viscosity and diffusion coefficient with the experimental findings displayed in the chapter 1 on 
the macroscopic properties we realise, that the predictions are only qualitatively in agreement 
with theory:  
(i) Experimentally the viscosity is found to generally follow a power law proportional to M3.4 

instead of M3.  
(ii) The translational diffusion coefficient is found to behave as M-2.3 instead of M-2 required by 

reptation. 
(iii) Also the detailed frequency dependence of the dynamic loss modulus G’’ does not follow 

the predicted  behaviour but rather is found to display a  law .  
 

In order to cure the short comings a number of additional relaxation processes were introduced, 
that are consistent with reptation. The most prominent among them are contour length 
fluctuations (CLF) and constraint release (CR). The CLF effect evolves from the participation 
of the chain ends in the local reptation process and is an inherent property of the confined chain 
itself. On the other hand constraint release (CR) stems from the movement of the other chains 
building the tube that of course undergo the same dynamical processes as the confined chains. 
This is an intrinsic many body phenomena and much more difficult to treat than CLF. In order 
to clarify CLF and CR further and separate these different dynamic processes, a number of 
pioner experiments were designed and performed (see e.g.  [26,27]).  
 
3.3 Influence of polymer-solid surface interaction on polymer dynamics 
 
The interest in the investigation of polymers under nanoconfinement has been amplified 
recently by the rising of nanotechnology that aims to create new properties in modifying 
materials at the nanoscale. Polymers are of particular interest since they offer a large range of 
applications such as coatings, lubrication, nanocomposites etc. Close to a confining surface the 
conformations of a polymer are significantly restricted. In addition the interactions with the 
surface will strongly affect the dynamics. Experimental results on polymers close to surfaces 
have been interpreted in terms of the formation of a glassy polymer layer close to the surface. 
Furthermore, the existence of in interface with properties between those of the glassy layer and 
a bulk has been hypothesized. Looking in particular on nanoparticles dispersed in a polymer 
matrix it was found that the addition of nanoparticles that interact with a polymer matrix induce 
dramatic property changes for the resulting polymer nanocomposite. Theoretical work and 
computer simulations of chain adsorption as the function of adsorption strength reveal the 
existence of different chain conformations including trains, loops and tails.  
 
In this chapter we will discuss an investigation on the dynamics of polydimethylsiloxane 
(PDMS chains) confined in anodic aluminum oxide (AAO nanopores)  [21]. Fig. 16 displays 
the system. Fig. 16a and b show an electron micrograph of the AAO nanopore system. We see 
a hexagonally arranged pattern of nanopores that extend by more than 100 µm into the third 
dimension. The lower part of the figure presents the polydimethylsiloxane chain; indicated are 
possible hydrogen bonds with the OH-groups at the AAO surface.  
 
PDMS has an entanglement molecular weight of Me =12 kg/mol leading to an entanglement 
spacing of about 8 nm. The polymers under investigation had a molecular weight of 17.4 kg/mol 
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and were basically non-entangled (see Fig. 12 representing bulk PDMS measured as a 
reference). 
 

 

 
Fig.16: (a, b) Electron micrograph (SEM) 
of anionic aluminum oxide (AAO) 
nanopores, (c) model interaction of a 
PDMS chain with the AAO surface OH 
groups via H-bonds. 

 
Figure 17 displays characteristic NSE spectra taken at different q values over a time range of 
about 150 ns. The data are characterized by an initial fast decay that is succeeded by a much 
weaker decay at longer times (compare with the bulk PDMS behaviour presented in the fig. 
12).  
 
 
 

 

Fig.17: NSE results for 
confined PDMS. Dashed lines 
show the fitting of the data 
using East. Solid lines present 
the fitting using a continuous 
transition region from 
suppressed to free Rouse 
models (see text). A sketch of 
the two-phase model is shown 
in the inset. 
 

 
The evolution of a plateau in the single chain dynamic structure factor indicates the presence 
of a non-decaying part in the correlation function and is a signature of confinement similar to 
what has been seen for chains confined in a tube in the reptation picture. If we would take the 
presence of a non-decaying part in the pair correlation function as an indication of an 
immobilized polymer layer in the vicinity of the pore surface, then these relative contributions 
to the structure factor should be constant with q. Thus, already at a very first glance the data 
disprove the existence of a glassy surface layer that was often invoked e.g. in the interpretation 
of the rubber elasticity of filled rubbers in terms of a so called bound layer.  

c 
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After this first insight we now quantify the observations. In a first approximation we describe 
the long time tales in Schain(q,t) by a q-dependent plateau 𝛼𝛼(𝑞𝑞). Thus, we have  
 

𝑆𝑆AÆñ/y(𝑞𝑞, 𝑡𝑡) = K1 − 𝛼𝛼(𝑞𝑞)M𝑆𝑆íB≈n+(𝑞𝑞, 𝑡𝑡) + 𝛼𝛼(𝑞𝑞)																											(51) 
 
where SRouse(q,t) is the dynamic structure factor originating from the Rouse model (see Eq.(42)). 
 
With this approach we arrive at the dashed lines in Fig. 17. As already seen qualitatively the 
plateau 𝛼𝛼(𝑞𝑞) strongly depends on the momentum transfer q. In a reptation picture the presence 
of a q dependent plateau in the dynamic structure factor of a polymer melt is associated with 
an effective confinement length, the tube diameter, in this model the plateaus are related to the 
tube diameter by  
 

𝛼𝛼(𝑞𝑞) = expj−
𝑞𝑞$𝑑𝑑$

36 k																																																															(52) 

 
With that we can estimate a characteristic confinement length d from the plateau heights.  
Values are found between 3.1 and 3.9 nm, significantly smaller than the tube size in bulk PDMS 
(approximately 8 nm). In addition the effect that the characteristic confinement length is again 
q-dependent indicates that a description of the chain dynamics by means of a reptation like 
approach is not valid. Thus, the model needs to be sharpened: The model should contain a 
fraction of free bulk like chains. Many chains are far from the surface and are not expected, to 
be affected in any way. The second fraction of chains that is close to the surface, however, is 
assumed, to be effectively confined. The dynamic structure factor is presented by the formula  
 

𝑆𝑆AÆñ/y(𝑞𝑞, 𝑡𝑡) = 𝐴𝐴«≈|»𝑆𝑆«≈|»(𝑞𝑞, 𝑡𝑡) + 𝐴𝐴ABy†𝑆𝑆ABy†(𝑞𝑞, 𝑡𝑡)																																			(53) 
 
where Abulk and Aconf = 1 – Abulk are the fractions of the bulk and confined phases 
respectively.	𝑆𝑆«≈|»(𝑞𝑞, 𝑡𝑡) is the dynamic structure factor of the free chain defined by and 
𝑆𝑆ABy†(𝑞𝑞, 𝑡𝑡) is the dynamical structure factor of the confined chain that is modeled by a modified 
Rouse Ansatz, where only Rouse modes above a minimum value of p contribute (Eq.(42) with 
pmin > 1). Thus, the effective confinement is taken into account by suppressing the center of 
mass diffusion and the first modes for p < pmin with wave lengths longer than the distance 
between chain adsorption points. 
 
Furthermore, the anchoring conditions will be not identical for all chains. Therefore, a smoothly 
varying cut off function (modeled by a Fermi function) was employed, that increases the mode 
relaxation rate gradually from virtually 0 to the standard Rouse model rate as a function of p. 
The uncertainty in pmin becomes 1.1 and the resulting pmin amounts to about 6. The result of this 
description is shown as solid lines in Fig. 17. It describes the data very well. The mode pmin ≈ 6 
has a wave length corresponding to 38 segments. The end to end distance of a sub chain 
corresponding to 38 segments gives an effective confinement length 

. Furthermore it turns out that 75 % of all polymers are 

confined. 
 
The obtained distribution of bulk and confined chains can be transferred to a corresponding 
layer thickness. We find a layer of confined chains with the thickness rconf = 6.5 nm and the 

d = RE ,subchain
2 = N

pmin
l2 = 3,4nm
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cylindrical bulk phase again with a radius of rbulk = 6.5 nm (see insert in Fig. 32). The effect that 
the size of a PDMS sub chain between the encoring points is 3.4 nm clearly indicates that the 
layer with a thickness of 6.5 nm is not only built by chains adsorbed a the surface but rather 
support the situation as illustrated in Fig. 18.  
 
The polymer chains anchored to the surface form loops. Neighboring chains then can 
interpenetrate these loops. These chains then may only diffuse by reptation. Estimating the 
escape time based on a confinement length of 3.4 nm yields to a reptation time 60 times longer 
than the maximum observation time. It follows that neither the anchored nor the entangled 
chains exhibit center of mass diffusion in the time frame of the experiment. These penetrating 
chains can be considered as the interphase between the polymer adsorbed on the surface and 
the bulk polymer phase. The interphase forms as a consequence of confinement and 
dramatically changes the properties compared to those of the unentangled polymer melts.  
 
To conclude the dynamic behavior of PDMS under confinement in nanopores follows a two 
phase model: One free bulk like fraction of chains and one phase of confined polymers. This 
phase is characterized by a vanishing center of mass diffusion and by a suppression of long 
wave length Rouse modes as expected for multiply anchored and topologically confined chains. 
The corresponding confined layer of 6.5 nm thickness on the one hand consists of a dominant 
fraction of highly mobile segments and on the other hand is evidence for the presence of a 
polymer interphase induced by the interaction of the anchored polymer and the surrounding 
melt. 
 

 
 
Fig.18: Schematic representation of the artificial surface-induced entanglements in the 
confined polymer melt. The black line represents the chain adsorbed on the surface of an AAO 
nanopore, and the red lines show entangled chains in the confined phase. 
 
3.4 Dynamics of ring polymers 
 
As it has been shown in the chapter 2.5, the ring polymers exhibit unique topology. Due to luck 
Interpenetration of ring polymers is entropically hindered and therefore rings are predicted to 
prefer the conformations of a crumbled globule or that of a lattice animal. The lack of ends 
changes the dynamics qualitatively. All reptation related processes become impossible and 
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qualitatively different motional mechanisms are expected. This explains the intense scientific 
interest in the dynamics of ring polymers. 
 
Since the synthesis of well-defined and pure large ring polymers is highly demanding, recently 
there has been a focus on simulations of their structure and dynamics. MD studies on bead and 
spring rings concluded a rather compact structure and an asymptotic conformation of a 
crumbled globule for large rings. The studies unraveled a subdiffusive center of mass (c.o.m.) 
behavior  at early times, before the transition to normal translational diffusion takes 

place at about . At higher molecular weights D ~ N-2 was found. Regarding the 

segmental relaxation, simulations observe a significant slowing down towards with 

n = 0.25 – 0.35. Such a power law is also characteristic for the local reptation regime where the 
Rouse modes relax within the stiff confining tube yielding . The reason for the 
occurrence of such a time regime for rings is unclear.  
 
Recently the synthesis of well-defined large polyethylene oxide (PEO) rings became possible 
yielding rings in a molecular weight range from 2 kg/mol to 20 kg/mol.  [28] 
 
Analysis of segmental dynamics of ring polymers obtained by NSE was done based on Rouse 
dynamic structure factor modified for rings  [29]:  
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The sum in Eq.(54) over the indices i, j runs over all monomer coordinates of the ring, the sum 
over p in the exponent addresses all Rouse modes (Eq.(39)) – for a ring only even modes p 
contributes. It turned out that not all Rouse modes are contributing to the internal relaxation. In 
order to assess to what extend Rouse relaxation takes place, the data were analyzed in terms of 
a reduced number of Rouse modes. It is remarkable that for different ring sizes (10 kg/mol or 
20 kg/mol) the number of reduced Rouse modes pmin refers to a ring section of about 60 
monomers that can relax without topological hindrance. For the detailes see  [10] . 
 
The presented experiments allowed the first access to the dynamics of ring systems on a 
molecular scale. The investigated rings are placed in the crossover regime towards mass-fractal 
behavior with following peculiarities (i) the ring conformation displays a tendency towards 
mass fractal behavior that evolves systematically with increasing molecular weight, (ii) a 
subdiffusive center of mass motion at sub molecular distances with a mean square displacement 

is established, (iii) at short times the internal dynamics is dominated by relaxing ring 
sections or loops that move like short unentangled chains and (iv) at later times slow loop 
motions following a  law with n = 0.32 is found. 
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3.5 Association dynamics of supramolecular polymers 
 
Supramolecular polymerization has emerged as an attractive alternative for the synthesis of 
functional polymer materials with tailored properties (e.g. self-healing). In particular, 
supramolecular polymers based on hydrogen bonds are effective, stable and allow the tuning 
of bonding strength through the choice of specific hydrogen bond matching pairs  [30]. One of 
the simplest examples of associating supramolecular systems are telechelic polymers  [31]. 
Typical building blocks are oligomers (spacers) having self-complementary binding stickers 
with hydrogen bonding motifs  [32]. Self-complementary denotes the association of two 
identical end-groups, whereas in the heterocomplementary case, two different end-groups are 
binding together. 
 
Combined analysis of small-angle neutron scattering (SANS) partially considered in the chapter 
2.6, linear rheology and pulsed field gradient (PFG) NMR spectroscopy experiments on the 
supramolecular association and chain structure of well-defined telechelically modified short 
poly(ethylene glycol) (PEG) building blocks in the bulk was performed. PEG was 
functionalized with directed heterocomplementary triple hydrogen-bonding end-groups, 
thymine (Thy) and diaminotriazine (DAT). The polarity of the backbone polymer is comparable 
to the end groups and avoids clustering of the groups basing on energetic arguments. Their 
linear association behavior in the ideal melt state was investigated on the 
microscopic/molecular level as a function of temperature. By means of a selective labeling 
scheme, which should ideally lead to the formation of alternating hydrogeneous-deuterated 
building block sequences if the hydrogen bonding reaction is exclusively 
heterocomplementary, we showed that the Thy−DAT association is dominant and a Thy−Thy 
homoassociation is approximately three times less probable. Latter non-directed association 
gives rise to a considerable amount of random-copolymerization without affecting seriously 
neither the macroscopic melt viscosity nor the diffusivity of the supramolecular associates. 
From the q-dependence of a multiblock RPA structure factor measured by SANS, the linear 
association in the melt is confirmed. Furthermore, the diffusion and viscosity study reveals 
simple Rouse dynamics of supramolecular polymer chains with molecular weight much larger 
than the entanglement mass Me (Me of PEG is 1.9 kg/mol). The Rouse-like dynamics of long 
supramolecular chains indicates a short lifetime of hydrogen bonds of the end groups. Our 
results are in excellent agreement with the related polycondensation theory  [15].  
 
In addition, the pulsed field gradient PFG NMR data clearly shows that all experiments were 
performed in the fast exchange regime. With a minimum experimental observation time of Δ = 
50 ms, the requirement of fast exchange limits the lifetime to 𝜏𝜏— ≪ Δ → 𝜏𝜏— ≪ 50	ms. A much 
more stringent limit comes from the observation of Rouse dynamics for all associated chains. 
The chain length of the building blocks amounts to the length of one entanglement strand; i.e., 
all associated chains should sense topological constraints in some way. However, this does not 
seem to be the case. Thus, the lifetime of the hydrogen bonds must be short enough that 
confining tubes do not exist on the time scale of a few characteristic entanglement times 
𝜏𝜏+	which is the relaxation time of an entanglement strand of length Ne. 
 
NSE measurements performed on the same system showed that the dynamics of the 
supramolecular chains is Rouse-like at the timescale up to 200 ns controlled by hydrogen bond 
breaking. Bond breaking changes the mode contributions but not the mode relaxation times as 
was assumed previously  [33] Moreover, based on the previous results  [15], the dynamical 
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NSE experiment directly reveals the lifetimes (lifetime of the H-bond and whole associate), 
which are one of the key parameters determining macroscopic properties of supramolecular 
polymer melts. In a temperature range from 353K to 450K we arrive at bond breaking times 
that range from about 800 ns to 30 ns. Despite the fact that the association numbers〈𝑁𝑁ñ;;〉"  ~ 
3-8 would imply entanglements and reptation type dynamics the viscosity and diffusion 
coefficients exactly correspond to the Rouse prediction for the distribution of association 
numbers. Entanglements obviously have no effect because of their premature release by chain 
breaking times in the 10-100’s ns time scale  [34]. 
 

4 Summary 
 
We have presented some representative results on the structure and dynamics of 
macromolecules. We have discussed possibilities to investigate the structure of model 
polymeric chains in various environments and constitutions, some in more detail than others 
while keeping the focus on dense, amorphous and well-mixed systems with different topology. 
We have tried to summarize here only the most important concepts of the statistical structure 
of ideally monodisperse chains and we have demonstrated how the particular structure affects 
the scattering behaviour. This text should be a basis in order to be of help in calculating more 
complex structures which are built up from the here discussed linear polymer chain. It was a 
general aim thus to provide some useful basics which can be transferred to related sample 
systems. We gave an example how the linar chain approach can be extended to the case of ring 
and supramolecular polymers. 
We have displayed recent results on the universal dynamics of flexible polymers from the 
entropy driven Rouse dynamics to confinement and reptation. The lecture attempted to transmit 
a flavour of what can be achieved with high resolution neutron spin spectroscopy that permits 
access to the molecular motion simultaneously in space and time.  
 
After some brief description of generic results on the macroscopic dynamics of polymer melts 
the lecture commenced with a description of the standard model of polymer motion, the entropy 
driven dynamics covered by the so called Rouse model. In the spatial range where the Rouse 
approximations are valid, the NSE measurements have confirmed most of the predictions of the 
Rouse model both for the self- and pair correlation function. We then presented the changes in 
the Rouse dynamics that occur in solution, where hydrodynamic interactions are important. 
Under these circumstances the chain dynamics changes in a qualitative way resulting in a 
scaling behaviour of the relevant observables that differs from the Rouse model. 
 
Towards larger scales topological interactions resulting from the mutually interpenetrating 
chains gain dominating influence and confine the chain motion to a tube along the chain profile. 
We have presented measurements on the dynamic structure factor of a reptating chain which 
unequivocally confirm the picture of local reptation i.e. Rouse relaxation along the contorted 
tube. A measurement of the self correlation function corrobates the picture. To conclude this 
section we have mentioned results on contour length fluctuations and constraint release  that 
modify the reptation mechanism significantly. 
 
Finally, very recent new results on the dynamics of polymer rings and supramolecular telechelic 
polymers and the effect of attractive surfaces on the melt dynamics were presented. The ring 
dynamics addresses the fundamentals of polymer motion. The unique ring topology prohibits 
the standard polymer motions, that relies on the existence of chain ends and poses novel 
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challenges. With the aid of NSE experiments a special centre of mass motion relating to the 
behaviour of lattice animals and an internal dynamics consisting of the free Rouse motion of 
loops and a slow loop migration could be unravelled. NSE spectra directly reveal the so far 
intangible H-bond lifetimes in the supramolecular melt and demonstrate that for both the 
microscopic and the macroscopic dynamics of the supramolecular ensemble the instantaneous 
average of the Mw distribution governs the system response at least as long as the Rouse picture 
applies.The effect of attractive surfaces on the chain dynamics is an important ingredient of the 
advantageous properties of composites. The NSE experiments have provided a better molecular 
understanding of the surface layer properties. 
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1 Introduction

Quantum materials are those in which microscopic quantum properties are observable at the
macroscopic length scale. In the last few years, there have been a plethora of research activities
on quantum materials. Such materials include superconductors, low dimensional quantum mag-
nets, topological insulators and the latest one in this series is the Weyl semimetals. Electrons in
the solid possess many degrees of freedom such as charge, spin, and orbital and characterized
by the topological nature determined by the potential on the crystal lattice structure. The many
degrees of freedom couple together and collectively manifest in various electrical, magnetic and
optical properties of the materials as schematically shown in Fig.1 [1].

The collective electrons exhibit various macroscopic quantum phenomena, the representative
example among all these is the superconductivity. One of the biggest challenges in condensed
matter physics is to understand the unconventional superconductivity and to increase the su-
perconducting transition temperature. Although significant progress has been made in the last
decades, finding room temperature superconductor is still proved to be illusive. Apart from su-
perconductivity, there are many quantum phenomena which are observable at room temperature
such as magnetism and ferroelectricty. There are common features of these quantum phenom-
ena: the order parameter which behaves like classical quantity despite the underlying quantum
nature of the different phases.

The topological nature of the electronic states play a crucial role in understanding and predicting
quantum properties. Topology of the band structure proved to be crucial for the understanding
and developments in quantum materials. The quantum Hall effect, topological insulators and
topological superconductors are all characterized by non trivial topologies in Hilbert space, the
Berry phase which describes the connections and curvature of the subspace of Hilbert space
plays the central role in the unified principle of topological nature.

The surface conductivity of the topological insulators depend on the topological properties of
the bulk electronic wave functions and are therefore, exciting example of quantum materials.
Weyl semimetals - whose quasiparticle excitations are Weyl fermions, are interesting because
they show several quantum anomalies arising due to chiral properties of the Weyl fermions.
Weyl semimetals show unique transport, optical and thermoelectric responses. For instance,
they show unique surface states which is known as “Fermi Arcs”. These Fermi arcs originates
from the specific bulk band topologies and degeneracies of the energy levels near the Fermi
level.

2 Quantum Materials: Weyl semimetals

As discussed in the previous section, quantum materials can be of various types. In the fol-
lowing sections, we like to discuss one particular class of quantum materials, namely Weyl
semimetals. Weyl semimetals are those materials whose quasiparticle excitations are Weyl
fermions. Weyl fermions played a crucial role in quantum field theory but never been observed
as a fundamental particle in vacuum. Weyl fermions are massless spin half particle with definite
chirality. Initially, it was though that neutrinos are Weyl fermions. However, with the discov-
ery of finite neutrino mass [2, 3], there are no fundamental particle which is believed to be a
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Fig. 1: The pentagon in the right hand corner shows various degrees of freedom of strongly
correlated electrons in solids, which respond to external stimuli. These strong couplings lead
to the emergent functions with the cross correlations among different physical observables and
to developments towards the applications of emergent functions of quantum materials such as
Mottronics, magnetoelectrics, topological electronics, and quantum computing. Adapted from
Ref. [1].

maslesss Weyl fermion. Recently, it was theoretically predicted the existence of Weyl fermions
as a quasiparticle excitation in condensed matter systems [4] and later it was experimentally
discovered in various systems which are termed as Weyl semimetals.

2.1 Weyl Fermions: Basics Ideas

Here we first like to discuss two topics which will provide more insights into the existence of
Weyl fermions in condensed matter physics. First, we like to discuss accidental degeneracies
and then staring from basic Hamiltonian we will show the existence of Weyl fermions. We will
also discuss various topological aspects of Weyl fermions which are necessary to understand
basics properties manifested by the Weyl fermions.
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2.2 Accidental degeneracies and band touching

During study of energy bands in solids physicist Conyers Herring [5] asked the following ques-
tion: under what conditions two bands will have the same energy? Degenerecy of energy bands
occur in solids at points with a high crystal symmetry. He also argued that the degeneracy
might also occurs due to accident which he termed as ’accidental degeneracy’. To understand
the accidental degeneracy, let us consider most general 2 × 2 Hamiltonian in 3D which can be
in written as: [6]

H(k) = f0(k)I + f1(k)σx + f2(k)σy + f3(k)σz (1)

where I is the identity matrix and σ’s are the Pauli matrices. The energy splitting between the
pair of energy levels is given by:

∆E =
√

f 2
1 + f 2

2 + f 2
3

In the absence of any symmetry, the energy levels can be brought into coincidence if all the
parameters are simultaneously zero, i.e. f1 = f2 = f3 = 0. Requirement of three independent
parameters to be simultaneously zero indicate that we have to work in three special dimensions
to make accidental degeneracy happen. Since there were no fine tuning of the parameters, we
expect that the accidental degeneracy to be stable under small perturbations. The band touching
points in Weyl semimetals are termed as Weyl points. In line with the previous argument, we
expect Weyl points are stable under small perturbations i.e. we can move them in k space or
even annihilate them. However, it is impossible to open a gap. Any perturbative term can be
incorporated in one of the parameters in Eq. 1. Therefore, the system becomes a protected
semimetal where Weyl fermions can be found [7]. This in contrast to the 2D Hamiltonian of
Graphene where an external perturbation adds a mass term in the Hamiltonian and might open
a gap in the energy spectrum.

2.3 Weyl Fermions from Dirac equation

The Dirac equation in d spatial dimension can be written as [6]:

(iγµ∂µ −m)ψ = 0

Where we have taken effective speed of light c = 1 and the gamma matrices satisfy the anti-
commutation relation. µ = 0, 1,....d label time and space dimensions. When the mass term is
zero, the Dirac equation reduces to the famous Weyl equation [8]:

i∂tψ± = H±ψ±

where
H± = ∓p · σ

where ψ± are effectively two component vectors. Thus Weyl fermions propagates parallel or
anti-parallel to the spin, which defines their chirality. In Weyl semimetals, momentum separated
Weyl fermions with opposite chirality is present.
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2.4 Topological aspects of Weyl Fermions

Various properties of Weyl semimetals such as Chiral magnetic anomaly and anomalous Hall
effect can be understood from the topological properties of band structures. The Berry connec-
tion related to the topological aspects of band structure is defined as:

An(k)= − i 〈un(k) |∇k|un(k)〉

where |un(k) 〉 describes Bloch wave function at the wave vector k and n denotes the band index.
This can be alternatively defined as the surface integral of the Berry flux/ curvature. The Berry
curvature Ωn(k) = ∇k×An(k) is the curl of Berry connection. Since the divergence of the curl
is always zero, ∇k · Ωn(k) = 0. This generally holds as long as the bands are nondegenarate.
However, this does not hold in a Weyl semimetal since at the Weyl node at least two degenerate
bands meet. Therefore, the Berry connection and the Berry curvature are ill-defined at a Weyl
node. The Berry curvature at the Weyl points of left and right chirality can be derived as: [9]

ΩR(k) =
1

4π

k

k3
and ΩH(k) =− 1

4π

k

k3

Therefore, ∇k ·ΩR/L(k) = ±δ(k) which shows that Weyl nodes are indeed monopoles of Berry
curvature. Thus, they act as a source/ sink of quantized Berry flux in the momentum space.

2.5 Detection of Weyl Fermions in Real Materials

There exist various properties of Weyl semimetals that characterize them. One is the obser-
vation of the surface Fermi Arcs which can be detected via Angle Resolved Photo-Emission
Spectroscopy (ARPES). Chiral anomaly which manifests in anomalous longitudinal magne-
toresistance, and anomalous Hall effect are the other two main features of Weyl semimetals.
In the following sections, we like to first outline basic theories behind the above mentioned
properties and give illustrative examples where they have been experimentally observed.

(a) Surface Fermi Arcs

In conventional solids, the Fermi surface on the surface forms a closed curve. However, in
Weyl semimetals these loops becomes “arcs” as argued by Wan et al. [4] using band topology.
Weyl points acts as a monopole or anti-monopole and acts as a source or sink of Berry flux as
discussed earlier. The Fermi arcs terminate at the location of the bulk Weyl points as shown
schematically in Fig. 2.

Angle-resolved photoemission spectroscopy (ARPES), scanning tunneling microscopy (STM),
and quantum oscillations provide important insight into the band structure of the material. Par-
ticularly, ARPES becomes instrumental in determining surface states of the topological insu-
lators due to it’s intrinsic surface sensitivity. Surface Fermi arcs has been observed in various
materials including NaP and TaAs [10–14]. Here we pick up TaAs as a representative example
where Fermi Arcs were detected for the first time using ARPES [11].



E3.6 Shibabrata Nandi

Fig. 2: Depiction of Weyl nodes and Fermi arc surface states in Weyl semimetals. The Weyl
nodes acts as a source of Berry flux of monopoles and anti-monopoles. The dispersion is linear
near the Weyl nodes. Adapted from Reference [7].
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I J

K

Fig. 3: (A, B) Crystal structure and STM topographic image of TaAs’s (0 0 1) surface. (C)
First-principles band structure calculations of TaAs without spin-orbit coupling. The blue box
highlights the locations where bulk bands touch in the Brillouin zone. (D) Illustration of the
simplest Weyl semimetal state that has two single Weyl nodes with the opposite (±1) chiral
charges in the bulk. (E) In the presence of spin-orbit coupling, position of the 24 Weyl nodes
are shown (small black and white circles). Black and white show the opposite chiral charges
of the Weyl nodes. (F) A schematic (not to-scale) showing the projected Weyl nodes and their
projected chiral charges. (G) Theoretically calculated band structure of the Fermi surface on the
(0 0 1) surface of TaAs. (H) The ARPES measured Fermi surface of the (0 0 1) cleaving plane
of TaAs. (I) E − ky dispersion map which clearly shows the two linearly dispersive W2 Weyl
cones. (J) E − kz dispersion map showing that the W2 Weyl cone also disperses linearly along
the out-of-plane kz direction. (K) Zoomed in image of the horse-shoe feature in H. Adapted
from Ref. [11].
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Low photon energy ARPES map for the TaAs is shown in Fig. 3 H. Three dominant features
were observed: (a) a horseshoe shaped feature in the vicinity of the midpoint of each Γ̄ − X̄
or Γ̄ − Ȳ line, (b) a bowtielike feature centered at the X̄ point, and (c) an extended feature
centered at the Ȳ point. The horseshoe shaped features suggest the existence of two arcs, and
their termination points in k-space seem to coincide with the surface projection of the W2 Weyl
nodes as shown in Fig. 3 G. Because the horseshoe feature consists of two nonclosed curves, it
can either arise from two Fermi arcs or a closed contour. These two features can be distinguished
from each other from the energy dependence of the these features which was termed as “bulk-
boundary” correspondence by Xu et al. [11]. The calculated surface Fermi surface (Fig. 3G)
using fine tuned parameters reproduces and explains ARPES data very well. This serves as
an important cross-check that the data and interpretation are self-consistent. Specifically, the
surface calculation indeed also reveals the horseshoe Fermi arcs that connect the projected W2
Weyl nodes near the midpoints of each Γ̄ − X̄ or Γ̄ − Ȳ line (Fig. 1G). In addition, their
calculation shows the bowtie surface states centered at the X̄ point, also consistent with the
ARPES data.

Finally, bulk band structure of the TaAs was probed by soft x-ray (SX) ARPES, which reveal
the existence of bulk Weyl cones and Weyl nodes as shown in Fig. 3 (I-J). This serves as an
independent proof of the Weyl semimetallic state in TaAs. Xu et al. have also shown that the
k-space locations of the surface Fermi arc terminations match with the projection of the bulk
Weyl nodes on the surface BZ by combining both the surface and bulk Fermi surface data,
further confirming topological nature of the Weyl semimetals (bulk-boundary correspondence).

Chiral Magnetic Anomaly

One of the main consequence of the existence of handedness of the Weyl fermions is the chiral
anomaly [15] which manifests in anomalous magnetotransport properties as observed in various
proposed Weyl semimetals [16, 17]. Chiral anomaly in condensed matter physics - is the non-
conservation of electron quasiparticle number in the vicinity of a Weyl cone of a given chirality.
The number of electron in the vicinity of each node in 3D is modified in the presence of electric
(E) and magnetic fields (B) as: [6]

dnR/L

dt
= ± e2

h2
E ·B (2)

Equation 2 immediately tells us that the number of electrons at an individual node is not con-
served. However, chirality is balanced in a real condensed matter system, leading to axial charge
current. The external magnetic field leads to Landau levels which disperse along the field direc-
tion and the chemical potential is shifted by the application of external electric field as shown
in Fig. 4 . The zeroth Landau level can be shown to be chiral, i.e. it propagates only along or
opposite to the field direction, with opposite velocities at the two chiral nodes. A current along
the magnetic field proportional to the magnetic field strength is generated if a chiral chemical
potential difference between the two chiral node exists. The current is given by:

jc =
e2

h2
B∆ε (3)

where ∆ε is the effective chemical potential difference. It can be noted that this current can not
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Fig. 4: Physical origin of the chiral anomaly. (a) Weyl nodes with left (L) and right (R)
chiralities in the absence of external electric and magnetic fields. (b) Landau levels in the
presence of external magnetic fields. The lowest landau level is chiral. In the presence of an
external electric field parallel to the magnetic field creates a valley imbalace. Figure adapted
from Ref. [6].

be an equilibrium dc current since no voltage is applied. However, in a nonequilibrium situation
such as time-dependent electric fields can generate non-zero currents provided the frequency of
the applied electric field is faster than the internode scattering time [18].

In a dc-settings, the density difference between two Weyl nodes is determined by the balance be-
tween chiral charge pumping (Eq. 2) and the inter-Weyl node scattering time (1/τa). Therefore,
from Eqs. 2 and 3, it can be seen that the chiral current jc ∝ B(E·B)τa. Hence, magnetocon-
ductivity (proportional to current) is quadratic in magnetic field strength and maximum along
the field direction. It can be shown that the magnetoconductivity varies as [6]:

σ(B) = σ0 +
e2B2τa
4π4g(εF )

where g(εF ) is the density of states at the Fermi level and σ0 is the zero field conductiv-
ity. Therefore, the magnetoconductivy is positive (magnetoresistance is negative) and varies
quadratically along the field direction in a Weyl semimetal. In general, in a normal metal the
magnetoresistance (MR) is usually positive since a magnetic field tends to restrict the motion of
the electrons. However, following the previously mentioned argument, a negative magnetore-
sistance is expected in Weyl semimetal and it depends on the relative orientation of the E and B
fields.

In realistic Weyl semimetals such as TaAs, NbAs, TaP, NbP and GdPtBi negative magnetoresis-
tance has been observed [19–22] and was taken as an evidence of the chiral magnetic anomaly
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Fig. 5: (a, b) Longitudinal magnetoresistance for the TaAs sample at 2 K for the two crystallo-
graphic directions a and c, respectively. (c) Crystal structure of the TaAs (d) Magnetoresistance
as a function of angle between electric and magnetic fields. (e) Chemical potential dependence
of the chiral coefficient Cw. Figure adapted from [23].

as explained above. As a representative example, we show the negative magnetoresistnace for
the TaAs [23]. Three regions of magnetoresistance with different characteristics can be identi-
fied from Fig. 5(a). In the low field region, there is a sharp increase in the magnetoresistance as
expected from weak-antilocalization effect in Weyl semimetal [24]. In the intermediate field re-
gion, the magnetoresistance follows the dependence as expected from chiral magnetic anomaly
in Weyl semimetals and is independent of the direction of the parallel field direction with respect
to the crystallographic axis (compare Fig. 5(a) and (b)). In the higher field regime, magnetore-
sistance again increases with the magnetic field. The negative longitudinal magnetoresistance
can be fitted with:

∆σ = NCwB
2

where N is the number of Weyl nodes and Cw is the chiral coefficient. In the simplest form,
chiral coefficient (Cw) can be written as Cw = e4τa

4π4�4E2
F

[25]. As shown in Fig. 5(e) the fitted
chiral coefficient has a strong dependence on the Fermi energy and can be regarded as a test to
the Weyl nature of the electrons.

Anomalous Hall Effect

In the presence of an external magnetic field, the Hall effect (current flow perpendicular to
electric field) is present in all conductors. In ferromagnetic metals like Fe, Co, and Ni, however,
the Hall effect is anomalous and controlled by magnetization rather than by the Lorentz forces
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[26]. Anomalous Hall effect can also be seen in Weyl semimetals. For the simplest example of
magnetic Weyl semimetal, where the chemical potential is at the Weyl nodes, the expression for
the Hall conductance can be written as [6]:

σab = εabc
e2

2πh
qc (4)

assuming q = 2k0ẑ, the above expression reduces to σxy = e2

2πh
2k0 where 2k0is the separa-

tion between the two Weyl nodes of opposite chiralities. Microscopically, the anomalous Hall
conductance is directly related to the Berry curvature as introduced earlier and can be written
as [27, 28]:

σab =
e2

�

∫
dk

(2π)3
Ωc(k)f(k) (5)

where f (k) is the Fermi distribution function, Ωc(k) is the c-th component of the Berry curvature
for the wave vector k.

The chiral magnetic anomaly (CME) and anomalous Hall effect (AHE) can be further under-
stood by the axion electrodynamics of the Weyl fermions. The axion term to the electromagnetic
Lagrangian reads as [6, 9]:

Sθ =
1

2π

e2

h

∫
dtdrθ(r, t)E·B

where θ term is given by
θ(r, t) = 2(k0 · r−b0t)

where k0 is the position of the Weyl nodes and 2b0 is the chemical potential difference between
the Weyl nodes. Minimizing the action in standard fashion leads to the following equations of
motion for charge and current densities:

ρ =
1

2π

e2

h
2k0 ·B (6)

and

J =
1

2π

e2

h
(2k0 × E− 2b0B) (7)

Equation 6 and the first term in Eq. 7 represent the anomalous Hall effect that is expected to
occur in magnetic Weyl semimetal with broken time reversal symmetry and is equivalent to the
Hall conductance in Eq. 4. The second term in Eq. 7 is equivalent to the chiral magnetic effect
as discussed in previous section where the energy difference ∆ε = 2�b0.

Anomalous Hall effect has been observed in various Weyl semimetals including Mn3Sn, Mn3Ge
and Heusler compounds [22,29–31]. As a representative example, we show the anomalous Hall
effect in Mn3Sn. Mn3Sn orders magnetically at TN= 420 K in a non-collinear magnetic structure
as shown in the Fig. 6(b) [32]. In addition to the non-collinear antiferromgnetism, there is a
small ferromagnetic component along the c direction (0.0002 µB per Mn atom). The Hall
conductivity, σH = −ρH/ρ

2, for in-plane fields along both [2 1̄ 1̄ 0] and [0 1 1̄ 0] shows a large
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Sn

Fig. 6: (a, b) Crystal and magnetic structured of Mn3Sn. The Hall conductivity σH versus B
measured in B { [2 1̄ 1̄ 0] and [0 1 1̄ 0] and [0 0 0 1] obtained at 300 K (c) and 100 K (d). Adapted
from Ref. [29, 30].

jump and narrow hysteresis (Fig. 6 c, d). For instance, with B || [0 1 1̄ 0], σH has large values
near zero field, ∼ 20 Ω−1cm−1 at 300 K and nearly 100 Ω−1cm−1 at 100 K. This is again quite
large for an AFM metal and comparable to those values found in ferromagnetic metals [26,33].
On the other hand, the Hall conductivity for B || [0 0 0 1] (c axis) shows no hysteresis but only a
linear field dependence. In the case of in-plane magnetic fields, the inverse triangular magnetic
order breaks the in-plane hexagonal symmetry of the lattice, and thus may induce an AHE in the
a–b plane. Indeed Kübler et al. [27] have theoretically found a large AHE in Mn3Sn, calculating
the anomalous Hall conductivity through the Brillouin zone integration of the Berry curvature
according to Eq. 5. The authors interpreted that the non-vanishing Berry curvature arises from
the chiral spin structure. Switching of the Hall conductivity may be related to the switching of
the staggered moment direction of the triangular spin structure [29] as result of switching small
ferromagnetic component.

3 Outlook

Weyl semimetals are fascinating materials to investigate both theoretically and experimentally.
It connects microscopic quantum phenomena to macroscopic properties in a non-trivial man-
ner. The chiral magnetic effect (CME) and anomalous Hall effect (AHE) can be observable at
room temperature which might paves the way for the future spintronics and quantum comput-
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ing. Combining with extremely large magnetoresistance and quantum effects of spins, Weyl
semimetals are the candidates for future electronic devices known as “Weyltronics”. Further-
more, Topological character of the Weyl semimetals implies that the exotic properties are robust
against external perturbations - making them ideal candidate for practical applications. Due to
massless quasiparticle excitations, Weyl electrons are highly mobile and could lead to much
faster and low-power consumer electronic devices. Correlation and topology make the Weyl
semimetals ‘systems with infinite possibilities’.
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1 Introduction

Two-dimensional materials created ab-initio by the process of condensation of atoms, molecules,
or ions, called thin films, have unique properties significantly different from the corresponding
bulk materials as a result of their physical dimensions, geometry, non-equilibrium microstruc-
ture, and metallurgy. ‘Thin’ is a relative term, but most deposition techniques control layer
thickness from fractions of a nanometer (monolayer) to several micrometers. Thin film het-
erostructures are composed of layers of different materials and thicknesses in the nanometer
range. The heterostructures can be formed by either depositing a single film on a solid substrate
viz. a film/substrate bi-layer, or making multilayers of same/different materials stacked over the
substrate, as shown in Fig. 1.

1nm – 1µm

multilayer / heterostructure

Substrate

Film

Bi-layer

Fig. 1: Schematic showing thickness range of thin film (top) and
various thin film heterostructures (bottom) where different color
represents different materials.

Reduced dimensions and
the presence of interfaces,
between different materi-
als, lead to very inter-
esting phenomena. Fur-
ther, the characteristic fea-
tures of thin film het-
erostructures can be dras-
tically modified and tai-
lored to obtain the de-
sired and required phys-
ical characteristics. It
provides a unique ability
to combine materials with
different or even antago-
nistic ground states (func-
tionalities) – e.g., metal/insulator-oxide/semi-conductor, ferromagnetic/ferroelectric [1], ferro-
magnet/superconductor [2] heterostructures etc. Physical effects like the interlayer exchange
coupling [3], giant magnetoresistance [4, 5], tunnel magnetoresistance [6, 7] or the current in-
duced magnetization switching [8, 9] are based on the fact that not only the charge but also the
spin of the electron can be used for information storage and processing [10]. New effects might
be expected if the size of element or period of the arrangement is smaller than some character-
istic length scale of the material, like the wavelength of electrons at the Fermi level, the spin
diffusion length of the electrons, or the domain wall width [11, 12].

These features form the basis for development of a host of extraordinary thin film device appli-
cations in the last two decades. On the one extreme, these applications are in the sub-micron
dimensions in such areas as very large scale integration (VLSI), Josephson junction quantum
interference devices, magnetic bubbles, and integrated optics. On the other extreme, large-area
thin films are being used as selective coatings for solar thermal conversion, solar cells for pho-
tovoltaic conversion, and protection and passivating layers.

In this chapter, we begin with few examples of most commercial and scientifically relevant
thin film heterostructures which holds great promises for potential application in electronic
devices. Finally, we conclude with a brief discussion on the relevance of scattering methods in
elaborating such heterostructures.



Thin Film Heterostructures E4.3

2 Examples of Thin Film Heterostructures

2.1 Semiconductor heterostructures

Thin film heterostructures are extensively used in the semiconductor industry. An important
component in any electronic device is the semiconductor transistor. Heterojunction Bipolar
Transistor (HBT) is a type of bipolar junction transistor (BJT) which uses differing semicon-
ductor materials for the emitter and base regions, creating a heterojunction [13]. The difference
lies in the fact that a normal BJT is fabricated by doping different areas of a single semicon-
ductor wafer. Fig. 2 shows a cross-sectional representation of a AlGaAs/GaAs HBT [14] where
AlGaAs acts as the emitter and heavily doped p+-GaAs layer acts as the transistor base. HBTs
are used for digital and analog microwave applications with frequencies up to several hundred
GHz e. g. power amplifiers in mobile telephones and laser drivers.

Fig. 2: Cross-sectional representation of the
AlGaAs/GaAs Heterojunction Bipolar Transis-
tor [14].

Another example of a most extensively
used heterostructure is the Metal-Oxide-
Semiconductor (MOS) structure [Fig. 3(a)].
It constitutes the main component of any
MOS-field-effect transistors (MOSFETs) and
is present in all integrated circuits (IC’s).
The traditional MOS-structure is obtained by
growing a layer of silicon dioxide (SiO2) on
top of a silicon substrate and depositing a
layer of metal or polycrystalline silicon (the
latter is commonly used). As the SiO2 is a di-
electric material, its structure is equivalent to
a planar capacitor, with one of the electrodes replaced by a semiconductor.

Metal Insulator Oxide

Semiconductor

(a) (b)

Fig. 3: (a) Basic MOS structure, and (b) band diagram of GaAs/AlGaAs heterojunction-based
HEMT, at equilibrium. (image source: wikipedia)

A High-electron-mobility transistor (HEMT) [15], also known as heterostructure-FET (HFET)
or modulation-doped FET (MODFET), is a field-effect transistor incorporating a junction be-
tween two materials with different band gaps (i. e., a heterojunction) as the channel instead of
a doped region (as is generally the case for MOSFET). Carrier diffusion across the junction
leads to accumulation of electrons inside the narrow bandgap material forming a 2 dimensional
electron-gas (2DEG) resulting to the high current in the device. Fig. 3(b) shows the band dia-
gram of GaAs/AlGaAs heterojunction-based HEMT, at equilibrium.
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Applications involve – microwave and millimeter wave communications, imaging, radar, and
radio astronomy – any application where high gain and low noise at high frequencies are re-
quired. Commercially available HEMT-based devices can be discrete transistors but are more
usually in the form of a ‘monolithic microwave integrated circuit’ (MMIC). HEMTs are found
in equipment ranging from cellphones and Direct Broadcasting Satellite (DBS) receivers to
radar and radio astronomy. Furthermore, GaN-HEMTs on silicon substrates are used as power
switching transistors for voltage converter applications because of low on-state resistances, and
low switching losses due to the wide bandgap properties.

Fig. 4: I-V-curve and performance
data of four-junction concentrator
GaInP/GaAs//GaInAsP/GaInAs solar cell.
The measurement was conducted at the CalLab
of Fraunhofer ISE. [16]

Last but not the least, are the Thin Film Solar
Cells. They are second generation solar cells
fabricated by depositing one or more thin lay-
ers, or thin film (TF) of photovoltaic material
on a substrate, such as glass, plastic or metal.
The performance of a solar cell is determined
by it’s efficiency i.e., the portion of energy in
the form of sunlight that can be converted via
photovoltaics into electricity. In a recent con-
sortium of Fraunhofer ISE, Soitec, CEA-Leti
and Helmholtz Center Berlin investigated a
four-junction solar cell using wafer bonding
technology for terrestrial concentrator appli-
cations [16]. A new record efficiency of
44.7% (AM1.5d, 297 suns) has been achieved
(see Fig. 4) which lies well above the theoret-
ically predicted limit of 33% for normal bulk
semiconductor based solar cells. Another defining term in the overall behavior of a solar cell
is the fill factor (FF). This factor is a measure of quality of a solar cell. This is the available
power at the maximum power point (Pm) divided by the open circuit voltage (VOC) and the
short circuit current (ISC). From the application point of view, thin film solar cells are used to
build photovoltaic module for generation of electricity from solar energy for commercial and
residential use. Moreover, the main application lies in powering space vehicles such as satellites
and telescopes (e.g., Hubble). They provide a very economical and reliable way of powering
objects which would otherwise need expensive and cumbersome fuel sources.

2.2 Magnetoresistive element heterostructures

So far we have discussed about some of the thin film heterostructures where the device works
by manipulation of the electronic charge. Magnetic thin film heterostructures however provides
another intrinsic property of the electrons to be manipulated, i.e., the spin degrees of free-
dom [10, 17]. They are often used in magnetic sensors, actuators, and data recording/ storage.
It is well known that the magnetic field can affect the transport of carriers in a material, which
basically manifests the magnetoresistance (MR) of that material, i.e., the change in electrical
resistance of the material due to application of magnetic field. Heterostructures built with such
magnetic thin films would therefore provide an unique way to manipulate carrier transport by
applying magnetic fields externally.
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In 1936, F. Mott proposed a concept of spin dependent conduction and the possibility of con-
sidering the two electron spin channels as separate non-interacting conduction ways within a
ferromagnetic (FM) metal [18]. This, also known as the two current model, was extensively
used for explaining various magnetoresistive phenomena in the materials [19, 20]. However,
Jullière was first to measure a large change in the magnetoresistance (∼14% at 4.2 K) of a
Magnetic Tunnel Junction (MTJ) formed by Fe/GeO/Co (ferromagnet/insulator/ferromagnet
- FIF) heterostructure [6]. According to Julliére’s model – if the magnetizations of the ferro-
magnetic film (F) are in a parallel orientation it is more likely that electrons will tunnel through
the insulating film than if they are in the opposite (antiparallel) orientation. Consequently, such
a junction can be switched between two states of electrical resistance, one with low resistance
(R↑↑) and one with very high resistance (R↑↓). The corresponding tunneling magnetoresis-
tance (TMR) in an F/I/F is defined as, TMR = ∆R/RM = (R↑↓ −R↑↑)/R↑↑. Defining
spin polarization, Pi of the ferromagnetic layer (Fi) as Pi =

N↑i−N↓i

N↑i+N↓i
where N’s are the spin

resolved DOS for majority (↑) and minority (↓) spins in Fi, the TMR can also be expressed
as, TMR = 2P1P2/(1− P1P2). Replacing the insulating film with oxide tunnel barrier higher
TMR (∼12%) could be achieved at room temperature [7]. Presently, the read head of the hard
disk drive uses a MTJ of CoFeB/MgO/CoFeB heterostructure which shows a 600% change at
room temperature [21].

E E

N (E)N (E) N (E)N (E)

E E

N (E)N (E) N (E)N (E)

F2F1 I

+-

F2F1 I

+-

Low Resistance High Resistance

Fig. 5: Schematic illustration of F/I/F tunnel junctions.

Going back to Jullière’s model, it
directly predicts the Spin Valve ef-
fect [22], i.e., the resistance of such
a device can be changed by a ma-
nipulation of the relative orientation
of the magnetizations M1 and M2
in the ferromagnetic layers F1 and
F2, respectively (from Fig. 5). Such
an orientation can be sustained even
in the absence of an external power.
In the simplest case, a spin valve
consists of a non-magnetic material
sandwiched between two ferromag-
nets, one of which is fixed (pinned) by an antiferromagnet which acts to raise its magnetic
coercivity and behaves as a “hard” layer (e.g., CoFe), while the other is free (unpinned) and
behaves as a “soft” layer (e.g., NiFe), see Fig. 6 [22]. Due to the difference in coercivity, the
soft layer changes polarity at lower applied magnetic field strength than the hard one. Upon ap-
plication of a magnetic field of appropriate strength, the soft layer switches polarity, producing
two distinct states: a parallel, low-resistance state, and an anti-parallel, high-resistance state.

In such a system if a current (un-polarized) is passing into a ferromagnet whose majority spin is
spin up, for example, then electrons with spin up will pass through relatively unhindered, while
electrons with spin down will either ‘reflect’ or spin flip scatter to spin up upon encountering
the ferromagnet to find an empty energy state in the new material. Thus if both the fixed and
free layers are polarized in the same direction, the device has relatively low electrical resistance,
whereas if the applied magnetic field is reversed and the free layer’s polarity also reverses, then
the device has a higher resistance due to the extra energy required for spin flip scattering. Fig. 7
shows a band diagram explaining the spin-valve effect.
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Free 
layer (NiFe)

Cu

FM (CoFe)

Antiferromagnetic

Fig. 6: Sketch of a simple spin valve structure with CoFe as the magnetic “hard” layer and NiFe
as the free “soft” layer [22]. The anti-parallel (high-resistance) and parallel (low-resistance)
state of the spin valve is represented on right.

High-Resistance

EF

EF

Low-Resistance Ferromagnet FerromagnetNon-magnetic

Ferromagnet FerromagnetNon-magnetic

Fig. 7: Band diagram for explaining the spin
valve effect.

An antiferromagnetic layer is required to pin
one of the ferromagnetic layers (i.e., make
it fixed or magnetically hard). This results
from a large negative exchange coupling en-
ergy between a ferromagnet and an antiferro-
magnet in contact. The non-magnetic layer
is required to decouple the two ferromagnetic
layers so that at least one of them remains
free (magnetically soft). The basic operating
principles of a pseudo spin valve are identi-
cal to that of an ordinary spin valve, but in-
stead of changing the magnetic coercivity of
the different ferromagnetic layers by pinning
one with an antiferromagnetic layer, the two
layers are made of different ferromagnets with different coercivities e.g., NiFe and Co. Note
that coercivities are largely an extrinsic property of materials and thus determined by processing
conditions.

The difference between TMR and Spin Valve is that the former works on the principle of spin-
dependent tunneling while the later on spin-dependent scattering processes. Nevertheless, this
concept of the spin valve effect eventually led to the discovery of the Giant Magnetoresistance
(GMR) effect [4,5] promising application in non-volatile memory devices. Large change in the
magnetoresistance value was obtained in antiferromagnetically coupled multilayers of Fe/Cr,
where thin layers of magnetic metals (Fe) are separated by layers of non-magnetic metals (Cr).
The magnetic layers are coupled through the non-magnetic layers in either a ferromagnetic
or antiferromagnetic configuration depending upon the thickness of the non-magnetic layer.
Although the details of the coupling mechanism are not known, RKKY-like mechanism pre-
dicts result which are similar to the experimental observations. Magnetoresistance effects up
to ∼50% were observed at low temperatures. This effect was subsequently found to occur in a
number of multilayer magnetic systems. Fig. 8(a) shows the change in MR (∼1.5%) obtained
for the Fe/Cr/Fe tri-layer heterostructure at RT by the group of P. Grünberg [5] and Fig. 8(b)
shows that for the multilayer structure at 4.2 K (∼80%) by the group led by A. Fert [4], for
which they were awarded the Nobel Prize in Physics (2007).

From the application point of view both TMR and GMR devices are often used as magnetic field
sensors and actuators. However, a greater impact was made on the development of modern day
technology and data storage. Coding the high-resistive state of the device as ‘1’ while the low-
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4.2K

(b)

RT

(a)
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High RLow R

H H = 0 ~ 80%~ 1.5%

Fig. 8: Original findings about GMR that resulted in the Nobel prize for (a) P. A. Grünberg
(Fe/Cr/Fe tri-layer) [5] and for (b) A. Fert (multilayered structure) [4]

resistive state as ‘0’ a binary state could be realized and therefore can be used in computation
and machine language processing. Using this idea, in 1997 IBM launched 16GB hard disk
drive (HDD) where they used the GMR structure as the magnetic read head. By optimizing the
heterostructure material and with the advent of modern day technology the storage capacity in
modern HDD has gone through a giant leap, however the underlying physics remains the same.

read current write current

inductive writing 
element

magnetization

GMR read head

Fig. 9: GMR read head used in magnetic hard disk drives, work-
ing both in current-in-plane (CIP) and current-perpendicular to the
plane (CPP) geometry.

Fig. 9 shows a schematic
of the read and write tech-
nique used in recording
and reading data stored
magnetically in a HDD.
The read element can be
used both in current-in-
plane (CIP) as well as
current-perpendicular to the
plane (CPP) geometry. The
platter of the HDD is
made of a magnetic thin
film with well defined do-
main structure. The infor-
mation here is stored in a
bit (small area of hard disk) fixing the direction of collective spins (equivalent to magnetiza-
tion) in the bit. While the writing is done by induction using an electromagnet, the read-out is
done using a GMR head. The GMR head has a pinned magnetic layer and the resistance of the
GMR element either high ‘1’ or low ‘0’ can be read out as bits written on the magnetic platter.
On a similar characteristics note TMR element found its way for the application in magnetore-
sistive random access memory (MRAM) and spin-transfer-torque MRAM (STT-MRAM) with
Everspin launching in 2016 the very first 256MB STT-MRAM.

2.3 Heterostructures in Research

While on one hand large number of research have been dedicated to the development of mag-
netoresistive elements which have proven to be commercially successful, on the other hand a
number of research have been dedicated for fabricating pure spin device, the idea of which was
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fueled by the theoretical model of Datta-Das Spin-FET [23], shown in Fig. 10. Such a device
would depend on the transfer of spin, i.e., by manipulation of the angular momentum and in-
volve no charge transport [24]. Therefore such devices would result in faster processing, low
power consumption, low heat dissipation and can be used in non-volatile memory.

Fig. 10: Schematic representation of Datta-Das Spin-FET model (left) [23] and spin-current
concept (right) where JC and JS is the charge and spin current density, respectively. J↑ and J↓
represents the current density due to up-spin (↑) and down-spin (↓), respectively.

One of the main requirement of such a device to integrate into a electronic device would be
to actively convert charge current to spin-polarized current and vice versa. Therefore, research
have been dedicated to actively manipulate the spin in the material not only via application of
an external magnetic field but also using electric fields.

Since a ferromagnetic (FM) or a half-metallic (HM) material is spin-polarized (has unequal
number of up and down spin due to exchange splitting), they have been extensively used in
forming heterostructures and understanding their interface/ proximity effects. Some of the most
studied heterostructures and their respective properties in this field are listed as follows:

1. FM/Supersonductors(S) : interface/proximity effects [25,26], nucleation of superconduc-
tivity [27] and flux pinning [28].

2. FM/Semiconductor(SC) : efficient spin injection and manipulation within semiconductors
[29].

3. FM/Antiferromagnet(AFM) : studies on interface and exchange bias effect [30].
4. FM/Heavy-metal(H) : studies on spin pumpung [31] and magnetic Skyrmions [32, 33]
5. FM/Ferroelectric(FE) or FM/Piezoelectric(PE) : artificial multiferroics [1] and voltage

control of magnetism [34].

Apart from FM or HM materials, transition metal oxide (TMOs) constitute probably one of
the most interesting classes of solids, exhibiting a variety of structures and properties. The
phenomenal range of electronic and magnetic properties exhibited by transition metal oxides
is especially noteworthy [35, 36]. One of the most important TMOs heterostructure which has
been studied intensively in the past decade is the LaAlO3/SrTiO3 (LAO/STO) system [37]. The
interface between lanthanum aluminate (LaAlO3) and strontium titanate (SrTiO3) is a notable
materials interface because it exhibits properties not found in its constituent materials. Indi-
vidually, LaAlO3 and SrTiO3 are non-magnetic insulators, yet LaAlO3/SrTiO3 interfaces can
exhibit electrical conductivity [38], superconductivity [39], ferromagnetism [40], large negative
in-plane magnetoresistance [41], and giant persistent photoconductivity [42].



Thin Film Heterostructures E4.9

3 Characterization using Scattering techniques

In this section we show you the power of scattering techniques in characterizing the thin film
heterostructures with some examples.

3.1 in-situ Electron Diffration Techniques

Reflection High-Energy Electron Diffraction (RHEED) and Low-Energy Electron Diffrac-
tion (LEED) are two of the well known electron diffraction techniques used for in-situ moni-
toring of the thin film growth, structure and surface ordering of crystalline thin films.

(a) 2D Layer Growth

(c) Quasi-2D Surface

(b) 3D island Growth

(d) Quasi-3D Surface

(e)

(f)

(g)

(h)
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Fig. 11: RHEED patters of thin film surface representing growth of – (a) homogeneous 2D (di-
mensional) layer growth, (b) 3D island growth, (c) Quasi-2D growth, and (d) Quasi-3D growth
often associated with rough surface. RHEED intensity oscillations (e) typically associated with
the surface coverage of the growing film, and (f) 40 nm Fe3O4 thin film grown on MgO(001)
substrate [43]. LEED pattern taken from [43] for (g) MgO(001) substrate and (h) after the
growth of Fe3O4 thin film on MgO(001).

In RHEED, beam of electrons are accelerated with a high energy of 5-20 keV (λ ≈0.17-0.06 Å)
and are incident on the sample surface at a glancing angle, 1-3◦. The elastically diffracted elec-
tron beam from the sample surface interfere constructively at specific angles and form regular
patterns on the detector/ screen. Structural changes on the surface during growth are generally
monitored using RHEED patterns. Fig. 11(a)-(d) shows the variation of the RHEED pattern
from a uniform 2-dimensional (2D) layer growth to 3D island growths. The intensities of in-
dividual spots on the RHEED pattern fluctuate in a periodic manner as a result of the relative
surface coverage of the growing thin film, see Fig. 11(e). An example of a 40 nm Fe3O4 thin
film grown on MgO(001) is shown in Fig. 11(f) where each full period corresponds to formation
of a single atomic layer thin film [43]. The oscillation period is highly dependent on the mate-
rial system, electron energy and incident angle, so researchers obtain empirical data to correlate
the intensity oscillations and film coverage before using RHEED for monitoring film growth.

LEED on the other hand images surface by bombardment with collimated low energy electron
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beam of 20-200 eV. Contrary to RHEED the incident electron beam is projected perpendicular
to the surface. Informations of the sample surface display as spots of diffracted electrons on a
fluorescent screen. Fig. 11 (g) and (h) shows a LEED pattern from pure MgO(001) substrate
and a corresponding 40 nm Fe3O4 thin film grown on it, respectively [43]. It must be noted that
both techniques (RHEED and LEED) are sensitive to the roughness of the sample surface.

3.2 Orbital ordering in transition metal oxide heterostructures

In this section we will discuss about the article by Benckiser et al. [44] on oxide heterostructure
consisting of a superlattice of LaNiO3/LaAlO3 (LNO/LAO) on a SrTiO3 (STO) substrate. In
their work they combines scattering and X-ray absorption spectroscopy to gain comprehensive
insight into the sample properties. Within the framework of this lecture only parts of the paper
are discussed.

Fig. 12: Five d-orbitals. In the cubic crys-
tal field the fivefold degeneracy is lifted to two
higher-lying eg orbitals and three lower-lying
t2g orbitals [35].

Transition-metal atom in a crystal with per-
ovskite structure (ABO3) is surrounded by
six oxygen ions, O2−, which induces crystal
field splitting of the d orbitals of the transi-
tion metal ion [35]. Wave functions pointing
toward O2− ions have higher energy in com-
parison with those pointing between them.
Hence, there will be a lower lying triply de-
generate t2g level and a higher lying doubly
degenerate eg level. The five d orbitals are
depicted in Fig. 12.

LaNiO3 (LNO) has a configuration of
La3+Ni3+O2−

3 which means that the Ni3+

(3d7, S = 1/2) has 7 electrons in the valance
shell. In bulk LNO, the Ni3+ forms a para-
magnetic metallic state [45] with no orbital
preference [46] leading to a fully occupied
three t2g level with six electrons and a dou-
bly degenerate eg levels with the remaining
one electron. Theoretically, it was suggested
that strain and confinement could break this
symmetry in LaNiO3/LaAlO3 superlattices and thereby allow manipulation of the orbital occu-
pancy [47]. LaAlO3:La3+Al3+O2−

3 (LAO) is a band insulator which is used for the confinement
of electronic states in the heterostructure. Model calculations suggest, that the degeneracy of
the Ni bulk eg orbitals in LNO is lifted and that the x2 − y2 level is preferred [44] when the
LNO/LAO heterostructure is exposed to a tensile strain, as for epitaxial growth on a STO sub-
strate. This can be understood in terms that tensile strain increases the distance to the in-plane
(xy-plane) oxygen ions while consequently decreasing its distance in the vertical direction (i.e.,
3z2 − r2 orbital). To summarize, Benckiser et al. [44] evidence this prediction experimentally.

A [4 u.c. LAO/ 4 u.c. LNO]8 heterostructure was grown on STO(001) substrate by pulsed-
laser deposition, where u.c. stands for unit cell. Fig. 13(a) shows the high-resolution x-ray
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Fig. 13: a. High-resolution θ/2θ
scan along the specular truncation
rod in vicinity of the STO(001)
Bragg peak. The x-axis scale is
presented in reciprocal lattice units
of the STO substrate (a = 3.905 Å).
b. Reciprocal space map around
the STO(103) substrate Bragg peak
of the same specimen. c. Atomic
Force Microscopy image of STO
substrate surface (2×2 µm area).
Adopted from ref. 44.

diffraction pattern measured with Cu-Kα radiation around the STO(001) Bragg peak of the het-
erostructure. Symmetrically around the LNO-LAO(001) peak superlattice satellites peaks and
thickness fringes are observed. From the period of the thickness fringes one could obtain a
total thickness 247±8 Å of the heterostructure. Fig. 13(b) shows the reciprocal space mapping
around the (103) Bragg peak. The layer peak position relative to the relaxation line (to origin;
orange) and the fully strained position (vertical gray line) indicate that the investigated super-
lattice is partially, but not fully relaxed. From this measurement in- and out-of-plane lattice
constants of a = 3.853(2) Å and c = 3.780(1) Å (averaged for LNO and LAO) were obtained.

X-ray reflectivity (XRR) measurements were performed at room temperature in specular geom-
etry, that is, the momentum transfer q was parallel to the surface normal z. In Fig. 14(a), the
resulting data for a hard X-ray energy of 8047 eV, which is far from resonance, is shown. The
data reflect the high quality of the investigated superstructure. At energies corresponding to
the NiL2,3 absorption edges, i. e. 854.7 eV and 872.2 eV, the reflectivity was obtained utilizing
linearly σ and π polarized light of the incident X-rays (see the sketch in Fig. 14(a)), Fig. 14(b)
and (c). Clearly, a dependence of the reflectivities on the polarization of the light can be seen
which shows that the X-ray absorption is polarization dependent. Superlattice peaks up to the
third order, denoted by SL(00l), l = 1, 2, 3 can be observed. The layer thickness and interface
roughness of the superlattice (see the table below in Fig. 14) were obtained by the authors uti-
lizing a fit program based on the Parrat formalism [48]. The solid black line in the reflectivity
plot Fig. 14(a)-(c) is the best fit to the data using this algorithm. The estimated error bars of the
individual thickness and roughness are approximately ±0.5Å. The resulting profiles are shown
in Fig. 14(a)-(c) and the structural parameters are given in the table below the figures. It turns
out that different interface roughness and thickness has to be considered for the first LNO layer
on STO (acting as buffer layer) and the last LAO layer stack (acting as cap layer) for the best
fit.

To gain insight into the orbital occupation X-ray absorption spectra (XAS) were measured in
total-electron yield (TEY) and fluorescence-yield (FY) modes, Fig. 14(d). The TEY is interface
sensitive while the FY is bulk sensitive. As both measurement modes reveal nearly identical
results, only the fluorescence-yield mode is discussed in the following. The Ni L2 and L3 ab-
sorption edges are located around 872 eV and 855 eV, respectively. First, the white line of the
NiL3 absorption edge has to be separated from the strong white line of La M4 by subtracting
the latter in form of an approximated Lorentzian profile. The result is shown in Fig. 14(e).
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(a) (d)

(c)

(e)

(f)
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Fig. 14: XRR of [4 u.c LAO/ 4 u.c. LNO]8 superlattice for – (a) E = 8047 eV (Cu-Kα), (b) E =
854.7 eV (Ni L3) and (c) E = 872.2 eV (Ni L2). All data have been normalized to unity at qz=0.
(d)-(f) Polarization-dependent XAS spectrum across the NiL2,3 for E ‖ x (in-plane) and E ‖ z
(out-of-plane) polarization. Inset (d) TEY and FY spectra for E ‖ x in the full energy range
including the LaM4,5 white lines. (e) Polarized FY spectra after subtraction of a Lorentzian
profile fitted to the LaM4 line shown together with results for Ni3+ XAS spectra with 5.5%
higher x2−y2 occupation, using the cluster calculation. (c) Difference spectra (E ‖ x− E ‖ z)
calculated from the measured (blue points) and calculated (orange line). Adopted from ref. 44.

The dichroic difference spectrum in Fig. 14(f) clearly shows dips at the Ni L2 and L3 white
line energies, which the authors attribute to natural linear dichroism. Remember, that the dif-
ferent absorption is also visible in the reflectivity data which were taken at the same energies,
Fig. 14(b)-(c).

In general, natural linear dichroism reflects an anisotropy of the charge distribution around a
particular ion. To obtain a quantitative estimation of the imbalance in the eg band occupation in
the heterostructure, Benckiser et. al. applied the sum rule for linear dichroism, which relates the
total integrated intensity of the polarized spectra with different polarizations (IE‖x,z) to the hole
occupation n̄3z2−r2 and n̄x2−y2 in the eg orbitals. After integration in the range of 853-877 eV
of the spectra which were separated from the LaM4 contribution, a ratio of the hole occupation
of

n̄3z2−r2

n̄x2−y2
= 1.030(5) is obtained. From this the orbital polarization,

P =
nx2−y2 − n3z2−r2

nx2−y2 + n3z2−r2
= 5± 2% . (1)
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is derived with n3z2−r2 and nx2−y2 the numbers of electrons. Theoretical calculations find an
orbital polarization of 5.5±2% more nx2−y2 than n3z2−r2 which means the values agree very
well and the slightly higher occupation of the x2 − y2 orbital is confirmed.

In summary, by combining X-ray scattering and X-ray absorption spectroscopy it was found that
the degeneracy of the Ni 3d eg orbital is lifted along the superlattice normal z in the LNO/LAO
superlattice grown on STO. Further investigation reveals that the population of the different
orbitals depends also on the neighboring layer, the discussion of which is beyond the scope of
this lecture. If you are interested please refer to Benckiser et al. [44].

3.3 Magnetization Depth Profile

Efficient spin-polarized transport across a FM/Semiconductor heterostructure presents well-
known problems of – the conductivity mismatch and interdiffusion at the interface between the
two materials. It is observed that the transport of spins across the FM/SC interface strongly
depends on the interface properties viz. roughness, interdiffusion, alloying, and magnetic mo-
ments. Therefore one of the fundamental quantities required to understand spin-dependent
transport properties in such systems is the magnetic moment at the FM/SC interface. In the
following we will discuss about the investigation of interface magnetic moment of Fe/Ge mul-
tilayer using neutron reflectivity done by Singh et. al. [49].

A Fe/Ge multilayer represented as: Si(100)/Ge10nm(buffer-layer)/[Fe7.5nm/Ge5.5nm]×10/Au3nm

(capping-layer) was grown by radio frequency (RF) sputtering technique. The heterostructure
was characterized using both neutron reflectometry (NR) and x-ray reflectometry (XRR). Layer
thickness, density profile, and interface roughness were obtained from the reflectivity measure-
ment. Magnetic moment density profile can be obtained from Polarized Neutron Reflectometry
(PNR) measurements. Details of the NR, PNR, and XRR can be obtained from Refs. [50–52]
and have also been discussed extensively in the course of this spring school. Therefore we
would focus mainly on the obtained results.

Fig. 15(a) and (b) shows the XRR (using Cu-Kα) and NR (using unpolarized neutrons) mea-
surements, respectively. The thickness and roughness parameters obtained after fitting the NR
measurement using a genetic algorithm [53] are given in the table Fig. 15(d). The Bragg peak
in NR at Q = 0.05 Å−1, corresponds to bilayer thickness of 126 Å in real space (d = 2π/Q).
The interlayer roughness obtained from the fits to NR and XRR are in the range of 8 to 12 Å for
the film. These parameters were used unaltered for obtaining magnetic depth profile from the
PNR data Fig. 15(c). The PNR profiles were obtained from the sample for spin-up (+) and
spin-down (-) neutrons with respect to the sample polarization in the plane of the thin film and
the corresponding reflectivities are represented by R+ and R−, respectively. An in-plane field of
400 G was applied on the sample, which was enough to saturate its in-plane magnetization. To
model the interface better, the authors used spin asymmetry (ASYM) parameter to best fit the
magnetic moment density profile, where ASYM (Q) = [R+(Q)-R−(Q)]/[R+(Q)+R−(Q)]. The
ASYM parameter is shown in Fig. 15(e) (open circles) along with the best fit to the model of
magnetic depth profile (solid line). According to their model the best fit was obtained when they
considers that the magnetic moment of each Fe layer is split into three sublayers – Fe1 (at Ge/Fe
interface), Fe2 (center of the Fe layer), and Fe3 (at the Fe/Ge interface) – with lower magnetic
moments at the interface than at the center. The magnetic moment of 1.30±0.08 µB per Fe over
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(d) Table: Best fit parameters to NR measurement

(e) Model

Fe1 (Ge/Fe interface) 17Å

Fe2 40Å

Fe3 (Fe/Ge interface) 18Å

Ge 51Å

1.04 µB

1.30 µB

0.81 µB

0.00 µB

Fig. 15: (a) XRR, (b) NR with unpolarized neutron, and (c) Polarized Neutron reflectometry
(PNR) measurement of the Fe/Ge multilayer structure. The open/closed circles in all the refle-
civity plots represents the measured data points while the solid line represent the simulated best
fit. (d) Parameters for the Fe/Ge multilayer structure obtained by best fit from the NR measure-
ment. And (e) Schematic of the Model used for the fit of ASYM function obtained from the
PNR results. Adopted from ref. 49

40 Å at the center of the Fe layer (Fe2 sublayer) away from the interfaces, 0.81±0.04 µB over
18 Å for Fe3 sublayer (Fe on Ge) and 1.04±0.05 µB over 17 Å for Fe1 sublayer (Ge on Fe).

This inequality in the Fe moments at the two interfaces have been attributed to cumulative effect
of roughness and interdiffusion of Ge into Fe layer leading to band hybridization. According to
the proposed model the moment at Fe3 interface is expected to be less than that at Fe1 because
when polycrystalline Fe is deposited on amorphous Ge, there is more interdiffusion than the
other case, i.e., Ge deposition on Fe. Therefore from the above example, we could see that PNR
is able to yield magnetic moment density in a multilayer system as a function of depth, with
high accuracy [50, 52] and has an advantage over other bulk magnetic measurement techniques
in this regard.

3.4 Exchange bias of CoFe/IrMn heterostructures

Exchange bias arises in heterostructures consisting of e.g., ferromagnetic (FM) and antiferro-
magnetic (AFM) thin films [54,55]. This can be realized by measuring the shift in the hysteresis
loop due to the exchange bias field Heb, after annealing the sample above the Néel temperature
(TN, i. e., the AFM ordering temperature) and then cooling down in an external magnetic field
HFC . Fig. 16 shows a schematic illustration of the exchange bias effect on the hysteresis of a
FM/AFM bi-layer heterostructure, above and below TN.
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Fig. 16: Schematic illustration of the hystere-
sis due to exchange bias effect at the FM/AFM
interface where Heb is the exchange-bias field.

To show the power of magnetization mea-
surement and polarized neutron scattering for
investigation of exchange biased systems a
Co80Fe20/Ir20Mn80 thin film heterostructure
has been chosen [56, 57]. Bi-layers of 3.0 nm
Co80Fe20/ 6.0 nm Ir20Mn80 are grown using
dc-magnetron sputtering. The number of bi-
layers is varied from N = 1 to 10. While
CoFe is a FM, IrMn is an AFM with TN

= 520 K. Hence, by heating the sample for
60 min to 533 K and then cooling it down to
room temperature in an external field HFC =
+130 Oe an unidirectional anisotropy is in-
duced. Fig. 17 shows the SQUID measure-
ment of the heterostructure where the loops
reflect the magnetic behavior of the heterostructure in total. The shape of the hysteresis implies
that there are two different loops, which is most obvious for N = 1 in Fig. 17(a). The first loop
with low coercivity can be attributed to the hysteresis of the soft magnetic NiFe buffer. The
second one with higher coercivity relates to the hysteresis of the CoFe/IrMn heterostructure and
exhibits, as expected, a shift of the hysteresis loop to negative fields. The contribution of the
FM/AFM heterostructure to the hysteresis loop increases with the number of bilayers. For N =
10 the contribution of the NiFe layer is hardly visible. The bias field increases with the number
of bilayers from 330 Oe for N = 1 to about 900 Oe for N = 10 and the shape of the loop changes
from rectangular to slanted.

(a) N = 1 (b) N = 3 (c) N = 10

(d) 
(e)

Fig. 17: SQUID magnetization loops of [3.0 nm Co80Fe20/ 6.0 nm Ir20Mn80]N / 10.0 nm
NiFe/SiO2 heterostructures with N = (a) 1, (b) 3, and (c) 10, for circled numbers in (c) re-
fer to Fig. 18. (d) AFM image of the sample surface, and (e) variation of the grain size and HEB

with N . Adopted from refs. 56, 57.

Atomic force microscopy shows a decrease of the grain size with increasing number of bilayers
from 650 nm for N = 1 to 60 nm for N = 10, see Fig. 17(d) and (e). The enhancement of the
exchange bias field can be correlated with the shrinking of the grain size which is explained in
the framework of the domain-state model of the exchange bias [58, 59]. Grain boundaries are
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Fig. 18: Specular reflec-
tivities R++ (blue), R−−
(red), R+− (green), and
R−+ (black) of a [3.0 nm
CoFe/ 6.0 nm IrMn]10/
10.0 nm NiFe/SiO2 at dif-
ferent positions along the
magnetization loop (cir-
cled numbers refer to
Fig. 17). Filled sym-
bols are the data and open
symbols the fits. Taken
from ref. 56.

energetically preferred sites for domain walls in antiferromagnetic materials. Hence, smaller
grains increase the density of domains in the antiferromagnet which leads to an increase of
excess magnetization in the antiferromagnet and increases HEB [59]. For multilayers with
N∼10 a nontrivial magnetic reversal behavior is expected due to a gradual variation of the grain
size and HEB along the growth direction. This will be studied in the following.

In order to study the magnetic reversal of the CoFe/IrMn heterostructure in dependence of the
film depth, that means to resolve the magnetization states of the different layers, polarized neu-
tron reflectivity (PNR) measurements with polarization analysis were performed in specular
geometry at the reflectometer HADAS of FZ-Jülich. With PNR four characteristic reflectivities
are measured as a function of the incident angle. Spin flip (SF) and non-spin-flip (NSF) reflec-
tivities are distinguished with respect to the neutron polarization parallel (+) or antiparallel (-) to
the external field. When the in-plane magnetic induction of the sample is parallel to the neutron
polarization (i.e., the applied field direction) the neutron polarization is not changed and a NSF
reflectivity is observed. In contrast, components of the magnetization orthogonal to the neutron
spin can flip the polarization of the incident neutron which results in a non-zero SF reflectivity.

Generally, two reversal processes are distinguished. In case of coherent magnetization rotation
the magnetization of the sample may be considered as a single magnetization vector which ro-
tates within the sample plane from one field parallel orientation to the opposite. Hence, there
will be a significant increase of the specular reflectivities in the SF channels (R+− and R−+)
which are exclusively of magnetic origin and correspond to magnetization components perpen-
dicular to the external field which is also the guiding field for the neutron polarization. Reversal
by domain nucleation and propagation does not provide enhanced SF intensities because the
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magnetization is always collinear to the external field and solely shows up in the specular NSF
reflectivities.

PNR measurements of the [3.0 nm CoFe/ 6.0 nm IrMn]10/ 10.0 nm NiFe/SiO2 sample were per-
formed in an external field of different strength. The field direction was collinear to the field
used for field cooling, HFC . Fig. 18 shows the specular reflectivities. The two peaks in the NSF
channels (R++ and R−−) at 25 and 50 mrad are the first- and second-order Bragg reflections
of the heterostructure. The corresponding weak peaks in the SF channels (R+− and R−+) are
due to the limited polarization efficiencies of the setup. The peaks correspond to the bilayer
thickness of the sample. The NSF and the SF reflectivities are quite similar in Fig. 18 2 and
5 which are taken at fields where the magnetization reversal takes place, see also the hysteresis

loop in Fig. 17. This means, the reversal for both loop branches proceeds via a state with an
almost vanishing magnetization component collinear to the external field and a coherent mag-
netization rotation can be excluded. Moreover, from off-specular measurements Paul et al. even
find that the in-plane magnetization component perpendicular to the external field is inhomoge-
neous on a length scale below 1µm which is rather attributed to fluctuations of this component
than to magnetic domains. For all other fields R++ or R−− have higher intensities and reflect
a net magnetization collinear to the external field, while the specular SF intensities are always
much weaker.

Decreasing field (kOe) Increasing field (kOe)

0 -1 -2 -3 -0.5-1 0

Fig. 19: Switching sequence along the heterostructure
from the bottom to top and back as obtained from the
fits. For some field values, each CoFe layer in the het-
erostructure is represented by a box and the arrows in-
dicate a layer magnetization parallel (red) or antiparallel
(green) to HFC . Taken from ref. 57.

The shape of the reflectivities con-
tains further magnetic information
which can be retrieved by apply-
ing least-square fits based on an ex-
tension of the Paratt formalism [48]
to magnetic multilayers (open sym-
bols in Fig. 18). From off-specular
measurements one knows that there
is no correlation of the magne-
tization perpendicular to the film
planes [57] which means every
layer may be considered to be un-
coupled from the others. This in-
formation is utilized for the fitting
procedure of the specular reflectiv-
ities. In order to obtain nuclear
and magnetic scattering length den-
sities, layer thicknesses and interface roughness, fits of the specular intensities in the saturated
states are performed. With these parameters fixed the reflectivities of the non-saturated states
are fitted assuming different magnetization configurations, with the magnetization within each
layer aligned either parallel or antiparallel to the external field. Decreasing the external field
the CoFe layers switch sequentially from bottom to the top, and increasing the external field
the reversal proceeds in the opposite direction, see Fig. 19. Both, the increasing exchange bias
field in the hysteresis loops and the sequential switching of the layers are clearly related to
the microstructure, i. e., the decrease of the grain size with increasing number of layers and
from bottom to the top within the same multilayer and could be interpreted thanks to polarized
neutron scattering.
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4 Conclusion

In the last few years, it has been clear that the advancement of future information and device
technology rely solely on magnetic thin film heterostructures and efficient manipulation of the
carrier spin. Along with advanced material and device processing there is also a vast need to
develop new characterization tools to properly understand the material properties and device
functionalities. In this chapter, a effort have been made to present some of the most studied thin
film heterostructures. We have also learned that the scattering technique provides a unique abil-
ity to view such heterostructures at the atomic length scales. However, the data interpretation
relies a lot on modeling and big efforts are nowadays performed in this direction. A limiting
factor for the application of those methods is that they are intensity limited, especially at neu-
tron sources. Optimized instrumentation at present high flux reactor sources and at present the
future spallation neutron sources are pushing this limit.
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1 Introduction

Nanoparticles are intensely investigated in many fields of research as the reduction of size is
usually accompanied by significant effects on their physical properties as compared to the re-
spective bulk materials. Electronically, nanoparticles establish the transition between individual
atoms and continuous, bulk materials, and consequently adopt a transition state between clas-
sical and quantum phenomena. A typical example is the particle size-dependent band gap in
semiconductor nanocrystals. Further size-dependent phenomena include the localized surface
plasmon resonance in metal nanoparticles, superparamagnetism in magnetic nanoparticles, and
enhanced catalytic activities due to the large surface-to-volume ratio of small nanoparticles. A
comprehensive overview of functional nanoparticles and their applications is given in [1].

The additional requirements arising from the reduction of the crystal dimensionality make the
controlled synthesis of nanoparticles more complex than the synthesis of the respective bulk
materials. An important parameter is the nanoparticle morphology, including the particle size
and shape. Whenever the statistical average of a large amount of nanoparticles is probed, i. e.
for investigation of surface-related properties involving statistical methods such as scattering
techniques, a narrow size distribution is desired. Fine control over the kinetics of nucleation
and growth processes is thus required. Moreover, stability against precipitation may be desired,
which additionally involves control of the surface chemistry. A large variety of synthesis meth-
ods has been developed in the last decades in order to fulfill these requirements and to prepare
nanoparticles with tunable particle size, shape, and surface properties. Bottom-up approaches
are generally preferred for enhanced sample homogeneity on the nanoscale and improved con-
trol of the particle size. Large-scale synthesis of monodisperse nanocrystals with defined shape
is nowadays routinely achieved by thermal decomposition of precursors in the presence of or-
ganic stabilizing agents [2, 3]. Detailed insight into controlled nanoparticle synthesis can be
found in [4–6].

The aim of this chapter is to highlight the potential of selected scattering techniques for the
structural and magnetic investigation of nanoparticles. We will first concentrate on the particle
morphology. Different techniques for characterization of the particle size and size distribution
will be introduced, and the different accessible characteristic sizes will be discussed in section
2. The magnetic morphology of nanoparticles is accessible using polarized small-angle neutron
scattering and will be addressed in section 3. Although nanoparticles might in a first approxima-
tion be regarded as nanocrystals with an atomic structure similar to the bulk, structural disorder
becomes more evident with reduced particle size and has a strong effect on the materials proper-
ties. Therefore, the atomic Pair Distribution (PDF) analysis will be introduced for investigation
of the atomic scale structure and disorder in section 4.

2 Nanoparticle morphology

In addition to phase composition and crystal structures, the sample morphology, including par-
ticle size and shape as well as size distribution, is highly relevant for both fundamental science
and technological applications of nanomaterials. It is thus crucial to distinguish between the
different characteristic sizes depending on the technique applied for their determination. In this
section, a typical example on the basis of ferrite nanoparticles will be discussed in order to
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illustrate the different information gained on size ranges as probed by different scattering tech-
niques. A sample of cobalt ferrite nanoparticles with a mean diameter of ∼ 10 nm is presented in
Figure 1. These nanoparticles were prepared by thermal decomposition of a mixed iron-cobalt
oleate precursor [7], a technique that is widely used for preparation of ferrite nanoparticles with
narrow size distribution [8], and are stabilized by a ligand shell of oleic acid.

Fig. 1: a) TEM micrograph of cobalt ferrite nanoparticles. b) Lognormal probability distribution
function of the particle diameter obtained from TEM (transparent filled curve) and SAXS data
(solid line). c) SAXS and SANS data with form factor fit (black line). [9]

Transmission Electron Microscopy (TEM) gives a first impression of particle size, shape, and
size distribution, albeit on a local scale where up to few hundreds of nanoparticles can be eval-
uated. Measurement of more than 100 individual particles of the sample shown in Figure 1a
yields the size histogram presented in Figure 1b. The histogram is evaluated using a lognormal
distribution of the particle size

D(d, d0, σ) =
1√
2πσd

· exp
(
−(ln(d/d0))

2

2σ2

)
, (1)

with the mean particle diameter d0 and the lognormal standard deviation σ. The advantage
of this distribution function over a normal distribution (Gaussian) is the logarithmic weighting
that ensures that even for small particle sizes and wide size distributions no negative particle
size is taken into account. We obtain for our cobalt ferrite nanoparticles a mean diameter of
d = 10.4(1) nm with a size distribution of σ = 3.9(3)%, a narrow size distribution that can be
considered monodisperse.

Small-angle scattering (introduced in detail in chapter D1) allows for the characterization of
density fluctuations in the nanometer size range. The magnitude of the scattering wave vector
Q is typically probed in a range of 10−3 to 0.6 Å−1, corresponding to real space distances of 1
nm up to several 100 nm. This size range is relevant for a variety of materials such as polymers,
biological samples, microemulsions, colloids, and superconductors, and the technique therefore
finds application in diverse research fields including soft matter research, biology, materials
science, and solid state physics. Small-angle scattering provides statistical information on the
sample on a global scale, i. e. with 1013 − 1014 particles analyzed at the same time. When
applied to nanoparticles embedded in a homogeneous matrix, i. e. a dispersion medium, the
conventional particle-matrix formalism is sufficient to describe the observed signal according
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to
dσ(Q)

dΩ
=

N

V
∆ρ2P (Q)S(Q), (2)

where N
V

is the particle number density, ∆ρ the scattering contrast between the particles and the
matrix, P (Q) the particle form factor, and S(Q) the structure factor. The structure factor gives
information on the interparticle interactions and the resulting interference of scattering contri-
butions of different particles. For characterization of the nanoparticle morphology, dilute dis-
persions of non-interacting nanoparticles are typically investigated, such that the structure factor
approaches S(Q) = 1 and can be neglected. The particle form factor describes the morphology
of the individual particles and fulfills the condition of P (0) = V 2

p with Vp the particle volume.
Form factors have been derived analytically for a large number of different particle shapes, and
a comprehensive list of frequently used form factors has been given by Pedersen [10].

The SAXS data of our sample of cobalt ferrite nanoparticles shown in Figure 1c has been mod-
eled using a spherical form factor with a lognormal particle size distribution. We determine a
mean particle diameter of d = 10.4(1) nm with a particle size distribution of σ = 4.4(4) %. These
results are in line with the TEM results and demonstrate that the particle size determined using
small-angle scattering is the density-based particle size. As a result of the different contrasts for
X-ray and neutron scattering, the SANS data of the same sample reveals a distinct form factor.
The nanoparticles with their non-deuterated oleic acid ligand shell were dispersed in deuterated
solvent (here d8-toluene), leading to an enhanced H/D contrast between shell and matrix ob-
served using SANS. Therefore, SANS analysis is sensitive to the ligand shell thickness, which
is negligible for X-ray scattering. From the SANS data presented in Figure 1c, a ligand shell
thickness of dOA = 1.2(1) nm is derived. This is reasonable considering the maximum length of
the oleic acid molecule of ∼ 2 nm.

Fig. 2: X-ray diffraction (XRD) by nanoparticles. a) Comparison of XRD data for bulk mag-
netite and iron oxide nanoparticles. b) XRD data for cobalt ferrite nanoparticles (red) with
Rietveld refinement (black line) and difference (blue). c) Detail of the (400) reflection. [9]

Powder diffraction accounts for atomic scale crystal structures, covered in detail in chapter D3.
The most prominent effect of nanoscale particle sizes on the diffraction pattern is a strongly
increased reflection broadening, even leading to reflection overlap as visible in Figure 2a. The
broad and overlapping reflections complicate structural analysis of nanomaterials using Rietveld
techniques significantly. However, the quantitative reflection broadening itself can be used as
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a measure of the crystallographic grain size. An average grain size Lhkl in the hkl direction of
the crystal structure is obtained according to the Scherrer equation

Lhkl =
Kλ

∆θhkl cos(θhkl)
, (3)

with ∆θhkl the full width at half maximum of the hkl reflection, corrected for instrumental
resolution, and θhkl the reflection position, both in radian, λ the used wavelength, and K the
phenomenological Scherrer constant.

X-ray powder diffraction data of our nanoparticle sample is presented in Figure 2b. Exemplarily,
the (400) reflection is modeled in Figure 2c, yielding a ∆θ400 = 0.97◦ at 2θ = 43.3◦. Using the
Scherrer equation and a Scherrer constant of K = 0.9, a mean particle size of L400 = 8.8 nm is
obtained. The obtained structurally coherent grain size is significantly smaller than the particle
size determined using TEM and SAS techniques. This is reasonable considering that reflection
broadening gives information on the average structural correlation length in the nanoparticles.
A smaller particle size as determined by diffraction techniques relates to a range of structural
coherence smaller than the entire nanoparticle and may thus indicate reduced crystallinity due
to structural disorder such as lattice strain close to the nanoparticle surface.

Dynamic light scattering (DLS, also: photon correlation spectroscopy) represents an additional
technique that provides information on nanoscale particle sizes. DLS is a time-resolved tech-
nique for investigation of the dynamics of samples using light scattering. In contrast to the
direct investigation of particle size and shape using static scattering techniques, the concept of
DLS is the determination of the diffusion properties (Brownian motion) of the sample in solu-
tion. These are correlated with the particle size, and thus give indirect information on particle
sizes and size distributions. A more detailed introduction into DLS is beyond the scope of this
chapter, but can be found in [11].

The typical result of a DLS measurement is presented for our example of cobalt ferrite nanopar-
ticles in Figure 3a. For an ideally diluted sample, the inverse relaxation time Γ accessible by
DLS is related to the translational diffusion coefficient D via the Landau-Placzek relation

Γ = Dq2. (4)

Note that for the scattering wave vector in light scattering experiments, the refractive index
of the solvent n0 has to be taken into account according to q = 4πn0

λ
sin θ. The translational

diffusion coefficient D gives access to the hydrodynamic radius Rh of the scattering particles
via the Stokes-Einstein relation

D =
kBT

6πηsolvRh

, (5)

with the Boltzmann constant kB, the temperature T , and the viscosity of the solvent ηsolv. The
hydrodynamic radius, also referred to as Stokes radius, is defined as the radius of a hypothetic,
hard sphere that has the same diffusion properties in a specific solvent as the studied particle.
Evaluation of the DLS data shown in Figure 3a yields a translational diffusion coefficient of
D = 5.17·10−11m2/s. Along with the measurement temperature of T = 298 K and the viscosity
of the solvent (toluene) ηsolv = 0.56 mPa s, we obtain a hydrodynamic radius of Rh = 7.5 nm.
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Fig. 3: a) DLS data by cobalt ferrite nanoparticles [9]. b) Characteristic nanoparticle sizes ob-
tained using small-angle scattering (density-related particle diameter d and ligand shell thick-
ness dOA), X-ray diffraction (structurally coherent grain size L), and dynamic light scattering
(hydrodynamic radius Rh).

Finally, Figure 3b illustrates the different characteristic sizes obtained using the presented tech-
niques. The density-related particle size is obtained using small-angle scattering techniques.
Using SAXS, the inorganic particle radius of our ferrite nanoparticles in toluene is obtained,
whereas SANS is sensitive to the H/D contrast between the organic ligand shell and the deuter-
ated solvent and provides additional information on the ligand shell thickness. DLS gives access
to the hydrodynamic particle size, which is larger than the inorganic particle itself and is affected
by particle-solvent interactions. X-ray diffraction is sensitive to the structurally coherent grain
size that is often smaller than the density-related particle size, indicating structural disorder near
the particle surface.

3 Magnetic nanoparticle morphology

After the focus on the nanoparticle morphology in the previous section, this section will in-
troduce the use of polarized small-angle neutron scattering for determination of the magnetic
nanoparticle morphology. Similar to the determination of the nanoparticle form factor corre-
sponding to particle size and size distribution, the particle-matrix formalism will be applied here
to the magnetic form factor sensitive to the magnetization distribution in magnetic nanoparti-
cles. For simplicity, we will maintain the framework on non-interacting magnetic nanoparticles,
where any structure factor, nuclear or magnetic, can be neglected. This situation corresponds to
dilute systems of structurally and magnetically non-interacting nanoparticles.

The magnetization distribution in nanoparticles strongly depends on magnetic shape and surface
anisotropies as well as structural and magnetic surface disorder. The spin structure of single-
domain nanoparticles can be considered as a superspin of coupled atomic spins in the core,
surrounded by a magnetically dead or disordered region towards the particle surface. This
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Fig. 4: Magnetic scattering anisotropy for incident neutron polarization parallel (I+Q,α) and
antiparallel(I−Q,α) to the applied field direction and unpolarized scattering intensity (I+Q,α+I−Q,α).
The nuclear-magnetic interference term I+Q,α − I−Q,α is maximized perpendicular (green) and
vanishes parallel to the applied field (red).

generally accepted concept results mainly from theory and macroscopic magnetization [12,13],
where a lower saturation magnetization than expected from the bulk material is commonly
observed and attributed to surface disorder effects [14–16]. In contrast to the macroscopic,
spatially averaging techniques, polarized SANS provides the spatial resolution in the nanoscale
required to resolve the magnetization distribution within the particle by separation of nuclear
and magnetic scattering amplitudes. A difference between nuclear and magnetic particle sizes
indicates surface spin disorder, whereas the magnetic scattering length density (SLD) is directly
related to the absolute magnetization. It was recently found that the extent of surface spin
disorder in noninteracting ferrite nanoparticles varies with an applied magnetic field [9].

Separation of nuclear and magnetic scattering contributions is achieved using polarized neutron
scattering. For small-angle scattering, a half-polarized (SANSPOL) experiment (i. e. using a
polarized incident neutron beam without polarization analysis after the scattering event) is suf-
ficient to resolve the longitudinal magnetization distribution in the sample parallel to an applied
magnetic field. Using longitudinal polarization analysis (POLARIS), both parallel and perpen-
dicular components of the magnetization distribution are accessible [17]. For a dilute sample
of non-interacting nanoparticles, the SANSPOL scattering cross section for incoming neutrons
polarized either parallel (I+Q,α) or antiparallel (I−Q,α) to a saturating applied magnetic field is
given by

I±Q,α = F 2
N(Q) + [F 2

M(Q)∓ 2ξ±FN(Q)FM(Q)] sin2 α, (6)

where FN and FM denote the nuclear and magnetic scattering amplitudes, ξ± corresponds to
the degree of the incident polarization (in case of ξ− including the flipper efficiency), and α cor-
responds to the azimuthal angle between applied magnetic field and the scattering wave vector
Q (Figure 4). Note that eq. (6) is a simplification that does not take into account any scattering
contributions arising from spin misalignment and therefore only applies to perfectly aligned
magnetization, as in a fully saturated state. For a more precise derivation of the scattering cross
sections, refer to [17,18]. Due to the angular dependence of the magnetic scattering amplitude,
even a non-polarized experiment (I+Q,α + I−Q,α) in saturating magnetic field gives access to the
purely nuclear form factor according to
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I+Q,α + I−Q,α = 2F 2
N(Q) + 2F 2

M(Q) sin2 α (7)

for α = 0. Once the nuclear scattering amplitude is known, the magnetic scattering amplitude is
conveniently accessible from the difference of the SANSPOL cross sections

I+Q,α − I−Q,α = −2(ξ+ + ξ−)FN(Q)FM(Q) sin2 α (8)

for α = 90◦. This nuclear-magnetic interference term has the advantage that all background
scattering contributions (e. g. from non-magnetic impurities, spin-incoherent scattering, or spin-
misalignment contributions) are eliminated. The magnetic scattering amplitude is sensitive to
the spatial distribution of magnetic scattering length density within the nanoparticle, similar
to the nuclear scattering amplitude which corresponds to the nuclear scattering length density
distribution, i. e. the particle morphology. The magnetic scattering length density scales with
the magnetic moment and its orientation towards the applied magnetic field (see also Chapter
C4). For magnetic nanoparticles, this typically results in a Langevin-type field dependence of
the magnetic scattering amplitude for α = 90◦.

Fig. 5: Polarized SANS by iron oxide nanospheres [19]. Left: Form factor refinements at
µ0H = 1.5 T. a) Magnetic contrast variation of I+Q and I−Q . b) Magnetic-nuclear interference
term derived from I+Q − I−Q . Insets: full intensity range of the interference term and 10◦ sec-
tors used for integration. c) Field dependence of the magnetic SLD in the particle core for
nanospheres and nanocubes, refined to the Langevin behavior (eq. (9)). Inset: spatial magne-
tization distribution in the nanospheres (SANS) compared to the macroscopic (VSM) and the
theoretical bulk γ-Fe2O3 moments (solid: 0 K; dashed: 300 K).

The availability of monodisperse samples in large quantities through modern synthesis ap-
proaches enables a precise description of the magnetization distribution, and hence the discrim-
ination of surface spin disorder, in magnetic nanoparticles. As an example for the application
of polarized SANS, the quantitative spatial magnetization distribution in iron oxide nanocubes
and nanospheres will be presented [19]. In this study, nearly monodisperse (σlog ≤ 7%) sam-
ples of maghemite (γ-Fe2O3) nanospheres and nanocubes with 5 nm radius and 8.4 nm edge
length, respectively, were investigated. The polarized SANS cross sections obtained from dilute
nanoparticle dispersions in deuterated toluene at a maximum magnetic field of 1.5 T are pre-
sented in Fig 5. After determination of the nuclear scattering amplitude from both SAXS and
nuclear SANS, the magnetic scattering amplitude was refined in both the individual polarized
scattering cross sections (Figure 5a, according to eq. (6)) and the nuclear-magnetic interference
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term (Figure 5b, according to eq. (8)). The derived spatial distribution of the magnetic scat-
tering length density reveals a reduced magnetization in a thin surface layer that is attributed
to surface spin disorder. Such surface spin disorder may result from local structural deviations
and broken symmetry at the particle surface. The surface spin disorder layer is found slightly
thicker for the nanocubes (0.5 nm) than for the nanospheres (0.3 nm), an effect likely related
to the cubic shape anisotropy and corresponding to a larger degree of spin canting in the cube
corners.

Next to the qualitative magnetization profile obtained in high magnetic field, field-dependent
analysis of the magnetic scattering length density provides quantitative information on the
magnetization in the particle core. The field-dependent orientation of the superparamagnetic
nanoparticles is taken into account using a Langevin-type approach according to

SLDm(H) = SLDsat
m · L(µRµ0H/kBT ) + βµ0H, (9)

with the Langevin function L(x) = coth(x) − 1
x
, where µR is the integral particle moment,

µ0H the applied magnetic field, kB the Boltzmann constant, T the temperature, and β a phe-
nomenological term related to excess magnetic susceptibility observed in superparamagnetic
nanoparticle systems [12]. The saturating magnetic scattering length density SLDsat

m is related
to the nanoparticle magnetization and averaged atomic magnetic moment according to

Mv = 2µ⊥
Fe/Vm = SLDsat

m /(γnr0/2), (10)

with Vm the molecular volume of a Fe2O3 formula unit, Mv the magnetization, and µ⊥
Fe the aver-

age magnetic moment per iron atom in the ferrimagnetic iron oxide perpendicular to Q. The gy-
romagnetic factor of the neutron γn and the classical electron radius r0 result in 1

2
γnr0 = 2.7 fm.

The field-dependence of the magnetic scattering length density in the maghemite nanospheres
and nanocubes is presented in Figure 5c and reveals a shape-independent spontaneous magne-
tization of only 76% of the bulk material. The inset of Figure 5c illustrates the quantitative
magnetization distribution in the nanospheres in comparison to macroscopic magnetization and
the bulk material. Whereas the observed surface spin disorder layer explains a slight reduction
in core magnetization found macroscopically (VSM) as compared to polarized SANS, the mag-
netization in the particle core is still considerably lower than expected for the bulk material. In
consequence, the low magnetization observed macroscopically in nanoparticles results in part
from surface spin disorder, but to a much larger extent from reduced magnetization through-
out the entire nanoparticle. The reduced magnetization in iron oxide nanoparticles has recently
been related to structural disorder phenomena such as antiphase boundaries as observed using
HRTEM and diffraction techniques [20, 21].

4 Atomic Scale Structure

In section 2, we have discussed the investigation of nanoparticle morphology in detail. We have
seen how a reduced crystalline coherent domain size affects the reflection profiles in diffraction
experiments, and that structural disorder may be present within the nanoparticle. In this section,
analysis of the atomic pair distribution function will be presented as an approach towards the
atomic scale structure in nanoparticles and disordered, i. e. crystallographically challenging,
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materials.1 A more detailed introduction into total scattering and pair distribution function
analysis is covered in [22–25].

Bragg scattering is based on periodic boundaries and translational symmetries and gives infor-
mation on the long range average structure of a material under study. For amorphous or locally
disordered materials, as well as nanoparticles, these requirements of periodic boundaries are not
fulfilled anymore. This results in tremendous reflection broadening as well as diffuse scattering
contributions which are usually discarded as scattering background. For analysis of the local
structure, however, the diffuse scattering contribution is crucial. In consequence, traditional
crystallographic techniques are not sufficient for a complete description of the atomic scale
structure in nanoparticles. Based on Fourier transformation of the total scattering intensity in-
cluding both Bragg and diffuse scattering contributions, analysis of the atomic Pair Distribution
Function (PDF) gives access to both the local structural information and the average long range
structure in real space. This approach is based on the Wiener-Khintchine theorem, stating that
the absolute square of a Fourier transform equals the Fourier transform of the autocorrelation
function

|F [f(x)]|2 = F [〈f(0)f(x)〉], (11)

with the Fourier transform F . In consequence, there are two possible ways to derive the scat-
tering intensity of a scattering density distribution, namely as the absolute square of the Fourier
transform or the Fourier transform of the autocorrelation function, i. e. the atomic pair distribu-
tion function (Figure 6), of the scattering density. The concept of obtaining atomic distances
via Fourier transform of the scattering intensity is very similar to the Patterson function, which
is used to solve the phase problem in X-ray crystallography. However, as in case of the PDF not
only the Bragg intensities are considered but the total scattering function, the obtained PDF is
not necessarily a periodic function resembling the unit cell symmetry. It is instead a continuous
function reflecting all atomic distances within the material.

The different steps from experimental scattering data to the pair distribution function are shown
exemplarily in Figure 7. In most cases, the experimental setup for measurements of the to-
tal scattering function S(Q) is very similar to conventional powder diffraction experiments.

1 This section is based on the Lecture Notes D5 of the 43rd IFF Spring School ”Scattering Methods for Condensed
Matter Research: Towards Novel Applications at Future Sources” (Forschungszentrum Jülich, 2012).

Fig. 6: Two approaches to derive the scattering intensity I(Q) from a microscopic scattering
density ρ(r). Left: the absolute square of the Fourier transform. Right: the Fourier transform
of the autocorrelation function (corresponding to the PDF).
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Fig. 7: Data reduction of high-energy X-ray scattering data to the PDF of magnetite: a) 2D
scattering intensity. b) Radially integrated and normalized intensity I(Q) after background
subtraction. c) Reduced total scattering function F (Q). d) Pair distribution function G(r).

The most important requirements for total scattering measurements exceeding those for con-
ventional powder diffraction are a wide accessible Q range with good statistics and an accurate
separation of instrumental and sample related contributions to the S(Q). As valid for all scatter-
ing techniques, a balance between good resolution in Q and high scattering intensity has to be
found. Good Q resolution is mainly important for investigation of structural coherence lengths
or r dependent parameters. The total scattering structure function S(Q) contains both Bragg
scattering and diffuse scattering contributions and can be derived from the measured scattering
intensity by a number of corrections and normalizations according to

S(Q) =
I(Q)−∑

ci | fi(Q) |2
| ∑ cifi(Q) |2 , (12)

where I(Q) is the coherent scattering intensity from a powder sample after correction for back-
ground and experimental contributions and normalization to flux and number of atoms in the
sample. ci is the atomic concentration and fi(Q) the atomic form factor (in case of neutron
scattering to be replaced by the neutron scattering length bi) of the element i in the sample. The
S(Q) is often presented as the reduced total scattering function F (Q)

F (Q) = Q[S(Q)− 1], (13)

which emphasizes the scattering contributions at high Q. The atomic pair distribution function
(PDF) G(r) is directly accessible from the F (Q) through Fourier transform

G(r) = 2/π

∫ ∞

0

Q[S(Q)− 1] sin(Qr)dQ. (14)

As explained above, special care is required for decision of the range of data used for Fourier
transform. In essence, a large Qmax, desired for minimization of termination ripples, has to
be balanced against the signal to noise ratio at large Q. As the experimentally derived S(Q)
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and F (Q) include Bragg scattering as well as diffuse scattering contributions, the obtained PDF
contains information on both the average and the local structure. The physical meaning of the
G(r) is a weighted probability of finding atomic pairs separated by r. It is defined as

G(r) = 4πr[ρ(r)− ρ0], (15)

where ρ(r) is the microscopic pair density, ρ0 is the average number density, and r is the radial
distance. G(r) approaches −4πrρ0 in the low r range and oscillates around zero for large r
with positive peaks indicating atomic densities exceeding the average number density, whereas
negative peaks can be related to distances with less than average number density (note that due
to negative neutron scattering lengths, atomic pair distances may also be indicated by nega-
tive peaks in neutron PDF). An example G(r) for Nickel powder is given in Figure 8a. The

Fig. 8: a) PDF obtained for Nickel powder. The first nearest neighbor correlations are indicated
in the fcc crystal structure. b) Experimentally obtained PDFs of silica glass (top) and crystalline
quartz (center). A direct comparison of the first nearest neighbor distances of both data sets
is given in the inset. Experimentally obtained PDF of ∼3.5 nm gold nanoparticles (bottom).
Republished with permission of RSC, from [24].

PDF allows for a direct determination of bond lengths from the peak positions. These bond
lengths represent the average distance between the positions of pairs of atoms, as opposed to
the distance between the average positions of atoms accessible by traditional crystallographic
analysis [25]. This difference may become important for largely disordered systems or systems
with pronounced lattice dynamics. The peak shape in the PDF gives information on the bond
length distribution due to lattice dynamics, correlated motion, or static disorder. A larger peak
width indicates a broad distribution of bond lengths, whereas a narrow peak width corresponds
to a sharp distribution of bond lengths, which is indicative for correlated motion. Further-
more, relative coordination numbers can be extracted in a quantitative analysis of the PDF from
the integrated peak intensity. These may be known for crystalline materials from traditional
crystallographic analysis, but in case of compositional disorder, the coordination numbers may
reflect local correlations between site occupancies which are not accessible by traditional crys-
tallography [25]. The decay of the peak intensity at large r gives information on the structural
coherence of the material under study. For long range ordered crystalline materials, the G(r)
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Fig. 9: a) Experimental PDF of Au nanoparticles with refinements of the nanoparticle struc-
ture as a single phase (top), the nanoparticle structure and an additional ligand phase (center),
and the entire nanoparticle with ligand chains (bottom). Reproduced with permission of the
International Union of Crystallography [26]. b) Fit of ZnO nanoparticles with citrate ligands
in propanol. Experimental d-PDF with fit (red) and overall difference (grey), along with fit of
the nanoparticle contribution to the PDF (green) and the contribution and fit of the restructured
solvent (blue). From [27]. Reprinted with permission from AAAS.

should exhibit peaks in an infinite r range, whereas for purely local correlations no PDF inten-
sity is observed beyond the real space correlation length. Similar to reciprocal space analysis,
where the peak width results from convolution of particle size (and lattice strain) broadening
with the instrumental resolution, the damping of the PDF at large r contains contributions from
both the structural coherence length and the instrumental resolution. Examples for different
structural coherence lengths are given in Figure 8b. Whereas the PDF of crystalline quartz
powder exhibits sharp peaks throughout the entire r range, the PDF of a fused silica glass rod
decays very quickly after the first sharp peaks. These peaks correspond to the Si-O and Si-Si
nearest neighbor distances, illustrating that the local environment is the same for silica glass
and crystalline quartz. The most obvious effect of nanoscale particle sizes on the measured
PDF is the smaller structural coherence length as compared to long range crystalline materials,
resulting in a massive damping of the PDF at large r.

There are different approaches to describe the damping of the PDF of nanosized materials. It
can be described by an envelope function depending of the particle shape and size, which is
multiplied with the calculated PDF for the bulk average structure and the instrumental damping
factors [28]. Such envelope functions have been derived for spherical particles including parti-
cle size distributions and different particle shapes [28, 29]. However, this approach restricts the
structural analysis to the average structure throughout the nanoparticle without discrimination
of surface-related correlations and disorder. In a different approach, Page et al. have demon-
strated the variation of the envelope function by different particle sizes and shapes through
simulation of the PDF for entire nanoparticles [26]. Such whole-particle structure modeling
allows for differentiation of disorder of the nanoparticle compositional against core-shell struc-
tures and even provides insight into the surface coverage of an organic ligand shell. Whereas
the presence of a thiol ligand shell in the studied gold nanoparticle samples has been confirmed
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by a two phase refinement of the nanoparticle and the ligand phases, modeling of the entire
particle including the ligand shell allowed for determination of the surface coverage and the
Au-S distance (Figure 9a) [26]. Knowing the molecular structure of the ligand, the orientation
of the ligand with respect to the particle radial direction was defined. Further examples of the
whole-particle approach to modeling nanoparticle PDF include the determination of nanoparti-
cle structure, shape, and defect structure in II-VI semiconductor nanoparticles [30]. Modeling
of the PDF revealed a high stacking fault density between wurtzite and zincblende modifica-
tions which was not accessible by Rietveld refinement. For CdSe/ZnS core shell nanoparticles
PDF analysis further revealed the structurally incoherent attachment of particle core and shell.

Beyond the structural characterization of nanoparticles, differential PDF techniques have re-
cently been employed to investigate the solvent restructuring by nanoparticles in dispersion
(Figure 9b). Such investigations require a precise correction for the contributions of both the
bulk solvent and the nanoparticles, which were subtracted before and after Fourier transform,
respectively. The derived double-differential PDF reveals enhanced short-range order within
the solvent that extends up to 2 nm beyond the nanoparticle surface [27].
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E. Rühl, Structural characterization of II-VI semiconductor nanoparticles, physica status
solidi c 4, 3221.







E 6  Energy Materials 
 
 
 

  Michael Ohl 
  Jülich Centre for Neutron Science 
  Institute of Complex Systems  
  Forschungszentrum Jülich GmbH 
 
 
 
 
 
 
Contents 
 
1  Introduction ……………………………………………..…………..   2 
 
2  Energy Materials…………………………………………………….   5 
 
 2.1 Photovoltaics and Solarpower …………………………………………….   6 
 
 2.2 Hydrogen Storage………………………………………………………….   8 
 
 2.3 Fuel Cells…………………………………………………………………..   9 
 
 2.4 Magneto Calorics………………………………………………………….  13 
 
 2.5 Ion Batteries……………………………………………………………….  14 
 
  Summary……..……………………………………………………...  18 
 
 References …………………………………………………………..  19 
  

                                                
 Lecture Notes of the 50th IFF Spring School “Scattering! Soft, Functional and Quantum Materials” This is an 
Open Access publication distributed under the terms of the Creative Commons Attribution License 4.0, which 
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly 
cited. (Forschungszentrum Jülich, 2019) 



E6.2  Michael Ohl 

 

1 Introduction 
 
In our modern society we have to deal with all sorts of challenges. To accomplish the needs of 
our growing society it becomes more and more important to raise the question of the demand 
of this modern society. While it can be easier expressed and defined what is needed the technical 
limitations often hinder us to accomplish the goals needs e.g. any form of technical solution 
should be sustainable. Among others like life science and nanotechnology the demand for 
energy application increases. Energy is a very serious question and since our societies demand 
on energy is rising it becomes more and more important. As such, many researchers studied, 
study and will study energy related questions. Many questions can be raised but the main 
questions lie in generation, storage and transfer of energy in different forms like motion, 
electricity etc. All these open questions will not find one sole answer and are subject to dynamic 
process in which they will be reformulated. In addition, there are too much and huge variety of 
devices and applications available which form a wide selection and development of innovative 
solutions. While some are already established others are still subject to intense research [1].  
 
Here we will focus on materials which offer the properties to serve in generation, storage and 
transfer of energy in different forms. This is not an attempt to cover all available energy material 
related applications of neutron scattering but shall give some insight of the range of 
possibilities. 
 
We are reaching a point where new materials with improved physical properties are urgently 
needed for energy innovation.  Also one shall never forget that any solution shall be sustainable 
for a long term solution e.g. being environmentally friendly. As such modern research fields 
for example like nanotechnology interplays strongly with energy questions. In many areas of 
energy research, simply observing and using materials available in nature is no longer enough 
to drive significant changes. We need new approaches to find solutions for the challenges we 
face in the field of energy materials. Our ability to actively design and tailor material properties 
will define what is possible in our energy future.  
 
There are a lot of energy materials reported at least what one would call energy materials. 
However, beside materials which are further away from any applications there are a number of 
applications in our daily life which use already a wide range of energy materials. A list of what 
we believe depends on energy material is given below: 
 

- Photovoltaics/ Solarpower 
- Hydrogen storage 
- Fuel cells 
- Magneto caloric effect 
- Ion Batteries 

 
Energy materials in these fields will play a major role for our future. However, most of these 
fields can’t satisfactory be covered in this course due to time limitations so one has to focus on 



Energy Materials  E6.3 

a few. Energy materials even studied solely with scattering methods could easily form an own 
spring school. 
 
The question remains what can be covered with scattering methods? In this short 
communication we will focus mainly on neutron albeit X-ray scattering is a major tool as well.  

Neutron scattering is practiced at research reactors and spallation neutron sources that provide 
neutron radiation with varying intensities. One generally can distinguish between elastic and 
inelastic neutron scattering. Elastic neutron scattering is commonly realized with neutron 
diffraction techniques/ instruments and their main application is to analyze structures.  

 

  

Fig. 1: Quasielastic neutron scattering (QENS) and inelastic scattering (INS) versus energy 
transfer for a variety of applications. X-ray scattering is shown at higher energy 
transfers as well. 

 
Structure is determined usually with neutron diffraction (ND). The structure factor, S(Q) 
describes scattered neutron intensity in terms of the momentum transfer Q, where Q = 4π sinθ 
/λ , and θ  is the angle of the scattered neutrons with λ being the incident-neutron wavelength. 
For a single crystal, the scattering will consist of Bragg peaks. In an ideal powder sample, small 
crystallites are randomly oriented and scattering from a particular set of lattice planes 
corresponds to the scattering obtained by turning a single crystal. In powder samples, Debye-
Scherrer cones are obtained in place of Bragg peaks, where intensity from the cones can be 
determined simultaneously using large area detector arrays. 

Inelastic neutron scattering is used for studying atomic vibrations and other excitations in a 
wide energy range (see Fig. 1). Also one distinguishes between quasielastic (QENS) and purely 
inelastic scattering (INS). Whereas QENS is usually understood as a broadening of an elastic 
peak – so it is “quasi - elastic” (see D5). The signal is usually obtained when unfolding the 
instrumental resolution.  
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In situ studies were considered as well and are of increasing importance. The most important 
question arise from the analysis of the study of energy materials and is of course related to the 
understanding of structure- and dynamic-function relations. Comprehending the working 
mechanism, at the atomic and molecular scale, is the key to progressing alternative and 
sustainable-energy technologies, and fundamental to this is the study of the materials during 
operation. In situ and even operando studies are commonplace and necessary in energy 
materials research. The in-situ technique, often applied to materials under equilibrium, has been 
extended in recent years to operando studies, where the materials are studied under non-
equilibrium conditions whilst performing their function. The advent of new-generation reactor 
and spallation neutron sources, as well as associated faster instrumentation, has greatly assisted 
in facilitating such research [1].  

Please be aware, that all accessible scientific question of energy materials can just be answered 
in the given time and length scale regime for this neutron scattering techniques as shown in Fig. 
1. Because neutrons are electrically neutral, they penetrate more deeply into matter than 
electrically charged particles of comparable kinetic energy and thus are valuable as probes of 
bulk properties.  

  

Fig. 2: S(Q,w) range for a variety of inelastic neutron scattering instruments at the spallation 
neutron source in the Oak Ridge National Laboratory. Please note, the momentum and 
energy transfer are related which justifies the odd shape of the covered area for the 
different instrument types.  

Neutrons interact with atomic nuclei and with magnetic fields from unpaired electrons, causing 
pronounced interference and energy transfer effects in neutron scattering experiments. Unlike 
an X-ray photon with a similar wavelength, which interacts with the electron cloud surrounding 
the nucleus, neutrons interact primarily with the nucleus itself, as described by Fermi 
pseudopotential. Neutron scattering and absorption cross sections vary widely from isotope to 

S(Q,w) S(Q,t)

1 eV = 241.7 988 36 (72) THz
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isotope despite X-ray scattering where the cross section is mainly proportional to the atomic 
number squared (Z2). Subsequently, often both technique have a unique advantage when 
studying energy materials with a decision on a by-case basis. 

Neutron scattering can also be incoherent or coherent, depending on isotope. Among all 
isotopes, hydrogen has one of the  highest scattering cross section. Important elements like 
carbon and oxygen are quite visible in neutron scattering—this is in marked contrast to X-ray 
scattering. Thus neutrons can be used to analyze materials with low atomic numbers, including 
proteins and surfactants. X-ray scattering can be done at synchrotron sources but very high 
intensities are needed, which may cause the structures to change or in general be destroyed. The 
nucleus provides a very short range, as isotropic potential varies randomly from isotope to 
isotope, which makes it feasible to tune the (scattering) contrast to suit the experiment e.g. also 
by replacing certain atoms like hydrogen with their deuterium counterpart. 

Scattering almost always presents both elastic and inelastic components. The fraction of elastic 
scattering is determined by the Debye-Waller factor or the so called Mössbauer-Lamb factor.  

Achieving a precise velocity, i.e. a precise energy and de Broglie wavelength, of a neutron beam 
is important. Such single-energy beams are termed 'monochromatic', and monochromaticity is 
mostly achieved either with a crystal monochromator or with a chopper system e.g. at a time-
of-flight (TOF) spectrometer. With choppers in the time-of-flight technique, neutrons are sent 
through a sequence of at least two rotating slits such that only neutrons of a particular velocity 
are selected. Spallation sources have been developed that can create a rapid pulse of neutrons. 
The pulse contains neutrons of many different velocities or de Broglie wavelengths, but separate 
velocities of the scattered neutrons can be determined afterwards by measuring the time-of-
flight of the neutrons between the sample and neutron detector.  

We know, magnetic neutron scattering is possible at several research facilities as well. The 
neutron has a net electric charge of zero, but has a significant magnetic moment, although only 
about 0.1% of that of the electron. Nevertheless, it is large enough to scatter from local magnetic 
fields inside condensed matter, providing a weakly interacting and hence penetrating probe of 
ordered magnetic structures and electron spin fluctuations.  

 

2 Energy Materials 
 
The most pressing question for neutron scattering scientist are, how can we unravel information 
with neutron scattering which is limited in its time and length scale range ? 
 
Also one should note, despite the timeline for new generation of energy materials and their 
associated applications/ devices is very short, neutron scattering often requires a much longer 
time. Experiments must be properly planned, successfully proposed, performed in a limited 
time frame and evaluated before one could make any statements. All this requires of course 
much more time than regular in house laboratory measurements/ experiments. However, for a 
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lot of energy relevant applications improvements of their relevant parameters reaches a 
saturation. So a more fundamental understanding of the relevant processes is needed for further 
improvements e.g. Li ion conductivity mechanism in batteries. And of course too often just 
neutrons can enlighten and answer questions for this fundamental understanding [1, 2]. 
 
For example neutron diffraction offers information about atomic positions and neutron 
spectroscopy gives information about atomic (or molecular) motion. Also, neutron absorption 
reveals information concerning material composition through radiography and tomography. 
The instrumentation for both photons and neutron are well known even so technology is subject 
to permanent research with innovative ideas and finally benefit for the applicable research. For 
neutrons there is an almost analogous group of techniques that together cover length scales from 
fractions of an Å to microns (and up to many centimetres for radiography) and timescales that 
cover from femtoseconds to hundreds of nanoseconds (see Fig. 2). The generic properties of 
neutrons lead to the recurrent use of particular neutron scattering and neutron-based analysis 
throughout this contribution, and this section explains the basic principles of these [5, 6]. 
 
2.1 Photovoltaics and Solarpower 

Photovoltaics are best known as a method for generating electric power using solar cells to 
convert sunlight into a flow of electrons with the photovoltaic effect [3]. It can be used to power 
equipment or to recharge a battery. The first practical application of photovoltaics was to power 
orbiting satellites and other spacecraft, but today the majority of photovoltaic modules are used 
for grid connected power generation. In this case inverters are required to convert the DC to 
AC. There is a smaller market for off-grid power for remote dwellings, recreational vehicles, 
electric cars, roadside emergency telephones, remote sensing and cathodic protection of 
pipelines.  

Photovoltaic power generation employs solar panels composed of a number of solar cells 
containing a photovoltaic material [4]. Copper solar cables connect modules (module cable), 
arrays (array cable), and sub-fields. Because of the growing demand for renewable energy 
sources, the manufacturing of solar cells and photovoltaic arrays has advanced considerably in 
recent years [5].  

Solar photovoltaic power generation has long been seen as a clean energy technology which 
draws upon the planet’s most plentiful and widely distributed renewable energy source – the 
sun. Cells require protection from the environment and are usually packaged tightly in solar 
panels. Photovoltaic power capacity is measured as maximum power output under standardized 
test conditions (STC) in "Wp" (watts peak) [6]. The actual power output at a particular point in 
time may be less than or greater than this standardized, or "rated", value, depending on 
geographical location, time of day, weather conditions, and other factors.  

Crystalline silicon photovoltaics are only one type of photo voltaic (PV), and while they 
represent the majority of solar cells produced currently there are many new and promising 
technologies that have the potential to be scaled up to meet future energy needs. As of 2018, 
crystalline silicon cell technology serves as the basis for several PV module types, including 
monocrystalline, multicrystalline and bifacial. Regarding the scattering cross sections of the 
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atoms therein for neutron scattering mostly structure analysis can be done. However, the 
question is still not answered how especially neutron scattering can help to boost this 
technology.  
 

  
Fig. 3: Photocurrent as a function of light/ time (a) and ratio of the organic photovoltaic 

P3HT:PCBM (b).  
 
The analysis of the structure e.g. a crystalline long range order or even disorder as in polymeric 
glasses is one way but often done easier with X-ray scattering. In addition, there is another 
group of PV the so called Organic photovoltaics (OPV) which fall into the thin-film category 
of manufacturing, and typically operate around the 12% efficiency range which is lower than 
the 15–21% typically seen by silicon based PVs. On the other side OPVs offer some advantages 
over the generic silicon based PVs. Among other advantages, they are: 
 

- It is light in weight.  
- It is semi-transparent.  
- It is environmental friendly.  
- OPV are 1000 times thinner compared to silicon solar cells. Hence it results into huge 

savings of materials and consecutively they are cheaper.  
- They can be easier adapted to various odd surfaces. 
- It is flexible due to use of PV modules.  
- It offers short energy payback time.  
- It is easy to integrate.  

  
On the downside stands, they degrade in time faster, the efficiency is lower, moisture and air 
along with sunlight further degrades its performance over time as well. 
 
Direct access with neutron scattering techniques on the process: conversion of light into a flow 
of electrons is not possible since this process does not lie in the range of dynamic neutron 
scattering (see Fig. 2). Nevertheless organic photovoltaics with their layer structure is very 
attractive and one of the most prominent candidate of an OPV is a blend called P3HT:PCBM 
(Fig. 3). In this blend one component serves as donor while the other is the acceptor. When 
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applying light a photocurrent is released and there is a optimal composition of donor and 
acceptor. 
 
There were already several attempts to study this system with neutron scattering. One of the 
techniques which can be used is neutron reflectometry which is suited for thin layers in the 
range from 0.5 nm to 350 nm. The layer structure can be looked at. With an additional technique 
called depth profiling one can get information about the concentration or composition profile 
perpendicular to the surface or interface. The interface of P3HT and PCBM is relevant for 
proper charge transfer and it can be studied via neutron scattering techniques. There might be 
some potential but not very much is done in this field yet. 
 
To summarize, even so PV is a modern and increasing research field, neutron scattering is 
playing a minor role to study its properties and reveal the relevant parameters. The main 
underlying process when light is converted into electricity doesn’t lie in the accessible length 
and energy range and just interfaces of donor and acceptor are investigated in thin films. 
 
2.2 Hydrogen storage 
 
Hydrogen has been identified as a fuel of choice for providing clean energy for transport and 
other applications across the world and the development of materials to store hydrogen 
efficiently and safely is crucial to this endeavor. 
 
To realize a “Hydrogen Economy” requires solutions and devices in three fundamental areas: 
hydrogen production, hydrogen storage, and fuel cells. We will discuss fuel cells in the next 
chapters. Neutron scattering is used in all these areas but the most significant impact is in 
hydrogen storage devices. Especially Inelastic neutron scattering (INS) is of utmost importance 
to study hydrogen storage because they directly excite the motions of hydrogen atoms with 
bonds to other atoms. Subsequently, the local structure, vibrational dynamics, diffusion 
processes and nature of hydrogen-bond dynamics can be addressed with neutron scattering. The 
large incoherent neutron-cross section for hydrogen supports studies with neutron scattering 
and often a labeling or replacement of hydrogen with deuterium when chemically feasible is an 
immense advantage [1]. Consequently, intensity of e.g. peaks in vibrational spectra can be 
directly assigned to hydrogen bonds.  
 
Hydrogen can be stored locally in large amount e.g. as a cryogenic liquid but for mobile 
applications the requirements are higher. In cars mostly molecular hydrogen is stored as a gas 
of liquid. Since these technologies are subject to research for many years, reasonable effort has 
been achieved but the requirement for cars with a range of 500km and more is still a challenge.  
 
The progress in this regard is strongly depending on the material synthesis in a huge amount of 
storage material. Often standard thermodynamic measurement techniques are used to 
characterize those materials. However the use especially of neutron scattering techniques 
provide additional essential details on the interactions of hydrogen with the host material. In 
addition these studies serve as a basis for further computer modelling as well as input and 
validation of the results. Also the search and choice of suitable hydrogen storage media is 
supported. It is believed that one of the most powerful experimental methods for molecular-
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level studies of hydrogen in materials involve the use of neutrons because of their outstanding 
sensitivity to hydrogen. Neutrons provide the rotational and vibrational dynamics of the 
adsorbed hydrogen and additionally diffusive motions through the material. The dynamics of 
the hydrogen molecules are in strong interaction with its surroundings and can therefore be 
taken as an indirect measure for its performance as storage material. However, microscopic 
diffusion of hydrogen is critical for the desired rapid loading, and release, but has not been 
studied in great detail to date. On the other side, INS is an established technique for such studies 
and can be easily applied at least but not limited with so called backscattering, time-of-flight 
and vibrational spectroscopy instruments. Hydrogen storage material is ideal and both 
diffraction and spectroscopic investigations can readily be performed which additionally can 
be done under a wide range of experimental conditions such as pressure, temperature, hydrogen 
content [1]. 
 
For a lot of hydrogen storage materials the structure and thus knowledge of the positions of H 
– species is a necessity for further inelastic studies unraveling the nature of reorientation or 
diffusion processes which help to understand discharge processes etc.. It is natural that one first 
has to decipher the structure and in the second step studies the dynamic processes in hydrogen 
storage material. Without the knowledge of the structure any interpretation of the inelastic data 
even with computer simulation is weakened. Many of the computation methods depend on the 
knowledge of the long – range structure of these materials. Also, the combination of 
measurements with computational methods is giving even more information about those 
processes.  
 

2.3 Fuel cells 
 
A fuel cell is an electrochemical cell that converts the potential energy from a fuel into 
electricity through an electrochemical reaction of hydrogen fuel with oxygen or another 
oxidizing agent . Fuel cells can produce electricity continuously for as long as fuel and oxygen 
are supplied and is thus often considered as a viable alternative to a more intense usage for 
example to replace a combustion engines in vehicles. Hydrogen is the basic fuel, but fuel cells 
also require oxygen. Every fuel cell has two electrodes, the anode and cathode. In addition, they 
possess an electrolyte which carries electrically charged particles (Hydrogen). The reactions 
that produce electricity take place at the electrodes. The fuel cells possess an electrolyte which 
supports the motion of the electrically charged particles from one electrode to the other. In 
addition, a catalyst which is a chemical substance increases the rate of a reaction at the 
electrodes without being consumed.  

One great appeal of fuel cells is that they generate electricity with very little pollution–much of 
the hydrogen and oxygen used in generating electricity ultimately combine to form a harmless 
byproduct, namely water. A detail of terminology: a single fuel cell generates a tiny amount of 
direct current (DC) voltage. In practice, many fuel cells are usually assembled into a stack.  

The function principle of a fuel cell is shown in Fig. 5 in more detail. At the anode a catalyst 
causes the fuel to undergo oxidation reactions that generate protons (positively charged 
hydrogen ions) and electrons. The protons flow from the anode to the cathode through the 
electrolyte after the reaction. At the same time, electrons are drawn from the anode to the 
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cathode through an external circuit, producing a direct current/ electricity. At the cathode, 
another catalyst causes hydrogen ions, electrons, and oxygen to react, forming water. Note, 
between anode and cathode often a membrane or separating layer is used which acts as a barrier 
film separating the gases in the anode and cathode compartments of the fuel cell. In practice, 
many fuel cells are usually assembled into a stack. Cell or stack, the principles are the same.  
 
There are many types of fuel cells, but they all consist of an anode, a cathode, and an electrolyte 
that allows positively charged hydrogen ions (protons) to move between the two sides of the 
fuel cell. They are all different by the type of electrolyte and startup time. One very important 
type of fuel cells are proton exchange membrane fuel cells (PEMFC) in which the charge 
transporting media are protons.  
 
Already in the previous chapter it was mentioned how well hydrogen atoms can be detected 
with neutrons in a surrounding “matrix” which is a result of the high incoherent cross section 
of hydrogen. Also labelling or exchanging hydrogen with deuterium helps to directly assign 
observed scattering intensity to the hydrogen.  
 
The transport mechanism can be considered as translational diffusion in an electrolyte [7]. 
Those dynamic processes can be detected with backscattering and time-of-flight neutron 
spectroscopy.   

 
Fig. 4: Function principle of fuel cells (https://en.wikipedia.org/wiki/Fuel_cell).  
 
One example shall be given now in which QENS contributed immense to the understanding of 
the proton conductivity process. The proton/ hydrogen conductor: La1-xBa1+xGaO4-x/2 is a 
compound with distorted tetrahedral (GaO4) units (Fig. 5). Increasing the barium content in 
expense of lanthanum content leads to oxygen vacancies for charge compensation. Water can 
be incorporated into the oxygen vacancies as protonic defects from humid atmospheres and 
oxide ion conduction in dry atmospheres, and proton conduction in humid atmospheres appears 
[8, 9]. 
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Fig. 5: Illustration of the La1-xBa1+xGaO4-x/2  orthorombic P212121 structure with distorted 

GaO4 tetrahedra (green in the plot). The blue spheres represent the lanthanum and the 
brown spheres represent the barium. 

 
 
 
The question now remained: how does the ion conduction works ? 
 
As a consequence, the compound La0.8Ba1.2GaO3.9×0.08H2O with water was investigated with 
incoherent QENS [10]. Neutron-spin echo measurements were performed (Fig. 6) and the data 
was fitted with an exponential function for a single diffusion process (D6 - Equation 38, upper 
plot of Fig. 6) resulting in a characteristic temperature dependence of the diffusion coefficient 
(lower plot of Fig. 7) in dependence of the temperature.  
 
For the NSE experiment the diffusion coefficient followed a straight line and the slope of the 
temperature dependent diffusion coefficient was evaluated resulting in an activation energy for 
this single diffusion process of 0.4 eV. Comparison with literature resulted in an assignment of 
an intra-tetrahedra jump of the hydrogen atom from the atom O2 to O4 (see Fig. 7). 
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Fig. 6: Upper plot shows the normalized intermediate scattering function S(Q,t)/S(Q,0) which 

was fitted with a single exponential function and lower plot shows the resulting 
temperature dependent diffusion coefficient (data was added from the wider 
component of the backscattering measurement).  

 
 
The second measurement technique was backscattering spectroscopy (see D5). The measured 
scattering function S(Q,w) was fitted with two Lorentzian functions  from which the narrow 
component half width at half minimum (HWHM) was received and plotted. The plot of the 
HWHM showed a Q2 dependence obeying the so called Fick’s law [2] and it indicated rather 
long range translational diffusion. In addition, an activation energy of 0.07eV was obtained and 
compared to the literature [11] and the jump process of the hydrogen was assumed to be inter-
tetrahedra.  
 
To summarize, both jump processes for the hydrogen had been decoded with QENS, the inter-
tetrahedra jumps (blue arrows in right plot of Fig. 7) with a rather low rate limiting activation 
energy of 0.07eV and the intra-tetrahedra jumps (gray arrows in right plot of Fig. 7) with an 
activation energy of 0.44eV.  
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In this case QENS, with direct access to the Hydrogen motion, disclosed the proton conduction 
mechanism which might pave the way to better fuel cells with an optimized conduction 
mechanism.  
 
 

 
 
Fig. 7: Zoom of the structure which shows on the right side the intra-tetrahedra (gray arrows) 

and inter-tetrahedra (blue arrows) jumps. 
 
Another very common technique is neutron imaging [12]. The aim of these studies are on water 
distribution inside and near the gas diffusion layers around the membrane (“in-plane” study) 
but due to space limitations can’t be considered here. 
 
2.4 Magneto Calorics 

The magnetocaloric effect (MCE, from magnet and calorie) is a magneto-thermodynamic 
phenomenon in which a temperature change of a suitable material is caused by exposing the 
material to a changing magnetic field. This is also known by low temperature physicists as 
adiabatic demagnetization. In that part of the refrigeration process, a decrease in the strength of 
an externally applied magnetic field allows the magnetic domains of a magnetocaloric material 
to become disoriented from the magnetic field by the agitating action of the thermal energy 
(phonons) present in the material. If the material is isolated so that no energy is allowed to 
(re)migrate into the material during this time, (i.e., an adiabatic process) the temperature drops 
as the domains absorb the thermal energy to perform their reorientation. The randomization of 
the domains occurs in a similar fashion to the randomization at the curie temperature of a 
ferromagnetic material, except that magnetic dipoles overcome a decreasing external magnetic 
field while energy remains constant, instead of magnetic domains being disrupted from internal 
ferromagnetism as energy is added.  

Subsequently, the magneto caloric effect can be studied with magnetic neutron scattering. The 
neutron has a net electric charge of zero, but has a significant magnetic moment. It is large 
enough to scatter from local magnetic fields inside condensed matter, providing a weakly 
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interacting and hence penetrating probe of ordered magnetic structures and electron spin 
fluctuations [13]. It can be used to unravel the magnetic spin ordering e.g. complete disorder to 
an ferromagnetic order and vice versa - thermo-diffractograms with powder is a very helpful 
tool. It has been used especially to determine the structural phase transition which should occur 
close to the actual operating temperature.  
 
Following a powder diffraction measurement, a Pair-distribution function (PDF) analysis might 
become increasingly important in studying these materials since it provides local structure, 
interatomic distances, bond-angles and coordination numbers in disordered materials such as 
glassy and amorphous materials (for examples see [14,15]). The essential difference between 
conventional ND and PDF (linked to the neutron total-scattering experiment) is that while in 
ND only the Bragg peaks are considered, neutron total scattering means that also the diffuse, 
weaker, scattering present between the Bragg peaks is analyzed where deviations from the 
average can be measured. It is this “extra” scattering that provides information about the 
structure on a local scale and is therefore of high importance for structural studies when the 
material is not fully periodic. The PDF or G(r) is obtained from the structure factor S(Q) with 
a Fourier transformation,  
 

𝐺𝐺(𝑟𝑟) =
2
𝜋𝜋 	) 𝑆𝑆(𝑄𝑄 − 1)(𝑄𝑄𝑟𝑟)	𝑄𝑄	𝑑𝑑𝑄𝑄

/

0
 (1)  

 
It is the analysis of this quantity that gives information about the local structure of the material. 
The Fourier transform requires data over a large Q range to avoid truncation effects, so the 
technique typically uses rather short-wavelengths.  
 
Applications are mainly related to magnetic refrigeration which is a cooling technology based 
on the magnetocaloric effect. This technique can be used to attain extremely low temperatures, 
as well as the ranges used in common refrigerator. Magnetic refrigeration was the first method 
developed for cooling below about 0.3K (a temperature attainable by He refrigeration, that is 
pumping on the 3He vapors). Moreover, magneto calorics play a minor role in energy related 
applications and is therefore not subject of extensive research compared to PV or ion - batteries.  
 
To summarize, magnetic scattering which interacts with the spin of the neutron is an excellent 
tool to decipher the intrinsic properties related to structural changes of the magneto-caloric 
effect.  
 
2.5  Ion Batteries 
 
From all ion batteries the Lithium ion battery is the most common form and their performance 
for most applications is best because Li-ion battery technology provides the highest energy 
densities of commercialized battery-technologies and has found widespread use in portable 
electronic applications A Li-ion battery is one type of a rechargeable battery or accumulator. 
It stores electrical energy. The battery mainly consists of two electrodes (anode and cathode), 
Lithium, electrolyte and a separator (see Fig. 8). 
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Fig. 8: Schematic drawing of the operating principle of a Li-ion battery. 
 
When discharging, the Li-ions move from the negative electrode to the positive electrode and 
vice versa when charging. Li-ion batteries use often Li in a compound with a high degree of 
dissociation so the Li-ion can transport the charge and travel through the separator unhindered. 
Their main application are portable electronic devices with a high energy density, small 
memory effect for long lifetime and low self-discharge.  
 
Application of Li-ion batteries in electrical vehicles and as static storage media is emerging, 
however, improved performance and reduced cost, combined with safety enhancements, are 
required. This has initiated a worldwide research effort for Li-ion electrode and electrolyte 
materials that combine desirable properties such as high energy and power density, low cost, 
high abundance of component elements, and electrochemical stability (Fig. 9). Also there is a 
growing interest of Li as electric charge carrier in batteries for the military, battery electric 
vehicles and aerospace. High power requires Li-ions to be highly mobile throughout the 
electrolyte [16]. 
 
Since a lot of these aspect can be solved with engineering approaches without understanding 
the underlying processes on a microscopic level, neutron scattering was lately considered to aid 
in this regard and studying this aspect could be rewarding when using neutron scattering [1].  
 
The work and progress in the discovery, understanding and development depends on the 
available technique which needs to be again appropriate in time and length scale to gain insight 
into the role of Li-ion battery electrolytes. The role of neutron scattering is again strongly 
related to sensitivity to Li compared to X-rays and electrons. The coherent cross section of Li 
often allows the determination of the Li positions atomic displacement parameters with 
common diffraction techniques. In addition, the relative large coherent neutron scattering cross 
section of Li gives contrast that Li distributions can be studied using imaging and, in thin-films 
which can be studied with neutron reflectometry as well. Also the incoherent cross section 
allows the study of Li mobility. However, to measure Li diffusion is very difficult since the 
cross sections in a mixture with a possible electrolyte depend individually on the atoms therein. 
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Fig. 9: Relevant parameters to build modern, powerful batteries for a wide variety of 

applications. Note: the different blue areas denote the status and future foreseeable 
progress of the specific features/ characteristics for Li-ion batteries [16]. 

 
As a detour, one is able to measure the dynamics of anions of the involved Li salt after 
dissociation or the hydrogen group in the electrolyte with QENS or INS. It will indirectly 
provide information about the Li dynamics. This new approach is the combination of the 
measurement of the Li dynamics and comparison of data with computer simulations. Even if 
the Li-ion dynamics is invisible with experimental techniques like neutron scattering the 
electrolyte are and those are highly responsible to boost the Li-ion mobility and enlighten the 
conducting mechanism. The picture underlying any computer simulation involves the motion 
of the Li-ions and results in a dynamic structure factor Ssim(Q, w). Just when comparing to the 
experimentally determined dynamic structure factor Sexp(Q, w) and receiving reasonable 
agreement the underlying microscopic picture for the simulation is confirmed and the Li-ion 
dynamic is resolved [17]. This on the other side is a necessity to improve Li-ion mobility in 
batteries for faster charging and discharging processes.  
 
Note, naturally occurring Li is composed of 7.5 % Li6 and 92.5 % Li7. The larger coherent 
neutron-scattering cross section and lower absorption cross-section of Li7 make it possible to 
improve data quality by tailoring compositionally (isotopically) samples but depends also on 
the neutron-scattering technique. For example backscattering and time-of-flight spectrometer 
prefer incoherent and neutron-spin echo spectrometer prefer to measure coherent signals. 
 
However, one prominent example are Li batteries (Li salt is called LiTFSi - Lithium 
Bis(Trifluoromethanesulfonyl)Imide) with a polymer electrolytes (Polyethylene oxid - PEO). 
This blend was studied combining neutron-spin echo (NSE) and dielectric spectroscopy with 
molecular dynamics (MD) computer simulations [18, 19].  
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Fig. 10: Illustration of the Li-ion PEO electrolyte system. The PEO polymer chain is 

symbolized as greenish red chain and the Li-ions are the red dots in the box 
surrounding the polymer chain [19]. 

 
For the computer simulation a model was created in which the polymer electrolyte and Li ions 
are inside a box (Fig. 10). The box size determines the number of atoms and as a consequence 
the computation time. Note, before a simulation can be started the system has to be in an thermal 
equilibrium which can be achieved with preceding calculations at a much higher temperature 
when everything is thermally more activated. 

 

 
 

Fig. 11: Left picture: Intermediate scattering function S(Q,w) calculated with molecular 
dynamic simulations (solid line) and measured with neutron-spin echo technique 
(circles). Right: Arrheniusdiagram of polyethylene oxid (PEO) polymer and Li-ions. 
Both were studied with and without LiTFSi salt [19]. 
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The intermediate scattering function S(Q,t) was calculated with molecular dynamic simulations 
and measured with neutron-spin echo technique and the results are shown in the left plot of Fig. 
11. An agreement was achieved between both techniques and consequently the simulation data 
described the measurement well. Based on the labelling of the neutron-spin echo measurements 
one can assume, the backbone dynamics is observed in the experiment. Intermediate scattering 
function S(Q,w) was calculated with molecular dynamic simulations and measured with 
neutron-spin echo technique and the results are shown in Fig. 11 [19]. 
 
The main results are summarized in a relaxation time map (right plot of Fig. 11) covering wide 
ranges of temperature and time. The temperature dependence of the DC conductivity and the 
dielectric a relaxation time is found to be identical which indicates a strong coupling between 
both. The relaxation times obtained from the NSE measurements at 0.05 Å-1 < q < 0.2 Å-1 are 
of similar magnitude as the relaxation time of Lithium predicted by MD simulation.  
 
Furthermore the results suggest that the characteristic live times of the ions within the oxygen 
cages are mainly determined by the more local a relaxation that corresponds to local segmental 
motions of polymers, to a much lesser extent by the main chain relaxation, and not at all by the 
b relaxation or other faster processes. It is the first time decisive experimental evidence for a 
microscopic picture of the Li-ion transportation process is shown in which the PEO chain forms 
EO cages over several monomer units and the Li-ion ‘‘jump’’ from cage to cage. In this 
experiment and simulation even the characteristic jump time of about 3nm and decay times of 
the cages with appr. 5ns were determined. It would be difficult to achieve any comparable 
information with other techniques. 
 
In this example, QENS and computer simulation were able to indirectly unravel the Li-ion 
transport process in this polymer matrix which in return might improve the ability to produce 
better Li batteries in the future. 
  
 

Summary 
 
While neutron scattering is an established technique to understand the properties in condensed 
matter, it became clear, it is exceptionally-well suited to study the transport of energy and 
charge-carrying molecules and ions which are strongly related to their dynamics in energy 
material applications. To study the structure of energy material is a matter of course. Species 
of interest in leading energy-technologies include H2, H+, and Li+ which have particularly 
advantageous neutron-scattering properties that render these techniques of analysis ideal for 
such studies and consequently, neutron-based analysis is common-place for hydrogen storage, 
fuel-cell and battery materials etc. Research to understand the functionality of solar cell etc. 
materials rely on unique aspects of neutron scattering as well. Also, it is of utmost importance 
to tailor the neutron scattering experiments exactly to the question in demand and often a 
combination of several techniques unravels the full picture in which neutron scattering plays a 
major role. 
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Abstract

The last two decades have seen a strong and steady increase of the use of synchrotron 
radiation and neutrons in engineering materials science. The application of small-angle 
scattering has been at the starting point of this success story, in particular using neutrons. 
Their specific contrast is well suited to e. g. observe precipitate formation in alloys. The non-
destructive measurements of residual stresses and orientation distribution functions (texture) 
using diffraction have also become standard techniques. Radiography and tomography are 
complementary to scattering methods and are also widely used. – The recently updated 2nd

edition of a topical book [1] may serve as a reference here.

Engineering materials science profits very much from the possibility to carry out in situ and in 
operando experiments, combining scattering with real-time investigations of materials 
processing. Here, particularly high-energy X-rays available at synchrotron radiation sources 
allow for unprecedented spatial and temporal resolution.

In my lecture, I will address the abovementioned methods in view of their specific use for the 
investigation of engineering materials science. Their use is then illustrated by a number of 
examples, ranging from residual stress measurements in aircraft components over high-
temperature materials development to in situ laser beam welding.

Reference

[1] P. Staron, A. Schreyer, H. Clemens, S. Mayer (Eds.), Neutrons and Synchrotron 
Radiation in Engineering Materials Science (Wiley-VCH, Weinheim, 2nd Ed. 2017).
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Introduction 
Apart from water proteins are the most abundant molecules in living cells. They are 
constantly synthesized in the cell by the transcription and translation mechanism where first 
the DNA is read out to produce a messenger RNA which encodes the proteins and in the 
subsequent translation process the protein is synthesized by the ribosomes which itself is a 
protein/RNA-complex. Proteins fulfil numerous functions in the cell, for example enzymatic 
catalysis which enhances the speed with which molecules like fatty acids are synthesized or 
transport and storage of important molecules like oxygen or they are involved in immunology, 
just to name a few [1]. In order to perform these functions, proteins adopt a unique three-
dimensional structure with a carefully controlled mixture of flexibility and stiffness. For an 
understanding of their function knowledge of this three-dimensional structure is a 
prerequisite.  
Today it is realized that proteins are quite flexible objects, which show configurational 
changes on all length- and timescales. To reach a buried active site it is often necessary to 
open a cleft that the substrate can enter and to release the product. Binding of substrates in 
specific pockets allows to bring them close together in a specific configuration for e.g. 
phosphate or hydrogen transfer in a protected environment. Necessary conformational 
changes can be the rate-limiting step in catalysis. In other cases as for kinesin walk on myesin 
the configurational change is the aim of a chemical process to allow transport of cargo [2]. 
Therefore, protein dynamics on all length scales is a key to understand how conformational 
changes are related to function and which mechanisms are involved to allow the rich 
functionality of proteins. 
Ideally one would like to produce a movie where one can follow the functioning protein in 
action in slow motion with atomic resolution. In practice, there are techniques available which 
have a sufficient time resolution but do only provide very limited structural information as for 
example time resolved infrared spectroscopy. On the other hand, there are methods which 
provide full atomic resolution but with limited time resolution. With those methods one often 
stops the enzymatic process of a protein in an intermediate state by using inhibitor molecules 
which trap the catalytic process of the protein in a certain intermediate state.  
The first part of the article will focus on the latter static, elastic scattering techniques among 
which x-ray protein crystallography is the most widely used one. Here, there are some 
promising attempts to do time resolved x-ray scattering to have both structural resolution at 
the atomic level and time resolution [3]. But this technique of time resolved x-ray scattering is 
often limited to certain systems which undergo a photo-initiated process. This part will also 
introduce the method of neutron protein crystallography since there are some similarities but 
also some differences to x-rays as probes. Finally, an example case study is discussed where 
these both techniques give complimentary information.  
The second part of the article illustrates the power of inelastic neutron scattering for the 
elucidation of equilibrium motions of proteins in solution. In recent years the biological 
community became more and more aware of the importance of motions and dynamics in 
proteins that can play an important role in understanding function. The importance of protein 
dynamics may be highlighted in the frame of drug design. While in the past in general the 
development of drugs was done using static crystallographic structures during the last 10 
years the state-of-the-art involves ensemble docking. This part shows examples how protein 
internal dynamics can be measured. 
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1 Some Basics about Proteins 
1.1 Amino acids as the building blocks of proteins 
Proteins consist of a chain of amino acids. In that sense they are biopolymers and since they 
in general have charged side chains they can also be called polyelectrolytes. The first 
information about a protein is therefore the number of amino acid residues it contains. This 
number can span quite a wide range between 10 and 25 000. Typically, a protein contains 100 
amino acids. The average molecular weight per amino acid is around 100 g/mol. Despite there 
are many different amino acids (or to be more exact: 2-amino carboxylic acids) present in 
living organisms not all of them are used to build up proteins. The proteinogenic amino acids 
are shown in Figure 1. Covalently attached to the central C-atom, the so-called Ca atom, are 
an amino functional group, a carboxylic group, the side chain atoms and finally one hydrogen 
atom. Since the Ca atom has a sp3 hybridization sterically all four constituents point into the 
corners of a tetrahedron. Since (apart from the amino acid glycine) this Ca atom has four 
different constituents it forms a chiral center. So, two different arrangements of these four 
constituents are possible which lead to the L- and D-enantiomers of the corresponding amino 
acid, according to Fischer’s convention. But in nature only the L-enantiomers are found as 
building blocks of proteins.  

 
Figure 1 A compilation of all 20 amino acids found in natural proteins. The N-terminal amino group is  shown in 
its neutral charge state pointing to the bottom of the page. Covalently attached to it is the Ca atom which carries 
the corresponding side chain group (Adapted from 
http://upload.wikimedia.org/wikipedia/commons/7/7d/Overview_proteinogenic_amino_acids-DE.sv). 

The sequence of amino acids is the primary structure of the protein. It can be displayed as a 
line of text with a one letter code representing one amino acid. It is a common convention that 
the line of text starts at the N-terminal end of the amino acid chain i. e. with the amino acid 
with side chain R1 in the example given in Figure 2 on the left.  
A special feature of the peptide bond is its partial double bond character of the chemical bond 
between the carbon and nitrogen atom. The lone electron pair at the nitrogen atom is 
delocalized and has some existence probability between the atoms forming the peptide bond. 
This causes the bond length to shrink below the value of a single bond. As a consequence, the 
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Figure 2 Due to a partial double bond character of the C-N peptide bond the rotation around it is hindered by a 
steep potential. This causes the four atoms OCNH to form a planar structure (marked in green).  

rotation around the CN-bond is hindered and the four atoms OCNH form a planar geometry 
denoted by a green polygon in Figure 2. This is why one amino acid only contributes two 
degrees of freedom to the amino acid backbone which are denoted by the dihedral angles F 
and Y, for their definition see Figure 2.  

1.2 The three-dimensional structure of proteins 
This structure is stabilized by four different interactions. First of all, there is the possibility of 
establishing hydrogen bonds between two parts of the backbone, but also between side 
chains or between a side chain and a part of the backbone. Another stabilizing mechanism is a 
formed salt bridge between a negatively and a positively charged side chain, e. g. aspartic 
acid and lysine. The third interaction is the formation of a hydrophobic cluster or core. 
Hereby the surrounding water plays a major role which makes it a mostly entropic effect. It is 
more favorable for the water molecules to form hydrogen bonds with each other than to stick 
between some hydrophobic side chains. This is why those side chains tend to be packed 
together in the folding process resulting in van der Waals interactions among them. The 
fourth stabilizing moment of a three-dimensional fold of a protein is a disulfide bridge 
between two cysteine residues.  
When the primary structure only gives the linear sequence of amino acids, the secondary 
structure of a protein denotes all arrangements of the protein backbone stabilized by a regu-
lar hydrogen bonding pattern. These hydrogen bonds are solely between different parts of the 
backbone. There are several structural motifs of that kind which occur frequently in proteins. 
Some of these motifs have been given a name e.g. a-helix or parallel b-sheet. The tertiary 
structure of a protein denotes the three-dimensional arrangement of all atoms of the protein 
in space, including the side chains. This information can be obtained by structural techniques 
as for example protein crystallography (will be discussed below), or solution NMR. Some 
proteins need more than one amino acid chain to be functional. The arrangement of the 
different amino acid chains is then referred to as the protein's quaternary structure. 

2 Crystallography 
2.1 The Physics of Protein Crystallography 
The following chapter will show how most of this structural information has been obtained. 
For both techniques x-ray and neutron protein crystallography a single crystal of the protein 
of interest is required since the scattering of one protein molecule is very weak. So, in general 
a crystal has to be grown, especially large ones in case of neutron crystallography since the 
neutron luminosity of modern sources is much smaller than the x-ray flux reached by 
synchrotron sources.  
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Figure 3 Real space arrangement of myoglobin molecules in a crystal of space group P21 (on the left) versus 
diffraction pattern (right) of a myoglobin crystal.  

The crystal then serves as a noiseless amplifier of the diffraction signal. But the arrangement 
of proteins in a crystal brings in another advantage, since the orientational averaging can be 
avoided, which is always present in the solution phase. Figure 3, left hand side shows the 
regular arrangement of myoglobin molecules in a crystal lattice. The unit cell of the 
monoclinic lattice (space group P21) is indicated by black lines. It bears two myoglobin 
molecules in one unit cell. The picture on the right shows a diffraction pattern recorded with 
the instrument BioDiff on a myoglobin crystal.  
An X-ray macromolecular crystallography beamline 
Synchrotron beamlines provide extremely high photon flux for x-ray crystallography. Due to 
the high demand from the structural biology community, often more than one macromolecular 
crystallography beamline is operated at a synchrotron. Those beamlines are optimized for 
special wavelengths and focal diameters. As an example, the beamline BL14.2 has a beam 
size at the sample position of 150 µm x 100 µm (FWHM). Its Rayonix MX-225 detector has a 
pixel size of 37 µm. Without on chip binning one frame amounts to 6144 x 6144 pixels. The 
exposure time per frame is typically between 3 to 10 seconds. Typically, the sample crystals 
are kept at temperature as low as 100 Kto avoid radiation damages. To record a full data set 
takes about 10-30 minutes. The largest diagonal of a typical protein crystal ranges between 10 
to 500 µm  
A neutron macromolecular crystallography instrument 
Since x-rays are scattered from the electrons in the crystal and neutrons from the nuclei, 
hydrogen atoms are hardly seen in x-ray crystallography experiments. Only at very high 
resolutions of 1 Ǻ or less there is a chance to observe hydrogen atom positions. This 
resolution is often not within reach because of the quality of protein crystals. Here neutron 
protein crystallography must be employed to retrieve the hydrogen atom positions. Moreover, 
neutron scattering can distinguish between different isotopes, especially between hydrogen 
and deuterium. Whereas from x-ray crystallography the electron density in the unit cell of the 
crystal can be calculated, neutron protein crystallography yields the nuclear scattering length 
density, which is a signed quantity.  
A major drawback of the method neutron protein crystallography is the required crystal size. 
Due to the much smaller neutron flux as compared to typical x-ray fluxes the crystals required 
for a neutron crystallography study must be much larger as compared to x-ray 
crystallography. Here, often crystal diagonals of 1 mm and more have to be reached.  
As an example of a neutron diffraction instrument optimized for protein crystallography the 
instrument BioDiff at the FRM II shall be introduced. It is a collaboration between the 
Forschungszentrum Jülich (FZJ) and the Forschungs-Neutronenquelle Heinz Maier-Leibnitz 
(FRM II).  
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Figure 4 Schematic view of the BioDiff instrument (left) and a picture taken from a similar view point with the 
biological shielding removed (right).  

Figure 4 shows a schematic top view of the instrument and a corresponding picture when the 
biological shielding has been removed. The neutron beam from the cold neutron source of the 
FRM II reactor enters from the right. By Bragg reflection from a pyrolytic graphite crystal 
(002-reflex) neutrons are taken out from the white neutron spectrum and pass a variable slit 
and a velocity selector. The velocity selector acts as a l/2 filter to remove higher orders. 
Together with the pyrolytic graphite crystal it forms a monochromator with a Dl/l of ca. 
2.5 %. Behind the velocity selector the beam passes a second variable slit and the main 
instrument shutter. Before entering the detector drum of the image plate detector through a 
Zirconium window a collimator made out of boron carbide apertures with fixed diameters 
between 3 mm and 5 mm shape the beam to fit to the sample size. At present the sample is 
usually contained in a quartz glass tube. It is fixed to a standard goniometer which is mounted 
upside-down from the sample stage on top of the instrument. After passing the sample the 
main neutron beam exits the detector drum through a second Zirconium window and hits 
finally the beam stop. The cylindrical image plate detector can be read out with three different 
resolutions of 125 µm, 250 µm and 500 µm. As an alternative, one can lower the image plate 
detector and swing in a neutron sensitive scintillator which is imaged onto a CCD-chip. This 
CCD-camera set up is used for a fast alignment of the sample crystal with respect to the 
neutron beam.  
The diffraction pattern shown in Figure 3, right hand side has been recorded with the image 
plate detector. In fact, a complete crystallographic data set on a typical protein crystal takes 
about 10 days to record and involves about 300 detector images. In between two detector 
images the crystal is rotated with the goniometer by 0.3° typically. Of course, the required 
time to record a data set is much longer as in case of x-ray diffraction. 

Some mathematical aspects of diffraction by a protein crystal 
Having recorded a complete data set on a crystal some data treatment is necessary in order to 
calculate meaningful atom positions. Here, only a brief introduction can be given. More 
details can be found in text books [4,5]. 
Assuming a number of n atoms per unit cell the structure factor of a single unit cell can be 
written as:  

 (1)  

Here  denote the atom position of atom j and  is the scattering vector perpendicular to the 
plane which reflects the incident beam. In the previous lectures the scattering vector  was 
defined. It relates to S with the following relation:  . In crystallography it is just more 
convenient to use  instead of .  can be seen here either as the scattering length of atom j 
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in the neutron scattering case or the atomic scattering factor in case of x-ray diffraction. One 
can generalize this approach by switching form the summation to an integration to yield: 

 (2)  

where  is the electron density distribution or the scattering length density respectively.  
Since a crystal consists of AxBxC unit cells, the structure factor of the crystal can be 
composed as 

 (3)  

The vectors ,  and  denote basis vectors of the unit cell. For an increasing number of 
unit cells, the sums can be represented by delta functions leading to the Laue conditions for 
the structure factor being non-zero: 

 (4)  
This means that one only gets constructive interference, when the scattering vector is 
perpendicular to planes in the crystal which can be denoted by the index vector . For 
this reason, the diffraction pattern of a single crystals shows distinct peaks, the so-called 
Bragg peaks. The Bragg law can be easily derived from equation 4. Figure 5 shows the Ewald 
sphere construction. It is a tool to construct the direction of the diffracted beam. The Ewald 
sphere has its origin at the position of the crystal. Its radius is the reciprocal wavelength used 
in the scattering experiment. The origin of the reciprocal lattice is placed at the intersection of 
the sphere with the incident beam direction. Whenever the orientation of the reciprocal lattice 
is such that another point of the reciprocal lattice lies on the Ewald sphere a diffracted beam 
results in the direction of line running from the center of the Ewald sphere through that point.  

 
Figure 5 Ewald sphere: On the left the schematic shows how to construct the Ewald sphere. On the right an 
Ewald sphere (golden color) construction is shown in three dimensions. The blue square represents a flat two-
dimensional detector.   

When the crystal is rotated the reciprocal space rotates with it resulting in other lattice points 
to cause diffracted beams. In practice the incident beam is not strictly monochromatic but has 
a wavelength distribution which causes the Ewald sphere to be elongated to form a spherical 
shell of a certain thickness. This increases the number of diffracted beams observed. The 
beam divergence adds also to its thickness. 
So, the positions of the diffracted beams on the detector only depend on the reciprocal lattice. 
The structure of the protein inside the unit cell is encoded in the amplitude and phase of the 
structure factor.  
To obtain the electron density or the nuclear scattering length density one has to perform the 
inverse Fourier transformation: 
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 (5)  

Here V is the volume of the unit cell. Unfortunately, only the modulus squared of the 
structure factor is measured as intensity on the detector. The phase information is lost which 
is known as the phase problem of crystallography.  
 
There are several solutions to the phase problem which are predominantly applicable for the 
x-ray diffraction case: 

a. isomorphous replacement: Several crystals of the same crystal structure have to be 
available for this method. First a crystallographic data set is recorded on an untreated 
crystal. Then crystals are soaked in at least two different heavy atom salt solutions. In the 
best case, the different heavy atom ions occupy different regular positions in the unit cell. 
From these (at least) two crystallographic data sets recorded on the heavy atom treated 
crystals phase information can be retrieved which is then used to determine the phases of 
the data set of the untreated crystal.  

b.  anomalous dispersion: Often it is possible to replace one distinct methionine amino 
acid with an artificial selenomethionine one. The selenium atom has a suitable absorption 
edge on which anomalous scattering can be performed by tuning the wavelength of the 
beamline to the anomalous regime. Crystallographic data sets are then recorded at 
different wavelengths from which the phase information can be calculated. In some cases, 
this approach can also be adopted for sulfur atoms present in naturally occurring cysteine 
residues.  

c.  molecular replacement: From the primary structure one can search the protein data 
bank (pdb) for proteins with a similar amino acid sequence. If one finds enough 
fragments which seem to be sufficiently homologous to the unknown structure one can 
use those fragments for the calculation of initial phases. In further refinement steps these 
phases can be improved. Since the number of unique structures entered in the protein data 
bank is growing this method is increasingly favored over other methods. 

The phase problem of the neutron data sets is solved by using the x-ray structure and the 
molecular replacement technique. 
Model building and refinement 
With the data treatment one has now arrived at a contour map  be it either a nuclear 
scattering length density or an electron density. Now the information on the primary structure 
of the protein is used and the backbone is coarsely fitted into the contour map either manually 
or employing software. From this model new amplitudes and phases of the structure factor are 
calculated using eq. 1. The modulus squared of the structure factor is again compared with the 
data. One could now think of a least square based fitting procedure to find the optimum 
arrangement of the protein atoms in the unit cell. In practice however, maximum likelihood 
and simulated annealing molecular dynamics simulations are used because those are superior 
to the least square approach in terms of overcoming local minima. In these molecular 
dynamics simulations, a lot of stereochemical information is used as restraints for example 
known bond lengths of single bonds between two carbon atoms or bond angles. The 
agreement between model and observed contour map is often measured by calculating a so-
called R-factor. A good agreement between model and measured data leads to an R-factor of 
about 0.2. R-factors of 0.5 and above are indicative for a random or no agreement between 
model and data.  
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2.2 An example case study: Fighting Meticillin resistant bacteria 
This example also shows the nice interplay between x-ray and neutron crystallography. It is 
chosen because of the relevance it has to our everyday life. The protein involved here is the b-
lactamase. It is produced by bacteria and partly secreted to their surrounding environment in 
order to split a certain bond in the four-membered ring (=b-lactam motif) of a series of very 
common antibiotics. This is one of the mechanisms which render such bacteria resistant 
against this type of antibiotics. The antibiotic drug called meticillin also bears such a four 
membered ring. Meticillin resistant Staphylococcus aureus is assumed to possess this 
mechanism of resistance against b-lactam antibiotics. This is why it would be interesting to 
investigate the catalytic cycle of this protein in order to block it. This would result in the 
bacteria being affected by the antibiotics again.  
The experiment was designed in a clever way. The catalytic cycle of the b-lactamase consists 
of an acylation step where a covalent adduct between protein and substrate (here the 
antibiotics molecule) is formed (Figure 6 top part). Here, the CO double bond is split into a 
single bond and a tetrahedral intermediate between substrate and protein is produced. The 
second part is a deacylation step where the four-membered ring (the so-called b-lactam motif) 
is split and the product is released. The product cannot act as an antibiotic any more due to its 
different chemical structure.  

 
Figure 6 Catalytic cycle of a b -lactamase enzyme. (The Figure is taken from ref.  [6]. This research was 
originally published in Journal of Biological Chemistry, Stephen J. Tomanicek et al. “Neutron and X-ray Crystal 
Structures of a Perdeuterated Enzyme Inhibitor Complex Reveal the Catalytic Proton Network of the Toho-1 b-
Lactamase for the Acylation Reaction.” © the American Society for Biochemistry and Molecular Biology.)  

Due to its relevance to clinics the enzyme family of b-lactamases has been subjected to 
countless studies mostly by x-ray crystallography but the main question yet not addressed was 
the nature of the active base which takes the excess proton in the acylation step. It was not 
clear which part, which side chain of the protein takes over this role. But this was the key 
information for improving drugs to block this enzyme. Since a base is best detected when it 
takes a proton in the acylation step, the problem consisted of stopping the catalytic cycle in 
the acylation step and hunting for a proton which was not there in the ground state of the 
protein when no substrate was bound.  
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Figure 7 X-ray (right) and neutron (left) data on the BZB adduct in the catalytic cycle of a b-lactamase enzyme. 
(The Figure is taken from ref.  [6]. This research was originally published in Journal of Biological Chemistry, 
Stephen J. Tomanicek et al. “Neutron and X-ray Crystal Structures of a Perdeuterated Enzyme Inhibitor 
Complex Reveal the Catalytic Proton Network of the Toho-1 b-Lactamase for the Acylation Reaction.” © the 
American Society for Biochemistry and Molecular Biology.)  

Here, a different ligand was used as the natural antibiotics: benzothiophene-2-boronic Acid 
(BZB). This ligand was known to stop the protein in the acylation step. In addition to that, this 
ligand was also known to mimic this covalent intermediate between substrate and protein. In 
addition to that, neutron protein crystallography was used to detect the proton unambiguously. 
For the latter technique the protein was expressed in deuterated media such that a fully 
deuterated protein resulted. The BZB was also synthesized using deuterium instead of 
hydrogen atoms. In fact, even a special Boron isotope was used which shows less neutron 
absorption than the natural abundant boron which is known as a good neutron absorber. 
Figure 7, left side shows the x-ray structure and Figure 7 right side shows the neutron 
structure. The proton is clearly seen in the neutron structure and therefore the side chain 
Glutamate 166 could be identified as the base in the acylation step. With this knowledge 
better  drugs can be designed which bind this sidechain firmly blocking the protein’s catalytic 
cycle in its first step. These additional drugs will break the resistance of those bacteria against 
common antibiotics. 

3 Protein dynamics 
An early model about protein activity and specificity was the “lock and key” model, which 
assumes an exact fit of the protein active site to the substrate due to complementary 
geometrical shapes but with a rigid conformation as found in crystal structures [7]. To explain 
also the stabilization of the transition state with bound substrate in a different configuration 
compared to the unbound state the later “induced fit” model [8] allows a reshaping of the 
binding site to the substrate including local configurational changes of amino acids or large 
structural changes as for allosteric transitions. Still the protein is viewed as a rigid structure in 
liganded and unliganded case. Including the dynamics of proteins as transitions in a 
configurational ensemble the model of “conformational selection” allows substrate binding in 
a specific configuration as reached due to the thermal motions. 
There are two different but linked types of dynamic motions. In terms of an energy landscape 
view, thermal motions are motions that cover the configurational space at thermal energy kT 
in equilibrium [9]. The accessible configurational space can spread over a single deep 
minimum or a broader rugged valley where in both the local energy depth defines the 
occupancy of a configuration within Boltzmann distribution. Kinetic motions try to find the 



Protein Crystallography and Protein Dynamics  E8.11 

equilibrium from a higher energy level and are directed towards equilibrium. The higher 
energy level can be due to an excitation (e.g. photolysis) or binding of a ligand that changes 
the local energy landscape. Nevertheless, thermal motions occur also in the excited state and 
may help to overcome energy barriers on the kinetic pathway. 
The fastest motions in proteins are bond vibrations, side chain rotation at the protein surface 
or torsion of buried methyl groups with sub-angstrom amplitudes on picosecond timescales. 
Rearrangements of amino acids to adjust the orientation of functional groups may require 
local flexibility of neighboring amino acids in a cooperative manner that slows down the 
process. Movements of secondary structure elements or rearrangement of groups of amino 
acids on nanosecond timescale allow the adaption of the protein structure to bind specific 
ligands. Slower motions with larger angstrom amplitudes are relative motions of complete 
domains as hinge bending movements or swapping of domains depends strongly on the local 
environment and can be fast as several nanoseconds or slow as up to seconds dependent on 
the needed rearrangements and the involved interactions. Allosteric transitions, functional 
conformational changes, folding and unfolding will happen on microsecond timescale and 
nanometer length scales. In general, all these motions are dependent on each other and are 
coupled. The local atomic fluctuations lubricate the domain motions on larger length scales 
and domain motions change the shape of the protein. 
3.1 Local movements 
Local movements comprise movements of single atoms or small atom groups. Due to thermal 
excitation, bonded atoms show vibrating movements as eigenmodes of their specific 
configuration. Each sidechain of an amino acid can have different configurations with respect 
to the backbone dependent on the space required for a change e.g. in orientation. Amino acids 
at the surface have more configurational freedom compared to completely buried amino acids. 
Configurational changes can be due to thermal movements or due to specific processes as 
binding of a substrate.  
Atomic vibration 
The fastest movements with highest energy are atomic vibrations as they are common for any 
molecule. Figure 8a shows as an example the geometry of torsion around the C-C bond of a 
methyl group, a symmetric stretching of the C-H bonds and a symmetric bending of the c-H 
bonds of the sidechain of alanine. These are only a few possible vibrations of alanine 
sidechain and each amino acid has different vibrational frequencies dependent on the atomic 
structure. For an overview see Barth et al [10]. The exact frequency depends not only on the 
geometry as for free molecules of the same architecture, but also on the direct environment 
and neighboring amino acids. Hydrogen bonds or polar interactions alter the vibration 
frequency. Figure 8c shows an example spectrum of (PPG)n an synthetic polypeptide with a 
similar structure to natural collagen [11]. The frequency range reaches from 100 cm-1 to about 
2000 cm-1 (12.4 meV – 250 meV) describing motions on a timescale of 0.01ps to 0.3 ps. The 
difference in the spectra is related to a partial deuteration that changes the frequency and the 
amplitude of specific vibrations due to the change of the hydrogen mass. In this way the 
specific exchange allows to separate some of the vibrational modes present in the sample. 
Typical instruments with the necessary large energy transfer are neutron time of flight 
instruments. 
For proteins the Amide I absorption band between 1600 cm -1 and 1700 cm-1 is of importance 
because it allows the determination of the relative content of secondary structure in the 
protein. It can be measured by infrared spectroscopy (e.g. FTIR). In this absorption band the 
C=O stretch vibration of the peptide backbone is dominant [12]. As shown in Figure 8b the 
hydrogen bond between the C=O and the N-H of a different amino acid stabilize the 
secondary structure elements. A specific hydrogen bond modifies the stretching vibration in a 
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way that is characteristic for the local geometry defined by the secondary structure. 
Measuring the different contributions allows extracting the fractional content of secondary 
structure elements. 

 
Figure 8 Example geometries of torsion, symmetric stretching or bending vibrations of a methyl group as the 
side group of alanine. b) Secondary structure elements b-sheets and a-helices (in yellow, red) with side chain 
elements. The secondary structure is stabilized by the hydrogen bonds (thin blue lines). c) Vibrational spectrum 
of synthetic polypeptide (PPG)n associated in a right-handed supercoiled triple helical arrangement as found in 
natural collagen measured at the time-focused crystal analyzer spectrometer (TFXA) at ISIS, UK by Middendorf 
et al.  [11] 

Sidechain movements with Atomic Resolution: Time Resolved X-ray Crystallography. 
Conventional x-ray crystallography measures the diffraction patterns in different orientations 
of a single crystal with hundreds to thousands of Bragg-reflexes from which the three-
dimensional electron density is calculated. The crystal structure of atom positions is generated 
as found e. g in the Brookhaven Protein Databank (PDB). Configurational changes due to 
activity can only be examined if it is possible to grow a crystal in both states as e.g. liganded 
with the substrate or an inactive replacement of the substrate and without the substrate. 
Diffusion trapping can be used to find the binding site of a substrate that is able to diffuse into 
a substrate free crystal. A larger configurational change due to substrate binding is difficult to 
access in this way and the timescale of a process cannot be accessed.  
Time resolved crystallography tries to measure diffraction patterns with a delay time to 
observe the time evolution of a process. To access a dynamical process the protein must be 
active in the crystalline state and the process needs to be triggered inside the crystal with 
some reasonable amount of concentration. One way is to use a pump-probe method with 
measurements after a trigger event. Measurements with defined time delay relative to the 
trigger event e.g. photolysis of a process by a laser pulse allows to follow the process with 
different delays. On the other hand, a complete series with defined delays can be acquired if 
the repetition rate for a measurement is high enough. To overcome the need of different 
orientations for sub-second resolution a polychromatic Laue X-ray diffraction technique can 
be used [13]. Larger motions as domain movements cannot be observed as the crystal 
structure limits the configurational freedom to move over larger distances.  
Schotte et al. have reported 100 picosecond time resolution x-ray crystallography of a 
myoglobin mutant after photolysis by an orange laser flash [14]. Figure 9A shows the electron 
density map of the unphotolyzed myoglobin and 100ps after the flash showing 3 larger 
configurational changes (arrows) and distributed smaller changes in the protein. 
Figure 9 B-E show a sequence of delay times after the laser flash. The CO molecule 
dissociates and is trapped 2Å apart from the original binding site (positions 2 + 3). Phe29 is 
displaced but relaxes back to its original position within 316 ps.  
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Figure 9: Electron density map of myoglobin before (magenta) and after photolysis (green). Overlapping 
densities are shown in white. The stick model included shows the unphotolyzed state. Large arrows indicate 3 
large changes while small arrows indicate small rearrangements in the whole protein. Sequence of an enlarged 
view of A. B-E) Times are 100 ps, 316 ps, 1 ns, 3,16 ns, after the laser flash. F and G are 31.6ns and 3.16 µs 
after a longer ns laser flash. Circles indicate location of CO molecules. Figure from  [14]. 

After several nanoseconds His64 relax to their deoxy position and the CO molecule has 
migrated to position 4 and 5 where it is trapped for several microseconds. Here the 
conformational change due to photolysis is demonstrated with a correlated motion of 
sidechains rapidly sweeping away the CO molecule from its preferred binding site.  
The experiment demonstrates that fast sub nanosecond reorientations are possible even in a 
restricted Crystal structure. 
3.2 Domain motions 
Domain motions are correlated motions between different domains or inside of domains like 
bending and torsion of the domain. The mechanisms are described as shear motions along an 
interface or hinge motions where such an interface is missing, but unclassifiable motions are 
allowed. The connection between domains can be a broad soft hinge as in the case of 
phosphoglycerate kinase, a single a-helix as in the case of lactoferrin or a disordered amino 
acid sequence of the protein chain as in the case of immunoglobulin G1 or mercury ion 
reductase. 
Configurational changes changing the shape of a protein by rearranging complete domains 
can be observed by methods, which allow the detection of correlated motions over larger 
distances. SANS, SAXS allow examination of the low-resolution structure and the ability to 
compare structural changes in solution due to changes of pH, salt concentrations, temperature 
or substrate addition. Time resolved SAXS can reach sub-millisecond resolution and can be 
combined with stopped flow experiments or trigger events as in time resolved x-ray 
crystallography [15]. Neutron spin echo spectroscopy (NSE) is a technique that is able to 
access the timescales from 0.1 up to several hundred nanoseconds and simultaneously covers 
the length scale relevant for protein domain movements as in SAXS or SANS of several 
nanometers distance between domains [16]. NSE measures the temporal correlation of 
configurational changes under utilization of the neutron spin to detect tiny velocity changes 
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during the scattering process. The measured intermediate scattering function can be 
interpreted as a time correlation between small angle scattering patterns with nanosecond 
resolution. Main contributions to the correlation come from translational and rotational 
diffusion due to the spatial correlation of different proteins diffusing in the solution and 
internal domain dynamics on nanosecond timescale. In the following we present exemplary 
results to demonstrate a small variety of possible motional patterns. 
Phosphoglycerate kinase as a classical hinge 

Phosphoglycerate kinase (PGK) is an 
enzyme that is involved in glycolysis. It 
relocates a phosphate group from 1,3-
biphosphoglycerate, an intermediate product 
in glycolysis, to ADP to synthesize 
ATP [17]. PGK is composed of two 
separated domains connected by a hinge 
region as shown in Figure 8 [18]. 1,3-
biphosphoglycerate and ADP are bound at 
opposite positions in the cleft at the two 
domains. The active site is located at the 
hinge between the C- terminal and N-
terminal domains. Evidence for a hinge 
bending motion induced by substrate 
binding was found by Bernstein at al. by 
comparing crystallographic structures of 
different species with and without bound 
substrates bringing the substrates closer 

together [19]. The crystal structure without substrate has an open cleft configuration with key 
residues Arg-39 and Gly-376 in the active center separated by about 1.18 nm. The proposed 
mechanism of induced fit due to substrate binding closes the cleft by a 32° hinge closure to 
the active configuration with bound substrate. This cleft closing motion mainly brings key 
residues Arg-39 and Gly-376 of the active center together with the substrates to a distance of 
0.35 nm as found in the closed cleft crystal structure. 
Figure 8 shows SANS measurements of PGK in solution with and without substrate 
demonstrating that the solution structures are different from the substrate bound crystal 
structure [20]. Modeling the structure by deformations along softest elastic normal modes 
(torsion and 2 perpendicular bends of the hinge) allowed modeling of the deformation due to 
substrate binding in solution. The distance between the active residues was reduced from 1.14 
nm without substrate to 0.82 nm with bound substrate, but still to far to allow activity within a 
static structure. 
NSE measurements show the relaxation of the intermediate scattering function dependent on 
diffusion and internal dynamics as shown in Figure 11 left. At low scattering vectors Q 
(observing large length scales) the protein looks point like and a single exponential relaxation 
is observed. t larger Q (observing length scale of protein size) additional contribution arise 
from internal dynamics. At long times diffusion is observed, that can be described within a 
single model for all Q values by rotational and translational diffusion constants. The 
additional component at short times is described by a Q dependent amplitude and a relaxation 
time t, which both depend on the construction of the specific hinge and influence function. 
 

Figure 10 Form factor measured by SANS from PGK 
and PGKsub (Kratky plot: Q versus Q2I(Q)). Lines 
show the calculated form factor from the crystal 
structure (blue) and from structures deformed along 
the softest normal modes to fit the experimental data. 
The inset shows the protein with the hinge in yellow, 
the main domains in blue and red and the substrates as 
spheres. Figure from  [20]. 

 
 
 
 



Protein Crystallography and Protein Dynamics  E8.15 

 
Figure 11 Left: Semi logarithmic plot of I(Q,t)/I(Q,t=0) for selected Q values (PGK, black and red; PGKsub, 
green; data are shifted for clarity and are equal 1 for t=0). Red and green dashed lines represent the initial slope 
extrapolated to long times. The blue and black dashed lines represent the long-time limit extrapolated to t=0. The 
long-time limit corresponds to rigid-body diffusion including inter-particle effects. The difference between 
extrapolated long-time diffusion at t=0 to the initial slope amplitude is the internal dynamics contribution 
A(Q)exp(-t/t). Right: Q dependence of A(Q) compared to model calculations allowing. Figure from  [20]. 

The observed relaxation times are 60 ns for the substrate free and 45 ns for the substrate 
bound PGK. Figure 11 shows at the right the amplitude A(Q) with model calculations based 
on the softest normal mode deformations. From the deformation of the hinge the distance of 
the active residues can be calculated. It was found that the thermal driven deformation of the 
protein at the hinge is strong enough to reach configurations that allow activity as the active 
residue come close enough together.  
In summary, the NSE investigation has demonstrated that the approach to a functional 
configuration of PGK needs to be attributed to the dynamic fluctuations of the main domains 
instead of an earlier proposed induced fit by substrate binding. Thus, in the case of PGK, 
hinge dynamics enables function. 
Fast antibody fragment motion: flexible linkers act as entropic spring  

The fragment motion of IgG was 
examined by Stingaciu et al by 
NSE [21]. In the experiment, aside 
from strong diffusion contributions, 
a clear signature of the internal 
dynamics on a timescale of 6 - 7 ns 
was observed. The combination of 
translational and rotational diffusion 
of the rigid protein describes the 
observed long-time dynamics on an 
absolute scale, despite the fact that 
we have a mixed population of 
monomers and dimers, as found in 
serum.  

The fragment motion shows itself in terms of a strong decay of S(Q,t) at short times, well 
separated from the overall diffusional relaxation. The data were analyzed in terms of an 
Ornstein-Uhlenbeck like relaxation within a harmonic potential. Such an approach neglects 
the details of the complex linker region interaction on the residue level. Nevertheless, the 
dynamics is described in an excellent way. Even for a short flexible linker the ensemble 
average seems to be sufficient to produce the characteristics of a harmonic spring. The 

 
Intermediate scattering functions I(Q,t)/I(Q,0) of IgG. 
Dashed lines show translational and rotational diffusion and are 
close to a single exponential for times t > 15 ns. Solid lines 
include additional internal dynamics of each domain in its own 
harmonic potential with a 7ns relaxation time. 
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obtained spring constant (≈ 10	𝑝𝑝𝑝𝑝/𝑛𝑛𝑛𝑛) appears to be realistic compared to an entropic 
spring of similar length. The resulting forces stay below the limits that would be necessary to 
unfold the secondary structure of the attached fragments. The observed effective friction 
appears to be close to the friction of a free unbound fragment in the solvent. None of the 
directions seems to be suppressed.  
The pre-existing equilibrium hypothesis [22], with multiple local minima in the 
configurational energy landscape, will have long transition times between the minima but is 
compatible with fast 6-7 ns motions in the local minima. Consequently, NSE observes the fast 
dynamics in pre-existing equilibrium states. The conformational flexibility in a pre-existing 
equilibrium configuration might be needed to adapt faster to a specific antigen when the 
antigen approaches the binding site of a fragment. 
Intrinsically Disordered Proteins (IDP) 
About 40 % of all proteins in the human body are intrinsically disordered. These IDP’s do not 
exhibit any well-defined folded structure that could be crystallized. Their structural and 
dynamic properties reach from very soft structures over folded elements connected by 
extended and flexible loops to fully disordered polypeptide chains. The biological role of the 
IDP is founded in their high conformational adaptivity, enabling them to respond rapidly to 
environmental changes or other macromolecules allowing them to fold into different states or  

 
Figure 12 SAXS data from MBP at 4.5 mg/ml. a) The red solid lines is a fit with the Debye equation for a 
Gaussian chain. (b) Kratky plot. The line is a result of the scattering from the most probable conformational 
ensembles shown in c. c) Representative coarse-grained conformations of MBP as determined by inverse Monte 
Carlo. The structures are rotated by 90 °C in the lower part of the figure. The color code relates to six different 
realizations of the ensemble, which represent the data best. Figure from  [23]. 

even a rigid 3D structure. For these properties dynamics is essential. Specifically, the 
sampling of the energy landscape and the exploration of the large conformational space are 
driven by conformational motions of the unfolded peptide chain. On the other hand IDPs 
show the same dynamics as proteins during the early stage of folding. Since the intrinsic 
disorder prevents crystallographic structure determination, only low-resolution SANS and 
SAXS information about the average structure in the disordered state exists.  
Myelin basic protein (MBP) is a major component of the Myelin sheaths in the central 
nervous system [24]. In the human body MBP is of significant importance as there are many 
neurological disorders, as e.g. multiple sclerosis, that are related to MBP mal function. Lipid 
free MBP is not completely unfolded but retains some elements of the alpha helix and beta 
sheet (about 60 % of the protein is unfolded) [25]. 
Figure 12 a+b display X-ray form factors of MBP that display strong similarities to polymer 
form factors as the high Q data show a power law close to Q-2 that is characteristic for 
Gaussian chain polymers in theta solvents. The small increase visible in the Kratky plot at 
high Q indicates a length scale where the random oriented character vanishes and the linear 
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character of short chain segments becomes visible. A Monte Carlo simulation was used to 
generate a coarse-grained ensemble representing the structural characteristics of and an 
ensemble was selected that represent the SAXS data [26]. The resulting characteristic 
molecular shapes are displayed in Figure 12c. The model conformations indicate an elongated 
structure with a relatively compact core and flexible ends on both sites.  
 

 
Figure 13 Left) NSE Data for MBP: All spectra start at unity but are shifted consecutively by a factor of 0.8 for 
clarity shown up to 50 ns. Solid lines are fits to the NSE data with the structural model. The dashed lines are 
exponential fits for t>20 ns to extrapolate the long-time rigid body dynamics. A clear separation between the 
internal and the global dynamics is obvious. Middle) Displacement pattern of the normal modes 7 (upper part, 
bending) and 8 (lower part, stretching) from the structural model according to normal mode analysis. The lengths 
of the vectors are increased for better visibility. Right) Amplitude of the internal protein dynamics as obtained 
from the fit. The solid and dashed lines are the calculated mode amplitude according to equation 4. Figures 
from  [23]. 

Figure 13 at left displays NSE spectra from 54 mg/ml solutions (times up to 140 ns could be 
accessed). Inspecting this figure, the two-component structure of the NSE spectra at Q-values 
above 0.9 nm-1 is visible. Thus, we deal with long time rigid body motion augmented by 
internal dynamics with relaxation times below 10 ns.  
The structural models based on SAXS analysis were used to describe the long time 
translational and rotational diffusion combined with a Q-dependent motional amplitude A(Q) 
and an internal mode relaxation time. The characteristic internal relaxation time τint=8.4±2.0 
ns is found for the whole structural ensemble and the corresponding amplitude A(Q) is 
displayed in Figure 13 at the right. Normal mode analysis was used to describe the 
deformation of the structural models. Figure 13 middle shows the first two normal modes as a 
bending of the structure, which already give a satisfactory description of the observed 
amplitudes. Comparing the normal modes with the structural models in Figure 12c it can be 
concluded that the normal modes describe approximately the motion from one structural 
model to the next. Here it is shown that even for very flexible structure as the amino acid 
chain still low frequency collective stretching and bending motions of the outer part of the 
structure describe the essential features of the large-scale dynamics.  
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1 Introduction

Proteins and nucleic-acids are the two most basic ingredients of living organisms as they carry
out most basic functions of cells including reproduction, catalysis of biochemical reaction, re-
sponse to stimuli and structure formation. Determination of their three dimensional structure is
of paramount importance for obtaining clues about how these molecules perform their function.
In fact great scientific effort has been devoted from the mid-20th century till today for the de-
velopment of experimental and theoretical tools specifically for the elucidation of biomolecular
structure. As was described in previous chapters, the ”workhorses” of high resolution struc-
ture determination are x-ray/neutron diffraction and NMR, with cryo-electon microscopy lastly
gaining popularity.

In the current chapter we will briefly review alternative biophysical scattering tools that play a
complementary role to the above-mentioned established techniques. In particular we will see
how Small-angle scattering (SAS) and Reflectivity despite the lower resolution that they offer,
can be used for the extraction of structural information concerning systems of biological interest
and also present some illustrative examples involving proteins, nucleic acids and biological lipid
membranes.

2 Biomolecular structure from Small Angle Scattering

SAS is a well-suited experimental method to investigate low-resolution structures of biological
macromolecules in solution. Advantages of small-angle neutron (SANS) and X-ray scattering
(SAXS) are, for instance, that proteins do not need to be crystallised, but can be studied as
relatively diluted solutions with protein concentrations of a few mg/mL. It is often the case
that crystal structures of proteins can be determined, but flexible regions of the protein that are
necessary for biological function are not visible in the crystal structures. Here SAXS and SANS
can be used to gain structural insight into the conformational properties of those flexible and
unstructured regions. Concerning protein complexes, SAXS and SANS allows to determine the
arrangements of the components provided that their crystallographic structures are known. By
using the concept of neutron contrast variation the position and low-resolution shapes of DNA
or lipid molecules in complex with a protein can be determined. SANS is particularly well-
suited for the low-resolution structure determination of membrane proteins that are solubilised
by detergent molecules or nanodiscs. In case that proteins exhibit large-scale structural changes
as response to external stimuli, SAXS and SANS are well-suited to monitor kinetic changes in
a broad time range from the millisecond to several hours.

2.1 Theoretical background

In previous chapters we have already encountered examples where SANS and SAXS provide di-
rect information about the overall size, form and interaction between particles dissolved in a sol-
vent. For the purposes of the present chapter we will consider the special case of monodisperse
and dilute solutions of biological molecules where no interaction between different molecules
takes place. We first start by recalling (chapter D1) that the scattered wave from an assembly of
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atoms is given by the sum of waves scattered, so

A(Q) =
∑
j

fj exp(iQrj) (1)

where fj, rj are the scattering amplitudes and position vectors respectively. This equation re-
flects that the scattered wave is the Fourier transform of the scattering amplitudes and positions
of the atomic assembly. We note that fj for neutrons and x-rays is different (see discussion
chapter D1.6). For neutrons fj is Q-independent due to the fact that nuclei sizes are much
smaller than the typical wavelegths used in scattering experiments, so that they act as point
scatterers. On the contrary, since x-rays are scattered by the atomic electron cloud which has a
size comparable to the wavelength of the incident radiation, a Q-dependent atomic form factor
should be taken into account.

Equation (1) is valid for a collection of atoms in vacuum. However in solution scattering ex-
periments an assembly of atoms (particle or molecule) is studied in aqueous solutions. At the
scale of 1nm or more, water has no structure and acts as a homogeneous ”matrix” of constant
scattering density ρw surrounding the atoms. In order to calculate the scattered intensity from
such a system we have to consider three contributions: a) the scattering from the atoms b) the
solvent and c) the excluded solvent volume vj due to the presence of the atoms. Due to the
homogeneous nature of the solvent contribution (b) can be considered as zero so that the overall
scattering is given by the difference between contributions (a) and (c) as given by the equation

A(Q) =
∑
j

(fj − ρwvj) exp(iQrj) (2)

The term fj − ρwvj essentially represents the contrast amplitude of the atom j with respect to
the solvent. It is important to note that due to the large difference of the scattering length of
hydrogen and deuterium, the contrast of a particle in relation to water can be easily manipulated
in scattering experiments by the use of different water/heavy water ratios.

As explained in chapter D5.5, in a scattering experiment only the intensity of the scattered wave
I(Q) = |A(Q)|2 is measured, thus phase information is lost. Given that we examine the case
of dilute monodisperse solutions where no interparticle interference is present, the scattered
intensity from unit volume of solution containing N particles can be written as:

IN(Q) =
N∑

n=1

|An(Q)|2 (3)

which can be further simplified by applying rotational averaging (since the atomic assemblies
may assume all different orientations in respect to the beam)

IN(Q) = N < |An(Q)|2 > (4)

Peter Debye was the first [1] to calculate the rotational average in equation (4) using the result
< exp(−iQr) >= sinQr/Qr and thus giving the Debye equation that writes
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IN(Q) = N
∑
j

∑
k

(fj − ρwvj)(fk − ρwvk)
sinQrjk
Qrjk

(5)

Before we move on into exploring the application of the Debye equation for biological macro-
molecules, it is instructive to expand sinQr/Qr in terms of a series of powers of Q close to
Q = 0 (Maclaurin expansion) thus obtaining

IN(Q) = N
∑
j

∑
k

(fj − ρwvj)(fk − ρwvk)(1−
r2jkQ

2

3!
+ ...) (6)

In analogy to classical mechanics we may define a ”scattering” radius of gyration where the
role of mass is played by the contrast:

R2
G =

∑
j

∑
k(fj − ρwvj)(fk − ρwvk)r

2
jk

2(
∑

j(fj − ρwvj))2
(7)

Combining the last two equations we get

IN(Q) = N(
∑
j

(fj − ρwvj)
2(1− 1

3
R2

GQ
2 + ...) (8)

We note that the expression N(
∑

j(fj − ρwvj)
2 is equal to the scattered intensity at Q = 0, so

that

IN(Q) = IN(0)(1−
1

3
R2

GQ
2 + ...) (9)

The two terms in parentheses can be viewed as the first two terms of the Maclaurin expansion
of exp(−1

3
R2

GQ
2). This result leads to the useful Guinier relationship lnI(Q) = lnI(0) −

(1/3)R2
GQ

2 which dictates that in a logarithmic plot of the scattered intensity versus Q2 the
slope at small Q is equal to −(1/3)R2

G, thus giving us a straightforward way to estimate the
radius of gyration of the particle in solution irrespective of its contrast and shape.

2.2 SAS calculations based on atomistic models

The Debye equation gives us a convenient way to calculate the expected small-angle scattering
curve for a molecule or particle dissolved in water. In practice in studies involving the use
of bio-SAS we encounter one of the two following general scenarios a) an all-atom structure
of a molecule or molecular complex is available by crystallographic input or by a structure
prediction methodology and we want to verify that the structure in solution is compatible and
b) there is none or limited information about the structure of the system and only a small-angle
scattering curve is available.

For the first scenario we have to solve ”direct problem” and the Debye equation gives us a
straightforward way to accomplish such a task. There are many scientific software programs



Life Sciences E9.5

Debye equation

protein data bank (6lyz)

Fig. 1: General overview of solving the ”direct problem” in a biological small angle experiment.
Given the all-atom crystallographic structure of a protein (lysozyme: PDB code 6LYZ), the
experimental SAXS curve can be compared with the theoretically calculated scattering using
the Debye equation. For this particular example we additionally take into account the presence
of a 0.3 nm thick hydration layer around the surface of the protein with an increased solvent
density of 10%.

specialised for performing such calculations in a fast and accurate way 1. One important aspect
during such calculations is that an additional contribution to the scattering that has to be taken
into account that is the related to the special organisation of water molecules around the surface
of biomolecules. This so called (hydration or solvation layer) of ≈ 0.3 nm thickness around
proteins, has been shown to be around 10% denser than bulk water [3].

In Fig. 1 we present a representative example of a comparison between a SAXS curve from a
small (Rg = 1.4nm as found by the Guinier plot) 129 aminoacid hen egg lysozyme protein and
the corresponding theoretically calculated curve using the crystallographic three dimensional
structure (resolution 0.2 nm) available in the protein data bank (code: 6LYZ [4]). We note the
agreement between the experimental and calculated curve that implies that the protein retains in
solution the structure that is found by the crystallographic investigation. Of course the success
of the above comparison between a model structure and the small-angle measurement depends
on the quality of the sample. Radiation damage, aggregation or the presence of multimers in
solution might lead to deviations from the scattering curve of the pure molecular structure that
we aim to probe. There is extensive literature on how such effects can be detected and also
avoided during a bio-SAS experiment [5].

The presented approach can be extended to cases where the structure of parts of a molecule or
complex are known and their relative arrangement is investigated. Candidate structures can be
prepared and compared against small-angle scattering data, while also additional experimental
constraints from other techniques (like NMR) or energetic calculations may aid towards finding
a global solution that is representative of the actual conformation. The interested reader is
referred to informative reviews on the subject [6, 7].

1 Probably the program CRYSOL is the most commonly used [2]
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2.3 Ab initio modelling based on SAS data

The second general scenario in bio-SAS studies is related to molecules of totally unknown
structure. In that case we need to solve the ”inverse problem” that is extracting the maximum
amount of structural information from scattering data. As we have already discussed, the low-Q
region contains information about the size (radius of gyration) of the molecule (or particle) in
solution. However the intermediate Q-region up to ≈ 3nm−1 contains information about the
overall shape on the molecule. At such a spatial resolution 2π/Q ≈ 2nm, folded biological
molecules like globular proteins and nucleic acids are characterised by a given contrast relative
to the solvent (water), since they share common structural motifs. That means that we may
approximate biomolecular structures as compact envelopes of uniform contrast relative to the
solvent. Such approaches were pioneered by Svergun and Stuhrmann [8], who showed that, by
incorporation of a priori constraints concerning the sld or electron density, a nonlinear recon-
struction procedure can provide reliable low-resolution envelopes, representative of molecular
shape.

An even more versatile way for the finding such a molecular envelope is to represent the
molecule as a collection of ”dummy-atoms” of given contrast in space, and search through a
minimisation procedure a compact arrangement that reproduces the measured scattering prop-
erties of the molecule. Algorithms that attempt such shape reconstructions (DALAI GA [9],
DAMMIN/IF [10], DENFERT [11]) belong in the class of ”ab-initio” shape reconstruction
methodologies for low-resolution structure recovery from SAS data. In Fig. 2 and Fig. 3 we
present such a shape reconstructions from SAXS and SANS data for hen egg lysozyme and
bovine bovine β-lactoglobulin proteins respectively.

“ab-initio”

shape reconstruction 

Fig. 2: General overview of solving the ”inverse problem” in a biological small angle experi-
ment. The shape reconstruction from lysozyme SAXS data was performed using the program
DENFERT [11]. On the right the obtained molecular envelope (cyan) is superimposed with the
crystallographic cartoon representation of the molecule, protein data bank code - 6LYZ [4]

.

From these two examples it is evident that despite the loss of phase and rotational averaging in
small-angle experiments, the scattering curve is still encoding enough information that guides
us to representative low-resolution molecular envelopes. In practice by performing such calcu-
lations we do not end up with a unique solution but with multiple structurally similar envelopes
that give equal agreement with the measured curve. Variation between different envelopes is
indicative of the stability of the solution, while tools for superimposing and averaging this pool
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“ab-initio”

shape reconstruction 

Fig. 3: Shape reconstruction from bovine β-lactoglobulin SANS data (measured at KWS1 in-
strument at MLZ) using the program DENFERT [11]. On the right the obtained molecular enve-
lope (cyan) is superimposed with the crystallographic cartoon representation of the molecule’s
dimer, protein data bank code - 1BEB [12]

.

of structures are available.

The information that is obtained by ”ab-initio” reconstructions can be used in different ways in
integrative structural biology studies. Questions like the multimerization of a protein or large
conformational transitions in solution may be elucidated by low-resolution models. Further-
more the natural difference in contrast between proteins and nucleic acids and also the variation
of contrast (by selective deuteration of a molecule) add even more information that can be used
in order to study more complicated systems like membrane proteins and biomolecular com-
plexes. Based on the described SAS theoretical toolset, the next section gives examples of
application in a system of biophysical interest.

3 Structural investigations on light-signal sensation and ter-
mination

Sensation of light by organisms is an important biological process. Dedicated light-sensing
photo-receptors are able to detect photons and transmit the detected light-signal further into the
cell. Receptor proteins cycle between a dark-adapted ground state and a light-activated sig-
nalling state. However, after a certain time, the active receptor proteins needs to be deactivated
to terminate the signalling process. Arresting is a protein that interacts with a certain class of
activated receptor proteins (so called G protein coupled receptors GPCRs). Arrestin terminates
the active signalling state bringing the receptor back into its ground state and, hence, terminates
the signalling process.

As a first illustrative case, we present investigations combining crystallography and SAXS on
structural changes that occur upon photo-illumination in a photo-receptor protein. Here, we
investigated the structural transitions of a photoreceptor protein from Pseudomonas putida -
abbreviated as PpSB1-LOV - belonging to the larger light, oxygen, voltage (LOV) receptor
family. Crystal structures of PpSB1-LOV in the dark- and the light-state have been determined
using X-ray crystallography, see figure 4. However, due to protein flexibility and disorder
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no information of residues located at t at the N- and C-terminal region could be obtained by
crystallography, see figure 4. Especially residues located at the end of the long alpha-helix
Jalpha are relevant for light-signal transduction.

Fig. 4: Crystal structure of PpSB1-LOV. (A) Dark-state structure (PDB ID: 5J3W). (B) Su-
perposition of dark-state (salmon, PDB ID: 5J3W) and light-state structures (cyan, PDB ID:
3SW1) states showing structural differences. A significant number of residues located at the
top and bottom of the protein structures could not be determined due to disorder and large
flexibility [13]

.

To circumvent that problem and to gain information on those flexible and unstructured regions,
we have performed SAXS experiments of the light- and dark-states of PpSB1-LOV in solu-
tion. The dark adapted state was measured in the absence of light, the protein solution was
illuminated with blue light shortly before the SAXS experiment to excite the fully populated
light-state. Measured SAXS data of dark- and light-state PpSB1-LOV are shown in figure 5.
To gain a structure based understanding of the measured SAXS data, coarse-grained modelling
has been performed and the obtained models are shown in figure 5 C.

Disordered residues at the bottom of the models (see figure 5C) belong to the so-called His-
tag. The His-tag has been included into the protein sequence for facilitated sample purification
by affinity columns. Residues on the top of the model show light-induced structural changes
in the photoreceptor. In the dark-state structure, residues are more disordered indicating of a
high flexibility in that region. Upon photo-illumination, the end regions seam to form a coiled-
coil element that acts as effective prolongation of the long Jalpha helix. Formation of that
structural element appears to be relevant for the biological function enabling contact formation
with further interaction proteins.

Let us consider now a second case study that belongs to the field of light-signal sensation and
transduction. As mentioned above, signal termination is an essential component of the sig-
nal sensation mechanism. A widely studied system to investigate the molecular mechanism
of signal termination is arrestin protein, which occurs in the visual signalling cascade. Visual
arrestin-1 (arr-1) is proposed to exist in an inactive form that can bind to the phosphorylated
and light-activated state of the photo-receptor rhodopsin. A single point-mutation of arrestin
(R175E) can bind to light-activated rhodopsin independent of phosphorylation. The R175 mu-
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Fig. 5: Small-angle scattering data of the photoreceptor protein PpSB1-LOV-R66I in the light-
and dark-states and coarse-grained structural models based on available crystal structures. (A)
and (B) Experimental data and theoretical scattering curves (solid lines) of the light- and dark-
state crystal structures (PDB ID’s: 3SW1 and 5J3W) including flexible ends that are not seen
in the crystal structures. Data are shifted for clarity. The lower panel shows the residuals of the
models. (C). Coarse-grained structural models of light (cyan) and dark (salmon) states showing
the structural difference between light- and dark-states [13].

tation lead to the release of the long C-tail of arrestin, which is crucial for the interaction with
light-activated rhodopsin. A pre-active variant of arrentin - named p44 - has also been reported
that lacks that C-tail entirely. Crystal structures of the three arrestin variants could be obtained.
However, due to its high flexibility no structural information could be obtained on the important
C-tail, nor of the oligomerisation state of the arrestin proteins in solution. Therefore, SAXS
experiments have been performed to determine the oligomeric states and gain information on
the role of the C-tail. Experimental SAXS data including theoretical cuves based on structural
modelling are shown in figure 6. SAXS results confirm that the wild type arr-1 is dimeric in
solution, with the best fit comprising A/D chains of the crystal structure (PDB ID 3UGX). In
contrast, both mutant R175E and p44 are monomeric. In case of R175E, the SAXS data fits
best to the structural model, when the C-tail is included and modelled as flexible chain. This
is in agreement with ab initio models of R175E, which is more extended in the region of the
flexible C-tail when compared to that of p44 (figures 6b, 6c).

From the two case studies presented above, it is obvious that SAS yields important informa-
tion on protein oligomeric state and of disordered and flexible regions that are relevant for
light-sensation and signal termination of photo-receptor proteins. While the two SAS studies
mentioned above have been performed under static steady-state conditions, the technique can
also give valuable information on structural changes that evolve as a function of time after a
certain external stimulus. Concerning photoreceptor proteins, the external trigger is the excita-
tion with blue light. The dark-adapted state of the photo-receptor is illuminated with blue light,
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Fig. 6: Arrestin measured by SAXS. (a) arr-1, (b) the mutant R175E and (c) the mutant p44.
SAXS data are shown as log-lin plots and as so-called Kratky plots (black circles). The different
solid lines are theoretical curves as obtained from the crystal structures including a flexible C-
tail for R175E. (a) Crystal structures considered are either the monomer (blue line: molecule A),
and two different dimer models (green line: molecule A and B; red line: molecule A and D) that
are found in the crystal structure (PDB ID: 3UGX). In (b) the curves of the R175E monomer
including the flexible C-terminus (red line), and without the C-tail (dashed blue line) is given.
In (c) the curve of the crystal structure of p44 (PDB ID: 3UGU) monomer (red line) is plotted.
At the bottom: Crystal structures: Gold, dimer with molecules A and D (PDB ID: 3UGX) in
(a); blue R175E in (b), and magenta p44 (PDB ID: 3UGU). Obtained ab initio models from
SAXS are overlaid with the crystal structures. (Reference: Structural evidence for the role of
polar core residue Arg175 in arrestin activation [14].

which brings the protein in its light-excited state. The blue light is then switched off, and the
light-excited state of the photo-receptor recovers back into its dark-adapted ground state. The
time-scale of the recovery process differs between various kinds of photo-receptors and also can
be ”tuned” by point-mutations in close vicinity around the chromophore. As one illustrative ex-
ample, we consider one scientific study, where we have used time-resolved SAXS experiments
to follow the light-to-dark recovery process of the photo-receptor protein PpSB1-LOV-R66I in
solution.

The protein sample was illuminated at the beginning with blue light and subsequently experi-
mental SAXS data were recorded as a function of time. Using the knowledge that the light-state
of the protein recovers to the dark-state as a function of time the experimental data I(Q, t) could
be fitted as a simple linear combination of light- and dark-states according to

I(Q, t) = φ(t)I(Q)light +
[
1− φ(t)

]
I(Q)dark (10)

where I(Q)light and I(Q)dark are the theoretical scattering curves of the light- and dark-state
models that have been obtained from SAXS experiments performed under static steady-state
conditions before (see figure 5), and φ(t) is the time-dependent light-state fraction that was
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used as the only free fit parameter.

Representative SAXS curves at different time points together with the theoretical fits according
to equation 10 are shown in figure 7. The two-component fits yield a good representation of the
time-dependent SAXS data. To illustrate changes of the SAXS pattern as a function of time the
difference pattern ∆I(Q, t) of SAXS data measured at selected time points minus the SAXS
data recorded at t = 0 min is shown in figure 7 as well with with fits according to the two-state
model with the only free parameter φ.

Fig. 7: (A) Experimental SAXS data measured at selected time-points after photo-illumination
of the photo-receptor mutant PpSB1 LOV-R66I. Solid lines are fits to the data assuming a
two-state population of known PpSB1-LOV-R66I light- and dark-state structures based on the
steady-state models with the only free fit parameter φ that represents the population of the light-
state (equation 10). Data and fits are shifted for clarity. (B) Difference SAXS patterns ∆I(Q, t)
of data measured for the time points shown in (A) minus the SAXS pattern recorded at t = 0
min.

The structural transition of the photo-receptor protein is clearly visible in the ∆I(Q, t) patterns,
see figure 7, by a loss of intensity in the q-range of 0.02 − 0.2 Å−1. Large-scale structural re-
arrangements are expected to be most visible in this q-range. Therefore, to follow the recovery
process in a model-independent approach ∆I(Q, t)) was integrated up to 0.2 Å−1. The time
behaviour of the normalised integral of ∆I(Q, t) and the light-state fraction φ(t) determined
from the structure-based fit are shown in figure 8, and inform on the structural change from



E9.12 Andreas Stadler & Alexandros Koutsioumpas

the photo-excited light-state to the dark-adapted ground state. The decay could be described
well with a single-exponential function, which demonstrated directly that no intermediate states
are populated during the structural transition of the photoreceptor protein. Furthermore, we ob-
tained a relaxation time of τREC = 33.5±3.6 min and 35.3±5.2 min for the normalised integral
of ∆I(Q, t) and the light-state fraction φ(t), respectively. Within the statistical uncertainty both
relaxation times are essentially the same.

Fig. 8: Light-state fraction of PpSB1-LOV-R66I as a function of time. Determined from the
integral of ∆I(Q, t) up to 0.2 Å−1 and a structure-based fit of I(Q, t) assuming a mixed popu-
lation of known light- and dark-states CORAL models . The solid line is a single-exponential
fit to the data points of the integral of ∆I(Q, t). For clarity error bars are shown for selected
points.

Therefore, to conclude, we could show with time-resolved SAXS that the kinetics of the light-
to dark-relaxation process proceeds directly from the light-excited to the dark-adapted state
without the populations of any transient intermediates on the investigated time-scale. Structural
intermediates would be visible by deviations from simple-exponential behaviour. The time-
scale of the kinetic process is in the order of 30 min, which is due to the investigated point-
mutations. Different point mutations of the photo-receptor protein result in slower or faster
relaxation kinetics.
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4 Biological membrane sub-nanometer structure from neu-
tron reflectivity

So far in this chapter we have presented examples of small-angle scattering applications in
the determination of the structure of biological molecules in bulk solution. Neutron and X-
ray reflectivity represent another class of scattering techniques that can give information about
the organisation of bio-molecules not in a bulk solution but at interfaces. In chapter D2 the
basic principles of x-ray and neutron specular reflection have been presented. For x-rays and
cold neutrons the index of refraction of materials is close to unity so that measurable reflection
is constrained at grazing incidence angles (typically up to a few degrees). However the use
of short wavelengths in comparison to the reflection of light at visible wavelengths, gives the
ability to probe down to quite small length scales, since the dependence of neutron or x-ray
reflected intensity on the magnitude of the scattering wavevector Q contains information about
the molecular distribution at the sub-nanometer scale.

The essence of a reflectivity experiment consists of registering specular reflection as a func-
tion of the incidence angle θ or equivalently as a function of Q = 4π sin θ/λ where λ is the
wavelength of the incident radiation. Experiments can be performed at different types of in-
terfaces like air/liquid, air/solid, liquid/liquid and solid/liquid. The experimental information
can be related to the refractive index profile normal to the interface, providing information
about interfacial composition. More specifically in neutron reflectivity experiments, the re-
flected and refracted neutron beams may be considered as plane waves, so that the solution of
the time-independent Schrödinger equation is reduced to an one-dimensional problem. In fact
for scattering length density profiles (sld) that can be modelled as a sequence of layers with
different sld’s ρ, the reflected intensity can be calculated exactly using the convenient matrix
formalism [15, 16] where for each layer n, a characteristic matrix is defined as

cn =

[
exp(kndn) rn exp(kndn)

rn,n+1 exp(−kndn) exp(−kndn)

]
(11)

where kn = [Q2/4 − 4π(ρn − ρ0)]
1/2 is the neutron wavevector in layer n, ρn, dn and σn

are the sld, thickness and roughness of layer n respectively and rn,n+1 is the Fresnel reflection
coefficient between n and n+ 1 given by

rn,n+1 =
kn − kn+1

kn + kn+1

exp (−2knkn+1σ
2
n,n+1) (12)

The overall system matrix M is given by

M =

# of layers∏
n=0

cn (13)

from which finally the specular reflected intensity is calculated as

R(Q) = |M11/M21|2 (14)
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The set of equations (11) - (14) provides a convenient way for calculating the expected specular
neutron reflectivity for a given sld profile 2. Furthermore, given a set of measurements and a
model for the sld profile, the parameters of each layer (thickness, sld, roughness) can be varied
and the set that gives the best agreement with the experimental data can be determined. As we
will see in the following, the ability in neutron reflectivity measurements to vary the contrast of
the solvent or of parts of the studied system itself, can lead to a vast reduction of the ambiguity
of the final obtained structural model at the interface. In order to build some intuition about
the practicalities and capabilities of the technique for the study on biological systems we will
present a set of examples of increasing complexity that all have to do with biomimetic lipid
membranes.

Biological lipid membranes represent an important self-assembly system in living organisms,
that perform the function of separation and compartmentalisation by acting as selective perme-
able barriers. In their most abundant form as the outer layer of cells (typically 4− 5 nm thick),
they provide a bilayer fluid matrix for embedded membrane proteins that in turn regulate the
cell’s communication with the surrounding environment. Due to the high complexity of mem-
branes in living cells, model phospholipid bilayer membranes with well-defined composition
serve as relatively simpler counterparts in experimental studies.

It is a well established that small unilamellar vesicles composed of phospholipids under certain
conditions can fuse on hydrophilic substrates (like silica) and produce a single planar double
lipid layer (membrane) which is separated from the surface by a subnanometer thick hydration
layer (see inset of Fig. 9). These supported bilayers are ideal for performing neutron reflec-
tivity measurements at solid/liquid interfaces with the aim of extracting structural information
concerning the molecular structure of membranes perpendicular to the supporting surface.

Fig. 9: (left) Neutron reflectivity (data measured at MARIA, MLZ, Garching [17]) of the
silicon/D2O interface before and after the formation of supported DPPC bilayer by vesicle fu-
sion. Full lines represent model fits of the experimental data. (right) sld profile obtained using
a three layer model (head/tails/heads) for the supported lipid membrane.

2 We note that almost the same formalism can be used for the case of x-ray reflectivity with a change having to
do with the replacement of sld’s by electron densities. In the present chapter we will focus on neutron reflectivity
since for the study of biological systems, despite it’s lower resolution, presents some unique advantages related to
the ability to vary contrast and also the possibilities to study ”buried” interfaces due to the generally low absorption
of neutron by most materials.
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In Fig. 9 (left), we present two experimental reflectivity curves corresponding to a) a pure Sil-
icon/ heavy water interface and b) to the same interface after the formation of a supported
1,2-dihexadecanoyl-sn-glycero-3-phosphocholine (DPPC) phospholipid membrane on the sub-
strate. It can be seen that the Si/D2O curve, expect from the small total reflection plateau at
low-Q, follows a quasi Q−4 (Fresnel) behaviour 3. Upon the formation of the DPPC membrane,
we observe that the appearance of a characteristic ”Kiessig fringe” related to the presence of a
bilayer membrane ”floating” above the substrate and especially to its high contrast hydrocarbon
core relative to D2O.

By modelling the interface using 5 layers as silicon oxide / hydration layer / hydrophilic lipid
heads / hydrophobic lipids tails (hydrocarbon core) / hydrophilic lipid heads, we may use equa-
tions (11) - (14) for calculating the expected reflectivity of the model and by a proper minimi-
sation procedure find the model parameters that provide the best agreement with the acquired
experimental curves. Using such a priori information and also tabulated sld values for the dif-
ferent parts of the system we end with a pretty detailed sld profile of the interface (Fig. 9 (right))
which essentially reflects the structural details (thickness, roughness and surface coverage) of
the supported membrane.

As an example of the sensitivity of the technique, we showcase measurements of supported
lipid bilayers at two different temperatures (Fig. 10). It is well established that at a given
temperature a lipid bilayer can exist either in the gel (solid) or liquid (liquid-crystalline) state.
This phase behaviour is dominated by Van der Waals attractive interactions between lipid tails,
and is affected by the length and degree of hydrocarbon tail saturation. The two phase states are
associated with large differences in the overall fluidity and molecular packing. In the gel phase
it is expected that lipid tails are more ordered and membrane thickness is larger comparing to the
liquid state. The transition temperature for DPPC lipids is equal to Tm = 40.9◦C. In Fig. 10 we
clearly see that as we pass from T = 60◦C (fluid phase) to T = 20◦C the characteristic fringe
is shifted towards lower Q. This inverse-space shift signifies a thickening of the the membrane.
A fit of the curves with the above mentioned 5-layer model reveals (inset Fig. 10) a change
of overall membrane thickness from 47.7 Å to 57.8 Å, in line with theoretical predictions and
previous experimental studies.

Till now we have presented examples where only a single solvent contrast has been used and
it has to be noted that our ability to extract such detailed structural insight is also based on the
a priori information that is incorporated in the models used for the fit of the data. However
in many cases such information might not be available or very subtle structure details need to
be resolved. In such scenarios our ability to perform neutron reflectivity measurements using
multiple solvent contrasts (or the possibility to manipulate the contrast of parts of the system by
selective deuteration), provides the chance to decisively reduce the ambiguity of the determined
model parameters.

In practice this approach involves the exchange of the D2O/H2O ratio during a measurement.
In principle such a modification is not affecting the interfacial structure, the physicochemical
properties of the solvent remain largely the same and only the sld values of the hydrated parts
of the system are varied (in the present case this mainly concerns the small hydration layer
near the surface and the hydrophilic lipid head regions). Such a set of measurements for a

3 The small deviations from the Fresnel behaviour are due to the presence of a ≈ 1nm thick silicon oxide native
layer on the surface of Silicon.
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Fig. 10: Reflectivity curves and model fitting results (full lines) corresponding to the supported
DPPC bilayer at two different temperatures above and below Tm. In the inset the obtained sld
profiles from the fitting procedure are plotted.

supported DOPC phospholipid bilayer at three different contrasts can be seen is Fig. 11. Si-
multaneous fit of all three curves where structural parameters like thickness and roughness are
kept the same for every contrast and only the sld of hydrated parts is left to vary depending
on the sld of the bulk solvent, gives confidence about the validity of the obtained fitted pa-
rameters. This is especially true in cases where we want to probe the interaction of proteins,
small peptides or nanoparticles with supported lipid membranes. By acquiring measurements
at multiple contrasts we may answer questions about the penetration, additional hydration or
even destabilisation of membranes due to the presence of such molecules or particles.

Single zwitterionic lipid membranes that were discussed in the subchapter, probably constitute
the simplest membrane mimetic system. However there is an increasing number of published
works [18] where the complexity of supported membranes in neutron reflectivity studies is
augmented using multiple types of lipids, cholesterol or even total lipid extracts from living
cells [19], in an effort to better mimic the actual cell membrane. All this coupled with the
ability to manipulate the contrast of bio-molecules that interact with membranes like, peripheral
and integral membrane proteins, antimicrobial peptides and so forth, opens the road for many
exciting applications of neutron reflectivity at the interface between physics and biology.
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Fig. 11: Three different contrast reflectivity curves and model fitting results (full lines) corre-
sponding to a supported DOPC bilayer. In the inset the obtained sld profiles from the fitting
procedure are plotted.
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Introduction
In contrast to other neutron scattering methods, neutron imaging assesses structures and 
processes with real space resolution on macroscopic length scales [1,2]. In general neutron 
imaging utilizes the same neutron interactions with matter as used by scattering techniques. 
Hence, the same qualities of neutron radiation are exploited such as 

(i) good transmission for many materials, in particular structural materials, 
(ii) high sensitivity to some light elements and especially hydrogen, 
(iii) isotope sensitivity with an outstanding example amongst others being hydrogen and 

deuterium, enaling particularly contrast variation,
and last but not least 
(iv) the match of wavelength and energy in the thermal range with crystallographic 

distances and excitations
(v) the magnetic moment of the neutron providing sensitivity to magnetic fields and 

strcutures.

Correspondingly neutron imaging has a wide range of applications in particular for scientific 
problems and non-destructive testing where x-ray imaging fails and the above characteristics 
are required.

An outstanding example being extensive studies in material science and industrial 
research&development (R&D) in the first two decades of the millenium that helped enable 
market readiness of commercial fuel cells (Fig. 1)[3-6]. Here several of the above mentioned
advantages of neutrons are exploited. Neutrons penetrate the metallic casing of fuel cells, still 
being very sensitive to the water distribution, which can hence be probed in operando in real 
operational fuel cells. In order to understand the exchange of water in continuously wet areas 
of the cell Deuteration has been used, exploiting the isotope contrast. Lately even the use of 
polarized neutrons has been considered to simultaneously assess current flows within 
operational cells.

Fig. 1: In operando fuel cell studies mainly focussed on the water balance critical to the 
performance of fuel cells. The figure left gives an example of a through plane 
investigation of a full blown fuel cell in operation, displaying on the first glance the 
distribution of the produced water in the gas supply channels; More details with high 
spatial resolution are shown in the in-plane images in the middle, displaying 
individual channels as well as the membranes and gas diffusion layers in between; 
Finally on the right hand side a quantification and modelling result deduced from 
studies utilizing H2O/D2O isotope contrast. It underlines further that the images 
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presented rarely are the results of a study but data at an intermediate reduction state 
finally serving quantitative measurements and modelling. In the specific case it has 
been found that at higher load the water management cannot be described anymore 
by a simple two phase flow model, but a discrete, eruptive transport model had to be 
developed based on the data; 

Latest since the introduction of digital detectors for neutron imaging, one has to distinguish 
between different fundamental imaging modes with respect to the resolved dimensions. While 
initially, when images where recorded on film, only 

- 2-dimensional projection imaging was available, the digital data recording enabled 
an extension first to 

- 3 dimensions, either 
(i) 3D tomographic volumes or 
(ii) time resolved imaging combining two spatial dimensions with the time 

dimension. Latest developments of acquisition technology enables 
- 4D imaging, namely time-resolved tomography, with latest reports having 3 sec time 

resolution for full 3D tomographies, enabling to observe processes real time in 3 
dimensions.

- Taking into account techniques reconstructing 3D vector fields, the dimensionality of 
resulting data volumes is meanwhile ranging up to 6D and beyond.

Currenlty best resolutions achieved range down to below 5 µm in 2D imaging and around 10 
µm in 3D imaging. Best time resolutions provide movies of processes with around 1000 
frames per second, and in so-called strobo-kinetic measurements, that image repetitive 
processes avergaing over a number of cycles, time resolution in the microsecond range are 
reported. Time resolved tomographies have been performed with below 10 seconds per 
tomography and spatial resolutions then ranging at few 100 µm. Note that spatial resolution 
is not to be confused with pixel resolution. In the ideal case the spatial resolution, which is 
defined as the full width at half maximum (FWHM) of the pointspread or at 10% modulation 
transfer in the reciprocal unit of line pairs per length, is at bbest twice the actual pixel size.

1 Neutron Imaging – Spatial Resolution
A general imaging experiment requires both, spatial resolution and contrast. While we will 
deal with the different contrast mechanisms in the next section, here we shall focus on spatial 
resolution. 

Contrary to the wide spread believe that the spatial resolution capability of neutron imaging 
builds upon a highly collimated low divergence beam, state-of-the-art neutron imaging 
instruments utilize highly divergent beams for efficient imaging of large objects. This 
misconception is largely based on the fundamental difference, that other methods view the 
beam as an integrated entity described by overall parameters like wavelength, wavelength 
spread, polarisation, divergence etc. This is justified by the nature of these measurements 
integrating parameters over the whole probed area, respectively volume. This is 
fundamentally different in imaging with instantaneous spatial resolution (in contrast to 
scanning methods). To provide an example of this issue, we consider the use of a velocity 
selector for scattering and imaging. The specification of such devices has it, that the beam 
divergence has an impact on the wavelength resolution provided. This is due to the geometry 
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of the functional components, basically absorbing radial lamella mounted prallel on a rotation 
axis, which itself is parallel to the beam. The lamellas are twisted such to enable passage of a 
specific velocity of neutrons at a certain operation frequency. Obviously the geometry for 
passage is optimized for a specific beam direction and hence differs for neutrons with angular 
deviations, which is adding to the wavelength spread of neutrons passing. While the specified
wavelength resolution describes the conditions sufficiently for an integrated assessment of the 
beam, the divergence dependence leads to lateral shift of the central wavelength over a 
spatially extended beam at the detector, where the spatial extension is based on the initial 
divergence at the upstream velocity selector device. As a consequence, the local wavelength 
resolution on an imaging detector might have a better wavelength definition, but the nominal 
wavelength will shift laterally across the image. Hence, local beam parameters have to be 
evaluated on the imaging detector rather than the overall, in this case, wavelength and 
wavelength resolution of the whole beam.

1.1 Spatial resolution - Geometry

Without the availability of sufficient lenses for neutrons the spatial resolution capability of 
neutron imaging is limited by the applied pinhole camera approach (Fig. 2)[1]. In analogy to 
the camera obscura technique, but adapted to transmission imaging, the resolution capability 
is determined by a pinhole D on the radiation source side, the distance L from there to the 
sample and the distance l from the sample to the detector. The ratio L/D is referred to as the 
collimation ratio, which defines the divergence of the neutron beam at a point in the sample 
and hence the principle intrinsic resolution limitation, because the image blur d introduced by 
this geometry will depend only on the L/D ratio and the sample to detector distance l of 
individual measurements.

d = l/(L/D). (1)

Fig. 2 Schematic of the pinnhole imaging geometry of neutron imaging (left) and the 
analogy to the camera obscura principle (right); (red dots denote geometrical image blur)

From this it is obvious, that the most important measure to optimize results is to place 
samples always as close as possible to the detector, to minnimize the introduced image blur 
independent of other instrument parameters. Any other measure to improve the resolution 
capability in this geometry is a trade with instrument performance in terms of neutron flux.
The parameters left to tune are the pinhole size D and the distance L, where modern 
instruments offer a variation of both within reasonable limitations. However, these impact the 
available flux density, as both the reduction of D and the increase L, while leading to 
improved resolution capabilities, lead to a reciprocal flux density decrease scaling with the 
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square of the collimation improvement, as can be seen easily, because they both impact 2 
dimensions equally (note: flux density).

To further illustrate the limitations met in this respect, let’s consider in an otherwise 
optimized set-up the attempt to improve resolution by a factor of two (in both dimensions, 
indeed!). Increasing L/D accordingly implies a flux density loss of a factor of four as 
discussed above. However, also the effective pixel size in the detection has to be reduced 
reciprocally by a factor of two, which is another factor of four in area. Hence, to achieve the 
same statistical significance an improvement of the resolution by a factor of two implies an 
increase in the required exposure by a factor of 16(!), i.e. more than an order of magnitude,
which is not yet taking into account efficiency losses in the scintillator, when increasing the 
resolution requires optimizing the scintillator of a state-of-the-art detector. This has to be set 
in relation to maximum flux densities of the order of 108 n/cm2/s achieved in the best state-of-
the-art instruments. 

Different approaches of overcoming this situation with neutron focussing devices (lenses) are
discussed continuously and recently in particular an approach utilizing so-called Wolter 
Optics is considered by some to have significant potential for imaging applications [7].
However, to date no significant and reliable gains could be demonstrated and achieved, which 
would represent a distinct and broad relevance in the field.

1.2 Spatial resolution - Detector

Spatial resolution indeed depends intrinsically also on the ability of spatial detection 
resolution. With the flux limitations implied by spatial resolution of imaging outlined above, 
it must appear obvious that not only the spatial resolution capability, but with it also the 
efficiency of detection plays a crucial role for detectors and detection technology (Fig. 3).

The most utilized standard detector technology for neutron imaging is the scintillator/camera 
detector [1]. The advantages of this system compared to other digital detectors like e.g.
amorphous silicon flat panels or microchannel plate(MCP)/medipix detectors [8] are the high 
quantum efficiency and particularly the high flexibility in trading spatial resolution and field 
of view (FOV) (Fig. 3), which are related to each other with respect to the total pixel number 
of the utilized camera chip. The detector system generally consists of a custom designed light
tight box including a window covered by a specific scintillator, a mirror deflecting the light 
perpendicular out of the direct neutron beam towards the light optics and camera. Light optics 
(mostly commercial photographic lens systems), camera and scintillator can be exchanged 
straightforwardly according to the specific needs of individual measurements. Fields of view 
can vary within a range of about 0.5 x 0.5 m2 to below 5 x 5 mm2, corresponding effective 
pixel sizes from about 500 x 500 µm2 to 1.5 x 1.5 µm2. Scintillators of different sizes, 
thicknesses and materials can be attached. In general higher resolution requires thinner 
scintillator screens, with correspondingly opposite effects on efficiency and resolution 
capability (thicker scintillator screens imply up to a certain limit higher efficiency (detection 
probability), but also stronger blurring of the light output).

The main scintillator screen materials used are: LiF/ZnS where LiF acts as converter and ZnS 
as actual scintillation material for the secondary radiation from the capture by Li. Often the 
ZnS is doped, e.g. by Ag, to shift the wavelength of the emitted light to the range of the 
highest sensitivity of the used sensor chip. Mainly for high resolution also GADOX (Gd2O2S
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– Gadulinium Oxysulfide) is used, which provides a higher capture probability essential for 
the thin screens for high resolution. The lower light output per neutron capture can even be an 
advantage for signal quality in the limit of low count rates. For extreme spatial resolutions 
(best currently in standard operation < 5 µm) even scintillators of isotope enriched 157Gd have 
been developed and are utilized [9].

Fig. 3 Example of scintillator/camera imaging detector suite for various spatial 
resolution versus field-of-view requirements at NIAG at PSI, as well as an overview of 
utilized neutron imaging detectors in the context of spatial and temporal resolution;

Cameras utilized in neutron imaging feature CCD and CMOS technology with 1024 x 1024 
up to 4096 x 4096 pixels. These are generally cooled in operation through air, water or Peltier 
cooling in order to enable low electronic noise. The choice of camera depends mainly on
resolution, noise and exposure time consideration. These cameras are combined with state-of-
the-art photographic optics, mostly focal lengths of about 50 mm and 100 mm are in use for 
large field of view and high resolution, respectively. For extreme resolutions more dedicated 
scientific optics enabling high light efficiency at high resolution are utilised [10,11].

In general the image detected by a camera detector Id(x,y) is affected by intrinsic detector 
noise Idc, dominated by the dark current or read-out noise. An initial image correction is 
hennce simple background correction with an image Idc recorded with closed shutters 
according to I(x,z)= Id(x,z)- Idc(x,z).

Alternative detector solutions convey, but are not limited to, flat panel detectors, which 
provide digital images on relatively large fields of view, however, with limited resolution in 
the range of 100 µm, MCP/medipix detectors which provide resolutions down to around 10 
µm, however with limited fields-of-view (FOV) of only around 10 cm2 (Fig. 3). For some 
applications also film is used for image detection still, providing a unique combination of 
large fields of view and high spatial resolution, however, digitisation is tidious and prohibits 
time resolved and tomographic studies. Currently there is a large numer of imaging detector 
devlopments on the way, triggered mainly by the need for imaging detectors capable of time-
of-flight resolution at pulsed neutron sources. In this endeavor the MCP/timepix detector can 
currently be regarded the benchmark, with some limitations, however, in FOV, count rate 
capability with respect to the last generation of spallation sources and long term stability for 
quantitative annalyses. 
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1.3 Three-dimensional spatial resolution - Tomography

Three dimensional spatial resolution of the internal structure of an object requires a 
tomographic approach. In general for measurements this implies that a significant number of 
projection images have to be recorded on an angular range of at least 180 degrees. In order to 
match the spatial resolution d achieved in the two dimensional transmission images, referred 
to as radiographies, the number of projections n required depends on the maximum radius of 
the object R with 

n = (R/d)π/2 (2)

The principle equation to retrieve cross section information from projections was derived by 
J. Radon [12] at the beginning of the 20th century. The basic transformation of a parallel beam 
tomography is, hence, named Radon transformation and written as

(3)

Here f(x,y) is the two dimensional function representing a slice of the sample which is 
projected into a number of one-dimensional functions I(t) at specific projection angles θ, with 
δD being the Dirac Delta function. Just like the equation and the term tomography implies 
three dimensional reconstructions are here based on stacking the reconstruction of two 
dimensional cross-sectional slices retrieved from the one-dimensional projection functions 
represented by single lines in the projection images, parametrized with t, while x and y are in 
the coordinate system of the sample.

To reconstruct the cross section f(x,y) one can explore a large number of paths. The simplest 
and most straight forward analytical reconstruction is direct backprojection as depicted in Fig. 
4, left. In the simple backprojection, the intensities of the measured functions are smeared 
back onto a pixelated cross section according to their projection angle corresponding to

(4)

Figure 4 illustrates, how adding a growing number of projections improves the reconstruction 
f’(x,y) of the slice. However, the right figure demonstrates more clearly the bias introduced 
through this simple approach particularly through the incomplete discrete sampling. The most 
applied reconstruction is hence a filtered backprojection algorithm. It correspondingly utilizes
a filter in addition in order to even out the higher density in the center of the image as 
compared to the edges. The filter is applied in the frequency domain based on the Fourier
slice theorem and in its most basic form has the shape |ω| where the Fourier transform reads 

(5)

and the filter is applied to the Fourier transformed projection as
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(6)

which enables the backprojection of the filtered projection through

(7)

A comparison of results of a simple shape with and without filtered back projection is shown 
in Fig. 4 on the right hand side and clearly underlines the requirement for filtering. In reality a 
number of different filters are used and are available in a wide range of reconstruction 
programs, commercially as well as freeware [13].

Fig 4 Schematic illustration of the simple backprojection principle and on the right 
hand side a comparison of a corresponding result with the result of the broadly utilized 
filtered backprojection reconstruction for a slice of an object with a squared cross section; 

However, reconstruction can be done in many ways particularly also through iterative 
algorithms, which are especially useful for limited data sets and limited data quality. In 
addition, different beam conditions, such as cone beam geometries or the spatial resolved 
reconstruction of different parameters require different approaches and a departure from some 
of the fundamental concepts utilized here. This would be the case e.g. for the reconstruction 
of vectorial entities instead of scalars. In addition, strictly considered, neutron imaging 
experiments rather use conic beams, where the independent slice approach is not fully 
supported. However, within the spatial resolutions utilized normally the parallel beam proves 
generally a sufficient approximation.

2 Neutron Imaging - Contrast

The second indispensible ingredient for imaging, besides the spatial resolution, is contrast.
Here the picture changed significantly within the past one or two decades, adding contrast 
modalities far beyond the conventional wavelength integrated neutron attenuation [1,14-16].
The basic concepts of contrast with neutrons will, however, be outlined along the lines of this 
conventional, initial and still dominating contrast modality, which lends its strengths from the 
most unique characteristics of neutron radiation. It has to be noted that referring here to 
neutron radiation shall be restricted to the range of thermal and cold neutrons. This does not 
mean that other regimes, especially of higher energy neutrons are not utilized for imaging. 
They are. And higher energies even increase the material volumes that can be penetrated, 
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however, in turn the resolution and particularly the detector efficiency suffer severely. 
Nevertheless, beyond the mainstream useful applications have also been demonstrated, most 
notably lately element, isotope and temperature sensitive neutron imaging utilizing resonance 
absorption [17].

The unique fundamental features of neutron radiation outlined in the introduction imply their 
value for application in radiographic imaging despite the issues with focussing, flux and 
spatial resolution stressed in the previous section. The specific characteristics of neutrons in 
the interaction with matter play a key role in the application of neutron imaging (just as much 
as in scattering) and most of them are key drivers for conventional attenuation contrast 
imaging as well, as is illustrated also in Fig. 5.

Fig. 5 left hand side: comparison of neutron attenuation contrast with x-rays and 
gamma rays of certain energies; the scattered contrast and significant differences between 



F1.10 M. Strobl 

elements close in the periodic tabble in contrast to photons is illustrated; right hand side 
from left to right and top to bottom: attenuation contrast neuton image of cultural heritage 
object utilizing the ability of neutrons to transmit the metallic sculpture and still being 
highly sensitive to hydrogeneous organic material inside, enabling their non-destructive 
study; dark-field contrast neutron tomography displaying the magnetic domain network in 
the bulk of an FeNi crystal, where it is not amenabble by any other technique [18];
attenuation contrast neutron image of a whole BMW motor block, with neutrons still 
being sennsitive to the oil distribution inside; two slices of a time resolved attenuation 
contrast neutron imaging study utilizing D2O/H2O contrast to study the wateruptake of a 
plant; study of the interactions in a root-soil-water system through bi-modal simultaneous 
neutron and x-ray tomography, where the x-rays better resolve the soil structure, while 
neutrons provide better contrast for water and root; diffraction contrast neutron image 
providing a through plane strain map around a cold expanded hole of 1 cm diameter in 
steel [19]; 

In order to correctly detect an image I(x,z) based on the contrast provided by the sample the 
measured image Im(x,z) has to be background corrected by an image Ibg(x,z) and normalized 
by the incident beam profile measured as I0(x,z), according to 

I(x,z) = (Im(x,z)- Ibg(x,z))/(I0(x,z)- Ibg(x,z))  (8)

Note that I0(x,z) does not always have to be an open beam, or so-called flat-field image, but 
e.g. when observing changes over time, it can be very useful to normalize with the image of 
the initial state at time t = 0 (compare images Fig. 5 mid row, right hand side). Note further, 
that the background image can contain a significant number of constituents, starting from the 
discussed detector read-out noise and might even contain biasing contributions from the 
sample itself. Correction strategies in particular for measurements requiring an extensive level 
of quantification are not limited to simple or more sophisticated measurements, but are 
sometimes including complex correction algorithms [20]. 
(In the following sections in equations, image notation will assume background not further 
relevant and will be simplyfied accordingly, if not locally stated differently.)

2.1 Attenuation contrast

s

s

Attenuation is often wrongly referred to as absorption in imaging. However, in particular in 
cold and thermal neutron imaging scattering contributions are in many cases dominating the 
measured attenuation contrast. The entity providing contrast and hence measured is referred to 
as the linear attenuation coefficient µ = Νσ tot = N (σ a+σ ) and correspondingly is based on 
the total microscopic cross section σ tot, which is the sum of the microscopic absorption σ a
and scattering cross section σ . With N being the particle density the linear attenuation 
coefficeint has the unit of a length, generally given in cm-1. Therefore the total contrast 
measured with respect to the incident beam depends also on the material thickness and the 
equation constituting an image is a two dimennsional version of the Beer Lambert law 

(9)
and consequently the relevant projection image will rather read 
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(10)

A number of example images as well as contrast to be expected for different elements are 
displayed in figure 5. However, only one 3D example is shown, only four out of the six
images are conventional attenuation contrast images and the data presented is more or less 
heavily processed. Apart from the introduced backgrounnd correction, in many cases imaging 
data requires further processing through filtering as it is affected e.g. by Poisson noise in the 
counting statistics, and e.g. tomographic reconstruction can amplify biases. Sophisticated 
filtering operation are hence often key for good results but operate at the edge of resolution 
diluation and bias. Fig. 6 nicely illustrates differennt filter attempts and a successful filter 
operation on a tomographic slice (Fig. 6 left).

Fig. 6 Initial image quality and filtered result in a tomographic slice of a diesel 
particulate filter ob the left; various image filtering examples for initial images of 
different statistical quality;

In general the images produced and presented here are, however, still intermediate results, and 
processing to get these can be regarded data reduction processes, but the actual analyses is 
still to come. In contrast to scattering techniques, which continuously produce similar results 
and data sets, which are fitted with similar models, always looking at the same kind of 
problem, the situation is significantly different in imaging, where depending on the image and 
sample, the features to be extracted from conventional attenuation contrast images can be as 
different as the identification of a single failure in a component in non-destructive testing, to 
detailed structural analyses and modelling of processes in material science similar to any 
other material science characterisation technique, including neutron scattering (compare Fig. 
1).

However, the application of a broad spectrum in favor of a high flux for high resolution 
imaging implies potential bias to quantification based on the attenuation coefficient. The 
energy dependence of µ(x,y,z,E) does not only imply that the applied energy spectrum has to 
be taken into account in any quantification of the attenuation coefficient distribution, but also, 
that significant variations with the energy can lead to effects similar to what is known as beam 
hardening in x-ray imaging, were penetration increases toward harder, higher energy, 
radiation. In imaging with neutrons in the thermal and in particular cold energy range, a very 
peculiar wavelength dependence (in modern neutron imaging the characterisation by 
wavelength replaces the characterisation through energy) characterizes the transmission 
spectra of crystalline materials (with high coherent scattering cross sections). Applying 
wavelength resolved imaging, this specific diffraction related feature can be exploited in what 
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is refered to as diffraction contrast [14]. Eventually, it makes imaging kind of just another 
scattering technique (Fig. 7 right), but operating with intirnsic real space resolution.

2.2 Diffraction contrast – Bragg edges 

Recalling that the attenuation contrast is based on the sum of the absorption and scattering 
cross sections it is worthwhile particularly for crystalline materials to have a closer look into 
the contributions to the scattering cross section for cold and thermal neutrons (Fig. 7). The 
scattering cross section can further be broken down according to different interaction 
characteristics into coherent and incoherent as well as into elastic and inelastic contributions 
providing the options of coeherent elastic (Fig. 7 black) and coherent inelastic (Fig. 7 red) as 
well as incoherent elastic and incoherent inelastic scattering (Fig. 7 green and blue)
contributions. 

Fig. 7 Different contributions to the total neutron cross section (magenta) depending 
on neutron wavelength focussing on the cold and thermal energy range, using Fe as an 
example with a dominating part of coherent elastic (Bragg) scattering (black line); mid 
schematic together with left hand side graph illustrate the principle of the Bragg edges in 
the cross section; right hand side: scattering versus absorption contributions for four 
important metallic materials;

Fig. 7 left side depicts the individual contributions for iron, and it can be seen that in this case 
the coherent elastic cross section, through the distinct Bragg scattering, dominates the 
attenuation in the thermal and cold range up to around 4 Å. The turquoise line representing 
the absortion cross section is dominating beyond this point with a linear growing tendency 
with increasing wavelength (decreasing energy), while the mangenta line is the sum of all 
contributions. The coherent elastic Bragg scattering induces a distinct pattern characterised by
well defined Bragg edges. The middle figure 7 is to illustrate the principle causing the Bragg 
edge pattern. At a specific hkl lattice plane family neutrons of a certain wavelength can 
deflect only at certain orientations of the lattice to the beam according to Bragg’s law

λ = 2dhkl sinθ           (11)

which implies that above a certain wavelength λ = 2dhkl where the Bragg angle is θ=π/2 no 
more Bragg scattering can take place for wavelengths longer than two times the specific 
lattice distance dhkl, and hence the transmission increases steeply beyond that point in the 
spectrum.
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This, however, implies, that there is significant crystallographic information encoded in the 
transmission spectra, which can be exploited with spatial resolution through wavelength 
resolved attenuation contrast imaging, providing diffraction contrast [14].

Instrumental attempts to do so are manifold. At continuous sources velocity selctors and 
double crystal monochromators are utilized for low (around dλ/λ 10%) and medium (around 
dλ/λ 3%) wavelength resolution in conventional imaging instruments, respectively. The 
utilisation of time-of-flight for imaging has been explored at conntinuous and pulsed sources, 
at the latter in particular for high wavelength resolutions dλ/λ below 1%.

Applications convey quantitative investigations of phase fractions and phase transformation 
with 2D and 3D spatial resolution as well as strain mapping with latest attempts proving the 
principle feasibility of strain tomography. In addition, spatial varitions of texture can be 
visualised and grain size analyses has been attempted. In Fig. 5 in the bottom right corner the 
first successfully measured strain map around a cold expanded hole (10mm diameter) in an 
12mm thick ferritic steel plate is presented. The grey scale is spread from strains below 0 
being white and above 900 microstrain being black [19].
Strains and phases can be evaluated particularly for powder like samples with random grain 
orientations. Strains are characterized by small shifts of Bragg edges. To measure such, good 
wavelength resolution is required. This resolution can be relaxed for phases, which can be 
quantified based on edge heights. Measurements of two discrete wavelengths, sometimes 
even a single monochromatic measurement, are hence sufficient for the latter, while the edge 
analyses for strain requires detailed sampling of edges. In the case of texture the distinct 
Bragg edge pattern characteristic of a crystal structure vanishes depending on the degree of
texture as can be seen in the middel graph in Fig. 8 top. Finally very large grains, within the 
spatial resolution of the imaging set-up (around 100 µm), show the signature of discrete 
Bragg peaks rather than a Bragg edge structure. These patterns (Fig. 8 top right) can be used 
in tomographic approaches to reconstruct the grain network and morphology of a sample (Fig. 
8 bottom right) [21].
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Fig. 8 Top: transmission spectra illustrating 3 distinct cases of powder like random 
oriented small grained crystallic samples, similar but textured samples and with grain 
sizes within the range of direct spatial resolution of the imaging set-up annd hence limited 
number of grains; Bottom: application examples convey mapping of crystalline phases 
(here mix of α and γ phase in steel in 3D), varying grain structure in a weld of rolled steel 
and single grains in an Fe sample reconstructed tomographically [21];

2.3 Dark-field contrast – Small angle scattering

Dark-field contrast can be achieved, when an imaging set-up is sensitive to small angle 
scattering. Nowadays this is realized through spatial modulation of the full extended beam 
utilized for imaging [15]. Spatially resolved small angle scattering is then detected by local 
losses of the modulation visibility V [22], which is defined as 

V=(Imax-Imin)/(Imax+Imin)   (12)

Different approaches exist to induce and detect spatial beam modulation and in particular its 
visibility [15]. The utilized modulation period p has a key influence on the scattering vector 
range probed and whether it is ranging in the ultra-small, very-small or small angle scattering 
range [15,23]. Tthe smallest modulations are produced in the micrometer range and are hence 
beyond the spatial resolution of the imaging set-up. Therefore such modulations have to be 
measured and analysed within every individual pixel. This is normally achieved with analyser 
gratings with the period of the modulation, and a scan of these enables the step-wise 
visualistation of the modulation in each pixel. If the modulation is spatially resolved, then it is 
superimposed to the attenuation image, and the spatial resolution of the small angle scattering 
information is limited by the modulation period [24].
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Micrometer sized modulation periods are realized with Talbot-Lau grating interferometers, 
and larger periods e.g. in so-called far-field grating interferometers, using Moire fringes and 
even Spin-Echo devices [15,24].

Even applications not quantifying the small angle scatter signal have proven very use- and 
successful not only to detect structural variation but in particular magnetic domain walls, 
which can be directly visualized. Fig. 5 top right shows the first ever observation of bulk 
magnetic domains through the application of dark-field contrast neutron tomography [18].

Fig. 9 left: magnetic domain walls in GOSS oriented steel used in transformers [25],
mid to right: height resolved different phases in a system of mircospheres diluted in an 
H2O/D2O mixture and forming a crytal-like phase when sedimenting on the bottom of the 
imaged cuvette [26];

However, dark-field contrast is also suited to quantify small angle scattering and hence 
structures in the micro- to nanometer regime, beyond direct spatial resolution of neutron 
imaging. The particular correlation length ξ probed in a measurement can be described as [23]

ξ=λLs/p (13)

and hence depends apart from the period p also on the utilized wavelength and the sample to 
detector/analyser grating distance Ls. When the period is fixed (like in grating set-ups in 
contrast to magnetic set-ups in spin-echo) the wavelength and to some extend the distance
(note, with corresponding impact on spatial image resolution) are appropriate parameters to 
alter ξ in order to scan a specific correlation length range. Correlation length ranges beyond 
one order of magnitude have been reported within boundaries of some 10 nm up to nearly 10 
µm [15].

Small angle scattering structures can pixel-wise or within the spatial resolution of the image 
be characterised due to the relation [23]

(14)

Here V0 is the visibility of the modulation without sample, Σs is the small angle scattering 
cross section based on the scattering length density contrast of the materials and the density of 



F1.16 M. Strobl

the scattering structures as well as the wavelenth square. G(ξ) a projected real space 
correlation function of the scattering structure containing the morphology information [23].
Note that this correlation function is reduced to one dimension according to the currenntly 
used modulation techniques being sensitive in one dimension only, comparable to slit-
smeared small angle instruments. In contrast to small angle scattering instruments, here 
measurements remain in real space, because the modulation technique constitutes a 
backprojection from Fourier to real space according to [23]

(15)

where S(q) is the small angle scattering function and q the modulus of the scattering vector.

Applications are in the study of structures and structural developments which are not 
homogeneous throughout the sample volume as required in conventional SANS. Fig. 9
provides a few examples of dark-field contrast imaging, including one exploiting the spatial 
resolved quantitative SANS evaluation.

2.4 Polarisation contrast – Spin precession

The sensitivity of neutrons to magnetic fields and structures is one of the main applications in 
neutron science and in particular neutron scattering. However, this specific feature can also be 
exploited in spatially resolved polarized neutron imaging studies in the macroscopic domain
[16, 27]. While examples have already been shown with respect to dark-field contrast, 
polarisation contrast utilizes polarisation analyses and spin precession in order to visualize 
and analyse magnetic structures and fields. The basic principle of polarized neutron imaging 
builts on the Larmor precession of the neutron spin when traversing a magnetic field.

Fig. 10 left: Curie temperature mapping through depolarisation imaging, providing 
3D maps of the already ferromagnetic parts of a sample at a certain temperature [16]; mid 
top: 3D reconstrcution of magnetic field areas trapped in a lead superconductor close to 
the critical temperature [27]; mid bottom: straightforward polarized neutron radiography 
of the field of a dipol magnet [28] and right hand side: a result of the first 3D magnetic 
field reconstruction from a polarimetric neutron tomography (color indicates field 
strength)[29];

The spin precession of the polarisation vector P around a magnetic field vector B can be 
expressed by
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(16)

and hence the accumulated rotation angle

(17)

where  γ = -4πµ/h = 1.832 108 rad/s/T being the gyromagnetic factor of the neutron, with h 
being the Planck constant. v denotes the velocity of the neutron and m its mass. Utilizing a 
polarized incident beam and a polarisation analyser between sample and detector and for 
illustration assuming a magnetic field perpendicular to the polarisation of the beam the signal 
in the resulting image can be described by

(18)

and when normalised for the attenuation simply

(19)

This enables a visualisation, but a quantification only for simple cases, sufficient a priori 
knowledge or significant field modelling efforts. Nevertheless the detection of magnetic field 
variations in the bulk of materials, where it is not amenable to any other technique has proven 
useful. In addition, more complex techniques have developed and meanwhile the 3D 
reconstruction of magnetic vector fields has become possible. Also simple implementations, 
not striving for reconstructing the field distribution but to detect e.g. the phase transition from 
paramagnetic to ferromagnetic at the Curie temperature simply probing depolarisation turned 
out interesting for numerous applications as well. Fig. 10 provides examples of different 
complexity and applications.
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1 Introduction

Nowadays the study of electronic and chemical states in modern condensed matter physics is
largely based on a versatile portfolio of spectroscopies employing excitations with photons. A
powerful toolbox of available photon sources covers a broad range of wavelengths from the
infrared to the hard x-ray regime, and allows one to choose well-defined polarization states and
time structures even down to the femtosecond level. We can distinguish two main classes of
spectroscopies: (i) photon-in/photon-out and (ii) photon-in/electron-out approaches. The first
class particularly contains photoabsorption spectroscopy, which probes the empty electronic
states in a solid. The second class contains photoelectron spectroscopy, the tool of choice
to address occupied electronic states. These techniques permit access to a very wide variety
of materials and their electronic structure and chemical behavior. Consequently, there is an
enormous wealth of results and interesting examples on different systems available, which are
well worth being discussed. For good reasons, this lecture must focus on a few essential aspects
and a very personal selection of examples. For an in-depth study of photon-based spectroscopies
and phenomena studied by them, the reader is referred to a number of excellent textbooks and
review articles covering this field [1–6].

2 Principles of Photoexcitation

The common basis of all photon-based spectroscopies is the interaction of the photon with the
electrons in a solid, a molecule, or even an atom. In order to derive the details of the excitation
process caused by the photon we need to look at the electronic structure first. The electronic
structure of a solid can be calculated – in principle – by solving a Schrödinger (nonrelativistic
approximation) or Dirac equation (relativistic interactions included) for the respective lattice
structure. For most metallic systems with weak electronic correlations, i.e. being close to the
limit of a homogeneous electron gas, a quite successful description has been achieved within the
framework of density functional theory (DFT) using the local density (LDA) or more general
local spin density approximations (LSDA) for the exchange-correlation potential [7]. In order
to discuss the salient features of the photoexcitation process, we will first adopt this effective
single-particle picture, although we are well aware of the fact that it has shortcomings capturing
electronic correlations properly.

2.1 Ground state electronic structure

One important result of the theoretical treatment is that the quantum mechanical wave function
describing an electronic state in the solid depends on the symmetries of the Hamiltonian (e.g.
lattice symmetries, inversion symmetry, time reversal symmetry, etc.) and for reasons of com-
pleteness must include also the electron spin. In the single particle picture the Hamiltonian can
be written as

([
1
2m

(
p− e

c
A
)2

+ eV (r)
]
+ i e�

4m2c2
E · p− e2�

2mc
σ ·B−

− e�
4m2c2

σ · (E× p)± eV ↑↓
exc(r)

)
φ = Enls(k)φ.

(1)
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Fig. 1: Simplified picture of an electronic
structure in a metallic solid in terms of the
density of states N(E). The electronic
states are filled up to the Fermi level,
which lies in the valence band. Above
the valence band the electronic states are
empty. At higher binding energies EB one
finds localized core electrons leading to
sharp levels in N(E). Electrons can only
leave the crystal, if they are excited above
the vacuum level, the minimum energy
necessary refers to the Fermi level and is
called work function Φ0. After [3].

with φ and Enls(k) denoting the single electron wave function and energy eigenvalue, respective-
ly. The terms in square brackets in eq. 2.1 represent the Hamiltonian of a system subjected to an
electromagnetic field (vector potential A). This part contains all crystalline symmetries through
the potential V (r). The Darwin term (∼ E · p) may be understood as a relativistic correction
to the electron energy. The fourth term contains the interaction of the spins – described by
the Pauli spin matrices σ – with an external magnetic field B. The last two terms contain the
spin-dependent interactions through spin-orbit coupling and the exchange-correlation potential
V ↑↓
exc(r). The latter is responsible for the formation of spontaneously ordered magnetic states

in solids. All spin-dependent terms in the Hamiltonian tend to reduce the symmetry of the
system in one way or the other, leading to the splitting and hybridization of degenerate states.
A full set of energy eigenvalues obtained from the DFT treatment forms a band or valence
electronic structure En(k) of the solid with the band index n and the electron wave vector k.
The wave functions are Bloch functions and are further classified by the orbital momentum
quantum number � and the spin quantum number s. Formally, the respective states may be
written as |n, �,k, s〉 with their energy eigenstates Enls(k). Another important quantity derived
from the valence electronic structure is the density of states (DOS) N(E), which is obtained by
summing up all electronic states for a given binding energy E. The example in Fig. 1 displays
the simplified case of a single nearly-free electron-like band, which leads to a parabolic DOS.
In realistic cases the DOS is highly structured [8].

In addition to this valence electronic states comprising delocalized electrons, the full electronic
structure of a solid also contains atomic-like localized core levels at higher binding energies
EB � 30 eV (the binding energy is referred to the Fermi energy, i.e. EB = 0 at EF ). In the
ground state, the core states are completely occupied, whereas the valence states are occupied
up to the Fermi energy EF in the case of metals. Above EF the electronic states are empty. As
a consequence, the Fermi level separates the density of states N(E) into an occupied and an
empty part.

In semiconductors and insulators the Fermi level lies in a band gap and the intrinsic bulk states
are occupied only up to the valence band edge in the undoped case. At semiconductors band
bending and surface photovoltage phenomena occur, which complicate the intepretation of
photoemission results from semiconductors [9].
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Fig. 2: (a) Schematics of the photoexcitation process determining photoabsorption
spectroscopies. (b) Photoexcitation process resulting in photoelectron emission.

2.2 Electronic transitions

Irradiating such an electronic system with photons of a given energy hν will excite (photo)-
electrons from occupied into unoccupied states in the electronic structure, generally resulting
in a reduction of the photons transmitted through the sample. If the unoccupied states are
located below the vacuum level Evac the excited photoelectrons will remain in the solid (Fig. 2a).
However, there may be secondary processes, which generate a cascade of secondary electrons
leaving the crystal. This secondary electron yield is a measure of the absorption (see Chapt. 3).
Since the occupied state is usually a core level, the absorption spectra, which are recorded as a
function of photon energy hν contain chemical information. At the same time this absorption
spectroscopy probes the unoccupied density of states.

If the transition takes the photoelectrons above Evac, they can leave the crystal and can be
measured by an electron spectrometer placed in front of the sample (Fig. 2b). The spectra are
usually recorded for a well-defined photon energy as a function of kinetic energy Ekin and
momentum vector k of the photoelectrons and yield characteristic signatures of the occupied
valence electronic states and/or the core levels.

The quantum mechanical essence of the photoexcitation process is captured in Fermi’s Golden
Rule, which describes the transition probability between two electronic levels |i〉 and |f〉 with
binding energies Ei and Ef , respectively:
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Pi→f =
2π

�
|〈f | O |i〉|2 δ(Ef − Ei − hν) (2)

In the simplest approach, the two levels |i〉 and |f〉 may be taken from the ground state electronic
structure of the solid – which neglects the role of electronic correlations in the excitation
process, as we will see below. The most important quantity in eq. (2) is the transition matrix
element

Mfi = 〈f | O |i〉 (3)

which essentially depends on the symmetries of the electronic wave functions and the photonic
operator O, whereas the delta function ensures energy conservation in the excitation process.
For low photon flux densities the operator O can be treated within linear response theory and
takes the form

Mfi =
−e

mc
〈f |A(r) · p |i〉 (4)

with A(r) the vector potential of the electromagnetic field and p the momentum operator.
It is usually assumed that the wavelength of the electromagnetic field is large compared to
interatomic distances, i.e. A(r) varies only marginally in the spatial region contributing to
the transition matrix element 1. This view is commonly known as dipole approximation and
simplifies the transition matrix element to

Mfi =
−ie

�c
A0(Ef − Ei) 〈ψf | e·r |ψi〉 (5)

with the complex amplitude of the vector potential A0, its polarization vector e, and the wave-
functions of the final and initial states ψf and ψi, respectively. This form of the transition
matrix element is extremely valuable, as the quantity 〈ψf | e·r |ψi〉 can be evaluated for selected
symmetries of the wave functions and yields dipole selection rules, which are very useful
for a qualitative interpretation of photoeexcitation spectra. This can be most easily seen for
atomic levels, the wavefunctions of which can be expressed in terms of a radial part and
a part containing spherical harmonics Yl,m. As the operator e·r can also be represented in
terms of spherical harmonics (e.g. Y1,0 for linearly polarized light, or Y1,±m for circularly
polarized light), the matrix element 〈ψf | e·r |ψi〉 can be fully calculated by evaluating products
of spherical harmonics. The particular mathematics of spherical harmonics allows the matrix
element to be nonzero only for particular relations between lf , li,mf ,mi, which is the basis of
the selection rules. Although being only strictly valid for atomic systems, this approach has
also been successfully extended to approximately describe the behavior of electronic states at
high symmetry points in solids. A more general treatment of dipole selection rules in solids has
been developed on the basis of group theory [1].

We have already mentioned above that the central aspect in the photoexcitation step concerns
dipole selection rules. These rules predict allowed electronic transitions based on the symmetry

1 This assumption should be revisited, if we go to photoexcitation with hard x-rays.
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of the electronic wave functions involved. In an atomic picture, these selection rules take the
form:

∆L = ±1 (6)

∆mL = 0,±1 (7)

The photon carries an amount of angular momentum of |L| = 1 with it’s polarization state
being determined by mJ = 0 (linear polarization) and mJ = ±1 (right- and left-hand circular
polarization, respectively). Linearly polarized light can be represented as a superposition of
right- and left-hand circularly polarized waves. To illustrate the action of these selection rules
we take the example of the excitation of an atomic 2p level. According to Eq. (10) we will find
two types of allowed transitions, which may contribute to the photoemission spectrum

p →
{

d for ∆L = +1

s for ∆L = −1
(8)

For the evaluation of Eq. (7) it is useful to consider that atomic states are usually subject to
spin-orbit coupling, which leads to a characteristic splitting of the atomic levels and leaves only
the total angular momentum J = L + S as a good quantum number. Consequently, our p-
level splits into a p3/2 and a p1/2 state and with linearly polarized light, we will have allowed
transitions of the type

p3/2 → d3/2
p1/2 → s1/2
p−1/2 → s−1/2

p−3/2 → d−3/2

(9)

whereas circularly polarized light gives us

p3/2 → d5/2
p1/2 → d3/2
p−1/2 → s1/2
p−3/2 → s−1/2

for (∆mL = +1) and

p3/2 → s1/2
p1/2 → s−1/2

p−1/2 → d−3/2

p−3/2 → d−5/2

for (∆mL = −1) (10)

Note that the dipole operator of the light acts only on the orbital part of the electronic wave
function, i.e. on the spatial symmetries, but it cannot interact with the electron spin S directly.
However, because spin-orbit coupling ties the spin to specific orbitals, a selective excitation
can yield spin polarized photoelectrons even from nonmagnetic materials. This phenomenon is
called optical spin-orientation [10] and is also the basis of all magnetodichroic effects observed
in photoabsorption and photoemission. In order to see how this works let us have a closer
look at the p → s transitions described by Eq. (10) (selection rules for crystalline symmetries
see Appendix). The states s1/2 ≡ |↑〉 and s−1/2 ≡ |↓〉 may be regarded as pure spin states.
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For positive light circularity we have transitions starting at p−3/2 and p−1/2. Usually, the
probabilities for the two transitions - which can be simply calculated from the Clebsch-Gordon
coefficients [11] - differ by a factor of 3, i.e. the amount of photoelectrons excited into s−1/2

is 3 times that for the s1/2 state. If we assume that we have a nonmagnetic situation, the s−1/2

and s1/2 states will be energetically degenerate and a summation over the two photocurrent
contributions will yield a spin polarization of the photoelectrons of P = −50%. The same
treatment for negative light circularity yields P = 50%, i.e. a reversal of the circularity also
reverses the sign of the photoelectron spin polarization. This optical spin-orientation effect in
the p → s transitions is particularly exploited in spin-polarized GaAs photocathodes [12], but it
can also be observed as a general photoemission phenomenon in basically all materials. It also
governs magnetic circular and linear dichroism effects in absorption spectroscopies, which are
widely used to study complex magnetic materials.

The quantity measured in the experiment is related to I(hν), which is composed by the tran-
sitions between all possible initial (i) and final states (f ) for a given photon energy hν

I(hν) ∼
∑
i,f

|〈f | O |i〉|2 δ(εf − εi − hν) (11)

In a photoabsorption experiment I(hν) will be related to the absorption cross section, whereas
in a photoemission experiment I(hν) will describe the photoelectron current leaving the sample.

3 Photoabsorption Spectroscopy

In photoabsorption spectroscopy we excite the photoelectrons only up to below the vacuum
level, i.e. the final states are provided by the empty electronic bands between the Fermi level EF

and the vacuum level Evac. The absorption of the photons is usually determined by measuring
the intensity It transmitted through a sample of thickness d by a photomultiplier, photodiode or
CCD array and comparing it to the incident light intensity I0 in the framework of Beer’s law
(Fig. 3a)

I t = I0 exp (−µxd). (12)

The absorption coefficient µx in the transmission geometry depends on the photon energy via
the quantity I(hν) in eq. 11. Provided that hν is large enough to trigger secondary processes –
usually in the soft x-ray regime – there opens up a second detection channel based on emitted
electrons. The total amount of photoelectrons emitted from a sample Ie is called electron yield.
The electron yield implies an integration over all electron kinetic energies and is proportional to
the absorption coefficient µx. It must be pointed out that due to the limited information depth of
the emitted electrons (cf. Chap. 4) the electron yield Ie provides information about the surface
region of the sample, whereas the transmitted intensity It carries information about the bulk.
The electron yield can be measured either by collecting the electrons in front of the sample, for
instance, by a Faraday cup or more conveniently by measuring the photocurrent from ground to
the sample, which restores charge neutrality (Fig. 3b).
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3.1 Absorption spectroscopy with soft x-rays

To illustrate the two types of absorption experiments we briefly discuss x-ray absorption spec-
troscopy (XAS) at the L-edges of the transition metal cobalt. The photoexcitation takes place
from the 2p core levels into the density of states between EF and Evac, just as we have discussed
in Chapt. 2. The 2p core states of cobalt are split into 2p3/2 and 2p1/2 levels with binding
energies at EB ≈ 778 eV and EB ≈ 793 eV, respectively. The transmitted light intensity (Fig.
4) reveals two major depressions at photon energies corresponding to these binding energy
values, indicating the electronic transitions from the 2p3/2 and 2p1/2 core levels into s- and d-
type states in the empty density of states. These strong absorption features are also known as
“white lines” [14].

The total electron yield spectrum (Fig. 4b) shows maximum signal intensity at the position of
the absorption edges and is basically a mirror image of the spectrum in Fig. 4a. The insets in
the figures detail the microscopic electronic processes. Whereas the transmission spectrum is
directly related to the absorption of the photon, the total yield spectrum is the result of a more
complicated three-step process. The first step – photoexcitation – creates a hole in the core
level. This core hole has a finite lifetime and decays by either radiative (x-ray fluorescence)
or nonradiative processes (Auger process). In the Auger process the core hole is filled by an
electron from a level at lower binding energy, e.g. the 3p, 3s states or even the occupied valence
states. The energy is then transferred to another electron from the same or a state at lower
binding energy, exciting the Auger electron well above the vacuum level. For example, the
binding energy difference between the 2p3/2 and the 3p levels of cobalt is around ∆E ∼ 720
eV. If this energy is transferred to another 3p electron, the kinetic energy of the resulting Auger
electron will be around Ekin ∼ 660 eV. Inside the solid this highly energetic electron undergoes
many inelastic electron-electron scattering processes, thereby efficiently loosing energy, which
is subsequently transferred to a whole cascade of secondary electrons. For an electron to leave
the crystal, however, its kinetic energy still has to be above the vacuum level. As a consequence
of the strong electron-electron scattering, this condition is only met by Auger electrons created
in the surface-near region within a depth described by the mean free path λe of the electrons.
Typically for XAS in the soft x-ray regime up to hν � 1 keV the total yield sampling depth in
metals is of the order of λe ∼ 20Å [15].

438 10 X-rays and Magnetism: Spectroscopy and Microscopy

Historically, X-ray absorption has been measured in a transmission geome-
try as shown in Fig. 10.2a and the transmitted intensity drops when the X-ray
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ing to loss of photons through core electron excitation to empty states. On
the right side of Fig. 10.2a we show a typical measured transmission intensity
It, normalized to the incident number of photons I0. The shown spectrum
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sample. From [13].
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Fig. 10.2. Two common methods for the measurement of X-ray absorption. In the
top row (a) we show a typical transmission geometry used for X-ray absorption
measurements, the core electron excitation process during an absorption event, and
a schematic of the measured transmitted intensity. We have used real data for Co
metal, and the plotted transmission intensity It/I0 corresponds to a Co thickness of
10 nm. In the bottom row (b) we illustrate the method and principles of recording
absorption spectra by electron yield (or total electron yield) detection. The absorbed
photons create core holes that are filled by Auger electron emission. The primary
Auger electrons cause a low energy cascade through inelastic scattering processes on
the way to the surface. The total number of emitted electrons is directly proportional
to the probability of the Auger electron creation, that is the absorption probability.
The emitted electron yield is simply measured with a picoammeter that measures
the electrons flowing back to the sample from ground. The electron yield spectrum
Ie/I0 shown on the right is that of Co metal. The numbers on the ordinate actually
correspond to the cross-section in Mb since we have simply converted (renormal-
ized) the measured electron yield ratio Ie/I0 into a cross-section as discussed in
conjunction with Fig. 10.9
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Fig. 4: X-ray absorption spectra at the Co L2,3 edges. (a) Transmitted intensity. (b) Total
electron yield. From [13].

The details of the absorption spectrum are determined by the electronic configuration of both the
core level and the empty density of states. Both are affected by the chemical environment, which
causes modifications of the valence density of states through chemical bonds and chemical
shifts of the core states binding energies. This is illustrated in Fig. 5, which compares the x-ray
absorption spectra of the elemental metals Fe, Co and Ni with the related oxides LaFeO3, CoO

Fig. 5: X-ray absorption spectra at the Fe, Co, and Ni L2,3 edges for the pure metals and
selected oxides LaFeO3, CoO and NiO. From [16].
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and NiO. In the clean ferromagnets, we observe two smooth absorption lines in each spectrum,
which are characteristic for the metallic state. Upon oxidation, these absorption lines split into
multiplet structures, which are also fingerprints of the respective oxide state. The spectral details
of the multiplet splitting are related to the geometric arrangement of the atoms in the unit cell
and the charge transfer from the metal due to the chemical bond to oxygen.

This example at the transition metal L-edges demonstrates that XAS can be used to obtain
detailed information about the chemical state and the electronic configuration of the individual
constituents by addressing the relevant absorption edges. Similar studies can be performed with
hard x-rays (up to hν = 10 keV) at the K absorption edges. The hard x-rays have a much
higher penetration depth and are able to provide true bulk information.

3.2 Polarization effects in XAS

So far, we have neglected the polarization character of the incident light X-ray absorption
spectroscopy. As we can infer from the dipole selection rules, however, the absorption spectra
should depend strongly on the polarization state of the exciting radiation, which can be con-
veniently selected at modern synchrotron radiation facilities. This polarization dependence is
a powerful tool and is widely exploited in a broad range of X-ray absorption spectroscopies,
which are often called as near-edge x-ray absorption fine structure (NEXAFS) spectroscopies
[18].

The influence of the polarization character can be nicely demonstrated for oriented molecular
orbitals. Figure 6 shows NEXAFS spectra from benzene molecules adsorbed on a Ag(110)
surface. The molecules are lying flat on the surface. The directional bonding between carbon
atoms in the benzene ring results in σ- and π-orbitals, which are oriented in the ring plane
and perpendicular to it, respectively. In an x-ray absorption process at the carbon K-edge the
empty orbitals σ� and π� are the final states in the photoexcitation from the C 1s level. Using
linearly polarized light, the dipole matrix elements becomes large, if the electric field vector E

Fig. 6: Orientational depen-
dence of x-ray absorption spectra
from molecular orbitals in the
system C6H6/Ag(110). The flat-
lying molecules provide σ- and
π-orbitals, which are oriented in
the ring plane and perpendicular
to it and can be selectively
probed by aligning the electric
field vector E of the linearly
polarized light along the orbital’s
symmetry axis. From [17].
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is oriented parallel to the orbital’s symmetry axis. This means that the excitation into the π�

orbital is strongest for E perpendicular to the surface (grazing incidence), whereas E parallel
to the surface probes the σ� orbitals (normal incidence). The resulting absorption spectra differ
strongly in the region of the π�

1,2 absorption lines. Note that in the grazing incidence geometry
there is always also a small component of E along the surface. Therefore, there are also small
spectral contributions from excitation into the σ�

1,2 orbitals. They can be easily identified by
comparison to the normal incidence spectrum.

The orientational dependence of dipole matrix elements with respect to the electric field vector
of the light is sometimes also called “search light” effect. It is not only exploited for the study
of molecular structures as illustrated above, but also in solid state systems to investigate charge,
orbital and spin ordering effects through natural or magnetic dichroism phenomena.

3.3 Spin effects in XAS

In Chapt. 2 we had already discussed the role of the spin and spin-orbit coupling on the
transition matrix elements, leading to the phenomenon of optical spin-orientation by means
of circularly polarized light. In x-ray absorption spectroscopy this phenomenon has enabled
very powerful techniques to investigate magnetic systems, namely the x-ray magnetic circular
dichroism (XMCD) and the x-ray magnetic linear dichroism (XMLD).

In the following we will limit ourselves to a short description of the XMCD, more details can
be found in recent reviews [19, 20]. This effect was experimentally observed first at the K-
edge of Fe, i.e. using circularly polarized hard x-rays [21]. The circularly polarized light is
characterized by a helicity vector ζ , which is oriented parallel or antiparallel to the propagation
direction of the light q in the case of right-handed or left-handed circular polarization, respec-
tively. The magnitude of the circular magnetic dichroism IXMCD depends on the alignment of ζ
with respect to the spin quantization axis in the ferromagnet, which is given by the magnetization
vector M

IXMCD ∼ ζ ·M. (13)

This means that the maximum dichroic signal is obtained when comparing parallel and anti-
parallel alignments of M and ζ , i.e.

∆IXMCD = I(ζ ↑↓ M)− I(ζ ↓↑ M). (14)

The quantity ∆IXMCD(hν) can be conveniently measured by reversing the magnetization for
a given light helicity or by reversing the light helicity for a given magnetization direction.
In addition, sometimes instead of the intensity difference ∆I(hν) the intensity asymmetry
AXMCD(hν) is given

AXMCD =
I(ζ ↑↓ M)− I(ζ ↓↑ M)

I(ζ ↑↓ M) + I(ζ ↓↑ M)
. (15)

We recall from the discussion of the optical spin orientation in Chapt. 2 that the crucial quantity
is the spin-orbit splitting of the electronic states involved in the optical excitation. In the case of
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Fig. 7: X-ray magnetic circular dichroism
at the Fe L2,3-edges. The spectra I+ and I
represent the parallel and antiparallel
configurations of light helicity and
magnetization. The magnetic dichroism
is represented by the difference
∆I = I+ − I, which exhibits a
characteristic negative excursion at the
L3-edge and a smaller positive excursion
at the L2-edge.

the K-edge magnetic dichroism mentioned above the core level has angular momentum L = 0
and the only spin-orbit split states are contributed by the valence electronic states. The spin-orbit
splitting of the valence states is quite small, of the order of a few 10 meV. As a consequence the
observed Fe K-edge XMCD signal is only of the order AXMCD ∼ 104 [21].

The situation is quite different for the L-edge XMCD. The spin-orbit splitting of the 2p core
states is of the order of 10 eV. The resulting magnetic dichroism reaches values of AXMCD ∼
101 as is demonstrated for the case of Fe (Fig. 7). The spectra for the parallel and antiparallel
orientation of M and ζ , I+ and I, exhibit strong variations. The difference between the spectra
∆I = I+ − I reveals a characteristic signature, namely a negative excursion at the L3-edge
and a smaller positive excursion at the L2-edge. The first experiment of this type was performed
at the Ni L2,3 edge [22].

The power of XMCD comes from the fact that a careful analysis of the intensity and magnetic
dichroism spectra in the framework of the “sum rule” formalism yields quantitative information
about the magnetic moment, which can even be decomposed into the orbital and spin parts µL

and µS [19,20]. This sum rule approach works particularly well for the late transition metals Fe,
Co and Ni, whereas for the early transition metals more elaborate photoexcitation calculations
are needed to describe and analyze the magnetic dichroism spectra.

An example for a more complex magnetic material is Magnetite, Fe3O4. Magnetite comprises
several magnetic sublattices, the magnetizations of which are partially compensating each other,
i.e. magnetite is a ferrimagnet. The absorption spectrum at the Fe L2,3 edges is rather complex
and exhibits the typical multiplet structures being related to Fe ions in different oxidation
state and bonding configuration (Fig. 8a, top). This becomes particularly clear in the XMCD
spectrum which exhibits a wealth of features, particularly the “W”-type variation of the di-
chroism at the Fe L3 edge (Fig. 8a, bottom). The individual features are related to the three
different iron sites occuring in magnetite. The Fe2+ cation is only found in an octahedral
configuration (B site), whereas the Fe3+ ion takes both octahedral and tetrahedral (A site)
configurations. For each cation and configuration calculations yield a specific contribution to
the XMCD spectrum. For example, at the Fe L3 edge the cation in tetrahedral configuration
Fe3+tetr causes a strong positive dichroism, whereas the two B-site cations Fe2+oct and Fe3+oct each
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cause a negative dichroism (Fig. 8b). These signs reflect the fact that the B-site cations couple
ferromagnetically, whereas the coupling between A- and B-site cations is antiferromagnetic and
hence yields an opposite sign in the dichroism.

This example demonstrates that x-ray magnetic dichroism is able to even separate the magnetic
contributions of different ionic species in a complex magnetic material. As we have seen the
XMCD is sensitive to the spin orientation in the ferromagnet. We should mention that there is
also the phenomenon of x-ray magnetic linear dichroism (XMLD), which is sensitive to the spin
alignment in a magnetic material. This is particularly relevant in antiferromagnetic materials,
which do not exhibit a net magnetic moment. They can be conveniently spectroscopically
investigated by XMLD [24]. The combination of XMCD and XMLD is thus a very powerful
tool to study systems composed of constituents with different magnetic orderings.6.3. Vectorial magnetometry using PEEM microspectroscopy 61
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Figure 6.1.: Comparison of the experimental Fe3O4-XMCD to atomic multiplet cal-
culations (taken from ref. [129]). Ideal Fe3O4 has the structure Fe3+Td

Fe3+Oh
Fe2+Oh

O4. Non-

stoichiometric magnetite corresponds to Fe3+Td (1γ)Fe
3+
Oh (1+2⇥+γ)Fe

2+
Oh (13⇥)O4, where ⇥

is the amount of octahedral vacancies and γ is the transfer of Fe3+ ions from tetrahedral
to octahedral sites. The sum of three site-valency spectra fitted to the experimental
data (circles) is shown at the bottom. According to the fit, the sample is slightly
non-stoichiometric with ⇥ = 0.032.

6.3. Vectorial magnetometry using PEEM
microspectroscopy

In the following section the local magnetic structure of the sample constituents will
be extracted from the spatially resolved soft x-ray microspectra measured with
PEEM. To discriminate between interfacial and bulk magnetic structure of the
antiferromagetic layer, dierent film thicknesses/coverages have been prepared,
namely, a fractional NiO coverage corresponding 0.5ML thickness, a thick 35ML
film (51 Å) and a stepped wedge with step heights of 2.5 Å. A 0.5ML partial
coverage of NiO will exhibit no antiferromagnetic order, but rather consist of
islands coupled parallel to the substrate net magnetization. It can thus provide
information on the magnitude and signature of the Ni-XMCD upon complete
alignment of the Ni-spins. The thicker 35ML film shows antiferromagnetic order
and serves as a reference to extract the total amount of spin-polarization induced
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provide quantitatively information on the spin moment of
Cr because one can not uniquely define which part of the
spectra belongs to the L3 or the L2 edges. This is due to
the large multiplet splitting in the XAS final states relative
to the Cr 2p core-level spin-orbit splitting. Nevertheless, the
integration spectrum of our MCD data indicates that the
orbital moment of Cr is opposite to its spin moment [17].

MCD measurements presented above, nevertheless, pro-
vide valuable qualitative information on element specific or-
bital magnetic moment. Our measurements reveal that Cr
orbital moments of CrO2 is opposite to its spin moment,
but parallel aligned to O orbital moment. We found that the
measured Cr orbital moment of −(0.06±0.02)µB is consis-
tent with those of LDA + U calculations with U = 3–4 eV
[17,19].

3.2. Orbital moments of Fe3O4

Fig. 6 shows Fe L2,3-edge XAS and MCD spectra of
Fe3O4 thin films obtained with TEY measurements. Be-
fore obtaining the orbital moments, we first discuss the
multiplet structure of the spectra. The 2p XAS spectrum
reflects directly the nature of the 3d electronic ground state.
The local ground state of Fe ions is a mixture of configu-
rations 3dn, 3dn+1L, and 3dn+2L2 with n = 5 and 6 for
Fe3+ and Fe2+ ions, respectively, where L denotes a ligand
hole. The final state in L-edge absorption is predominantly
a mixture of configurations 2p3dn+1 and 2p3dn+2L. The
2p3dn+1 configuration exhibits multiplet structure as a
consequence of the 2p–3d exchange interaction, whereas
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Fig. 6. Fe L2,3-edge XAS and MCD spectra of Fe3O4 thin films obtained
with TEY measurements. σ+and σ− are defined in the text.

(a) (b)

Fig. 8: X-ray absorption spectra at the Fe L2,3 edges for the oxide Fe3O4. (a) Experimental
data. (b) Calculations of the magnetic dichroism resulting from the various Fe ions in tetra- and
octahedral configurations. From [23].

4 Photoelectron Emission Spectroscopy

We will now turn to the case when the photoelectron is excited above the vacuum level Evac.
Once the photoelectron has been excited into the upper state it will propagate through the solid
with a kinetic energy of Ekin = hν − EB according to energy conservation. The propagation
direction is determined by the electron momentum �ki, i.e. the electron wave vector ki inside
the crystal. Under certain conditions, which we will discuss below, the photoelectron may
leave the sample through the surface and can be detected by a photoelectron spectrometer with
respect to its kinetic energy Ekin and wavevector ko outside the crystal (Fig. 9). With additional
effort also the electron spin polarization P may be determined. The energy analysis requires
an energy dispersive element – in the example a hemispherical capacitor, and the selection of
the wave vector wavevector ko is achieved by a angle-resolving electron optics. Access to the
photoelectron spin polarization is provided by so-called spin polarimeters. This approach is
generally termed angle-resolved photoelectron spectroscopy, ARPES.

The principle scheme of the photoemission process is sketched in Fig. 10. Depending on the
photon energy the spectrum contains only a signature of the valence bands or signatures from the
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Fig. 9: Schematical picture of an angle-resolved photoemission experiment. The electron optics
in front of the hemispherical energy analyser selects the photoelectrons according to the angles
θ, φ with respect to the surface normal.

valence bands and core levels. The valence band part of the spectrum may be highly structured,
depending on the details of the band structure and the dipole selection rules. The photoemission
from core level states produces sharper spectral lines, which have a certain spectral width,
though. Note that this is a discrepancy to our initial discussion of Fermi’s golden rule, in which
the delta function predicts infinitely sharp lines. The reason for this is two-fold. First, a certain
spectral broadening results from the limited energy resolution of the spectrometer. Second,
the single particle picture of the photoemission process is a simplification. The realistic line
shape of a photoemission line is determined by the many-electron nature of the photoemission
process, which will be discussed in sect. 4.2.2.

4.1 Basic photoemission considerations

Note that in this single particle picture the photoemission spectrum is represented by a series of
sharp lines, which is not what is observed in the experiment. The reason of this discrepancy is
the many-electron nature of the photoemission process, which will be discussed in sect. 4.2.2.

We recall that the photoexcitation is only the first part of the entire photoemission process. Once
the electron has been excited into the upper level above Evac it will move through the crystal.
With a certain probability this highly energetic or “hot” electron will arrive at the surface. In
order to pass through the surface the electron wave function has to couple to a free-electron like
state in the vacuum outside the crystal. The proper quantum mechanical treatment of the entire
photoemission process is the so-called one-step model, which – at least in principle – permits
a quantitative interpretation of photoemission spectra. However, a more intuitive access to the
underlying physics is provided by the simpler three-step model which we will briefly sketch in
the following.
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Fig. 10: Principle of the photoemission
process. The electrons excited into
states above the vacuum level form a
photoelectron spectrum reflecting a broad
valence electronic distribution (shaded
area) and sharper emission lines from the
core levels. From [3].

4.1.1 Three-Step Model of Photoemission

This model separates the photoemission of a single2 electron into subsequent processes dealing
with (i) the photoexcitation, (ii) the transport of the hot electron to the surface, and (iii) the
transmission of the electron through the surface into the vacuum (Fig. 11). On a quantum
mechanical level these steps have to be connected in a suitable way in order to allow the
electronic wave function to propagate from one step to the next.

Photoexcitation The photoexcitation step and the role of the dipole selection rules was al-
ready discussed in Chapt. 2. However, we have limited ourselves to atomic-like states, whereas
ARPES is mostly used to investigate the valence electronic states in a crystal which have Bloch-
like character. The wavefunctions for both initial and final states in ARPES are therefore
determined by the crystal symmetries and take different symmetry notations, which are usually
related to high-symmetry points and directions in the Brillouin zone. As a consequence the
explicit form of the dipole selection rules also changes (see Appendix).

Propagation The propagation of the hot electron is captured in the second step of the three-
step model. It takes into account that due to the strong Coulomb interaction in a solid the hot
electron will suffer very efficient elastic and inelastic scattering processes, which affect both
the energy and angular distribution of the photoemission spectrum observed outside the crystal.
The main mechanisms are scattering due to electron-electron interactions and at defects. In

2 This single-electron picture is convenient, because it allows in many cases a qualitative interpretation of
photoemission spectra on the grounds of electronic structure calculations within the framework of density
functional theory. It neglects, however, electronic correlations in the electronic structure which can be significant
in certain materials or materials classes.
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Fig. 11: Schematial represen-
tation of the three step model.
The numbers denote: (1) refrac-
tion of the electromagnetic wave
at the surface, (2) penetration
of the photon into the solid, (3)
photoexcitation, (4) propagation
of the photoelectron to the
surface, and (5) diffraction of the
electron wave at the surface.

particular, the inelastic scattering processes lead to a relaxation of the photoelectron towards
the Fermi level. The effect of the inelastic scattering is usually discussed in the framework of
an exponential damping of the photoelectron intensity along the path l

I(l) = I0 exp(−
l

λin

) (16)

and is generally taken into account by the quantity λin, the inelastic mean free path (IMFP).
The concept of the IMFP is essential to describe the finite information depth in a photoemission
experiment. λin describes the average distance between two subsequent inelastic scattering
events. This quantity is generally believed to follow a very similar behavior in different ma-
terials, which leads us to the well-known universal curve of the energy dependence of λin. A
closer look, however, reveals that the curve is universal with respect to the general shape only.
In quantitative respects the curve depends on the electronic structure of the element or material
in question (Fig. 12).

Common to the IMFP curves is a minimum of λin of only a few Ångstroms at kinetic energies
of ˜100 eV and an increase towards both lower and higher energies. On this basis we can
understand the high surface sensitivity of photoelectron spectroscopy at intermediate energies,
which is both a virtue and a limitation. It can be – at least partly – overcome by exciting
the photoelectrons with hard x-ray photons, i.e. photon energies of 6 - 10 keV (see Chapter
4.4.4). From Fig. 12 we see that at a kinetic energy of 10 keV the IMFP increases up to 10
nm. This energy-dependent variation of the information depth forms the basis for hard x-ray
photoemission.

Transmission In the final step of the three-step model the photoelectron has arrived at the
surface and will leave the crystal. For this purpose, however, it has to pass through the surface
potential barrier which matches the periodic potential inside the crystal to the vacuum outside.
From simple quantum mechanics we know that an electron wave passing across a potential step
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Fig. 12: IMFP values for 41 elements,
calculated using the TPP-2M formula:
Li, Be, three forms of carbon (graphite,
diamond, glassy C), Na, Mg, Al, Si, K,
Sc, Ti, V, Cr, Fe, Co, Ni, Cu, Ge, Y, Nb,
Mo, Ru, Rh, Pd, Ag, In, Sn, Cs, Gd, Tb,
Dy, Hf, Ta, W, Re, Os, Ir, Pt, Au, and
Bi. Five “outlier” elements (diamond and
the alkali metals) are included to illustrate
the influence of the electronic structure
characteristics. The dashed straight line
for higher energies represents a variation
as λin ∼ E0.78

kin , and is a reasonable first
approximation to the variation for all of the
elements shown. From [25].

Φ will be elastically scattered and diffracted, i.e. it will change its trajectory. In reality the
surface potential barrier is not a step function, but smoothly varies as Φ(z). The details of the
scattering process depend on the shape of Φ(z). The diffraction of the photoelectron in the
surface potential is the reason that the wavevectors of the electrons inside the crystal kin and
outside in the vacuum kout are not conserved. A conservation law exists only for the component
parallel to the surface plane

k‖,in = k‖,out +G‖ (17)

with G‖ being a two-dimensional reciprocal lattice vector in the surface Brillouin zone. In order
to relate the perpendicular component of the photoelectron wave vector k⊥,out to the electronic
states inside the solid, more sophisticated methods for the band mapping have to be used [1].
The simplest one assumes the final electronic states to be described by a nearly-free electron
parabola Ef = �2k2

f/2m
∗ with an effective electron mass m∗. As the initial and final states

are connected by vertical transitions in the band structure, kf can be basically determined from
Ef . This procedure fails, however, if the final state band structure deviates considerably from
the nearly-free electron picture, which is the case particularly at hybridization regions. In this
case, it is more reasonable to use final states from a band structure calculation for comparison.
However, all these analyses will only yield a qualitative interpretation of the photoemission
spectra. For a quantitative interpretation, a full photoemission calculation within a one-step
model is needed.
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4.2 Refinement of the Photoemission Picture

4.2.1 One-Step Model of Photoemission

A considerable drawback of the three-step model is its limitation to a qualitative description
of the photoelectron spectra. For a more quantitative description, first of all, the transition
probabilities for all electronic excitations must be calculated on the basis of a realistic band
structure for a semi-infinite system, for example, derived from density functional theory. The
formalism must also take into account surface states or transitions into evanescent final states.

Secondly, we must properly consider the multiple scattering events which the hot electron
suffers in the final state. These are caused by the strong electron-electron interaction. This
situation is more adequately described by the so-called one-step model, which considers the
excitation and subsequent transport in a common framework. In particular, the multiple scat-
tering of the electron waves in the surface-near region and in the surface potential is treated
in analogy to formalisms developed for low energy electron diffraction (LEED). In LEED an
electron wave enters the crystal and subsequently goes through a multiple scattering process. If
we invert the order on the time scale, we retrieve our final state in the photoemission process,
with the excited electron propagating towards the surface. This state is therefore also called a
time-reversed LEED state [26].

On the basis of one-step photoemission theories one arrives at a reasonable quantitative des-
cription of the photoelectron spectra. This may even include effects due to spin-orbit coupling
and the electron spin, in which case a relativistic Dirac-type formalism is involved. In this way
it becomes possible to calculate magnetic dichroism and spin polarization spectra.

4.2.2 Beyond the One-Electron Model

Electronic correlations In the above discussions we have always implicitely assumed that
the electronic system under investigation can be modelled within an effective single-electron
picture. This has the advantage that the features appearing in the photoemission spectra may
be directly related to specific interband transitions in the electronic structure, involving band
states or core levels. However, the single-particle picture may fail to capture the essential
physics of a particular system, because it may underestimate the correlations in a many-electron
system. This is true for the entire family of so-called highly-correlated systems, which includes
transition metal oxides and other materials exhibiting phenomena such as high-temperature
superconductivity, colossal magnetoresistance or multiferroicity. Such systems are usually
described by theoretical approaches beyond simple LDA, for example, LDA+U or dynamical
mean field theory (DMFT). The interpretation of photoemission results from such systems is
more involved and must take into account the influence of the electron-electron interactions in
all steps of the photoemission process.

Spectral shape of photoemission lines There is, however, a second way through which
electronic interactions enter the photoemission experiment. According to Fermi’s golden rule
(eq. 2) the δ-function taking care of the energy conservation implies all photoemission signatures
to be infinitely sharp lines. This should hold particularly for core level photoemission lines.
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The experiment reveals that the photoemission lines have a finite width, which is only partially
determined by the energy resolution of the spectrometer (Fig. 10). This width is due to the
multielectron character of the photoemission process itself.

Whenever a photoelectron is excited to the upper level, it leaves behind a hole in the lower level.
Strictly speaking the photoemission process converts an N -electron system into an (N − 1)-
electron system, if the photoelectron has left the crystal, before the hole has been filled again.
The photoelectron and the hole interact with each other through Coulomb interaction, which
may lead to a renormalization of the binding energies, the appearance of spectral satellites, and
a finite linewidth of the spectral line. This has two profound consequences. First, the terms
ground and excited state become a different meaning, because they rather refer to an N and
(N − 1) electronic system, respectively. Second, photoelectron spectroscopy always measures
an excited state of matter rather than the electronic ground state. In a somewhat larger picture
this is a nice illustration of one of the paradigms in quantum physics, according to which a
measurement always affects and alters the system measured. Fortunately, modern condensed
matter theory is able nowadays to handle many-electron systems both in the ground and excited
state and can therefore provide a full photoemission calculation.

The role of electronic interactions in the photoexcitation spectrum is often taken into account
within a Green function formalism [2]. The Green function G(k, ε) describes the behavior of a
quasiparticle, which is “dressed” by the electronic correlations and the electron-hole interaction.
Their influence is globally expressed by means of the complex self-energy Σ. Without going
through the details of the formalism, from the Green function one can finally calculate the
spectral density function A(k, ε), which may be compared to experimental results

A(k, ε) = − 1

π
ImG(k, ε) = − 1

π

ImΣ(k, ε)

[ε− εk − ReΣ(k, ε)]2 + [ImΣ(k, ε)]2
. (18)

A closer inspection of eq. 18 reveals that the real part of Σ introduces a renormalization of the
energy εk of the spectral feature, whereas the imaginary part of Σ describes the finite lifetime of
the quasiparticle state, resulting in a finite spectral width. As we will see below, the self-energy
Σ can be conveniently employed to include further interactions, such as electron-phonon and
electron-magnon coupling.

The spectral density function replaces the delta function in eq. 11. The total photocurrent is
again determined by summing up over all dipole-allowed optical transitions between the many-
electron states Φf and Φi weighted by the spectral density. We then arrive at the following
description of the photocurrent [27]

I(hν) ∼
∑
f,i

|〈Φf | O |Φi〉|2 Aii(εf − hν) (19)

=
1

π

∑
f,i

|〈Φf | O |Φi〉|2
|ImΣ(εi)|

[εf − εi − hν − ReΣ(εi)]2 + [ImΣ(εi)]2
.

This is the basis for modern photoemission calculations, which attempt a quantitative inter-
pretation of the experimental data.
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4.3 Techniques

4.3.1 Electron Spectrometers

During the last decade, we have seen a considerable improvement in photoelectron spectrometer
technology, mainly driven by the continuous quest for improved spectral resolution. By now,
commercially available energy analyzers may be able to achieve an energy resolution below 1
meV [28]. The most common type of photoelectron spectrometers nowadays are display-type
energy filters which are able to efficiently acquire intensity distributions over a certain range of
angles and energies within a single measurement. An example for such a hemispherical display
spectrometer is given in Fig. 13. The photoelectrons moving away from the sample surface are
accepted by a lens system, which defines the angular spread, i.e. the k‖ value transmitted. The
hemispherical capacitor employed to disperse the electrons according to their kinetic energy is
usually operated at a fixed pass energy Epass in order to keep the energy resolution constant
throughout a spectrum. The slit between the lens and the hemispheres separates the angular
and energy information. The lens system therefore also has the task to accelerate/decelerate
the electrons to the pass energy. After being dispersed in the electrostatic field a part of the
electrons leaves the analyzer through a second aperture towards the areal electron detector.
This usually comprises a combination of a multichannel plate (MCP) and position-sensitive
read-out. The MCP consists of an array of narrow channels each being typical several 10 µm

Sample Slit

P

P

Cu(100)	  at	  hv	  =	  137	  eV

hv = 55eV
ΔE= 200meV

12ML Co/Cu(001)

Fig. 13: Hemispherical photoelectron spectrometer with two-dimensional delayline detector
(DLD) and a one-dimensional SPLEED spin polarization analyzer operated in the PGI-6
laboratory.
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Fig. 14: Cross sectional scheme of
the DIANA spherical capacitor spectro-
meter. The angular distribution of the
photoelectrons is imaged onto a two-
dimensional detector and captured by a
CCD camera. From [30].

in diameter. In each channel a photoelectron is amplified by a factor of 104 − 106. This signal
is then transported into the position-sensitive readout. The read-out may be a phosphor screen
observed by an intelligent camera system which sorts and counts the events into a 3-D array in
a computer.

Alternatively, there are resistive anode type detectors, which directly output voltage pulses
to a multichannel analyzer. The specific design in Fig. 13 in fact features such a resistive
anode arrangement called a delayline detector (DLD) [29] to make room for a second detector
measuring the spin polarization of the photoelectrons (see below).

For specific purposes a wide variety of specialized electron spectrometers have been developed
over the years. Most of them employ the electrostatic dispersion principle or a time-of-flight
approach, in which the kinetic energy of the electrons is converted into a transit time along a
defined trajectory. One of the challenges is to increase the angular acceptance of the analyzer
in order to be able to capture a larger part of the photoelectron angular distribution in front
of the sample. A very interesting design in this respect is the display-type spherical analyzer
DIANA (Fig. 14) [30]. The electron trajectories emerging from the sample surface even at
large emission angles are guided with high angular fidelity into the detector. The spectrometer
is capable of mapping almost the entire half-space in front of the sample. This is particulary
useful, for example, for photoelectron diffraction studies.

A very contemporary approach is the momentum microscopy, which combines the hemispherical
analyzer with an immersion lens optics [31]. An immersion lens applies a strong electrostatic
field between the electron optics and the sample to collect the entire angular distribution of
photoelectrons in front of the sample and image it through the energy filter onto an imaging
detector. This approach can be used with laboratory sources and synchrotron radiation and is to
date the most efficient way of analyzing electronic band structures. In the most recent version,
momentum microscopy has also been combined with a new generation of spin polarization
detectors, permitting unique spin-resolved photoemission studies [32].
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Fig. 15: Sketch of the SPLEED spin
detection principle using a W(001)
crystal. The spin polarization components
Px (red) and Py (green) are measured
simultaneously.

4.3.2 Spin Analysis

A “complete” photoemission experiment must analyze the photoelectron current with respect to
all quantum numbers |n, �,k, s〉. This includes also the electron spin, which carries important
information about spin-dependent excitation and scattering processes in the solid. It can be
shown that for an ensemble of electrons, the quantity spin can be expressed by a vector in
real space, the spin polarization P, the direction of which is defined by a quantization axis in
the solid or the entire experiment [33]. Spin-dependent effects arise either through spin-orbit
coupling or exchange interaction, the latter being a characteristic quantity in magnetic systems.

Several types of spin polarization analyzers have been developed over the years. Their common
principle of operation is based on the spin-dependent scattering of the photoelectrons off a
target. The spin-dependence in the scattering process comes about by the same spin-dependent
interactions mentioned above. In a simple picture, these interactions define a spin quantization
axis and cause electrons with spin-up and spin-down to scatter with different probability into
a direction perpendicular to this quantization axis. A counting detector placed in this direction
will thus count different rates of scattered electrons for incident spin-up or spin-down photo-
electrons, for example, I↑(E) and I↓(E). By subsequently orienting the spin-sensitive axis
of the detector along the x, y, and z-axis, we can determine all three components of the spin
polarization vector P(E).

There is only one spin polarization analyzer so far which is based on the exchange interaction.
It involves low energy scattering (Es = 7 eV) at a single-domain Fe(001) surface. Detectors
exploiting spin-orbit coupling either involve high-energy Mott scattering at the atomic potential
(several 10 keV up to 100 keV) or low energy scattering at the periodic potential of a solid
(typically 100eV). Since the strength of the spin-orbit coupling increases with the atomic num-
ber Z, all spin-orbit scattering targets comprise heavy atoms, such as Au, W, or U.

In order to see how a spin detector is interfaced with the electron spectrometer, we choose
the SPLEED detector as an example (Fig. 15). In this detector one effectively performs a
spin-polarized low-energy electron diffraction experiment [34]. The incoming electrons hit
a W(001) surface at normal incidence with a scattering energy of about 104 eV. The diffracted
beams create a four-fold symmetric LEED diffraction pattern above the surface. Of particular
importance are the {20} diffraction beams, because they provide the highest spin sensitivity
at these scattering conditions. Because of symmetry reasons the SPLEED detector is sensitive
to two orthogonal components of the spin polarization vector. The components Px and Py are
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determined from the intensity of the LEED reflexes by

Px =
1

S
· I[0,2] − I[0,−2]

I[0,2] + I[0,−2]

(20)

Py =
1

S
· I[2,0] − I[−2,0]

I[2,0] + I[−2,0]

with the spin sensitivity S. This procedure is repeated for every data point of the spectrum and
yields a spin polarization spectrum Px,y(k, E), which can be used to calculate the spin-up and
spin-down contributions of one vector component to the photoemission spectrum according to

I↑(E) =
I0
2
(1 + P (E)) and I↓(E) =

I0
2
(1− P (E)) (21)

with the spin-averaged total intensity I0.

The most recent generation of spin-polarization detectors employs a two-dimensional detection
scheme, which improves the detection efficiency by several orders of magnitude [35].

4.3.3 Spectromicroscopy

The instruments discussed so far are dedicated to very good energy and angular resolution,
but they usually do not provide a significant lateral resolution. As a consequence, the studies
are restricted to relatively large (mm) and homogeneous samples. However, the progress in
nanotechnology leading to ever smaller structures and also the need to study inhomogeneous
samples on small length scales is the driving force for a new class of instruments, so-called
spectromicroscopes.

Basically, there are two different avenues, which are currently followed in parallel. In the
scanning approach one uses a conventional electron spectrometer, but tries to focus down the
light beam by means of zone plate optics or capillary optics. Depending on the wavelength of
the light and the quality of the optical components, a minimum spot size of less than 50 nm
seems to be within reach. This light spot is then raster scanned with respect to the sample,
recording a spectrum at each location [36].

In the full-field approach, the sample is illuminated by a more extended beam, and an electron-
optical immersion lens microscope is used to image the surface in real time. This image is then
passed through an energy analyzer, for example, an electrostatic one similar to the one discussed
above. Behind the energy analyzer the now energy-filtered image is magnified onto the image
detector, usually a MCP/phosphor screen unit with a slow-scan CCD camera. With these
instruments, energy-filtered imaging with a resolution below 100 nm has already been shown.
In Fig. 16 we show a different design which is employed in the NanoESCA instrument [37].
The energy filtering involves a system of two hemispherical analyzers connected by a transfer
lens. The advantage of this layout is that imaging errors introduced by the first hemisphere are
compensated by the second one, thereby improving the overall image quality. The instrument
has three different imaging modes. The first one (1) takes the image from the PEEM column
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Fig. 16: Principle layout of the NanoESCA imaging spectrometer. From [37].

directly to the image detector. This corresponds to the normal unfiltered PEEM. The second
operation mode (2) takes part of the electrons after the first hemisphere into a counting detector.
The sample surface area where these electrons originate from is defined by means of an iris
aperture and can be in the micrometer range. This mode is very interesting to measure small-
spot spectra. Operation mode (3) corresponds to the energy-filtered imaging mode, i.e. the
image is formed by electrons within a narrow energy window which can be adjusted, for
example, to a particular core level photoemission line.

4.4 Selected Examples

In the following, we will discuss several examples illustrating different applications of photo-
emission spectroscopy covering band states and core levels.

4.4.1 Electronic and Chemical States

Valence state photoemission The first example illustrates the mapping of the valence elec-
tronic states in a noble metal. A hemispherical display-type spectrometer like the one shown
in Fig. 13 records an entire two-dimensional slice of the photoelectron distribution E(kf ) in
front of the sample in a single measurement. For a Ag(100) surface, which is illuminated by
photons with energy hν = 35 eV, such a slice is displayed as a colour-coded map in Fig. 17 for
photoelectrons emitted around an angle θ = 20 with respect to the surface normal. The energy
scale is renormalized to the Fermi energy EF , and the photoelectron intensity is represented as
a function of binding energy EB and emission angle θ.
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For a more detailed analysis of the spectral features one may take cuts through the I(EB, θ)
distribution, resulting in different types of spectra. A cut at fixed binding energy yields I(θ),
which is sometimes called a momentum distribution curve (MDC). A cut at fixed angle yields
I(EB), which is called an energy distribution curve (EDC) and corresponds to a “classical”
photoemission spectrum.

Although the distribution in Fig. 17 somewhat resembles a band structure, it is important to note
that the data are not a simple picture of the bands, because the energy and angular position of the
intensity maxima is determined by the transition matrix elements and thus by the initial state and
final state bands. Nevertheless, we can already clearly discern different types of spectral features
with large and smaller dispersion. In fact, a comparison to bulk band structure calculations of
silver along the [100] (∆) direction reveals that the spectral structure that starts at the Fermi
level and bends downwards to the right originates from a strongly dispersing band of symmetry
∆1, which has a strong free-electron, sp-like character. The more localized 4d-like states in
silver give rise to the strong almost horizontal lines at binding energies below 4eV.

The position of the maxima in the MCD’s and EDC’s can be used to precisely determine the
initial electronic state in the band structure by different approaches [1]. Usually this procedure
is repeated for different emission directions and surface orientations in order to map the position
of the initial state bands throughout the entire Brillouin zone, or at least along high-symmetry
directions. Fig. 18 displays such a result for copper, with the data points being obtained from
photoemission experiments and the lines representing a band structure calculation. The strongly
dispersing bands starting at the Γ-point correspond to the free-electron like sp-type states. All
other bands exhibit a weaker dispersion and have a strong d-type character, meaning that the
electrons are more localized.

The band structure in Fig. 18 has been calculated within a relativistic scheme, i.e. it also
contains the effects of spin-orbit interaction. Although copper is a material with low atomic
number, spin-orbit coupling has been found to play an important role in the band symmetries,
in particular, close to hybridization points. We also observe spectral signatures, which do not
fit into the calculated bulk band structure (A − F ) . A further analysis reveals that feature E

Fig. 17: Example of a two-dimensional
E(θ) distribution recorded from an
Ag(100) single crystal surface. The color
code ranges from blue (no intensity)
through yellow (medium intensity) to red
(high intensity). Vertical and horizontal
cuts through this distribution yield energy
distribution curves (EDC) and momentum
distribution curves (MDC), respectively.
The broken lines bound areas of 5 lines
on the detector which have been added
up to the MCD (top) and EDC (right).
Inset: Experimental geometry with the
red triangle indicating the angular spread
measured.
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Fig. 18: Band mapping results for the bulk electronic states in a Cu single crystal along the [100]
(Γ − ∆ − X), ([110] (Γ − Σ −K), and [111] (Γ − Λ − L) directions. The bands are shifted
from the DFT theoretical E(k), shown by thin lines, due to excited-state self-energy effects.
The constant line at EF is due to the Fermi cutoff, and the peaks A–F are spurious structures
due to multiple upper band composition, 1DOS maxima, and surface states. From [39].

is related to a surface state. The features B, C, and D are caused by transitions into regions
with a strong one-dimensional density of states, where k⊥ is not conserved. A hybridization of
multiple upper bands leads to the appearance of feature A. Feature F is likely caused by surface
state or surface resonance split off from the d bands [39]. We also note that the experimental
data exhibit a systematic shift with respect to the calculated band. This is due to self-energy
effects in the excited state.

Core level photoemission The photoemission from the localized core levels gives rise to
rather sharp spectral features at well-defined and characteristic binding energy values (cf. Fig.
10). These values are tabulated for the elements, for example, in the X-Ray Data Booklet [40],
and range from several 10 eV for the shallow core levels up to 10 keV for the 1s-levels of heavy
elements. Core level photoemission is often used to identify and quantify chemical species and
is therefore also termed ESCA (Electron Spectroscopy for Chemical Analysis). For a sample
consisting of one chemical element only, the binding energy of the spectral feature is sufficient
to unambiguously identify the element3.

An example is given in Fig. 19, which compiles different spectra recorded for the Al 2p core
level. The bottom most spectrum has been obtained from a clean Al(111) surface and shows
the 2p core level peak located at a binding energy of EB = 73 eV. A further inspection of the
spectrum reveals that the spectral line has a finite width and an asymmetric shape. The line
width is mainly determined by the lifetime of the core hole created in the excitation process and
by the energy resolution of the electron spectrometer. The asymmetric line shape arises mainly

3 Usually one measures several core level lines at different binding energies in order to increase the accuracy of
the element analysis.
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due to the excitation of electron-hole pairs in the vicinity of the Fermi level. This corresponds to
inelastic electron scattering of the photoelectron in the solid, effectively shifting some spectral
weight to the low binding energy side of the peak. This asymmetric line shape may be modeled,
for example, with the Doniach-Sunjic approach [41].

The binding energy of a given core level may change, as soon as we alter the chemical environ-
ment, for example, by a chemical reaction. Although the chemical bonds formed with an
atom as a consequence of the reaction involve mainly the valence electrons, they may cause
a charge transfer from or to that atom. This process modifies the electrostatic screening in the
atom, ultimately resulting in a slight shift of the core level binding energy. These socalled
chemical shifts form the basis of more elaborate ESCA approaches in determining the chemical
composition of complex alloys and compounds. An illustration for chemically induced core
level binding energy shifts is given by the remaining spectra in Fig. 19. These spectra are
obtained by exposing the Al(111) surface to different amounts of oxygen in successive steps.
After an oxygen exposure of 25 L we start to see a weak spectral feature on the high binding
energy side of the 2p level. After 50 L this feature has grown into a well-defined sharp
peak EB = 74.4 eV, which can be attributed to photoemission from Al surface atoms onto
which oxygen has chemisorbed. In addition, a third peak starts to form at still higher binding
energies. After dosing 100 L onto the Al(111) surface, this third signature at EB = 75.7 eV has
evolved into a clear peak, which can be attributed to photoemission from Al atoms bonded in
an Al2O3 environment. We therefore see that the oxidation from metallic aluminium to alumina

Fig. 19: Core level photoemission from
Al(111). A surface reaction with oxygen
leads to characteristic chemical shifts of
the core level binding energies with respect
to the clean surface. The amount of oxygen
that the surface is exposed to is measured
in units of Langmuir L (1L = 106mbar ·
s). From [1].
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Fig. 20: (Right) Principle of Fermi surface mapping illustrated for photoemission from W(110).
The plot compiles photoemission intensity distributions I(E,k‖) for different emission angles,
which can be stacked in a three-dimensional scheme. A cut through the stack at E = EF yields
a two-dimensional map of the Fermi surface in the plane defined by k‖. From [42]. (Left) Fermi
surface for Pb-doped Bi2212, i.e. Bi2Sr2CaCu2O8−δ. From [43].

is accompanied by a chemical shift of the Al 2p core level by about ∆EB = 2.7 eV.

Fermi surface mapping A particular aspect in modern photoemission spectroscopy is the
so-called Fermi surface mapping. In order to see how this approach works, it is useful to
recall that the data provided by the 2D display analyzers represent an intensity distribution
I(E,k‖). The electron wavevector k‖ parallel to the surface is defined by the experimental
geometry. By varying the emission angles θ and φ (cf. Fig. 9) one obtains a set of slices
through reciprocal space for different vectors k‖ = (kx, ky) in the surface plane. This data
set can be condensed into a three-dimensional representation E(kx, ky). An example for angle-
resolved photoemission from a W(110) surface is shown in Fig. 20. The picture combines a
vertical cut I(E, kx, ky = 0) through the surface Brillouin zone (SBZ) with a horizontal cut
I(E = EF , kx, ky). The intensity distribution I(E, kx, ky = 0) reveals a clear dispersion of
band segments along the high symmetry directions S̄−Γ̄−S̄ in the SBZ, which can be compared
to appropriate band structure calculations. The horizontal cut I(E = EF , kx, ky) depicts a two-
dimensional map of the electronic states at the Fermi energy and can thus be related to the
Fermi surface. In the interpretation we have to keep in mind that the map in Fig. 20 contains
matrix element and photoelectron diffraction effects. These have to be taken into account when
comparing the data to theoretical predictions.

The details of the Fermi surface are crucial in determining the physical properties of materials,
for example, the magnetic anisotropy in magnetic systems or the origin of superconductivity.
In fact, the onset of superconductivity is accompanied by the formation of a small gap around
the Fermi level. It is for this reason that Fermi surface mapping has become a standard tool
in the investigation of high-TC superconductors (HTSC). The example in Fig. 20 depicts the
Fermi surface of Pb-doped Bi2Sr2CaCu2O8−δ (short form Bi2212) [43]. The data have been
recorded in the normal state (T=120 K) with a He discharge source (hν = 21.2 eV). The main
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Fig. 21: Energy-filtered image from a
GaAs/AlGaAs layered structure acquired
at the maximum intensity of the Ga 3d
core level peak (kinetic energy of 380.4 eV;
incident photon beam of 400 eV). From
[38].

Fermi surface is hole-like and has the form of tubes (rings) centered around the X, Y high
symmetry points. In addition, weaker intensity features are observed specifically around the
M point. This so-called shadow Fermi surface is attributed to a spin-related origin [43]. A
detailed understanding of the Fermi surface and their change with temperature are mandatory
to understand the microscopic mechanisms leading to HTSC.

Microspectroscopy Laterally resolving photoemission techniques can yield a two-dimen-
sional distribution of the electronic and chemical states at the surface. The current challenge in
microspectroscopy is the improvement of the spectral and lateral resolution in order to increase
the image contrast and reduce the minimum feature size detectable. The example in Fig. 21 has
been obtained with a NanoESCA instrument (cf. Fig. 16) and represents the current status of
the field. The sample is a GaAs/AlGaAs layer stack comprising layers of different thickness,
which has been cut into a cross section through the layer stacking (schematic stacking sequence
in the center of the image). The image has been acquired with Ga 3d core level photoelectrons
excited with photons of 400 eV energy.

The image contrast arises from the different relative Ga concentration in the GaAs and AlGaAs
layers and directly reflects the layer stacking. The AlGaAs regions appear darker than the GaAs
areas. The stack included a number of double layer structures, which appear in the imaged cross
section as pairs of parallel lines. These can be employed to determine the lateral resolution in
the experiment. The two pairs on the right hand side of the image are clearly separated. For
the remaining structures on the left-hand side, a line scan analysis across the lines is necessary
to extract further information. We can see that the line pair denoted as P3 in the image cannot
be separated anymore into two individual features. If one assumes a 20%/80% criterion for the
lateral resolution ∆x, we find a value of ∆x=273 nm.

On the left hand side of the image, we can discern a single line of darker contrast. This signal
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Fig. 22: Top panel: Spin-resolved
photoemission spectra from Fe(001) along
the surface normal at a photon energy
of hν = 34.2 eV for p-polarized light
impinging at 45° angle of incidence.
The intensity spectrum (solid line) is
decomposed into the spin-up (�) and
spin-down (∇) components. These have
been extracted on the basis of the spin
polarization distribution (bottom panel).
The spectral features marked A-D are
explained in the text.

originates from a single AlGaAs layer (W3) of 38 nm thickness. The line scan reveals that this
feature causes an image line with 270 nm full-width half maximum (FWHM). This is again the
lateral resolution value that we have obtained above. This example demonstrates that features
well below the resolution limit can still be made visible provided that the chemical contrast is
strong enough.

4.4.2 Spin Effects in Photoemission

The electron spin can give rise to very peculiar phenomena in photoemission experiments.
This is due to the fact that the electronic states are subject to two spin-dependent interactions:
(i) spin-orbit coupling, and (ii) exchange interaction. Whereas spin-orbit coupling is mainly
an atomic property, exchange-interaction is at the heart of the many electron system and is
responsible for magnetic phenomena.

Ferromagnetic systems A ferromagnet is characterized by a finite magnetization M, i.e. a
spontaneous long-range magnetic order below a critical temperature TC . The magnetization is
related to a lifting of the spin-degeneracy of the valence electronic states. As a consequence,
the spin-up and spin-down bands are separated in binding energy by the exchange splitting
∆Eexc(k, E). A spin-resolved photoemission experiment will therefore be able to directly
distinguish between the spin-up and spin-down states, as the spin is preserved during the optical
transition.
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Fig. 22 gives an example for spin-resolved photoemission from the Fe(001) surface. The
intensity spectrum (upper panel, solid line) exhibits a strong peak close to the Fermi level and
a weaker spectral feature at around 3 eV binding energy. The sample is magnetized within
the surface plane and the spin polarization distribution is measured along the magnetization
direction (bottom panel). It reveals some structure in the region between EF and 2 eV binding
energy, and levels off to an almost constant value towards higher binding energies. From
the intensity and spin polarization distributions we can calculate the spin-up and spin-down
contributions to the photoemission spectrum according to eq. 21. These are represented by the
closed and open symbols in the upper panel of Fig. 22. We can easily see that these partial spin
spectra differ significantly from each other. In a qualitative picture the features marked by A-D
can be related to transitions different initial state bands.

According to the nonrelativistic selection rules (see Appendix), the experimental set-up allows
access to initial states of mainly ∆1 and ∆5 symmetry. By comparison to band structure
calculations, the feature B can be ascribed to direct transitions from the ∆↓

5-band lying closely
below EF . The other features appear in the majority spin spectrum: peak A is located at a
binding energy of EB = −0.7 ± 0.2 eV and originates from an initial state of ∆↑

1 symmetry,
whereas feature C positioned at EB = −2.5 ± 0.2 eV results from the ∆↑

5-band. Finally, a
feature labeled D is located at EB = −3.4± 0.2 eV and originates from the strongly dispersive
∆↓

1 band, which starts at the Γ-point. These findings are in good agreement with previous
photoemission studies on Fe(001) as presented, for example, in Ref. [44].

Optical spin orientation Even in the absence of magnetic interactions, it is possible to ob-
serve spin-polarized photoelectrons and relate them to the symmetry of the electronic states.
This phenomenon is called “optical spin orientation” and the microscopic mechanism is pro-
vided by spin-orbit coupling, as we have already discussed in Sect. 2.2. The effects are large, if
the spin-orbit coupling in the occupied states is strong.

As an example, Fig. 23 shows spin-resolved photoemission data for the W 4f shallow core
levels obtained with linearly polarized light. The geometry was chosen such that the light
impinges on the W(110) surface at a glancing angle of 17°. Symmetry arguments require that
the spin-polarization vector is oriented perpendicular to the plane spanned by the direction of
incidence an the surface normal [46]. These states show a clear spin-orbit splitting of about
∆Eso ≈ 2.5 eV between the 4f7/2 and 4f5/2. We see that the partial intensity spectra of
spin-up (�) and spin-down (∇) differ significantly at the peak positions, resulting in a positive
spin polarization at the 4f7/2 emission line, whereas the 4f5/2 level exhibits a negative spin
polarization (bottom panel). This spin polarization reversal between the spin-orbit split levels
is an instrinsic feature of the optical spin orientation process, because the total spin polarization
integrated over all spin-orbit split levels is required to vanish for symmetry reasons – at least
in nonmagnetic materials. Note that for a given experimental geometry the sign of the spin
polarization is unambiguously connected to the symmetry of the electron states involved in the
optical transition. This assertion also holds for band states in a solid and allows a detailed
analysis of spin-orbit effects in the band structure on the basis of spin-polarized photoemission
experiments [47].

Rashba States The spin-polarization effect described in the previous section is due to the
intraatomic spin-orbit interaction in the Hamiltonian (eq. 2.1). This term has a specific structure.
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Fig. 23: Spin-resolved W 4f energy
distribution curves (EDC’s) measured with
p-polarized light of hν=140 eV photon
energy. The spin polarization vector
is oriented perpendicular to the plane
spanned by the direction of light incidence
and the surface normal. The integral
of the difference (lower panel) over the
binding energy vanishes within 1% relative
to the integral of the absolute value of the
difference. From [45].

In the field of spin-dependent transport there is a strong desire to control the electron spin in
semiconductors by electric fields. In order to describe this situation in a planar configuration,
one often uses the Rasbha-Bychkov Hamiltonian [48]. Interestingly, it has a very similar
mathematical form

HRB = α(−i∇× E) · σ (22)

with the Rashba constant α and the effective electric field E. One expects maximal effects of
the Rashba Hamiltonian when the electric field, the electron momentum and the electron spin
are mutually orthogonal.

In two-dimensional (2D) systems with broken inversion symmetry, this spin–orbit interaction
causes spin separation of the moving electrons – which is why it is interesting for spintronics.
However, the inversion symmetry of the potential is also naturally broken at any crystal surface
or interface. As a consequence, electronic states localized at a surface/interface should be spin-
split although this splitting can be quite small. In fact, the Rashba interaction at crystal surfaces
becomes sizeable only when it couples to the large intra-atomic spin-orbit interaction. The
gradient of the surface potential by itself is not sufficient to cause a directly observable splitting
of the surface/interface electronic bands into spin subbands [49]. Therefore, this interaction
plays an important role only if high-Z elements are involved at the surfaces or interfaces.

It is well-known that some noble metal surfaces exhibit pronounced surface states. This is also
true for the unreconstructed Au(111) surface, which exhibits a Shockley-type surface state at
the center of the surface Brillouin zone (SBZ), i.e. at the Γ̄-point. This situation is depicted in
Fig. 24. The surface state is characterized by a parabolic dispersion with k||. Due to the Rashba



Electronic Spectroscopy F2.33

Fig. 24: Upper panel, section of the surface
Brillouin zone of the unreconstructed
Au(111) surface. The ΓK distance is
π
√
32/3a = 1.45Å−1. Lower panel,

schematic view of the split surface state
dispersion in a cut through Γ . From [50].

interaction the surface state will spin-split, forming two concentric ring-shaped Fermi surfaces
with opposite spin polarization in the SBZ.

Indeed this splitting can be clearly seen in a high-resolution photoemission experiment, (Fig.
25). The gray-scale intensity map represents a slice through the Brillouin zone along the
direction Γ̄K̄. Without the Rashba interaction there would be only one parabolic trace centered
around k|| = 0, corresponding to the dispersion of the surface state. The Rashba interaction
introduces a symmetric splitting resulting in two parabolic traces with opposite spin polarization.
The energy and momentum distribution curves show that the two traces are only degenerate at
k|| = 0, but separated otherwise.

Magnetic Dichroism in Photoemission What happens, if we have an experimental situation
as described in sect. 4.4.2, but our sample is actually ferromagnetic? Let us take the example of a
2p core level. The ferromagnetic state is responsible for a spin-dependent energy splitting of the
electronic states – not only in the valence states, but also in the core levels. These split according
to their magnetic quantum number mJ , i.e. the 2p3/2 level splits into 4 sublevels (m3/2, m1/2,
m−1/2, m−3/2), the 2p1/2 into two. The transition matrix elements depend on mJ and the
orientation of the magnetization. As a consequence, the fine structure of the intensity spectrum
depends on the magnetization direction. This phenomenon is called magnetic dichroism and is
observed for both core levels and valence states [51].

This effect is shown in Fig. 26 for the 2p core level photoemission from Fe. Note that we have
a very similar geometry as in experiment described in sect. 4.4.2. The magnetization vector
is oriented perpendicular to the reaction plane. The upper panel compiles the photoemission
spectra across the spin-orbit split 2p levels. We can clearly see that the spectra differ significantly
for opposite magnetization directions. The difference of the two spectra is plotted in the center
panel and reveals characteristic bipolar signatures at the position of the core levels. We also note
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Fig. 25: Photoemission intensity of the
Shockley state on Au(111) as a function
of energy and momentum I(EB, k||) (white
means high intensity). The top panel
shows a cut at constant energy E = EF

(MDC); the right-hand panel gives the
energy distribution curves (EDCs) at k|| =
0 and k|| = 0.1 Å−1. From [50].

Fig. 26: (a) Fe 2p photoemission spectra
and Shirley background of 15 ML Fe /
W(110) excited with p-polarized radiation
(hν =850 eV) for magnetization up and
down (M+, M−). The inset shows the
experimental geometry. (b) The intensity
difference (MLDAD) of the curves from
(a). (c) MLDAD asymmetry (without
background). The arrows mark the
position of correlation-induced satellites.
From [52].
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that the polarity of these features reverses between the 2p3/2 and the 2p1/2. This is consistent
with the spin polarization change in the optical spin orientation experiment in sect. 4.4.2. In
fact, as a general rule, optical spin orientation phenomena in nonmagnetic materials are taking
the form of magnetic dichroisms in ferromagnets.

The magnetic dichroism signal is often expressed as an intensity asymmetry A

A =
I(M+)− I(M−)

I(M+) + I(M−)
. (23)

which reveals a similar spectral dependence than the difference. Additional weak spectral
features are related to correlation effects (see Sect. 4.4.2). As the experiment has been performed
with linearly polarized light, the effect is also termed magnetic linear dichroism in the photo-
electron angular distribution (MLDAD). The latter points out that the size and sign of the
magnetic dichroism depends strongly on the emission angle of the photoelectrons analyzed.
A closer theoretical analysis shows, that the MLDAD is actually an interference effect between
the two photoemission channels into s and d final states [53].

Electronic Correlations It is well established nowadays that photoemission spectra of narrow-
band materials, such as the elements of the d transition-metal series and their compounds,
cannot be entirely explained within a one-electron picture. This is due to the presence of local
correlations between electrons in the partially filled d band. Experimental band mapping and
its comparison with theoretical results can be a powerful tool to directly investigate correlation
effects. It has to be realized, however, that the correlated electron picture is less transparent
than the single particle model. The interactions due to the electronic correlations lead to a
“dressing” of the single particle, i.e. when the particle moves in the solid it is always screened
by these many-particle interactions. This system of particle and interaction cloud may be seen
as a new quasiparticle. The respective many-electron calculations result in quasiparticle spectral
functions rather than conventional band structures, which is a significant conceptual difference.

From all d transition metals, Ni has the narrowest bands and exhibits the strongest correlation
effects. This can be seen in Fig. 27. Panel (a) reproduces a set of experimental angle-resolved
photoemission spectra, which have been recorded for different emission angles from normal
emission up to 70°. It is obvious that the spectral features disperse with the emission angle.
A comparison with a single particle particle calculation in the LDA approximation (panel b),
however, predicts a much stronger dispersion of the bands than observed in the the experiment.
In particular, strong spectral features should also be expected at binding energies larger than 0.5
eV. This is also not observed in the experiment. Furthermore, the exchange splitting between
bands of the same symmetry is calculated about twice as large, as observed in spin-resolved
experiments (∆Eexc � 300meV [55]).

The quasiparticle spectral functions calculated within a multiorbital Hubbard model for the
experimental geometries are compiled in panel (c) of Fig. 27. The inclusion of correlation
effects strongly modifies the spectra: all the structures are pushed up towards EF by self-energy
corrections reproducing much more closely the experimental results both in terms of energy
position and dispersion. The spin dependence of the self-energy, arising from the different
efficiencies of the scattering channels involving majority- and minority-spin electrons, strongly
affects the spin polarization of the quasiparticle states. For this particular region in k space,
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Fig. 27: Comparison between angle-resolved photoemission spectra from a Ni(110) surface
at hν = 21.2 eV (a), single particle local-density approximation (LDA) (b), and quasiparticle
calculations results (c). The polar angle ranges from 0° (bottom) to 70° (top). The spin character
is indicated by � and �. From [54].

four spin-up and four spin-down bands are theoretically predicted in the energy region of
interest. While in the single-particle picture one spin-up band and four spin-down bands cross
the Fermi energy, all four spin-up bands come close to EF after the inclusion of correlation
effects. Moreover, the energy separation between the spin-up and spin-down bands between
θ = 50◦ and 60° is reduced by self-energy corrections. All this is in excellent agreement with
the experimental data.

In addition to a spin- and energy dependent renormalization of the quasiparticle states due to
the self energy, the correlations also lead to the appearance of new spectral features, which
are completely absent in the single particle band structures. The most prominent feature in
Ni is the famous “6 eV satellite”. This is depicted in Fig. 28, which shows the calculated
dispersion of the majority spin quasiparticle states. These are compared to spin-integrated,
angle-resolved photoemission results. In the region close to EF we observe the spin-dependent
energy renormalization already discussed above. In addition, we find a strong dispersing feature
corresponding to the sp-type band. At about 6 eV below the Fermi level, however, there appears
a new non-dispersing feature. This is the correlation-induced satellite, which indeed turns out
to be of majority-spin character in spin-resolved photoemission experiments [58].

4.4.3 Kinkology

The on-site Coulomb interactions leading to the correlation phenomena discussed above are
relatively strong and thus lead to large effects in the band structure. High-resolution photo-
emission nowadays provides the opportunity to study also the influence of much weaker inter-
actions affecting the electronic system, for example, electron-phonon or electron-magnon inter-
actions. As the analysis procedure is connected close to finding and identifying kinks and
precisely measuring the spectral width in the dispersion of the quasiparticle states, this field is
sometimes coined “kinkology”.
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Fig. 28: Comparison between the
calculated dispersion of quasiparticle
states (•) for majority-spin bands
and angle- resolved spin-integrated
photoemission results (♦) of Ref. [56].
From [57].

Electron-phonon interaction The interaction of different quasiparticles, such as electrons
and phonons, results in a crossing and hybridization of their respective dispersion relations. At
the position in k-space where such crossings occur, the states involved are shifted in energy with
respect to the noninteracting case. As phonons have very low energies of the order of 100 meV
the respective modifications of the dispersion behavior of the electronic quasiparticle states due
to the electron-phonon interaction will be confined to a narrow region below the Fermi level.
Formally, the electron-phonon interaction can be considered as an additional contribution to the
self energy Σ.

All characteristics of the electron-phonon coupling (EPC) are described by the Eliashberg
function E(ω, ε,k) = α2(ω,k)F (ω, ε,k), the total transition probability of a quasi-particle
from/to the state (ε,k) by coupling to phonon modes of frequency ω [59]. Information about
the Eliashberg function can be obtained from the angle-resolved photoemission spectra, both
through the EPC distortion of the quasi-particle bands near the Fermi energy and the temperature-
dependent linewidth. If ε0(k) is the bare quasi-particle dispersion of a surface state without
EPC, then the measured dispersion ε(k) with electron-phonen coupling is given by

ε(k) = ε0(k) + ReΣ(k, ε) (24)

The screening of the electrons by the lattice is represented by the self-energy function Σ(k, ε).
The imaginary part of the self-energy is related to the EPC contribution to the lifetime τ of the
excited electronic states,

1/τ = 2ImΣ(k, ε, T ) (25)

Based on these considerations the influence of the electron-phonon coupling has been investi-
gated in Be(101̄0) [60]. The photoemission data in Fig. 29 (left) show the dispersion of the
surface states S1 and S2 as bright features. The experimental dispersion of the quasiparticle
band ε(k) (Fig. 29, right) is compared to the expected dispersion of the surface state without
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Fig. 29: (Left panel) Energy vs. momentum photoemission display of the two surface state
bands S1 and S2 on Be(101̄0). The dashed line is the bulk band edge. Data taken at 30 K
at 40 eV photon energy. (Right panel) Quasi-particle dispersion determined from momentum
distribution curves (circles) obtained at 24 eV photon energy. Dashed blue line is the bare
particle dispersion ε0(k) and the red line is the fit to the data from the extracted Eliashberg
function. From [60].

additional interactions ε0(k). This comparison reveals a weak, but distinct deviation of the
experimental data from the parabolic dispersion close to the Fermi energy. This kink is the
spectral signature of the electron-phonon coupling.

Electron-magnon interaction In a magnet we have collective excitations of the spin system
– magnons. These quasiparticles have energies also in the 100 meV range. We should therefore
expect that electron-magnon interaction leads to the appearance of kinks in the band structure of
ferromagnetic materials. This is demonstrated for the photoemission from the Fe(110) surface.
The ARPES data (Fig. 30) show the spectral distribution of the surface state photoemission
close to EF at the center of the surface Brillouin zone. A careful analysis of surface state
dispersion reveals a characteristic deviation from the parabolic behavior in the regime down
to 200 meV below the Fermi level. This broader kink structure can be indeed related to the
electron-magnon interaction [37]. From these data it is possible to extract the strength and
extension of the electron magnon interaction.

4.4.4 High-Energy Photoemission (HAXPES)

So far we have discussed effects in valence band and core level photoelectron spectroscopy
at excitation energies below 1000 eV. As we know from the inelastic mean free path curves
under these conditions we will have λin � 1nm at best, i.e. all of these experiments are
more or less surface sensitive. In recent years there is a strong effort to extend photoelectron
spectroscopy also to higher excitation energies up to 10 keV in order to overcome this limitation.
The approach is coined HArd X-ray PhotoElectron Spectroscopy (HAXPES) and poses several
experimental challenges [61]. First, the electron spectrometers must be modified to be able to
measure photoelectrons with high kinetic energy and good energy resolution (∆E < 100meV).
Second, the photoexcitation cross section for most core levels drops by 2-3 orders of magnitude,
when going from 1 keV to 10 keV photon energy. As a consequence, the resulting photoelectron
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Fig. 30: ARPES data from the iron (110) surface state. Left: Raw data, showing the intense
quasiparticle region. Right: The electron band dispersion (E vs. k|| ) extracted from the data
reveals a weak ”kink” in the region between 0.1 and 0.2 eV below EF . From [37].

intensity will be small and difficult to measure. This can be only partially compensated on the
primary side, i.e. by increasing the photon flux. At present, HAXPES experiments are still
demanding and very difficult to carry out with laboratory sources.

The major advantage of HAXPES is its larger information depth which permits the access to
buried layers and interfaces. The example shown in Fig. 31 is taken from the field of resistive
oxides. Usually, oxides are wide band gap insulators. However, some of these materials may
change their conductivity by several orders of magnitude, if a short current pulse above a certain
threshold is applied to the material [62]. This current leads to the formation of conductive
filaments or a local valency change in the oxide generating carriers for electrical transport. This
is called the low resitive state (LRS). Interestingly, this process is reversible and the system may
also be switched back into the high resistive state (HRS). This behaviour considered as a future
memory principle and explains the strong interest in resistive oxides.

Ta2O5 is one of the promising materials that has been and still is thoroughly investigated with
respect to resistive memory applications. Fig. 31 shows the comparison of photospectra taken
from the Ta 4d core states with about 8 keV photon energy. In order to switch the conductivity
of the Ta2O5 film a bottom and top electrode usually made from Pt is needed, through which the
switching current is passed through the insulator. This means, however, that the photoemission
experiment has to probe the region below the Pt electrode, which requires a sufficiently high
information depth. As can be seen, the experiment is indeed able to find a difference in the
relative core level intensities underneath the 10 nm thick Pt-electrode, which can be related
to a change of the oxidation state from Ta5+ to Ta4+ between the HRS and LRS state [63].
This demonstrates that HAXPES is able – at least in principle – to follow and map the valency
changes taking place during the resistive switching process.

Recent experiments have demonstrated that high-energy photoemission can also be used to
carry out bulk-sensitive band mapping experiments [64–67].
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Fig. 31: Hard x-ray photoemission spectra
from Ta2O5 in the high (HRS) and low
resistive state (LRS). From [63].

In this contribution, we could only touch upon selected aspects of photon-based electronic
spectroscopies and the photoexcitation processes. It should have become clear that these spec-
troscopies with their many facets provide powerful tools for an en detail electronic and chemical
characterization of materials. Very important information can already be extracted by means
of qualitative interpretation schemes. The full potential, however, can be unleashed only by
quantitative descriptions within sophisticated photoexcitation calculations.
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Fig. 32: Brillouin zone of an face-
centered cubic crystal with high-symmetry
directions (green) and high-symmetry
points (red).

Appendices

Optical Selection Rules for Band States

The strength of the optical interband transitions in the electronic structure of a solid is deter-
mined by dipole selection rules. These dipole selection rules depend on the symmetry of the
crystal and the experiment and have been derived from group-theoretical arguments. In the
following, we will give an example for the dipole selection rules valid in a face-centered cubic
crystal.

The symmetry of the electronic wavefunctions in the initial and final state of the photoemission
process is described by so-called irreducible representations Ai of the symmetry group. The
letter A usually refers to high-symmetry directions and points in the Brillouin zone (Fig. 32).
Depending on the structure of the Hamiltonian (see, for example, eq. 2.1) one may distinguish
nonrelativistic or single-group representations (spatial symmetry only), relativistic or double-
group representations (including spin-orbit coupling) and magnetic co-representations (spin-
orbit coupling and exchange interaction). The dipole operator of the photon field can also
be expressed by an appropriate representation, taking into account the experimental geometry
(direction of light incidence). For an fcc crystal, we have the following representations without
and with spin-orbit coupling along the three high-symmetry directions

crystalline axis symmetry label nonrelativistic relativistic
{001} ∆ ∆1, ∆2,∆2′ ,∆5 ∆1

6,∆
5
6,∆

2
7,∆

2′
7 ,∆

5
7

{011} Σ Σ1,Σ2,Σ3,Σ4 Σ1
5,Σ

2
5,Σ

3
5,Σ

4
5

{111} Λ Λ1,Λ3 Λ3
4,5,Λ

1
6,Λ

3
6

Table 1: Irreducible representations for the fcc lattice.

Electronic states with the highest symmetry have the lowest number, i.e. ∆1,Σ1,Λ1. In a
photoemission process along the surface normal of a low-index surface, the electron is excited
into a final state with the highest symmetry inside the crystal, which connects to a spherical
wave (corresponding to a s wavefunction) outside the crystal propagating towards the detector.
For this normal emission geometry, we have the following dipole selection rules between single-
group representations [68]

In the presence of spin-orbit coupling, the interband transitions take place between double-
group representations and lead to the excitation of spin-polarized photoemission due to the
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final state
initial state ∆1 ∆2 ∆2′ ∆5

∆1 ‖ ⊥
∆2 ‖ ⊥
∆2′ ‖ ⊥
∆5 ⊥ ⊥ ⊥ ⊥

final state
initial state Σ1 Σ2 Σ3 Σ4

Σ1 ‖ X Y
Σ2 ‖ Y X
Σ3 X Y ‖
Σ4 Y X ‖

final state
initial state Λ1 Λ3

Λ1 ‖ ⊥
Λ3 ⊥ ‖,⊥

Table 2: Nonrelativistic dipole selection rules in a cubic lattice for normal emission along the
three low-indexed directions for the vector potential A parallel (‖) and perpendicular (⊥) to the
surface normal, and parallel to the x-axis (X) or y-axis (Y), respectively.

mechanism of optical spin-orientation. An example for the resulting relativistic selection rules
with circularly polarized light are given in Table 3. For a full set of relativistic selection rules,
the reader is referred to Ref. [69].

final state
initial state ∆1

6 ∆2
7 ∆2′

7 ∆5
6 ∆5

7

∆1
6 |⇑〉 |⇓〉

∆2
7 |⇓〉 |⇑〉

∆2′
7 |⇓〉 |⇑〉

∆5
6 |⇓〉 |⇑〉 |⇑〉

∆5
7 |⇑〉 |⇓〉 |⇓〉

Table 3: Relativistic dipole selection rules for normal emission along the ∆ line and excitation
with right-hand circularly polarized light. The spin-polarization is oriented along the surface
normal (z-axis) and can be positive (|⇑〉) or negative (|⇓〉). For excitation with left-hand
circularly polarized light, |⇑〉 and |⇓〉 have to be interchanged.
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1 Introduction

Since the invention of the first scanning probe microscope the scanning tunneling microscope
by Binnig and Rohrer in 1982 [1], scanning probe microscopy techniques have rapidly devel-
oped into increasingly important tools for the characterization of surface structures and material
properties. The surge in applications of scanning probe microscopes is primarily due to their
unique ability to provide real space images with atomic resolution of surface structures. De-
pending on the interaction probed, scanning probe microscopes provide the possibility to inves-
tigate periodic and nonperiodic electrical, topographic, optical, magnetic, and many other types
of properties. In contrast to scattering experiments, scanning probe microscopy techniques have
the advantage to provide images of a variety of surface structures in real space. Therefore, they
are also frequently used as a complement to scattering experiments. This lecture will focus
on the parent of all scanning probe microscopes, the scanning tunneling microscope, and il-
lustrate its operation principle, the physical background, as well as measurement and detection
capacities.

A scanning probe microscope works according to a simple principle (Fig. 1): A probe is
scanned over the surface of interest at a small distance, where an interaction between the probe
and the surface is present. This interaction can be of various nature (electrical, magnetical, me-
chanical, etc.) and provides the measured signal (tunnel current, force, etc). Depending on the
quality and type of probe, the measured signal can be observed to reproducibly vary at atomic
distances during scanning of the surface. If these scanning processes are put together line by
line, an ”image” of the surface is obtained. Such an image shows the spatial variation of the
measured parameter, e.g., of the tunnel current.

scanning
direction

interaction measurement�signal

surface

Fig. 1: Principle of a scanning probe microscope. A probe tip is scanned over a surface. The
interaction with the surface yields a signal which is used to derive a real space image of the
surface.

Of all the scanning probe microscopes the first invented scanning tunneling microscope (STM)
still provides the highest routinely achieved resolution. It is used for semiconductors, metals,
and superconductors, because it constitutes a probe for electrical properties and thus requires
electrically conducting surfaces. It measures the tunnel current between a metallic, extremely
fine tip and the surface. Thereby the STM probes the local density of surface states, whose
atomic-scale variations allows to image surfaces with atomic resolution. Fig. 2 shows as ex-
ample a STM image of the InP(110) surface. Each bright local peak represents the increased
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local density of states near an atom on the surface. Black holes indicate missing atoms, i.e.,
vacancies [2]. Thus, one can recognize atomic rows and individual point defects.

1�nm

Fig. 2: Scanning tunneling microscope image of several phosphorus vacancies on a n-doped
InP(110) surface. The image was obtained at negative voltages applied to the sample. Thus, the
electrons tunneled from the filled InP(110) surface states into empty tip states. Adapted with
permission from [2], c©1994 American Physical Society.

2 Theoretical fundamentals

A scanning tunneling microscope uses a fine metallic tip (called tunneling tip) as probe. A bias
voltage is applied between the tip and the electrically conducting sample surface (see Fig. 3).
Then the tip is approached toward the surface until a electrical current flows. This happens at
tip-surface separations in the order of 0.5 to 1 nm. The current is a tunnel current based on
the quantum-mechanical tunnel effect [3–5]. After a tunneling contact is established, the tip is
moved laterally over the surface by a piezoelectric scanning unit, whose mechanical extension
can be controlled by applying appropriate voltages. The scanning unit is typically capable of
scanning an area of a few nm2 up to several µm2. Thereby a microscopic image of the spatial
variation of the tunnel current is acquired. Hence the name scanning tunneling microscope.

At this stage we discuss what kind of atomic-scale structures can be made visible by utilizing the
tunnel effect in the scanning tunneling microscope. These structures must by nature correspond
to electrical states from or into which the electrons can tunnel. In the tunneling process, the
electrons must tunnel through the vacuum gap between the tip and the sample surface. This
vacuum gap represents a potential barrier, i.e. an energetically forbidden region. The tunnel
effect allows a particle (here an electron) to tunnel through this potential barrier even though the
electron’s energy is lower than the barrier height. The probability of such a process decreases
exponentially with the geometrical distance between the tip and the sample (determining the
width of the potential barrier) and with increasing barrier height. An experimental apparatus
making use of the tunnel effect must therefore minimize the width of the potential barrier to
the degree that electrons can tunneled through it. This is realized in the scanning tunneling
microscope configuration by moving the tip very close (about 1 nm or less) to the surface.
The electrons can then pass between the surface and the tip. The direction of the macroscopic
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electrically�conducting�surface

voltage
tunneling�of�electrons

+
_

~1�nm

metallic
tip 50�µm

20�nm

tunnel current

(a) (b)

(c)

x,�y,�z
scanning�unit

Fig. 3: (a) Schematic drawing of a classical scanning tunneling microscope. The tunnel current
is used as measuring signal. (b) and (c) show scanning and transmission electron microscope
images, respectively, of a typical tungsten tips used for a classical scanning tunneling micro-
scope with no spin sensitivity. Note the sharpness of the tips, which have a radius of curvature
below 10 nm.

tunnel current is fixed by applying a voltage between sample and tip, even if electrons tunnel in
both directions, but with different probabilities due to the applied voltage. Note, the tunneling
process of an electron through an energetically forbidden region is instantaneously and thus,
the tunneling electron does not stay a measurable time span in the forbidden potential barrier
region [6].

In order to explain and interpret the images of the surface states obtained in this way, efforts to
develop a theory were made soon after the invention of the scanning tunneling microscope. One
of the possible theoretical approaches is based on Bardeen’s idea of applying a transfer Hamil-
tonian operator to the tunneling process [7]. This had the advantage of adequately describing
the many-particle nature of the tunnel junction. In the model, a weak overlap of the wave func-
tions of the surface states of the two electrodes (tunneling tip and sample surface) is assumed
to allow a perturbation calculation. The resulting current between two planar electrodes is then
given by

I ∼
∫ ∞

−∞
|M(E)|2 · ρtip(E − eV ) · ρsample(E) · [f(E − eV )− f(E)]dE (1)

with f(E) being the Fermi function, M the tunneling matrix element, ρsample and ρtip the density
of states of the sample and tip, respectively, and E the energy of the density of states.

On this basis, Tersoff and Hamann developed a simple theory of scanning tunneling microscopy
[8, 9]. By assuming that the tunneling tip can be approximated by a metallic s-orbital with its
center at the position Rtip, as shown schematically in Fig. 4, they obtained for the tunnel current
in a STM-like configuration:

I ∼ V · ρtip(EF) · ρsample(Rtip, EF) (2)

In addition, is was assumed that low voltages V (i.e., much smaller than the work function) are
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applied in order to linearly approximate the voltage dependence (see below for the high voltage
extension of Eq. 2). ρtip(EF) is the density of states of the tip and ρsample(Rtip,EF) is that of
the sample surface at the center Rtip of the tip orbital and at the Fermi energy EF. Equation 2
shows that at low voltage the scanning tunneling microscope thus images the electronic density
of states at the sample surface near the Fermi energy. However, this result also means that the
scanning tunneling microscope images do not directly show the atoms, but rather the electronic
states bound to the atoms. If we recall Fig. 2 the maxima are thus the filled states localized above
the phosphorus atoms on the InP(110) surface and the dark holes are missing states arising from
vacancies at the surface.

r
Rtip

sample

z

tip

s-orbital

�

Fig. 4: Schematic representation of the tunneling geometry used in the Tersoff-Hamann model.
The tip approximated by a s orbital with a radius r at the position Rtip.

As can be seen in Eq. 2, the density of states of the probe tip enters in the measurement in the
same way as the density of states of the sample. Thus depending on the exact density of states
of the tip, the tunnel current will vary from tip to tip. It is therefore desirable to know the exact
electronic state of the tip, but unfortunately, in actual experiments, every tip is different and the
details remain almost always unknown, despite intense efforts to characterize the tips’ apexes.
Tip effect were nevertheless successfully distinguished from the real surface structure by careful
measurements with a large number of tip configurations. Different tip configurations can be
obtained during scanning over the surface by attracting individual atoms from the surface to the
tip, as well as by special tip treatments, heating to high temperatures for cleaning in vacuum,
ion sputtering, or field emission.

Equation 2 can be better interpreted by considering the exponential decay of the density of
surface states into the vacuum with the effective inverse decay length κeff:

κeff =

√
2meB

�2
+
∣∣k||

∣∣2 (3)

me is the effective mass of the electron, k|| is the parallel wave vector of the tunneling electrons,
which enters into the Eq. 3 due to the momentum conservation in the tunneling process [10].
B is the barrier height of the vacuum gap between the tip and the sample surface. The barrier
height is a function of the applied voltage V and the work functions Φsample and Φtip of the
sample and tip [11], respectively. It can be approximated to:

B =
Φtip + Φsample

2
− |eV |

2
(4)
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The tunnel current thus decreases exponentially with the tip-sample distance z:

I ∼ exp [−2κeffz] (5)

The exponential current–tip-sample distance dependence is essential for the high accuracy of
a scanning tunneling microscope: First, very small changes in the tip-sample separation cause
large changes in the tunnel current. This yields a high vertical resolution. Second, the tip just
needs one nanotip, only about 0.1 nm closer to the surface than all other neighboring nanotips.
Then essentially all the tunnel current flows only over this closest nanotip. Thus, even appar-
ently wide and blunt tips can yield atomic resolution along the surface due to the exponential
current-distance dependence and the presence of nanotips on the macroscopic tunneling tip.

The description of the tunnel current by Eq. 2, however, has an important restriction: it only
applies to low voltages V , which multiplied by e must be much smaller that the work function
(eV � Φsample). This is reasonably correct for the tunneling conditions used to image metal
surfaces. However, for the investigation of semiconductor surfaces, voltages of the order of 2 to
3 V, sometimes even larger as in case of GaN cleavage surfaces [12, 13] are required due to the
existence of a wide band gap. Therefore the applied voltages times the electron charge e are in
the same magnitude as the work function, and the above used approximations are insufficient.
Thus the theory must be extended. The simplest extension yields:

I ∼
EF,tip+eV∫

EF,tip

ρtip(W )ρsample(W + eV,Rtip)T (W,V )dW (6)

T (W ,V ) is a transmission coefficient, which depends on the energy of the electrons and the
applied voltage. The transmission coefficient arises from the increased tunneling probability for
surface states with smaller ionization energy (leading to a smaller effective tunneling barrier)
and for the voltage dependence of the tunneling barrier. The transmission coefficient can be well
approximated, if one considers the exponential decay of the density of states into the vacuum
and the fact that the tunnel current is based of the density of states of the sample at the position
of the tip Rtip. This position corresponds to a tip-sample separation z and thus the transmission
coefficient describes the z dependence of the density of states for a given energy and voltage.
In case of positive voltages and zero parallel wave vector (tunneling from the Γ point) T (W,V )
can be thus approximated by [14]:

T (W,V ) = exp


−2z ·

√√√√2me

[
Φtip+Φsample

2 + eV
2
−W

]

�2


 (7)

The tunnel current is thus composed of the product of the density of states of the tip and sample
at all the different electron energies that are allowed to participate in the tunneling process (Fig.
5). For example, an image measured at −2 V applied to the sample, consequently shows all
occupied sample states with an energy between the Fermi energy and 2 eV below the Fermi en-
ergy. In analogy tunneling at a positive voltages applied to the sample provides a measurement
of the empty surface states in an energy interval determined again by the voltage.
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eV

EF

Evacuum

barrier�height B

sample tip

e-

Fig. 5: At high voltages not only the states near the Fermi energy EF contribute to the current
but all states whose energy ranges between EF and EF+eV.

This effect can be illustrated further using the InP(110) surface, which has two surface states: an
occupied state below the valence band edge and an empty state above the conduction band edge
(Fig. 6). All other states are located geometrically deeper in the crystal or energetically deeper
in the bands. They thus contribute only at high voltages [15], which will not be considered here.

In the special case of the InP(110) surface, the occupied surface state is spatially located above
the P atoms, whereas the empty state is bound to the In atoms (Fig. 6c1,c2). The P and In atoms
are alternately arranged in zigzag rows. At negative sample voltages, the scanning tunneling
microscope probes the occupied states located at the P sublattice, whose electrons tunnel into
the empty states of the tunneling tip (Fig. 6a). Conversely, only the empty surface states at the
In sublattice are probed at positive voltages applied to the sample (Fig. 6b) [15]- [17]. If the
voltage polarity is changed every scan line, i.e. the occupied and the empty states are probed
each alternating scan line, the two resulting images can be superimposed and the zigzag rows
of alternating indium and phosphorus atoms become visible (Fig. 6c3).

Apart from the spatial distribution of the density of states, its energy dependence can be deter-
mined from current-voltage characteristics using Eq. 6. In order to do so, however, information
is required about the transmission coefficient, which turns out to be a great obstacle even if
approximations [18] are used. Therefore, in most cases, an experimentally viable approach is
used, in which the density of states is approximated to [19] [20]:

ρsample(eV ) ≈ (dI/dV )/(I/V ) (8)

In this case the transmission coefficient in Eq. 6 is approximated by I/V to remove the distance
dependence (division by I) and the voltage dependence (multiplication by V ). The overline
means that the voltage dependence of I/V is strongly smoothened to avoid singularities in
the density of states ρ in the band gap region where no current is measured. Despite these
limitations it is well possible to experimentally measure the density of states as a function of
the energy relative to the Fermi level using Eq. 8.
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Fig. 6: Tunneling process at (a) negative and (b) positive voltages applied to the InP(110)
surface. At negative voltages occupied states at the P atoms contribute to the tunnel current,
while at positive voltages empty In-derived states dominate the current flow. (c1) Schematic
top view and (c2) side view of the (110) surfaces of III-V compound semiconductors. (c3)
Superposition of two scanning tunneling microscope images measured at positive (red) and
negative (green) voltage. The density of state maxima correspond to the surface states at the In
and P atoms, respectively.

3 Operating modes

At this stage the experimental operation of a scanning tunneli ng microscope is addressed. The
simplest manner to obtain a scanning tunneling microscope image is to directly measure the
variation of the tunnel current as a function of the scanning position while keeping the distance
z between tip and sample surface constant. A so-called current image is then obtained. Instead
of directly recording the atomic variation of the current, however, the usual procedure is to
keep the tunnel current constant while scanning over the surface. This is done by changing the
distance z between tip and surface using a feedback loop (Fig. 7a). In order to get an image, one
records the voltage applied to the piezoelectric crystal (z-piezo), which adjusts the tip-sample
distance such that the tunnel current is kept constant as schematically illustrated in Fig. 7b and
7c. This yields a constant-current STM image.

The constant-current mode is the preferred operation mode for most measurements, because
it compensates with help of the feedback drifts in the tip-sample separation, which in current
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Fig. 7: (a) Schematic drawing of a scanning tunneling microscope with feedback loop used to
keep the tunnel current constant while scanning by adjusting the tip-sample separation using a z
piezoelectric element. (b) Motion of the tip in the constant-current mode due to the adjusting of
the tip-sample separation. (c) The STM image is obtained by recording the voltage necessary to
adjust the tip-sample separation in the constant-current mode for a large number of individual
scan lines. The voltage is proportional to changes in the tip-sample separation.

STM images would lead to a huge change in current due to the high tip-sample separation
sensitivity (see Eq. 5). Such drift-induced current changes would otherwise obscure the atomic
scale information.

A further operation mode is the spectroscopy acquisition by STM. It is usually done by inter-
rupting the feedback in order to keep the tip-sample separation constant during acquisition of
the I − V spectroscopy data. This can be done at any desired surface spot or for every pixel in
a STM image. Although the shortly interrupted feedback loop keeps the tip-sample separation
in principle constant, there are two effects, which may lead to changes in the tip-sample separa-
tion. First a possible drift changing the tip-sample separation can be controlled by a sufficiently
long equilibration time of the system and a fast I − V data acquisition. Second, fluctuations in
the electronic structure, e.g., dopant atoms or fluctuations of the concentration of dopant atoms,
lead to different tip-sample separations for identical set conditions (set current and set voltage).
For a proper comparison of spectra from different locations, the individual spectras’ tip-sample
separations need to be recalibrated by the acquisition of additional current–tip-sample separa-
tion curves from which one can determine κeff in Eq. 5 [21] [22]. Once this is done an exact
and quantitative comparison of spectroscopy data from different surface spots is possible.

4 Experimental realization

A large variety of different scanning tunneling microscope designs were developed, in order to
adjust it best the needs of the individual research projects. Of course, it is not possible to discuss
all designs here and it is preferable to refer to selected references [23]- [25]. In the following, a
design developed at the Research Center Jülich [26] will be discussed in more detail to outline
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the general operating principles, which are – with modifications – the same as for other scanning
tunneling microscopes. In particular, the surface is always scanned with the aid of piezoelectric
adjusting elements.

A

B

C
+V -V

V

t

2

31

1

3

2
2 1

(a) (b)

(d)

(c)

(e)

Fig. 8: Example of a scanning tunneling microscope. (a) View through a window flange at the
vacuum chamber showing the STM with the scanner tube (A), the tip (B), and the sample holder
(B). (b) Detailed view of a piezoelectric tube with four metallization fields. (c) View from top
on a piezoelectric tube showing the metallization fields in dark and the voltage connections
for bending the tube. (d) Voltage applied on the piezoelectric tube to shift the sample holder as
shown in (e) using its inertia during the fast retreat of the bended tube back to its initial position.

In order to obtain atomically resolved images, the scanning tunneling microscope must have a
high mechanical stability, such that no uncontrolled movements take place between the tip and
the sample surface during the measurement. How critical the mechanical design of a microscope
is, may be recognized by the fact that the tip must be positioned relative to the sample surface
with a precision one order of magnitude better than the measuring accuracy required, i.e. hor-
izontally within approx. 10 pm and vertically within 1 pm. The desired mechanical properties
are achieved, for example, with a microscope that consists of radially polarized piezoelectric
tubes arranged to form an equilateral triangle (Fig. 8). These three (outer) tubes carry the sam-
ple holder with the sample (B in Fig. 8). A fourth tube, the scanning tube, is glued in the center
of the triangle. A small z-piezoelectric element, which holds the tip (C in Fig. 8), is mounted on
the scanning tube for decoupling the z-motion from the x- and y-scanning motions. The inner
metallization of the piezoelectric tubes are electrically connected to ground. Each piezoelectric
tube has four additional metallizations on the outside to which, e.g., the scanning voltages or
voltages required to move the sample laterally, are applied (Fig. 8b and c). Due to the radial
polarization of the piezoelectric material, the tubes can be bent, elongated or shortened.

One of the three outer tubes supporting the sample holder is mounted on a mobile base plate,
whereas the other two and the scanning tube are mounted on a common fixed base plate. The
coarse approach is achieved by raising and lowering the piezoelectric tube mounted on the
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mobile base plate. This allows us to adjust mechanically the tip-sample separation until the
separation is small enough for the z-piezo’s extension to control the adjustment of the tip-sample
separation, e.g., keep the tunnel current constant.

The sample holder can be moved by bending the three outer piezoelectric tubes. If one prefers
to move the sample over larger distances, then voltage pulses as shown in Fig. 8d are applied.
They bend the outer tubes slowly in the desired direction and retract them very fast. Due to the
inertia of the sample holder, it can only follow the slow bending, but not the fast retraction (Fig.
8e). Then the piezo tubes will glide back, while the sample holder rests in its bended position.
A repetition of this process makes it possible to reach any location on the sample holder.

The whole microscope rests on several damping rings in a ultrahigh vacuum chamber, which is
positioned on a compressed-air-damped table of approximately 1 t weight. The measurements
are performed at a pressure of less than 1×108 Pa in the vacuum chamber to ensure that the
surfaces remain clean. Fig. 8a shows such a scanning tunneling microscope viewed through
one of the window flanges of the vacuum chamber.

The preparation of the tunneling tips is one most crucial part is operating a scanning tunneling
microscope, because the tunneling tip as probe is directly affecting the quality of the mea-
surement results. One possibility of preparing tunneling tips is the electrochemical etching of
polycrystalline tungsten wire with NaOH. The tips produced in this manner have a radius of
curvature of only 5 nm as shown in Fig. 3b and c.

5 Applications of the scanning tunneling microscope

The scanning tunneling microscope covers a wide field of applications wherever information
about the surface structure is required in real space. The applications are so widely distributed
over many research fields, ranging from biology to crystallography, that it is essentially impos-
sible to provide a full overview of the possibilities to apply the scanning tunneling microscope.
For a more complete overview consult Refs. [25] [27] [28]. Here only selected examples will
be presented, which illustrates the potential of a scanning tunneling microscope.

5.1 Atomic-scale investigation of surface defects

Due to its high spatial resolution, the scanning tunneling microscope is an ideal instrument for
the examination of lattice defects. In particular, the electronic and structural properties of point
defects such as individual vacancies and dopant atoms can be measured, which has not yet been
possible with other methods on the atomic scale. As an example, we consider P vacancies on
InP(110) surfaces. In order to produce a vacancy, an atom must be removed from the surface.
Therefore, three bonds are broken and so-called dangling bonds, i.e. unsaturated bonds, are
left. These unsaturated bonds do not represent the energetically most favorable configuration
and they reconstruct forming three defect energy levels. Defect energy levels are electron states
located at or in a vacancy. In the case of high defect concentrations, the defect energy levels
change the electrical properties of whole crystals, which is utilized e.g. in doping semiconductor
crystals with impurities. As shown in Fig. 6, a scanning tunneling microscope only images
either the occupied or the empty states. Since the occupied states correspond to the positions
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of the phosphorus atoms in the surface, a missing occupied surface state is the signature of a
phosphorus vacancy. This missing occupied surface state can be seen in Fig. 9 in the case of
phosphorus vacancies on p-doped InP(110) surfaces. In addition, Zn dopant atoms are visible,
which are surrounded by a local elevation (Fig. 9) due to their negative charge. In contrast on
p-doped InP(110) surfaces the phosphorus vacancies are surrounded by a depression (Fig. 9),
because of their positive charge [2, 29, 30] .

V
P
-Zn

V
P

+

Zn
-

Fig. 9: Overview of defects occurring on p-doped InP(110) surfaces. In addition to phosphorus
vacancies appearing as black depressions (V+

P , white elevations surounding Zn dopant atoms
(Zn) can be observed (sample voltage −2.2 V). Adapted with permission from [29], c©1996
American Physical Society.

5.2 Probing the local potential

The above example shows that local screened Coulomb potentials surrounding charged defects
and dopant atoms [31] are visible in STM images. The question is now, how can the local
potential influence the tunnel current and thus be visible in STM images? Figure 10a shows
a STM image of a two-dimensional semiconducting

√
3 ×

√
3 Ga overlayer on Si(111). Each

maximum in the empty state STM image corresponds to one empty dangling bond above a Ga
adatom. The weaker maxima (marked D) arise from Si atoms located on

√
3 ×

√
3 Ga sites.

These Si atoms act as donors and provide the free electrons. The resulting positive charges
of the Si dopants induce a redistribution of the free charge carriers and thereby a potential
change, which gives rise to the surrounding bright contrast on which the atomic corrugation is
superimposed. The local potential change also shows up in the tunneling spectra: the valence
EV and conduction band EC edges shift 0.15 eV to higher energies with increasing spatial
separation from the dopant site (dotted lines in Fig. 10c) [14].

In addition, the STM images exhibit long-range height changes with lateral extensions of 5 to
15 nm (see dashed and dotted elliptical lines in Fig. 10a). Furthermore, regions with dark and
bright contrast appear in surface areas with low and high dopant concentration, respectively.
The above observed band edge shifts indicate again that potential changes along the surface
give rise to the long-range height changes in STM images.

The sensitivity of the tunnel current to the potential can be illustrated using Fig. 11a, which



Scanning tunneling microscopy and spectroscopy F3.13

-2 -1 0 1 2

0.0

0.5

1.0

1.5

2.0

d
I/
d
V

(p
A

/V
)

voltage�(V)

(c)

EV EC

D

N1

N2

����� Ga

N2

N1

D

L

S

L2

surface
state

DV L1

5�nm 2�nm

(a) (b)

Fig. 10: (a) STM image of a 2D semiconducting
√
3 ×

√
3 Ga overlayer on Si(111) measured

at 2 V. In addition to atomic-sized features arising from vacancies (V) and Si dopant atoms
(D), long-range changes in the contrast occur. Examples are indicated by dashed (depression)
and dotted (elevation) elliptical lines. (b) High-resolution STM image. Each charged Si dopant
is surrounded by a bright contrast. (c) dI /dV tunneling spectra above dopants (D), directly
neighboring Ga atoms (N1), Ga atoms further away (N2) [see (b)], and for the

√
3 ×

√
3 Ga

overlayer (all Ga sites not neighboring to dopants). For enhanced sensitivity, the spectra D, N1,
and N2 were taken at a tip-sample separation 0.06 nm smaller and each curve is offset by 0.3
pA/V for clarity. The conduction (EC) and valence (EV) band edges shifts are indicated by a
dotted line. L1 and L2 are localized states related to the Si donors. Reprinted with permission
from [14]. c©2009 American Institute of Physics

shows schematically a tunnel contact between a metallic tip and a semiconductor. With no
potential change (black lines) the tunnel current is the sum of all electrons tunneling from the
electron states between EF and EF + eV into the empty sample states. This is schematically
shown by the black triangle. In the presence of a band bending (or any potential fluctuation)
the band edges is shifted (red lines) and as a result the barrier is modified (red double ended
arrow) and the tunnel current increases as shown by the red triangle (in case of a negative
potential change). Thereby the tunnel current sensitively changes with any potential fluctuation.
The feedback loop keeps the tunnel current nevertheless constant by changing the tip-sample
separation, which yields the contrast changes in Fig. 10 a and b.

The underlying potential fluctuations in Fig. 10 a and b can be quantitatively derived from
the contrast fluctuations by relating quantitatively the local height change ∆z from the spatial
average zavg of tip-sample separation (z = zavg +∆z) to the local potential [14]. This allows to
relate the local potential with the local dopant concentration nlocal as shown in Fig. 11b. This
data can be well described [14] by

nlocal =
6meffkT

π�2
ln
[
1 + e(EC,avgEF+∆EC)/kT

]
(9)

as shown by the solid fit curve and the effective masses obtained in Fig. 11c. They correspond
well to the effective mass of a Si(111) plane of 0.37 m0.

This example thus illustrates that it is possible to investigate quantitatively the local potential
induced by local fluctuations in the distribution of dopant atoms and/or defects with the aid
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Fig. 11: (a) Energetic diagram showing the potential sensitivity of the scanning tunneling mi-
croscope. The tunnel contact between a metallic tip and a semiconducting surface is shown in
black lines. The barrier B is indicated by a black double ended arrow. The total tunnel current
is indicated by the black triangle. In case of a potential change in the semiconductor (−∆U ) the
barrier changes (red double ended arrow) and the total tunnel current increases in the case of
a negative potential change (red triangle). (b) Local deviation from the average potential ∆EC

(left axis) derived from the local height change −∆z as a function of the local dopant concen-
tration nlocal for different resolutions. The solid line is a fit to the data. Inset: corresponding
heightvoltage curve at a set current of 0.1 nA, probing the energy (voltage) sensitivity of the tip.
(c) Effective mass meff vs the global dopant concentration nglobal obtained from fitting different
data sets.

of a scanning tunneling microscope. The additional deeper analysis performed in Ref. [14]
shows that one can even determine the exact origin of the different potential fluctuations in a
two-dimensional semiconductor with disordered dopants.

5.3 Scanning tunneling microscopy of nano-scale device structures

Using the so-called cross-sectional technique, where a grown sample is cleaved perpendicular
to its growth direction to expose a cross-section of the growth structure, it is also possible to
investigate hetero- and homostructures with atomic resolution. Figure 12a shows a large scale
cross-sectional scanning tunneling microscopy (STM) overview of several 30 nm wide p- and
n-doped GaAs layers cleaved along a (110) plane (C and Si dopant atom concentrations of
(5±1)×1018 and (4±1)×1018 cm3, respectively). An atomically resolved image is shown in
Fig. 12b. The p- and n-doped layers are separated by lines with a darker contrast, whereas the
doped layers themselves appear both bright. The n- and p-doped layers were identified on basis
of the growth sequence, secondary ion mass spectra, and tunneling spectra showing a typical p
and n type behavior.

The dark lines between the p- and n-doped layers were found to be the image of the depletion
zones localized at p − n interfaces, where the Fermi-energy is close to midgap [33, 34]. Thus
the dark lines mark the electronic interface between the n-doped and the p-doped layers. It
is important to note that this interface is not the atomically sharp metallurgical or chemical
interface (marked by dashes), where the doping changes from CAs to SiGa or vice versa. Fig.
12 shows that the electronic interface (dark lines) exhibits rather a roughness much larger than
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Fig. 12: Large scale (a) and atomically resolved (b) cross-sectional scanning tunneling mi-
croscopy images of multiple p- and n-doped GaAs layers. The bright hillocks marked by SiGa

and CAs arise from individual dopant atoms. The dark lines between the p- and n-type layers
are the signatures of the depletion zone at each p−n interface and show the position of the elec-
tronic interface. Note its pronounced roughness and its correlation with the dopant atoms. The
bright hillocks are signatures of dopant atoms. The encircled p-doped areas d2, d4, and d14 are
dopant-induced dots confined by potential barriers due to the doping of the surrounding areas
(n-type and lack of dopants (d0)). (c) Current-voltage curves acquired in these encircled areas in
(b). The spectra were normalized to a common tip-sample separation. The growth direction is
[001]. Adapted with permission from [21], c©2002 American Physical Society and [32] c©2003
American Institute of Physics.

one atomic layer. The white arrows in Fig. 12a point out examples of a local electronically very
narrow and wide p-type ‘layer’. Note that the individual bright hillocks with about 3 to 5 nm
diameter, visible in the p- as well as n-doped layers, are the signatures of negatively charged
CAs and positively charged SiGa dopant atoms, respectively [28]. Their contrast is essentially
given by the image of the screened Coulomb potential as outlined above [31]. Figure 12b
shows that the depletion zone imaged as dark line circumvents each individual dopant atom.
Undoubtedly each dopant atom near the metallurgical interface causes a short range meandering
of the electronic interface on the scale of 2-5 nm.

Careful inspection of large scale STM images and a quantitative analysis of the interface rough-
ness reveals a further contribution to the interface roughness on a longer length scale, leading
to the electronically wide and narrow layers (see examples marked by white arrows in Fig.
12). The physical origin of this second roughness contribution is nicely illustrated in Fig. 12b,
which shows that dopant atoms within nominally homogeneously doped layers exhibit large
variations in the local concentration leading to clusters of dopant atoms as those encircled in
Fig. 12b. Above and below are areas locally free of dopant atoms (marked d0). This clustering
not only induces the long range roughness of the electronic interfaces with correlation lengths
of about 25 nm and amplitudes of approximately 2.5 nm, but it also drastically modifies the
electronic properties.

In order to illustrate this effect the encircled areas, labeled d2, d4, and d14 according to the num-
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ber of dopant atoms visible within the area, are of particular interest. These areas are bordered
along the growth direction by n-doped layers and perpendicular to the growth direction by zones
with no dopant atoms (dark contrast areas labeled d0). These zones with no dopant atoms ex-
hibit tunneling spectra (Fig. 12c) with typical characteristics of a depleted region (as discussed
below). Thus the areas (d2, d4, and d14) are semiconductor dots, whose confining potential for
free holes is defined by the doping of the surrounding and thus by build-in potentials in the
order of a few tenths of eV (border toward depleted zones) to 1.4 eV (toward n-doped layer).

Figure 12c shows local tunneling spectra measured above the different cluster areas. In order
to allow a proper comparison of the spectra, they were normalized to a common tip-sample
separation [34]. All spectra are essentially identical at positive sample voltages. In contrast, at
negative sample voltages the current-voltage curves are shifted relative to each other. The fewer
dopants are inside the cluster, the greater is the shift towards more negative voltages relative to
the spectrum of the spatially extended p-doped layer (labeled p in Fig. 1).

For a quantitative discussion of the spectra, we recall that the spectra consist of the current from
valence and into conduction band states at negative and positive voltages, respectively, with the
band gap region in between [11, 16]. At a fixed voltage the tunneling current is determined by
the energetic positions of the band edges underneath the tip:

At negative voltages, electrons tunnel from all filled valence band states lying between the
valence band edge at the surface and the Fermi level of the tip. The size of this energy window is
determined by the degree the tip bends the bands at the surface. This tip-induced band bending
arises from the fact that the electric field between the tip and the surface penetrates into the
semiconductor surface, due to the limited free charge carrier in a semiconductor. Therefore the
shifts of the spectra at negative voltages (Figs. 2, 3) indicate that the tip pulls downward the
position of the valence band edge at the surface of our dopant-induced dots the more, the less
dopants are enclosed within the dot. This suggests a reduced screening ability of the dots with
smaller numbers of dopant atoms. This situation is schematically shown in Fig. 13.

The electric field of the tip is screened by negatively charged acceptors, whose free holes have
to be pushed away. On this basis, a reduction in the ability to screen the field of the tip is due
to a combination of (i) the impossibility to deplete the dopant-induced dots from the free holes
and (ii) the number of acceptors within the dot.

(i) The first effect depends on the size of the dot. If the dimension of the dot is much larger than
the depletion width induced by the screening of the tip’s field, i.e., the field can be screened en-
tirely by the acceptors within the dot, then the band bending is determined by the concentration
of dopant atoms in the dot (band edges drawn in black lines in Fig. 13). This effect is applicable
to the spatially extended p-doped layer on the left hand side of Fig. 12a, which is electronically
homogeneous over dimensions of more than 100 nm, which is much larger than the estimated
depletion width of 10 to 25 nm for acceptor concentrations of 4× 1018cm3 at −2.5 V sample
voltage.

If the dots’ dimensions are similar to the width of the depletion zone, one also needs to consider
whether the holes can actually be pushed away sufficiently to accommodate the screening of
the tip’s electric field. For the small dot sizes, this means that holes need to be pushed out
of the enclosed dot areas to deplete them . We recall that our dots are confined by potential
wells. These wells act as a barrier for the free holes and impedes the holes to be pushed out
(see band edges drawn in red lines in Fig. 13), such that the remaining negatively charged



Scanning tunneling microscopy and spectroscopy F3.17

EF,�tip

eV

EF

I

+
-

- - - -

-

acceptors
- -
+ ++X

~�30�nm1�nm

zone�without�dopants�d0

(confied�doping�distribution

continious�doping�distribution

tip sample

Fig. 13: Lateral band diagram showing the conduction and valence band edges in the presence
of a tip with negative voltages applied to the sample. Two cases are shown. In black: model
of continuous doping throughout the sample. In red: inhomogeneous doping with confining
barriers arising from areas free of dopants. In that case the depletion zone is extended and
therefore the band edge positions at the surface are lowered compared to the unconfined case.
As a result the tunnel current is reduced. Adapted from [22].

acceptors could screen the electric field of the tip. If the dot cannot be sufficiently depleted,
the band bending increases, causing lower tunneling currents than expected for infinitely sized
bulk GaAs crystals with the same dopant concentration. The effect of confinement of the free
holes on the tunneling current becomes smaller the higher the applied voltage, because the
relative fraction of states inhibited to tunnel by the locally increased tip-induced band bending
diminishes as more valence band states are involved in the tunneling process.

At positive sample voltage no dependence of the current on the number of enclosed dopant
atoms is found, implying that the energetic position of the conduction band edge underneath
the tip is the same for all areas investigated here. At positive sample voltage the electric field
of the tip is screened by free holes accumulating at the p-doped surface. These holes feel no
barrier to accumulate at the surface and thus can effectively screen the tip’s field. Furthermore,
the number of accumulated holes is determined by the density of valence band states, which is
the same for all investigated areas, because the material is the same. This explains the almost
invariant current-voltage spectra obtained on the various dots at positive sample voltages.

(ii) The above discussion also shows, that the ability to screen the electric field of the tip is
directly proportional to the number of acceptors available within the electronically isolated dot.
Thus the fewer acceptors within the dot, the larger the tip-induced band bending and the larger
the voltage shift observed in the tunneling spectra.

These results show that local variations in the dopant atom distribution lead in nanoscale semi-
conductor structures to uncontrolled Fermi-energy positions in space and energy, effectively
limiting the miniaturization of semiconductor devices.
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5.4 Spin-polarized scanning tunneling microscope

5.4.1 Conservation of energy, momentum, and spin

The STM can be under suitable experimental conditions sensitive to the spin structure of a
surface. A close look at Eq. 1 shows that during the tunneling process through the vacuum
barrier, the tunneling electrons must conserve their energy. In fact inelastic tunneling processes,
which are necessary to allow for energy changes, have only a very small contribution to the total
tunnel current and can be neglected in a first approximation. Similarly the momentum [10] and
the spin of the electrons must be conserved, too. [35–40]

The spin conservation is irrelevant for non-magnetic tungsten, platinum, or platinum-iridium
tips usually used, because these materials exhibit an equal number of states with both spin
polarizations. However, using magnetic tips significant spin-dependent tunneling currents can
arise. Figure 14 shows the tunneling of electrons under consideration of spin conservation in
a simplified schematic. Due to the different energy dependence of the density of states for the
spin-up and spin-down electrons (e.g. intrinsic exchange splitting of (anti)ferro-magnetic mate-
rials), the tunnel current differs for the two spin polarizations, when tunneling into a magnetic
tip, which is characterized by different density of states for the spin-up and spin-down polariza-
tions. [35] Figure 14 shows that the degree of current change depends on the relative orientation
of the spin structure between the tip and the sample (and on the voltage). As a result the tunnel-
ing of spin-up and spin-down electrons must be considered as independent processes. Hence,
Eqs. 1 and 2 need to be modified and replaced with a sum of four different equations, one for
each sample-tip spin combination:
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Fig. 14: Principle of spin-polarized tunneling between magnetized electrodes. Shown are the
examples of two (a) parallel and (b) antiparallel magnetized electrodes referred to as sample
and tip. In case of elastic tunneling the spin is conserved and thus the tunnel current for the
spin-up and spin-down electrons differ in magnitude (as visualized by the width of the arrows).

dI↑↑
dV


V≈0

∝ ρ↑sample(EF) · ρ↑tip(EF) · |M↑↑(EF)|2 (10)
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dI↓↓
dV


V≈0

∝ ρ↓sample(EF) · ρ↓tip(EF) · |M↓↓(EF)|2 (11)

dI↑↓
dV


V≈0

∝ ρ↑sample(EF) · ρ↓tip(EF) · |M↑↓(EF)|2 (12)

dI↓↑
dV


V≈0

∝ ρ↓sample(EF) · ρ↑tip(EF) · |M↓↑(EF)|2 (13)

The notation is in analogy to Eq. 2 only that the derivative form is used here. Furthermore these
equations are valid for small voltages applied to the sample. Small means here again that the
voltage applied must be significantly smaller than the tunneling barrier. When higher voltages
are needed one has to use the analogous form of Eq. 6. A detailed analysis of Eqs. 10, 11, 12,
and 13 shows two features depending on the magnetic properties of the tip.

(i) For a non-magnetic metallic tip the density of states ρ↑tip(EF) and ρ↓tip(EF) and the corre-
sponding matric elements will be equal for both spin polarizations. As a result the total current
is comprised of Eqs. 10, 11, 12, and 13. This results again in a current given by Eq. 2 for the
classical STM.

(ii) However, with magnetic tips, where the density of states for the up- and downward spin
polarizations, ρ↑tip(EF) and ρ↓tip(EF), are not equal, significant differences in the tunnel current
can exist for electrons in the sample with up- and downward spin orientation. [36] This is the
basic principle on which the spin-sensitivity of the STM is founded.

5.4.2 Layered spin structure of Cr(001)

Figure 15 shows a measurement of step heights on the Cr(001) surface in the constant-current
mode. [36] With a non-magnetic tip all monoatomic steps were found to have the same height of
0.149 ± 0.8 nm in good agreement with the bulk layer separation of 0.144 nm. However, when
using a ferromagnetic CrO2 tip two different step height occur in the constant current images,
0.12 and 0.16 nm (see lower right set of height profiles in Fig. 15a). This can be explained
when recalling the spin structure in the bulk of Cr. Cr crystalizes in the cubic body centered
crystal structure. The atoms on the outer corners of the unit cell all have one spin polarization,
which is antiparallel with that of the atom in the center of the unit cell (see Fig. 15b). When
cutting the crystal on a {100} surface, one exposes on each terrace only surface atoms with
one spin polarization. However, on neighboring terraces the exposed atoms have opposite spin
polarizations. [41] As a result depending of the spin polarization of the whole terraces the tunnel
current is either bigger or smaller than in case of a non-magnetic tip. This is compensated by
increasing (by ∆s1) or decreasing (by ∆s2) the tip-sample separation until a constant current
is achieved, respectively (see Fig. 15c). As a result two different step heights labelled h1 and
h2 are observed. This result convincingly proves that spin-sensitive tunneling is possible in
the constant-current mode and thus SP-STM in general, [36] however thus far without atomic
resolution.
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Fig. 15: (a) lower right corner: arbitrarily chosen (not successive) line scans over the same
three monoatomic layer high steps obtained with a magnetic CrO2 tip. Alternatingly 2 differ-
ent step heights are observed. When the surface is imaged with a non-magnetic W tip only one
step height is found (upper left corner). Adapted with permission from [36]. c©1990 American
Physical Society. (b) Topological antiferromagnetic order of the Cr(001) surface with terraces
separated by monoatomic layer high steps. Different terraces are magnetized in opposite direc-
tion [41]. (c) Schematic drawing of a ferromagnetic tip scanning over alternatively magnetized
terraces separated by monoatomic layer high steps (step height h0).

5.4.3 Atomically-resolved spin-polarized scanning tunneling microscopy

Thus far the spin polarization structures were much larger than the atomic lattice, i.e. whole ter-
races or large domain walls. The spin-polarized scanning tunneling microscope has, however,
the capacity of atomic resolution and thus is able to image a surface magnetic structure with
atomic resolution too. An almost perfect system to test the ultimate resolution are Mn mono-
layers on W(110) surfaces. [42] The monolayers exhibit an antiferromagnetic on the atomic
scale, i.e. the Mn atoms have alternatingly a spin up and down polarization , such that the
magnetic moment is canceled out on an atomic length scale.

Figure 16a shows such a Mn monolayer thick film partially covering a stepped W(110) surface.
The film structure is schematically shown in the height profile below the constant-current STM
image in Fig. 16a. When zooming in one one of these Mn overlayers with a non-magnetic W
tip, one can image every Mn atom in the monolayer Mn lattice (Fig. 16b). For comparison an
atomic ball model and a density functional calculation of the local density of states in included
and labelled ’theory’. The good agreement shows that every Mn atom is imaged equally.

The atomically resolved image changes, however, fundamentally when using a magnetic Fe
coated tip (Fig. 16c). Now, the apparent unit cell is changed. Only every second Mn atom
is visible and the lattice constant along the [112] direction (line direction) is doubled (see line
profiles in Fig. 16d). This doubling implies that now not every Mn atom is equal. In fact the
result is consistent with the antiferromagnetic spin ordering on the atomic scale in the Mn film.
Every second Mn atom along the [112] direction has the same spin polarization, while the atoms
inbetween have the antiparallel spin orientation (see atomic ball model with spins in Fig. 16c).
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(a) (b)

(c)

(d)

Fig. 16: (a) Topography of 0.75 ML Mn film grown on a stepped W(110) substrate. A line-
section is shown at the bottom edge of the image. The structure of the sample is schematically
represented by different gray levels. The image size is 200 × 200 nm2. (b), (c) Comparison of
experimental and theoretical high-resolution STM images of a Mn ML thick film on W(110)
with (b) a nonmagnetic W tip and (c) a magnetic Fe tip. (d) Experimental and theoretical line
sections for the images in (b) and (c). The unit cell of the calculated magnetic ground-state
configuration is shown in (b) and (c) for comparison. Tunneling parameters for both images
are I = 40 nA and V = 3 mV. The image size is 2.7 × 2.2 nm2. Adapted with permission
from [42]. c©2000 AAAS
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This leads to a larger magnetic unit cell as shown in the theoretical calculation (inset in Fig.
16c) and in the experimental image. The doubling of the magnetic lattice constant as compared
to the atomic one is also reflected in the theoretical line scans shown in Fig. 16d.

This example shows that spin-polarized scanning tunneling microscopy can also be used to
probe the spin polarization of individual atoms. This provided in the case presented here a
direct proof of the predicted two dimensional antiferromagnetic state of Mn monolayer thick
films on W(110). The atomically resolved spin-polarized scanning tunneling microscopy will
provide new insights into many other magnetic systems, whose atomic scale magnetic structure
remains debated.

6 Summary

The application examples presented here, illustrate only a very small fraction of the vast appli-
cation range of scanning tunneling microscopy and spectroscopy. Nevertheless, the examples
show that the scanning tunneling microscopes developed within a rather short period of time
to indispensable tools in surface sciences, physics, chemistry, biology, materials development,
and even technological developments in industry. The wide applicability is primarily due to the
simple principle of scanning a probe tip over a surface and obtaining an atomically resolved
image based on a probe tip – sample interaction. surfaces can even routinely These advantages
were to date not achievable using other techniques, which make the scanning probe techniques
so unique.
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Introduction 
 
The average human eye is able to see objects of about 0.1 mm in size. For smaller objects, an 
optical or electron microscope can be used. Scanning Electron Microscopes (SEM) are 
particularly used for observing the fine structure of the sample surface in a range of low to 
high magnifications. They show a greater depth of focus than optical microscopes and can be 
combined with an X-ray detector to conduct compositional analysis of the examined area. 
 

1 SEM: Instrumentation and Principles 
 
The major components of a Scanning 
Electron Microscope (SEM) are shown 
in figure1. Electrons are generated in 
the electron gun and accelerated up to 
30 keV. Electromagnetic lenses are 
used to focus the beam. The sample is 
scanned line by line and leads to elastic 
and inelastic scattering or absorption of 
electrons, as well as variations of 
electromagnetic radiation. 
Subsequently the various secondary 
signals (including secondary electrons 
(SE), backscattered electrons (BSE), 
Auger electrons, cathodoluminescence 
signals or X-rays) will be detected with 
appropriate detectors (see left side of 
figure 5). The intensity of the 
secondary signal depends on the 
surface morphology, chemistry, 
physical states, etc. of the specimen. 
The amplified detected signal is 
displayed as an image on the monitor. 
To investigate samples in the SEM, 
they usually should be conductive, dry 
and stable in vacuum. 
 

 
Figure 1: Schematic of a Scanning Electron 
Microscope 

1.1 Electron Guns 
 
The purpose of the electron gun is to provide a stable beam of electrons of adjustable energy. 
It generates electrons and accelerates them to an energy in the range 0.1–30 keV. There are 
two main types of electron guns: thermal and field emission guns. In a thermal emission 
(thermionic) filament a tungsten filament or a LaB6 crystal is heated by a filament current. 
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This results in the emission of thermal electrons. A field emission gun consists of a sharp 
metal tip (usually Tungsten) with a radius of less than 100 nm. When a negative potential is 
applied to the cathode, the electric field is concentrated at the tip, which facilitates electron 
emission (emission current). [3] 
 
A constant beam current is required to create a good quality image because all image 
information is recorded as a function of time. Since the micrograph is acquired over a period 
of time of minutes (for high quality images), any changes in the filament emission will affect 
the image intensity at that point in the scan. This will produce a poor quality image because 
the brightness will vary across the image.  
 

1.2 Electromagnetic Lenses 
 
A series of electromagnetic lenses and apertures are used to reduce the diameter of the 
electron beam and to place a small, focused spot of electrons onto the specimen (figure 2). A 
magnetic lens consists of an iron case enclosing a coil of 
wire, which generates a magnetic field across the lens 
gap between the pole pieces [3]. These produce a focal 
length, which can be changed by varying the current 
through the coil. The magnetic field bends electron 
paths in a similar way that solid glass lenses bend light 
rays. 
In a SEM, there are usually two lens sets. The condenser 
lens is at the top and the objective lens at the bottom of 
the column. The condenser lens converges the cone of 
the electron beam to a spot below it, before the cone 
diverges out again and is converged back again by the 
objective lens and down onto the sample (compare 
figure1). The objective lens also has some influence on 
the diameter of the spot size of the electron beam on the 
specimen surface; however, its main role is in focusing 
the beam onto the sample. 
 
Contrary to Transmission Electron Microscopy (TEM) or optical microscopy, the 
magnification of the image in a SEM is done by the scanning system: an area of the sample is 
scanned with a given number of pixels. To magnify a detail of this area, the smaller cut out is 
scanned with the same number of pixels as shown in figure 3.  
 

Figure 2: Electromagnetic lens 
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Figure 3: Magnification in a SEM 

 
1.3 Lens Aberrations and Resolution 

 
Magnetic lenses suffer from a number of defects or aberrations in their performance. 
However, in electron optics, by contrast to the situation in light optics, the effects of 
aberrations cannot be cancelled by using combinations of lenses. The only recourse therefore 
is to try to minimize these effects. 
 
 Spherical Aberration 
Spherical aberration arises because electrons further away from the optical axis are refracted 
more strongly towards the optical axis by the magnetic field than those electrons, which are 
travelling close to it [3]. This can be minimised by using a smaller objective lens aperture. 
Unfortunately using a smaller aperture will reduce the probe current and introduces aperture 
diffraction. Nevertheless, by using a smaller working distance (WD) the effect of spherical 
aberration can be improved. 
 
 Aperture Diffraction 
For very small apertures, the wave nature of electrons gives rise to a circular diffraction 
pattern instead of a point at the image plane. Electrons diffract at the edge of the small 
aperture and appear in the image plane as a broad intensity distribution (“Airy disk”) 
surrounded by smaller subsidiary maxima [3]. 
 
 Chromatic Aberration 
As the electron beam has a certain energy spread, electrons within the beam will have slightly 
different energies. Thus, they will experience different forces at the same location within the 
field of the magnetic lens. Electrons with higher energies will be bent more strongly than 
electrons with lower energies. This results in an area of minimum confusion rather than in a 
sharp focal point. Chromatic aberration cannot be corrected by the operator and is more 
visible when using low accelerating voltages [5]. 
 
 Astigmatism 
Because of lens defects (machining errors, asymmetry in lens winding) and contamination on 
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aperture or column, the cross section of the electron beam can vary in shape. Usually an 
elliptical cross section is formed instead of a circular one, which results in an elliptical 
distorted image [4]. The astigmatism can be corrected by applying stigmator coils around the 
objective lens. 
 
 Limit of resolution 
The resolution of an optical system is defined as the smallest distance between two points that 
still can be determined as two separate entities. As a rough guideline, to resolve two objects 
clearly, their distance should be in the same range as the used wavelength. The theoretical 
resolution in the SEM is much higher than the effectively achievable resolution. In the SEM 
the resolution mainly is limited by the following three factors: 

 Lens aberrations  
 Size of the electron spot (spot size) 
 Size of interaction volume (spatial resolution) 

Furthermore, contrast and signal-to-noise ratio are also important factors for the resolution. 
The spot size mainly is defined by the electron optical system and the electron gun. Thereby, 
field emission guns can achieve higher resolutions, compared to tungsten or LaB6 cathodes.  
 

1.4 Depth of Field 
 
The part of the image, appearing acceptably in focus, is called “depth of field”. Compared to 
light microscopes, the depth of field in SEMs is much bigger. An electron beam with a small 
convergence angle provides a large depth of field, a beam with a large convergence angle a 
small depth of field. It can be influenced by changing either the size of the aperture or the 
working distance: 

small aperture – large depth of field 
large aperture - low depth of field 

long WD – large depth of field 
short WD – low depth of field 

 
A large depth of field is important, if a specimen with a large topological variation has to be 
observed [4] as shown in the example in figure 4.  
 

   
Figure 4: Depth of field, left: background is in focus, middle: foreground is in focus, 
right:for- and background are in focus because of a larger working distance providing a larger 
depth of field 
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1.5 Electron Matter Interaction 
 
The interaction of primary electrons with the specimen can be divided into two general 
classes: elastic and inelastic scattering. The different signals that occur when the electron 
beam hits the sample are summarized in figure 5. The size of the interaction volume is 
determined by the penetration depth of the electrons according to the energy of the primary 
electrons, the angle of incidence and the observed material. In general, secondary and 
backscattered electrons are used for image formation. To perform element analysis most 
SEMs are also equipped with an X-ray detector. 
 

  
Figure 5: Electron sample interaction in the SEM 

 left: generated signals, right: sample interaction volume 

 
1.6 Secondary Electrons 

 
Secondary electrons (SE) are generated by inelastic scattering of incident electrons (electron 
beam) with the outer atomic shell of the specimen atoms. By definition, secondary electrons 
have kinetic energies up to 50 eV, but the most probable energy ranges from 2 to 5 eV. Due to 
their low energy, they only can escape from the specimen, if they are very close to the surface 
(few nm). Thus, images from SE electrons show very good surface details (topological 
contrast) and are used for high-resolution images [1]. 
 

1.7 Backscattered Electrons  
 
Elastic scattering of the incident beam electrons within the specimen generates backscattered 
electrons (BSE). As their name tells, the BSEs are scattered backwards and are emitted out of 
the specimen. Since BSEs have higher energies than SEs, information from a relatively deep 
region of the sample is contained in the signal of the backscattered electrons. The BSE image 
also contains information about the specimen composition, because the number and the 
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directions of the BSEs are determined by the average atomic number of the specimen. In 
practice, the number of BSEs increases with increasing atomic number Z.  
Thus BSE images show contrast due to the variation of the chemical contrast of the specimen, 
whereas SE images mainly reflect the surface topography [1,2].  
 

1.8 X-Ray Radiation 
 
When the electron beam hits the specimen, characteristic X-rays are emitted. 
The primary electron can be scattered inelastically by an inner shell electron causing the 
electron to undergo a transition to an outer shell and leaving the atom with a vacancy (hole) in 
its inner shell. To release the energy from this excited atom, an electron from the outer shell 
fills the vacancy by emitting a photon. The energy of the photon is the difference between the 
energy of the inner and outer shell electrons. These photons are called characteristic X-rays, 
because their energies are characteristic of individual elements and thus can be used for 
elemental analysis.  
Despite the characteristic X-rays also a continuous X-ray spectrum occurs because of the 
deceleration of the electrons within the electric field in the region of the atomic nucleus. 
Instead of emitting X-rays, the energy can also be transferred to another electron, which is 
ejected from the atom. This is called an Auger electron. Auger electrons are usually emitted 
by elements with a low atomic number, whereas characteristic X-ray radiation is dominated 
by elements with high atomic numbers. 
 

2 Detectors 
 
In a SEM different kind of detectors are used. Usually there is an Everhart-Thornley detector 
for SE, a semiconductor detector for BSE and an EDX detector for X-ray microanalysis. 
Additionally there are detectors available for high-resolution measurements or for other 
special applications, for example a STEM detector for transmitted electrons, an In-lens or in-
column detector for high resolution images or low voltage BSE detection or a WDX detector 
for microanalysis.  
 

2.1 SE Detectors 
 
The most common electron detector 
used in the SEM is the Everhart-
Thornley detector (figure 6). Mainly it 
is used to detect SEs but it also detects 
BSEs. The detector usually is mounted 
laterally on one side of the specimen 
chamber. The electrons are attracted 
towards the detector by a positive bias, 
which is applied to a collector at the Figure 6: Everhart-Thornley detector 
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front end of the detector. After passing the collector, the electrons are accelerated towards the 
scintillator by applying a positive voltage of about 10 kV. This results in the production of 
photons, which travel through a light guide to a photomultiplier. There the light is converted 
to electrons, which are amplified as an electric signal. By applying a negative bias to the 
collector, it is also possible to detect BSEs only. 
For high-resolution imaging even at low kV conditions often an Inlens or Incolumn SE-
detector is used (figure 7). It is located inside the microscope column above the objective lens 
and arranged rotationally symmetric around the optical axis. The position of the detector 
enables the efficient detection of SEs, particularly at small working distances. 
 

2.2 BSE Detectors 
 
Usually the BSE detector is mounted 
directly below the final lens to offer a 
large solid angle to detect back 
scattered electrons (figure 7). The BSE 
detector is made of semiconductor 
material. When BSEs impinge on it, 
electron/hole pairs are formed in the 
depletion layer of the semiconductor. 
A reversed bias at the depletion layer 
leads to a charge carrier transport and 
thus forms the signal. A metal coating 
on top of the detector absorbs 
impinging secondary electrons. BSE 
detectors often consist of multiple 
rings or segments. By adding or 
subtracting the signal of the different 
segments, different kind of contrasts 

may be displayed in the image 
(material or topological contrast). 
Similar to the in-lens or in-column 
SE detectors also BSE detectors can 
be located inside of the microscope column. These detectors are mostly used for low kV 
applications. 
 

2.3 X-Ray Detector 
 
Nowadays mostly semiconductor detectors are used to measure X-rays. The silicon drift 
detector (SDD) mainly consists of an undoped silicon wafer. The SDD detector is built up of 
two opposing p-doped layers. Only a small part on the backside is n-doped and serves as 
collector electrode. A field effect transistor (FET) is located in the middle of the wafer, which 
acts as amplifier. The main characteristic of a SDD detector is its transversal field generated 

Figure 7: Arrangement of detectors in the SEM 
chamber 
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by a series of ring electrodes. By 
applying a voltage, a depletion zone 
with a potential minimum between 
the layers in the middle of the wafer 
is formed. Through the electrodes a 
field gradient is generated, which 
guides the electrons to the anode and 
the holes to the drift rings or the 
contact on the backside.  
Generally, X-ray detectors measure 
the energy of an incident photon by 
the amount of ionization processes it 
produces in the detector material. As 
the energy of the incident photon is 
proportional to the amount of 
generated charge carriers (height of 
the pulse), conclusions about the 
composition of the material can be 
drawn (elemental analysis).  
 

3 Contrast mechanisms 
 
There are different contrast mechanisms in a SEM. Depending of the origin of the scattered 
electrons and the acceleration voltage different images will be obtained using different kind of 
detectors. 
 

3.1 Topological Contrast 
 
 As mentioned in chapter 1.6, SEs are very 
sensitive to the surface topology. Using the 
Everhart-Thornley detector leads to typical 
micrographs often showing a 3-dimensional 
impression. Areas with electrons emitted from a 
surface that faces away from the detector or 
which is blocked by the topography of the 
specimen, will appear darker than surfaces that 
face towards the detector. This topographical 
contrast due to the position of the SE detector is 
a major factor in the "life-like" appearances of 
SE images (figure 9). 
 

Figure 8: SDD detector 

 

Figure 9: Contrast effect due to the 
position of the detector 
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Another contrast effect of SEs originates 
from the dependence of the secondary 
electron yield on the angle between the 
primary beam and the surface normal to the 
specimen. Tilted surfaces yield more SE 
than surfaces normal to the beam and 
therefore appear brighter (figure 10). Thus, 
SEs provide particularly good edge detail. 
Edges (and often-pointy parts) look brighter 
than the rest of the image because more SE 
can leave the specimen surface [5]. 
 
 Influence of the acceleration voltage on the contrast 
Additionally to the topological contrast, also the chosen accelerating voltage has effects on 
the image. In general, increasing the acceleration voltage decreases the spherical aberration 
and therefore increases the resolution. However, an increasing acceleration voltage increases 
the interaction volume of the sample, with the consequence, that fine structures are no longer 
visible. An example is shown in figure 11. The micrographs display core shell nanoparticles 
with a soft polymer shell and a metal core. On the left side of the figure, a low accelerating 
voltage of 2 kV was chosen, showing the whole nanoparticle. If the accelerating voltage is 
doubled to 4 kV the interaction volume becomes larger and so the metal core becomes visible. 
Therefore, for very small surface details, a low acceleration voltage has to be chosen. On the 
other hand, by applying a higher acceleration voltage objects underneath the surface layer can 
be revealed.  
 

  
 
Figure 11: Influence of the accelerating voltage on the image, left: core shell particles 
investigated with an accelerating voltage of 2 kV. Only the core is visible. Right: same 
sample investigated with 4 kV, now the core particles are also visible 

 
 
 

Figure 10: Occurrence of edge effect in fine 
structure specimen 
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3.2 Material contrast / Z contrast 
 
The material contrast arises from differences in the local material composition within the 
specimen. The amount of back scattered electrons increases with the atomic number Z. Thus, 
especially in BSE images regions of high atomic number will appear brighter relative to those 
with low atomic number [5]. 
 

  
 
Figure 12: images of a broken screw, left: BSE image with material contrast: materials with 
higher atomic number appear brighter, right: SE image with topological contrast and edge 
effect 
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Introduction 
Electron microscopy allows structural investigation in a complementary [as well as 
competitive] manner to crystallography, small angle neutron scattering and nuclear magnetic 
resonance. 
This technique is based on the wave-like property of the electron and on their interactions 
with the electrostatic potential distribution of the atoms in the sample. 
The transmission electron microscopy principle is similar to the one of light microscopy 
except that instead of photons, one uses electrons and instead of glass lenses, electromagnetic 
lenses are used. 
Although its use needs some technical requests like maximum thickness, essentially for soft 
matter material, it is a powerful tool to investigate structures. 
 

1 Historical aspect 
Historically, the electron microscopy techniques get its origin in the discovery of De Broglie 
who explained the wave-like property of the electron in 1925 [1]. The term “Electron 
microscopy” appears for the first time in the 1931 Ernst Ruzka paper [2], one year after he 
built the very first working electron microscope. This instrument contained the first version of 
electromagnetic lenses for electrons described by H. Busch in 1926 [3]. Ruzka received the 
Nobel Prize for physics in 1929. From then, the technique was subject of evolution and 
improvement in terms of instrumentation with Field Emission Gun in 1954 by V.E. Cosslet 
and M.E. Haine [4] and with Crewe in 1968 [5] as well as in terms of specimen preparation 
with the use of negative staining during the 1960´s [6]. In 1984, a consequent step in 
improvement of the technique was the use of Cryo-TEM by Dubochet and co-workers [7]. 
They developed methods to rapidly freeze the aqueous based specimen in a quasi-native 
hydrated state avoiding beam damage effect in a larger extent than at room temperature. 
Jacques Dubochet, Richard Henderson and Joachim Frank received the Nobel Prize for this 
work in 2017.  
 

2 Instrument Description 
 
2.1 Electron properties 
Electrons are a type of subatomic particle with a negative charge and a mass of 9.109×10−31 
kg. As they behave both as wave and particle, this dual-property allows the application of the 
De Broglie relationship [1] : h=p where  is the wavelength of the electron and p the 
momentum with p=mv. 
As electrons are negatively charged particles, they can be influenced by electromagnetic field 
according to :  
       q=(1/2)*(p²/m) 
where q and m are respectively the charge and the mass of the particle, p the equilibrium 
momentum. 
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2.2 Principle of Transmission Electron Microscopy 
As the name suggests, the electron beam is transmitted through the sample. It utilises 
electrons as source of illumination which gives much improved resolution over a light 
microscope (around a thousand-fold better: c.a 0.2nm compared with 0.2mm) this is mainly 
because the effective wavelengths of accelerated electrons are extremely shorter than those of 
light. The effective wavelengths in the TEM is  = (1.5/V)1/2 nm where V = the accelerating 
voltage of the electron beam (Table1).  
       

      
Table 1: Effective wavelenghts and resolution in TEM as a function of acceleration voltage 
 
At the acceleration voltages used in TEM, relativistic effects have to be taken into account 
(Table 2):      
      λ = h / [2m0eV (1 + eV/2m0c2)]1/2 
 

   
Table 2: Relativistic wavelenghts, electron mass and velocity in TEM as a function of 
acceleration voltage. 
Rest mass of an electron: m0 = 9.109 x 10-31 kg 
Speed of light in vacuum: c = 2.998 x 108 m/s 
 
The resolution (nm) is equal to 0.61 X  /N.A. where N.A. = the numerical aperture of the 
objective lens. The resolution improves and the effective wavelength decreases with increased 
accelerating voltage. 
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As express before, the TEM principle is similar to the one of light microscopy: Electron 
microscopy cover a space scale from micrometer to nanometer and is complementary with 
other techniques such as light microscopy. 
 

2.2.1 Electron beam generation 
 
Two main methods are used in electron microscope to generate electron beams: thermo-ionic 
and field emission gun. In the case of thermos-ionic gun, which include Tungsten or LaB6 as 
material for the filament, an electric current is applied to this cathode and electrons are then 
extracted from the crystal. A tandem form by a negatively charged Wehnelt cylinder 
surrounding the loop and a positively charged anode conduct and accelerate the extracted 
electrons through the TEM column toward the specimen. 
In Field Emission gun (FEG) which is more and more used in the nowadays EM, high-density 
electrons are emitted when a strong electric field is applied to a cathode (electron emission 
element) with a sharpened tip made of material such as zirconium oxide (which emits 
electrons by Schottky effect) 
 

2.2.2 Electromagnetic lenses and apertures 
 
There are three main sets of electromagnet to conduct the electrons inside the TEM column 
through the specimen until the phosphoric image detector plate: the condenser lenses which 
have for purpose to focus the electron beam, the objective lenses after the specimen to 
interplay with the phase of the produced image and thus used as phase contrast enhancer and 
the projector lenses which are used for the magnification. Intermediate and projector lenses 
magnify and project the focused image onto the fluorescent screen (converts electrons to 
photons) at the base of the column or to a CCD (charge-coupled device) camera beneath. The 
condenser and objective lenses are in tandem with specific aperture to limit the amount of 
electrons striking the specimen (protecting it from excessive irradiation) and limit the number 
of x-rays generated from electrons hitting parts of the microscope column. The larger the 
aperture angle, the greater the maximum illumination intensity, but in general the poorer the 
image quality.  
The electromagnetic lens defects are similar to those of optical lenses and these affect from 
achievement of the maximum theoretical resolution. 
 
2.2.2.1 Spherical aberration 
 
Actually, as electron rays passing at large angles through the lens, i.e. at the periphery are 
refracted more than those passing along the lens axis and therefore do not have the same focal 
point, there is the so-called spherical aberration, thus the resolution limit is lowered. In terms 
of geometrical optics, it is given d the diameter of the disc of minimum confusion d = (0.5 x 
M x Cs x 3) where M is the magnification, Cs is the spherical aberration coefficient and  is 
the angular aperture. Apertures are also used in the TEM to limit the peripheral electrons and 
minimise this aberration. 
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2.2.2.2 Chromatic aberration  
 
In this case, electrons of different energies converge at different focal points and this is 
essentially equivalent to chromatic aberration in light microscopy. This can be minimised by: 
increasing the accelerating voltage, an improved vacuum and the use of the thinnest possible 
specimen. 
 
2.2.2.3 Astigmatism  

 
This phenomenon occurs when the field within the electromagnetic lens is not perfectly 
symmetrical. This can be due to imperfect boring of the lens pole pieces or contamination of 
the column, specimen or apertures. TEM instruments have astigmatism controls called 
stigmator to correct for this. 
 

2.2.3 Interaction between the electron and the matters at the specimen 
As the focused electrons interact with the specimen, several events occur at this level: 
Secondary electrons: Electrons scattered from sample atoms by interactions with beam 
electrons. Those electrons are used for topographical study via SEM. 
 

    
Fig.1: Electron Interaction with Matter. Claudionico~commonswiki [CC BY-SA 4.0 
(https://creativecommons.org/licenses/by-sa/4.0)], from Wikimedia Commons. 
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Backscattered electrons: Primary (beam) electrons that have been deflected by the specimen 
through an angle generally greater than 90° so that they exit the sample with little or no loss 
of energy. Those BSEs are used to detect contrast between areas with different chemical 
compositions via SEM. 
Bremsstrahlung (continuum x-rays) : Decceleration of electrons in the Coulomb field of the 
nucleus. This lead to the emission of x-ray carrying the surplus energy ΔE and to 
uncharacteristic x-rays.  
Auger electrons: Surplus energy is transferred to another electron, which is emitted. 
EDX or Energy dispersive X-ray analysis or spectrometry (sometimes EDS). An EDX 
spectrometer makes a spectrum of X-rays emitted by the specimen on the basis of their 
energy.This is used for elemental analysis and chemical characterization [8]. 
Cathodoluminescence: The emission of light photons by a material under electron 
bombardment. CL detectors either collect all light emitted by the specimen or can analyse the 
wavelengths emitted by the specimen and display an emission spectrum or an image of the 
distribution of cathodoluminescence emitted by the specimen in real color. 
An electron of the primary beam is scattered by the electrostatic interaction with the 
positively charged nucleus of an atom at an angle of more than 90°, yielding backscattered 
electrons. This type of electrons has practically the same energy as the ones of the primary 
beam. 
An electron of the primary beam is scattered by the electrostatic interaction with the 
positively charged nucleus of an atom at an angle of less than 90°, yielding elastically scatterd 
electrons. Also these electrons do not loose energy and therefore are referred to as elastically 
scattered electrons. 
Elastic coherent electrons are scattered with an angle below 10° whereas elastic incoherent 
electrons are scattered with an angle above 10°. 
Electrons can also loose energy while interacting with the “electron cloud” of the atom. These 
are called inelastically scattered electrons.  
This interaction can lead to the following processes : 
  - Inner-shell ionisation : An electron is pushed out of the electron cloud. The electron 
„hole“ is filled by an electron of an outer shell: Surplus energy is either emitted as 
characteristic x-ray or transferred to another electron, which is emitted (Auger electron). 
  - Phonons are lattice vibrations (heat) beam damage 
  - Plasmons originates from oscillations of loosely bound electrons in metals 
Therefore, elastic scattering brings the information for TEM image and diffraction pattern 
whereas inelastic scattering are exploited for electron energy loss spectroscopy (EELS) to 
determine the atomic structure and chemical properties of a specimen, i.e. elemental mapping, 
this includs the type and quantity of atoms present, chemical state of atoms and the collective 
interactions of atoms with their neighbors [9]. 
 

2.2.4 Image formation 
 
The image formation in TEM is basically the same as for regular light microscopy, since the 
properties of electrons are very similar to the ones of light. As for light, electrons can be 
observed as particles or as waves depending on the physical phenomenon to be explained 
(wave particle duality). 
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The primary electron beam passes through the thin specimen and generates non-diffracted and 
diffracted electromagnetic waves. The objective lens collates the diffracted and non-diffracted 
waves in the image plane and forms the primary image. 
 
 Focusing 
 
Contrast of biological specimens can be further improved by slight underfocusing.  
Underfocusing leads to Fresnel rings (deletion/amplification of signal), which improve the 
visibility of biological structures (Figure 2). Note: Too much underfocus or overfocus 
introduces artifacts and the image gets unsharp. True focus (Gaussian focus) corresponds to 
minimum contrast. 
 

 
Fig. 2: True focus, Under-focus and over-focus of a hole in a commercial carbon coated grid. 
Minimum contrast corresponds to true Gaussian focus. Too much over- or underfocus 
provides an unsharp image with artefacts. In insets are the corresponding power spectra. 
 
 Different kind of contrast 
 
There are four types of contrast in microscopy:  
The amplitude or mass-thickness contrast is related to the thickness of the specimen and 
therefore to the density; a denser region will appear darker than a thinner one.  
The phase contrast is made by using the objective aperture (in TEM) selecting only small 
angle scattering rays coming from the specimen. This contrast is made by the interferences 
between diffracted and transmitted waves after scattering through the specimen. 
The Energy contrast (Energy-filtered TEM or EFTEM) will use the difference in atomic 
weight to make the distinction between different phases in a specimen. Only electrons of 
particular kinetic energies are used to form the image. In our case inelastic scattered electron 
are filtered and the only elastically scattered ones are used. This kind of contrast is quite 
thickness/density dependant. 
The Diffraction contrast will enhance the differences between amorphous and crystalline 
phases in a specimen. It somehow depends on the grain orientation. 
All these above mention contrast are inter-dependant. 
In a standard TEM, mass thickness is the primary contrast mechanism for non-crystalline 
specimens, while phase contrast and diffraction contrast are the most important factors in 
image formation for crystalline specimens. 
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2.2.5  Image detection and recording 
 
Until some years ago, projected images of specimen were made on photographic films which 
needed skills and patience to developp and produce images. The main inconvenient, 
essentially for Cryo-TEM measurements, was that beam induced artefact are discovered at the 
very end of the procedure. Nowadays, CCD, and more recently CMOS (Complementary 
metal–oxide–semiconductor) camera with capacities up to 4 k x 4 k are accessible and allows 
more cumfortable images recording and processing to improve their quality.  
 

2.2.6 Image visualisation and processing 
 
Integrated image visualisation program are available with most of the CCD or CMOS camera 
and are provided by the respective company. However, open source program such as Image J 
[10,11,12] are also freely available and are quite powerful to enhance brightness and contrast 
for example, to evaluate size distribution or to perform Fourier Transform. Image filtering to 
get rid of inelastic scattering for example are also possible. Cautions have, of course, to be 
taken and any processing more than contrast and brightness enhancement has to be explicitly 
mentionned in published images. 
 

3 Cryo-Transmission Electron Microscopy 
 
3.1 The Leidenfrost effect 
 
The Leidenfrost effect [13] is a physical phenomenon in which a liquid, in near contact with a 
mass significantly hotter than the liquid's boiling point, produces an insulating vapor layer 
keeping that liquid from boiling rapidly. Because of this 'repulsive force', a droplet hovers 
over the surface rather than making physical contact with it. This is what happening when 
putting an object at room temperature in liquid nitrogen : the di-atom nitrogen N2, although in 
cold liquid state at -196°C, goes into its gas phase as far as it is in contact with the specimen 
which is approximatively 171°C warmer. In the best case, there is gradient of freezing sample 
with a high probability of water ice crystals formation leading the specimen to be not useable 
because of the consecutive leak of transparency to the neutrons and, in the worst case, the 
destruction of the specimen. 
 
3.2 Cryogen 
 
Ethane is the most commonly used cryogen for Cryo-TEM because of its higher cooling 
efficiency and easier handling regards to others. With a melting point at -183°C, a viscosity 
9.10-3 poise at the melting point and a boiling point at -89°C, it has a relatively good coolig 
efficiency compare to liquid nitrogen (melting point at -210°C with viscosity of 0,2.10-3 poise 
and a boiling point of -196°C which is too close to the melting point and therefore doesn´t 
have a good cooling efficiency). An alternative is the liquefied propane which is sometime 
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used, even in mixture with ethane. However, although it has a melting point of -189°C and a 
boiling point of -42°C allowing more time to manipulate the frozen sample, it has a much 
larger viscosity (87.10-3 poise) [14]. 
 
 Case of organic solvent 
 
By investigating samples in organic solvent, one encounters a dilemma: at low temperature, 
i.e. -180°C, the ethane is in the liquid state and is therefore a solvent which may interact with 
the one of the samples and this interaction, thus, may induces artefacts. For some cases, liquid 
nitrogen is directly used and it was shown by the group of E. Talmon to work properly [15]. 
For other cases, see the sections 3.4 Freeze-Fracture-Direct-Imaging. 
 
3.3 Cryo-Direct Imaging 
The Cryo-Direct Imaging, or Cryo-DI, consists on the flash cooling of a thin layer of liquid 
sample within a grid, generally a holey carbon coated grid. 
 
1) few microliter of liquid sample is deposited onto the grid which is hold by a tweezer inside 
the thermoregulated and humidity-controlled chamber of a cryo-plunge. 
2) after a certain time to give the opportunity to the sample for relaxation, the grid is blotted 
with a filter paper. One has to take into account that a change in concentration might occur 
since the blotting has for purpose to remove excess of solvent/buffer. 
3) the grid is therefore plunged rapidly into a container filled with liquefied ethane. The 
ethane liquefaction is performed by pouring ethane in its gas phase in the container 
surrounded by liquid nitrogen. 
4) once plunged in liquid ethane, the specimen (i.e. grid + thin film of liquid sample) is 
transferred quickly in liquid nitrogen environment prior settlement on the tip of a pre-cooled 
cryo-specimen holder. 
 

       
Fig. 3: Schematic for cryo-fixation by Cryo-plunge. 
 
One has to keep in mind that by using holey carbon coated grid, relevant area of interest 
would be within the holes of the grid. However, the thin film of aqueous solution would have 
a concave shape leading particles, vesicles, etc… to be redistributed according to the available 
space. Another kind of grids are the lacey carbon grid where a network of carbon wire are 
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suspended or deposited onto the metallic grid. There is more space for the liquid to be spread 
between the wires and offer more probabilities to encounter the structures of interest. 
 

      
 
Fig. 4: close up of a commercial holeay carbon coated grid with eventual feature regard to 
nanoparticle dispersion in a thin water layer. 
 
Nowadays, Controlled-Environment Vitrifiction System (CEVS) [16] are available with 
relative humidity and temperature controlled environment before plunging onto the cryogen.  
 
3.4 Freeze-Fracture-Direct Imaging 
To avoid interactions of liquid ethane as cryogen with sample containing organic solvent, one 
can use the Freeze-Fracture and Direct Imaging, or FFDI, method described by Belkoura et al 
in 2004 [17]. It consists of using a pair of grid fixed on cupper plates. Both combination of 
grid and plates are hold with a tweezer, each glued on each tip of the tweezer. Then, the grids 
are dipped onto the sample, which can be kept at a certain temperature. By closing the 
tweezer inside the solution, one traps a certain amount of sample. The whole “sandwich” 
system is then plunged in liquid ethane in the same way as for Cryo-DI. The plates are 
separated and the grids opened in liquid nitrogen environment. Each grid will present a freeze 
fracture feature where some areas will be thin and transparent enough for the electrons to go 
through. 

     
Fig. 5: Schematic drawing of the one-step preparation technique for FFDI, describing the 
main steps of the technique:  sandwich building, dipping into the solution to be investigated, 
freezing in L Eth, and fracturing under liquid nitrogen. The sandwich is then separated to 
directly image one half. Adapted with permission from [17]. Copyright (2004) American 
Chemical Society. 
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Fig. 6: Micrographs (instrument magnification 10 000×) of a physiologically buffered 
liposome solution containing 1.67 wt % vesicles. (a) Conventional cryo-TEM technique with 
blotting at room temperature. The total electron dose was 17 e Å-2. Note the wide variety of 
vesicle shapes (shear effect) and sizes (size segregation). Moreover, the number density of 
vesicles is much too high to correspond to 1.67 wt % (concentration change). The gray values 
are modified with a γ1/2 function. (b) Newly developed FFDI technique without blotting at 
room temperature. The total electron dose is 50 e Å-2. All vesicles are spherical with a 
measured mean diameter of 61 ± 11 nm. The gray values are modified with a γ1/2 function. 
Adapted with permission from [17]. Copyright (2004) American Chemical Society. 
 
3.5 Cryo-Ultramicrotomy 

3.5.1 Cryo-sectionning on bulk polymer sample 
Some bulk polymer need to be cooled down at a certain temperature in order to be correctly 
sectioned. The ideal temperature is material dependent and a DSC measurement is usually 
sufficient to find it. Otherwise, time has to be spent to determine this temperature Tg. For 
instance, a too cold block specimen become too brittle to produce sections and a not enough 
cooled block would be too soft. Sectionning of bulk polymer composed of newly studied 
material is challenging essentially because of frequently existing heterogeneity of the sample. 
Bulk polymer sections sometime need to be hydrated by aqueous solvent and then frozen in 
order to be investigated by Cryo-TEM under vacuum. 
 

3.5.2 Cryo-sectionning on frozen aqueous sample (CEMOVIS) 
The Cryo-Electron Microscopy Of Vitreous Sample (CEMOVIS)  method was developped by 
the groupd of J. Dubochet [18]. Frozen block specimen are produced by high pressure 
freezing at 2000 bar before freezing into liquid nitrogen. The frozen block specimen can be 
sectionned at RT after freeze substitution. The frozen sections, once collected onto a grid, can 
be transferred in a Cryo-holder and investigated by Cryo-TEM as described in the previous 
paragraphs or in the following ones. 
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3.6 Cryo-TEM for structural investigation 
Recent progress in the TEM technology allows higher resolution structural investiogations of 
particles and particularly proteins. There are three groups according to analytical purpose and 
features of the biological sample. Cryo-electron crystallography, Cryo-single-particle 
reconstruction and Cryo-electron tomography (Cryo-ET).  
 

3.6.1 Cryo-electron crystallography 
 
Cryo-electron crystallography produces images and electron diffraction patterns. The method 
was developped by Henderson et al and the first electron crystallographic protein structure at 
atomic resolution was bacteriorhodopsin in 1990 [19]. It needs a regular 2D array of 
molecules and image enhancement by Fourier averaging. In a first step a regular image of 2D 
object with 3-Fold symmetry is taken by Cryo-TEM as described before. Then, phases are 
collected by performing Fourier transform of the image. An electron diffraction of noisy 
image is taken in order to measure the intensities of the peaks. By combining diffraction 
amplitudes with image phases one can obtain a clean 3-fold symmetry average image. The 
above mentioned step has to be repeated by tilting the specimen before building up a 3D 
Fourier space (amplitudes from electron diffraction, phases from Fourier inversion of image) 
and thus to calculate 3D electron density map.  

 
3.6.2 Cryo-single-particle reconstruction 

Although the principle of single particle reconstruction is from the early 70´s [20,21] , 
development of Cryo-EM [22] and, particularly progress in terms of computing development 
[23] allows the expansion of the technique. Cryo-single-particle reconstruction is produced 
from identical particles viewed in different orientations (Fig.7). However, the lower limit is 
250 – 500 kDa. The advantage is that missing cone is not a problem as long as multiple views 
are present. Actually 1000s of particles has to be considered. The problem is the finding 
relative orientation of each particle which is essentially time consuming. First achieved with 
icosahedral viruses – 60 – fold symmetry reduces number of particles needed with 9Å 
resolution at best [20,21]. 
 

3.6.1 Cryo-electron tomography (Cryo-ET) 
Similar to the tomography technique used in medicine, cryo-electron tomography, or Cryo-
ET, is based on multiple images of the same specimen recorded at different tilt angles (Fig.8). 
The technique was developped for Cryo-TEM by Baumeister et al during the 90´s [24,25] and 
has a recent impressive development due to progress in images acquisition by CCD camera 
and in computing for automated tilt series acquisition, especially by J. Frank [26].  
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Fig. 7 : Cryo-Single Particle Reconstruction. 
First (top-left), a large number of particle are 
pictured by Cryo-TEM, then (top-right) the 
acquired images are sorted and oriented. 
Finally (bottom-left), the resulted aligned 
images are projected to reconstruct the 3 D 
particle. 
 

 
 

  
 
Fig. 8 : Schematic of principle for Cryo-Electron Tomograpy. Tilt series of images of a single 
particle are taken at different angles (left). The 3D structure of the particle is then 
reconstructed from the acquired images series (right). 
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3.7 Cryo-TEM as complementary techniques for neutron scattering 
 
We present here couple of examples involving complementary techniques, essentually Small 
Angle Neutron Scattering and Cryo-TEM. As this can be seen, it is mainly a matter of 
comparison between values for typical distances such as radius, inter-particle or inter-vesicles 
spacing, etc… 
 

3.7.1 Example 1 : Liposomes for Effective Drug Delivery  
 
In the frame of the development of drug delivery system and particularly for cancer treatment,  
It is proposed by Acampora et al [27] to replace the usually used Poly-Ethylene-Glycol (PEG) 
but having some side effects [28-30] by the Lipo-oligosaccharide (LOS) from the Gram-
negative bacterium Rhizobium rubi to improve the life time of liposomes particularly regard 
to the opsonisation process. To prepare the liposomes, de-O-acylated LOS (de-LOS) was co-
formulated with 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipid and the 
anticancer nucleolipid-based Ru(III) complex, ToThyRu. 
What was shown by SANS and Cryo-TEM is the existence of co-existence of unilamellar and 
oligolamellar ToThyRu/POPC/de-LOS liposomes.  
The results validate the use of lipooligosaccharides in formulating liposomes and pave the 
way to their use in drug delivery applications. 
In fig. 9 is shown micrograph of ToThyRu/POPC/de-LOS 10:85:5 vitrified sample. Presence 
of liposomes is displayed. Note the oligo-lamellar structures (i. e., constituted by a limited 
number of concentric bilayers).  
 

       
Fig. 9: Cryo-TEM image of ToThyRu/POPC/de-LOS 10:85:5 liposomes. 

Figure 10 presents SANS results on the pure POPC and ToThyRu/POPC/de-LOS at 10:85:5 
and 10:70:20 molar ratio samples: a power law decay for all the curves is observed, in the 
range of the scattering vector 0.020 <q/A< 0.035, slightly higher than- 2. As confirmed by 
Cryo-TEM, such value for power law indicates coexistence of uni-lamellar and oligo-lamellar 
liposomes. 
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Fig. 10:. Scattering cross-sections of on pure POPC (open circles) and ToThyRu/POPC/de-
LOS at 10:85:5 (closed circles) and 10:70:20 (closed squares) molar ratio samples in D2O. 
Solid lines correspond to the best fit of the Lamellar paraCrystal model to the experimental 
data. Reprinted with permission from [27] © 2016 Wiley-VCH Verlag GmbH & Co. KGaA, 
Weinheim. 
 
The Lamellar paraCrystal Model [31] was used to fit the experimental data to extract the 
bilayer numbers, their thickness and the spacing (Figure 10). This model calculates the 
scattering from a stack of repeating lamellar structures of infinite lateral dimensions. The 
parameters extracted from the fitting suggest that the system is mainly constituted of 
unilamellar liposomes, the average number of lamellae is about 2 (considering the presence of 
oligolamellar liposomes) and their spacing is about 10 nm. 
 
The use of Cryo-TEM is justified here to confirm the presence of the two populations of 
vesicles. 
 

3.7.2 Example 2 : Complex Nanoassemblies  
 
In the context of interpolyelectrolyte complexes (IPC) synthesis and particularly electrostatic 
coassembly, Delisavva et al [32] have used the combination of Cryo-Transmission Electron 
Microscopy (Cryo-TEM), Small Angle Neutron Scattering (SANS) and light scattering to 
investigate the electrostatic coassembly of the double-hydrophilic copolymer poly(2-
vinypyridine)-blockpoly (ethylene oxide) (P2VP−PEO) with the anionic gemini surfactant 
6,6′-(ethane-1,2-diylbis(oxy))bis (sodium 3-dodecylbenzenesulfonate) (G2). Comparison 
between single tail and Gemini surfactants have been made in this study. 
Single-tail surfactants are, for example, sodium dodecyl sulfate (SDS) or dodecylpyridinium 
chloride (DPCl). Gemini surfactants consist of two hydrophilic head groups, two aliphatic 
chains (tails) attached to the heads, and a spacer connecting the heads [33]. 
Figure 11 shows SANS curves for P2VP− PEO/G2 mixtures at charge ratio Z ranging from 
0.15 to 2; for P2VP−PEO concentration of 1 mg/mL.  
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Fig. 11: SANS curves for P2VP−PEO/G2 
complexes (polymer concentration, cpol = 1 
mg/ mL) in 0.1 M DCl. Charge ratios, Z, are 
indicated above the individual curves. 
Reprinted with permission from [32]. 
Copyright (2017) American Chemical 
Society. 
 

Fig. 12: Analysis of SANS data: molar 
masses (closed circle 1) and gyration radii 
(open circle 2) of P2VP−PEO/G2 complexes 
(cpol = 1 mg/mL) as functions of charge 
ratios Z. Inset: Rg/RH ratios plotted as 
functions of Z. Adapted with permission 
from [32]. Copyright (2017) American 
Chemical Society. 
 

From the above presented results in reciprocal space, confirmation of the results in the real 
space is needed. Therefore Cryo-TEM experiments were performed on the same samples in 
the same conditions and corresponding micrographs are presented in Figure 13. 
 

     
Fig. 13: Cryo-TEM images of G2 in 0.1 M DCl (A) and of P2VP−PEO/G2 at charge ratio Z = 
0.3 (B), 1.0 (C), and 2.0 (D). Reprinted with permission from [30]. Copyright (2017) 
American Chemical Society. 
 
Relevant results from SANS and Cryo-TEM are gathered in table 3: 
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Charge 
ratio Z 

SANS (Figs. 11,12) Cryo-TEM (Fig.13) 

Z < 1 No structures. Rg/RH < l : the 
compactness of  the aggregates is 
characteristic of core−shell 
micelles [34,35]. 

The PE−S nanoparticles are formed (Figure 
13B). The particles are polydisperse in size, 
which is consistent with the scattering data. 
(radii from 10 to 50 nm). The hydrated 
coronas of the particles are not visible because 
of the low contrast. 

Z = 1 I(q) decays changes from q−3.5 to 
q−1.5. This indicats a transition 
from rough interfaces of compact 
particles [36] to more elongated 
scatterers. Decrease in the molar 
mass by a factor of 2.2 is 
observed, without any drastic 
change in the gyration radius 
which means the formation of 
core/shell particles. 

(Figure 13C), a mixture of smaller spherical 
particles is observed.  

Z > 1 Distinct oscillations are visible 
and are typical for cylindrical 
shapes of the particles. Increase in 
Rg/RH indicating an elongation of 
the scatterers. 

(Figure 13D) fusion of the small spheres into 
wormlike particles are present, which is in 
agreement with the SANS data. Although the 
spherical particles are touching each other’s in 
several cases, no full merging into compact 
cylindrical particles is observed.   

Table 3 : Sum up of the results from SANS and Cryo-TEM of P2VP−PEO/G2 complexes as 
functions of charge ratios Z 
 
Additionally in the SANS data, for Z =2, a correlation peak with its maximum at 2.24 nm−1 
appears and is due to dense packing of G2 in the PE−S core. In the Cryo-TEM image 
presented in Figure 13A, 20 to 100 nm polydisperse spherical single-wall vesicles are 
observed for G2 in 0,1 M DCl. Such structures were already described in pure water [37]. 
Multilayer vesicles are seen in a few images (insert).  
 
From these complementary results between SANS, DLS and Cryo-TEM, in addition with 
Isothermal Titration Calorimetry, it was deduced that the structure of Gemini surfactants 
promote the formation of cylinders, but the structural reorganization is prevented by the high 
kinetic barrier due to the compactness of the structures that were formed at Z = 1. The 
structural transitions, essentially located at the cores, occur in a fast regime at Z close to 1 and 
particles are organized in elongated structure at Z > 1 in longer time scale [32]. 
 

3.7.3 Example 3 : Decorated Vesicles  
 
Still in the frame of drug delivery system development, interactions between nanoparticles 
and vesicles have been investigated by Hoffman et al [38]. In particular, the influence of small 
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adsorbed silica nanoparticles (SiNPs) on the structure of zwitterionic DOPC vesicles have 
been studied with a combination of SANS, cryo- TEM and DLS. 
 

                    
Fig.14: Cryo-TEM image of undecorated 
vesicles. From [38] Published by The Royal 
Society of Chemistry. 

Fig. 15 : Cryo-TEM image of vesicles 
decorated with a [NP]/[vesicle] ratio of 12. 
From [38] Published by The Royal Society 
of Chemistry. 

 
In figs 14 and 15 are evidence the adsorption of the nanoparticle on the vesicles. The size and 
shape of the vesicles remain unchanged to the situation without NPs. Even though cryo-TEM 
does not provide 3-dimensional information, it is obvious that the nanoparticles are located on 
the membrane and not inside the vesicle. 
 
SANS measurements confirmed the unchanged structure of the vesicles with and without 
adsorbed nanoparticles since their rather low contrast in D2O make them hardly visible. 
Nearly no changes between the spectra with and without added NPs can be seen (Fig. 15). 
 

 
Fig. 16 : SANS curves of pure DOPC vesicles (0.1 wt%) and DOPC vesicles with 0.085 wt% 
NPs added. Almost no structural change can be seen. The curve with DOPC and NPs is 
shifted by a factor of 10. From [38] Published by The Royal Society of Chemistry. 
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The ratio between the intensities (with and without NPs) reveal a peak at 0,2 nm-1 related to 
the inter-particle correlation distance on the vesicles (Figure S2 in SI of [38]). In addition of 
DLS measurements, radii of the vesicles and inter-particle distances have been found to be in 
agreement by all the used methods. Cryo-TEM measurement was, here, extremely important 
to confirm the presence of the nanoparticles on the vesicles.  
 
In the frame of tunable supramolecular complex formation, Houston et al [39] needed to 
attain space scale outside of the one accessible by SANS in their study. For instance, if the 
diameter of a vesicle is well outside the q-window of a SANS experiment (3.0 to 70.0 nm), 
the scattering would lead to deduce lamellar sheets (q−2). Direct imaging by cryo-TEM has 
therefore been used to visualise the particle size and morphology in D2O and it was shown 
remarkable changes in morphology for phosphonium-functionalised homo- (P3HTPMe3) and 
diblock (P3HT-b-P3HTPMe3) ionic conjugated polythiophenes co-assembly upon addition of 
SDS. The Cryo-TEM technique has the advantage to preserve the micelles in a hydrated state 
and to keep the aqueous environment remains undisturbed. 
 
In Crassous et al 2009 [40], two types of colloidal latex particles in dilute suspension are 
investigated by SAXS and Cryo.TEM: (i) core particles made of polystyrene with a thin layer 
of poly(N-isopropylacrylamide) (PNIPAM) and (ii) core-shell particles consisting of core 
particles onto which a network of cross-linked PNIPAM is affixed. It was shown that 
although good agreement was found by the two techniques for the core particle, only Cryo-
TEM was able to reveal the buckling of the network affixed to the surface for the core-shell 
particles as SAXS is only sensitive to the average radial structure. 
 

4 Conclusion 
 
Transmission electron microscopy and particularly Cryo-TEM is a powerful tool more and 
more used in complementarity with other techniques (dynamic light scattering, NMR, 
FTIR,…) and even large scale instrument method such as neutron or X-ray scattering for soft 
matter and biology for example. Recent progress in TEM technology in parallel with 
improvement in computing allows to perform high resolution structural invetigations of 
proteins in complementarity (sometime in competition) with other techniques such as X-ray 
and NMR crystallography. In the frame of soft matter studies, Cryo-TEM and the requiring 
methods of sample preparation allows comparison of results with investigations made in 
liquid state or involving water in the system of interest: It allows to access space scale which 
are not reachable with techniques like light scattering, small angle neutron or X-ray scattering 
and thus complement the obtained results. Cryo-TEM gives also the possibilty to observe 
structurale features not visible with the above mentionned techniques.  
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Introduction 
Modern transmission electron microscopes (TEMs) can be used to obtain quantitative 
information about the structural, electronic and chemical properties of materials on length 
scales down to the sub-Å level [1-3]. In recent years, electron microscopy has been 
revolutionized by improvements in aberration correctors, monochromators and imaging filters, 
as well as by advances in computing power for microscope control, image analysis and image 
simulation. Specialized techniques have also been developed, including the use of in situ gas 
reaction and liquid cell electron microscopy to study growth processes and chemical reactions 
in materials and the application of bright and dark field electron holography and diffraction-
based phase contrast techniques to measure variations in electrostatic potential, magnetic 
induction and crystallographic strain in materials. Photographs of two generations of modern 
aberration corrected transmission electron microscopes are shown in Fig. 1. 
 

  
 
Fig. 1: (Left) FEI Titan 80-300 and (right) FEI Titan G3 50-300 PICO field emission 

transmission electron microscopes at Forschungszentrum Jülich. The instrument on 
the left is equipped with a spherical aberration corrector on the objective lens and has 
an information limit of 0.08 nm. Photograph courtesy of Ralf-Uwe Limbach 
(Forschungszentrum Jülich). The instrument on the  right is  a fourth generation 
transmission electron microscope equipped with a monochromator, a spherical 
aberration corrector on the condenser lens and a combined spherical and chromatic 
aberration corrector on the objective lens. It has an information limit for coherent high-
resolution TEM of below 50 pm at 200 kV. Photograph courtesy of Christian Lüning 
(www.arbeitsblende.de). 

 
The basic operation of a TEM is in many respects analogous to that of a light optical 
microscope. The electron source at the top of the column is either a thermionic emitter such as 
a LaB6 single crystal or a field emitter such as a zirconia-coated W tip. The primary advantage 
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of a field emission source is that it is brighter, as a result of the smaller extraction area for 
electrons, which can be only a few nm in size. After emission, the electrons are accelerated by 
a voltage of typically between 50 and 300 kV and focused onto a specimen by 2 or 3 condenser 
lenses. The specimen is commonly a 3 mm disk or chip that is prepared to be extremely thin in 
the region of interest, as the typical specimen thickness for high-resolution imaging is below a 
few tens of nm. The specimen stage allows movement of the sample in three spatial directions 
and tilting about two axes. The objective lens is located directly below the specimen and has a 
focal length of only a few mm. Its design and the stability of its power supply are crucial for 
the electron optical performance of the microscope. The intermediate and projector lenses in 
the lower part of the column are used to magnify the image and have a relatively small influence 
on image quality. After passing the projector lens, the electrons can be observed on a fluorescent 
screen or recorded on a charge coupled device camera or a direct electron detector. Vibration 
damping systems and electromagnetic field compensation systems are normally required to 
create a sufficiently stable environment for a state of the art instrument. 
 

1 Aberration correction in high-resolution TEM 
High-resolution TEM (HRTEM) involves the acquisition of images with a spatial resolution 
that is sufficient to separate single atomic columns. The interpretation of such images is, 
however, not straightforward, as the recorded intensity is not a direct representation of the 
specimen but an interference image that is affected by the strength of interaction of the incident 
electrons with the specimen and by the contrast transfer of the microscope [4]. 
 
The interaction of an incoming electron wave with a TEM specimen can be described by solving 
the relativistically corrected Schrödinger equation for the electron wavefunction  in a 
crystal potential  according to the Bethe-Bloch formalism [5]. In practice, several 
approximations are often used to understand the image formation process. In the phase object 
approximation (POA) for a thin specimen, atoms in the sample are described by a projected 
potential that is continuous and constant in the direction of the incident electron beam. The 
electron wavefunction after specimen thickness t  can then be written in the form 
 

 , (1)  
 
where ϕ is the phase of the electron wave, s is an interaction constant that depends on the 
microscope accelerating voltage and VP  is the projected crystal potential. The weak phase 
object approximation (WPOA) further assumes that the phase modulation of the electron wave 
is small in a very thin specimen, resulting in the expression 
 

 . (2)  
 
The influence of the electron microscope lenses on image formation is described by modifying 
the exit plane wavefunction using a phase factor  according to the expression 
 

 , (3)  
 
where, for the rotationally symmetric aberrations of a round lens, the aberration function 
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 . (4)  

 
In Eq. 4,  is the wavelength of the electron beam,  is the defocus and CS is the coefficient 
of spherical aberration of the objective lens, which cannot be avoided for a round 
electromagnetic lens [6] and describes the deviation of rays that pass the outer part of the 
objective lens compared with near-axis rays and the resultant blurring of the object. 
 
For a thin specimen, the WPOA results in an expression for the linear image intensity of the 
form 
 

 , (5)  
 
from which it is apparent that the optimum image contrast is obtained when the coherent 
contrast transfer function (CTF) , i.e., when  is an odd multiple of  for all 
values of . However,  is in general a function that oscillates strongly with . As a result, 
atomic columns that are arranged with a spacing of  are imaged as black dots only at 
selected spatial frequencies for which the CTF is close to -1. At spatial frequencies for which 
the CTF is close to +1, the atomic columns are imaged as white dots, while they may be invisible 
if the spatial frequency corresponding to their interatomic spacing coincides with a zero of the 
CTF. In order to approach ideal phase contrast transfer behaviour, a defocus setting can be 
chosen that balances the g2 and g4 terms in the aberration function, allowing for a relatively 
broad band of frequencies to be transferred with a CTF close to -1. This defocus 
 

 (6)  

 
is known as Scherzer defocus [7]. The point resolution  is defined by the first zero 
crossing of the CTF at Scherzer defocus and is given by the expression 
 

 . (7)  

 
Typical values of point resolution for commercially available non-aberration-corrected medium 
voltage transmission electron microscopes at accelerating voltages of 200-400 kV are in the 
range 0.24 to 0.17 nm. 
 
The limited coherence of the electron source and electronic instabilities have the additional 
effect of multiplying the coherent CTF by envelope functions, which result in a cut-off of the 
contrast transfer at higher spatial frequencies. The spatial frequency at which the partially 
coherent CTF falls below a threshold value defines the information limit of the microscope. For 
an uncorrected field emission TEM, the information limit can be higher than the point 
resolution, leading to strong oscillations in the partially coherent CTF and blurring in images. 
Figure 2 shows  for a 200 kV instrument for two different values of CS. At higher spatial 
frequencies, the CTF oscillates rapidly up to the information limit. If CS is reduced, then a broad 
transfer band extends up to the information limit of 0.125 nm, improving the point resolution. 
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Fig. 2: Partially coherent contrast transfer functions at Scherzer defocus calculated for a CM20 

field emission microscope operated at 200 kV for (left) CS  = 1.2 mm and (right) 
CS  = 0.04 mm. Figure created by A. Thust (Forschungszentrum Jülich) and reproduced 
from the notes for the 38th IFF Spring School “Probing the Nanoworld” (2007). 

 
An important approach that can be used to overcome the influence of the strongly oscillating 
part of the CTF between the point resolution and the information limit for an uncorrected 
transmission electron microscope is to use numerical reconstruction of the exit plane 
wavefunction from a defocus series of 10-20 images recorded from the same object area [8-10], 
as shown schematically in Fig. 3. According to the phase object approximation, the heights of 
the phase maxima in the wavefunction are approximately proportional to the projected potential 
for a thin specimen, permitting the chemical distinction of atomic species. The resulting 
availability of the complex-valued wavefunction also enables correction of aberrations in 
software. In the resulting wavefunction, it becomes possible to resolve light elements such as 
C, N and O close to or even below 0.1 nm spatial resolution. 
 

 
Fig. 3: Principle of focal series restoration. A series of images is recorded from the same object 

area using different settings of the objective lens defocus. The quantum mechanical 
exit plane wavefunction, which consists of amplitude and phase, can be retrieved from 
the series of images by means of numerical procedures. Figure created by A. Thust 
(Forschungszentrum Jülich) and reproduced from the notes for the 38th IFF Spring 
School “Probing the Nanoworld” (2007). 

 
An example of the elimination of delocalisation by applying focal series restoration using non-
linear reconstruction to 20 images is shown in Fig. 4 for a twin boundary in BaTiO3. The left 
side of Fig. 4 shows one image from the focal series, which was recorded using an uncorrected 
Philips CM20ST field emission microscope. Blurring of the image due to objective lens 
aberrations is visible. The right side of Fig. 4 shows the phase of the restored wavefunction, in 
which blurring has been reduced and the atomic positions are resolved up to the information 
limit of the electron microscope [11]. 
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Fig. 4: Example of focal series restoration. (a) Representative image from a series of 20 images 

of twinned [110] oriented BaTiO3. (b) Phase of the restored exit plane wavefunction, 
from which aberrations have been removed numerically. The positions of atomic 
columns are revealed by phase maxima. Figure created by C.L. Jia, R. Rosenfeld and 
A. Thust (Forschungszentrum Jülich) and reproduced from Ref. [11]. 

 
Significantly, the elimination of spherical aberration using hardware is now possible with 
multipole lenses. The first successful demonstration of spherical aberration correction was 
achieved in the late 1990s in a project funded by the Volkswagenstiftung involving 
Forschungszentrum Jülich [12, 13]. By tuning the spherical aberration coefficient and other 
higher order aberrations, optimum contrast transfer and a dramatic improvement in resolution 
can be achieved. Figure 5 shows a comparison between an experimental defocus series of [110] 
SrTiO3 recorded using a CS corrected Philips CM200ST field emission microscope and 
simulated images. A structure image predicted by simulations for a defocus of +10 nm appears 
in the experimental dataset. 
 

 
Fig. 5: Comparison of an experimental defocus series of SrTiO3 oriented along [110] with 

simulated images. The experimental images were recorded using a CS corrected 
CM200ST field emission microscope using a value for CS of –0.04 mm. Simulated 
images are shown on the left. Experimental images are shown on the right. The defocus 
values of the simulated images are indicated. The specimen thickness used for the 
simulations was 3.5 nm. Half of a SrTiO3 cell projected along [110] is indicated by the 
white frame in the lower left simulated image. Figure created by C.J. Jia 
(Forschungszentrum Jülich) and reproduced from the notes for the 34th IFF Spring 
School “Fundamentals of Nanoelectronics” (2003). 
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The ability to tune the spherical aberration coefficient of the microscope opens up new ways to 
record directly interpretable images. In particular, the choice of a small negative value for CS 
results in strong contrast from light atom columns, which appear bright [14]. When using this 
negative CS imaging (NCSI) technique, paraxial rays travelling through the objective lens come 
to focus ahead of outer rays. Light elements such as oxygen in Pb(Zr0.2Ti0.8)O3, which are 
adjacent to columns of heavy atoms, can then be resolved [15]. 
 
It should be noted that the complete aberration function is made up of many individual 
aberrations. Sub-Å imaging requires both a knowledge of all significant wave aberrations 
(typically up to sixth order in g) and the stability of these aberrations over the length of an 
experiment [16]. The decomposition of a typical aberration function into its components is 
illustrated in Fig. 6, while the time stability of the defocus measured for two different electron 
microscopes is show in Fig. 7. 
 

 
Fig. 6: Aberration function (centre) and its decomposition into basic aberrations. Positive 

values of the aberration function are shown in red, while negative values are shown in 
blue. Sawtooth jumps occur at intervals of π/4. The yellow circle marks a value of 
g = 12.5 nm−1, which corresponds to a resolution of 0.08 nm. “Aberration-free” 
imaging is achieved when the modulus of the total aberration function does not exceed 
π/4 within a circle that defines the resolution limit. Figure created by J. Barthel 
(Forschungszentrum Jülich). 

 

  
Fig. 7: Time variation of the objective lens defocus measured over a period of approximately 

2 minutes for (a) a 200 kV Philips CM200 TEM with a resolution of 0.12 nm and (b) a 
300 kV FEI Titan TEM with a resolution of 0.08 nm. Both thermally-induced long-
term drift and short-term fluctuations caused by instabilities in the accelerating voltage 
and the objective lens current are observed. Figure created by J. Barthel and A. Thust 
(Forschungszentrum Jülich) and adapted in part from Ref. [16]. 
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The combined application of chromatic aberration (CC) correction and spherical aberration 
correction in HRTEM results in a significant improvement in spatial resolution to 50 pm at an 
accelerating voltage in the range of 200-300 kV. An illustration of the improvement in image 
resolution and interpretability with microscope generation and the use of aberration correction 
is shown in Fig. 8 for simulated images of AlN. 
 

 
 
Fig. 8: Simulations of an AlN crystal viewed along the [113] zone axis for different 

transmission electron microscopes operated under optimised conditions (Scherzer 
defocus and Lentzen focus). Figure created by K. Tillmann (Forschungszentrum 
Jülich). 

 
Figure 9 illustrates the resolving power of the CS/CC corrected PICO TEM in 
Forschungszentrum Jülich for b-axis-oriented yttrium-aluminium perovskite (YAP) [17]. At 
room temperature, YAP has the orthorhombic structure (space group Pnma) with lattice 
parameters a = 0.5330 nm, b = 0.7375 nm and c = 0.5180 nm, as shown schematically in 
Fig. 9a. Along the b-axis, Y-Y-atom pairs (marked by bold lines) have projected separations of 
~57 pm along two directions. The tilts of corner-shared oxygen octahedra are indicated by grey 
rectangles. Figure 9b shows an experimental CS/CC corrected HRTEM image of YAP recorded 
without any post-filtering. 
 

 
Fig. 9: (a) Schematic diagram of 2 × 2 × 2 orthorhombic unit cells of YAP viewed along the 

crystallographic b axis. 57 pm Y-Y-atom pair separations are indicated along two 
directions by bold lines. The corners of the marked squares indicate the positions of O 
atoms, while their centres indicate the positions of Al atoms overlapping with O atoms. 
(b) Experimental CS/CC corrected HRTEM image of YAP viewed along the b axis. 
Arrows denote Y-Y atom pairs, with measured pair separations indicated. Figure 
adapted from Ref. [17]. 
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The apparent separations of the Y-Y-atom pairs marked in Fig. 9b were measured by locally 
fitting two Gaussian functions to the image intensity. Although they take values of between 55 
and 85 pm with a mean value of 69 pm, the nominal 57 pm separations are resolved along two 
directions, as indicated by yellow arrows. To the best of our knowledge, this is the highest direct 
resolution in coherent HRTEM atomic imaging that has been achieved at 200 kV to date. The 
pure O atomic columns are imaged with very high contrast, as outlined by white lines in the 
experimental image and marked in the structural model shown in Fig. 9a. 
 

2 Aberration correction in high-resolution STEM 
 
Figure 10 shows a schematic illustration of a scanning TEM (STEM), in which a focused 
electron beam is scanned across a specimen. For each position of the electron probe, a bright-
field detector, a dark-field detector or a pixelated detector collects electrons that have interacted 
with the specimen. A microscope such as those shown in Fig. 1 can be used for both HRTEM 
and STEM if it is equipped with a scanning unit above the specimen and detectors in the 
diffraction plane. In order to achieve a resolution in the sub-Å range, it must also be equipped 
with an aberration corrector for the condenser lens  system. 
 

 
Fig. 10: In STEM, an electron probe is scanned across a specimen. For each position of the 

probe, electrons are collected using a detector located in a diffraction plane. A 
spectrometer can also be used to record an electron energy-loss spectrum. 

 
Spatial resolution in STEM is determined primarily by the size of the electron probe. The probe 
function is, in turn, determined by parameters that include the diameter of the condenser 
aperture and the aberrations of the condenser lens system. Correction of the aberrations of the 
condenser lens system is crucial to obtain sub-Å resolution. 
 
Under certain assumptions, the image intensity in an annular dark-field (ADF) image is given 
by a convolution of the square of the probe function and the square of the specimen transmission 
function. The image formation process can be regarded as incoherent if the inner angle of the 
ADF detector is much larger than the diameter of the condenser aperture that defines the 
convergence angle of the illumination. Typically, only electrons that have been scattered to 
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sufficiently high angles (on the order of 100 mrad, compared to about 20 mrad for the semi-
angle of the condenser aperture) must be collected by the detector. For a sufficiently thin 
specimen, to a first approximation the image intensity in such a high-angle ADF (HAADF) 
image is proportional to the atomic number Z raised to the power 1.7. However, the image can 
also be affected by beam broadening as the electron probe travels through the specimen and by 
dynamical diffraction. 
 
An example of the application of aberration corrected STEM to the characterization of a 
complex metallic alloy (CMA) sample is illustrated in Fig. 11. Such materials have unusual 
electronic transport [18], magnetic [19] and plastic [20] properties and contain novel types of 
dislocations, which are referred to as metadislocations [21]. In the T-Al-Mn-Pd phase, which is 
orthorhombic with lattice parameters a = 1.47 nm, b = 1.25 nm and c = 1.26 nm, a deformation 
mechanism based on the movement of a novel type of dislocation was found. Figure 11 shows 
an aberration corrected HAADF STEM image of a dislocation recorded along the b direction 
of the T-phase structure [22]. The unit cell (left blue rectangle), which contains 156 atoms, can 
be divided further into structural subunits, which are represented by elongated hexagonal tiles 
(white and yellow polygons) that are arranged in rows of alternating orientation and mutually 
tilted by 36°. The white contrast dots located at the centres of the hexagons correspond to atomic 
columns that contain Pd (Z = 46). Lower contrast dots at the edges and vertices of the hexagons 
correspond to atomic columns that contain Mn (Z = 25) and Al (Z = 13). 
 

 
Fig. 11: High-resolution HAADF STEM image of a dislocation in the CMA T-Al-Mn-Pd. 

White and yellow hexagons represent structural subunits of the T-phase (left) and 
R-phase (right). The corresponding unit cells are shown as blue rectangles. Pd columns 
(Z = 46) at the centres of the hexagons generate stronger HAADF image contrast than 
Mn (Z = 25) and Al (Z = 13) columns at the edges and vertices of the hexagons. Figure 
adapted from Ref.  [22]. 

 
An example of the application of aberration corrected HRTEM and aberration corrected STEM 
to similar materials is shown in Fig. 12. The images were obtained from semiconductors that 
contain transition metal atoms introduced with the intention of combining ferromagnetic and 
semiconducting properties for the design of spin-electronic devices. In such materials, 
ferromagnetism can result from the presence of nanoscale clusters of magnetic atoms or 
randomly located diluted transition metal impurities or defects. Care was required to minimize 
artefacts when preparing the cross-sectional TEM specimens. Figure 12a shows an aberration 
corrected HRTEM image of Mn-doped GaAs grown by molecular beam epitaxy containing 
hexagonal (NiAs-type) MnAs crystals, voids and As crystals [23]. Figure 12b shows an 
aberration corrected HAADF STEM image of Fe-doped GaN grown by metalorganic chemical 
vapour deposition containing Fe-rich nitride crystals and N2-filled bubbles [24]. 
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Fig. 12: (a) Aberration corrected HRTEM image of hexagonal MnAs, orthorhombic As and a 

void in a GaAs host. This figure is adapted from Ref. [23]. (b) Aberration corrected 
HAADF STEM image of Fe3N and an adjacent N2 bubble in a GaN host. The ADF 
inner detector semi-angle used was 47.4 mrad. Figure adapted from Ref. [24]. 

 
Figure 13 shows aberration corrected bright-field and dark-field aberration corrected STEM 
images of the topological insulators Bi2Te3 and Sb2Te3, which comprise quintuple layers such 
as Te-Bi-Te-Bi-Te that are bound together by van der Waals forces. The present example shows 
a 6-nm-thick Bi2Te3 layer covered by a 15-nm-thick Sb2Te3 layer. The layer system is grown 
on a Si (111) substrate and shows perfect epitaxial growth. Since Bi2Te3 is intrinsically n-type, 
while Sb2Te3 is intrinsically p-type, the Fermi level at the surface of the stack can be tuned by 
choosing appropriate layer thicknesses. In this way, chosen topological surface states can be 
formed, resulting in dissipationless transport [25, 26]. 
 

 
Fig. 13: Bright-field and dark-field aberration corrected STEM images of a 6-nm-thick Bi2Te3 

layer covered by a 15-nm-thick Sb2Te3 layer on a Si (111) substrate. Figure adapted 
from Ref. [25]. 
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3 Electron energy-loss spectroscopy 
 
Electron energy-loss (EEL) spectra can be recorded using either post-column or in-column 
spectrometers to reveal the inelastic interactions of electrons with a specimen, which involve 
both energy and momentum transfer. Figure 14 shows the characteristic features in an EEL 
spectrum. The intensity is plotted as a function of energy loss, with zero energy corresponding 
to elastically scattered electrons. Small energy losses result from valence losses, i.e., plasmon 
excitations, interband and intraband transitions. Losses at higher energies are associated with 
inner shell ionization. Since the latter signals are weak compared to the low loss region, 
different spectrometer settings are typically used to record the low loss and high loss regions of 
a spectrum. As the total signal in an ionization edge is proportional to the number of excited 
atoms, it can be used for quantification of the local chemical composition. Evaluation of the 
integrated signal requires subtraction of the background in the spectrum. In most cases, a power 
law function of the type 
 

 (8)  
 
can be used, where A and r are fitting parameters. Details about quantitative fitting of EEL 
spectra using calculations of inelastic scattering cross-sections and the treatment of specimen 
thickness effects can be found elsewhere [27]. 
 

 
Fig. 14: Schematic EEL spectrum showing a wide range of energy losses, including elastically 

scattered electrons (zero-loss peak), valence losses (plasmons, interband and intraband 
transitions) and core ionization edges. EEL spectra have a large dynamic range. The 
ionization edges are superimposed on a background signal. 

 
The energy loss near edge structure (ELNES) marked in Fig. 14 contains information about the 
local chemical environment of an excited atom. Two models, which are shown in Fig. 15, are 
typically used to understand the edge structure: (a) a band structure model, in which an electron 
from a shell is excited into unoccupied states above the Fermi level; (b) a multiple scattering 

I(ΔE,A, r) = Aexp(−rΔE)
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model, in which ELNES is described by an outgoing wave that is scattered by surrounding 
atoms. The intensity of the edge scales primarily with the density of final states. 
 

 
Fig. 15: Schematic representations of two models for the origin of electron energy-loss near-

edge structure (ELNES) for core ionization edges. (a) Transition of strongly bound core 
electrons into unoccupied states. (b) Multiple scattering description of ELNES. 

 
Figure 16 shows background-subtracted EEL spectra recorded from an Fe-doped GaN 
semiconductor. In this material, depending on the growth temperature used, Fe can either be 
distributed homogenously in the GaN host lattice or it can accumulate in the form of Fe-N 
nanocrystals. In the present specimen, Fe-N nanocrystal formation was observed in samples 
that had been deposited at temperatures higher than 850 °C. Most of the Fe-N nanocrystals were 
found to be associated with closely adjacent void-like features. EEL spectroscopy (EELS) was 
used to show that these features are bubbles filled with molecular N2 (see Fig. 12b). In order to 
interpret the experimental results, N K edge spectra were calculated for GaN using self-
consistent real-space multiple scattering calculations with FEFF 9.05. 
 

 
Fig. 16: (a) Background-subtracted N K edge spectra recorded from an Fe-N nanocrystal, a N2 

bubble and a GaN host in Fe-doped GaN. (b) Experimental spectra recorded from a 
nitrogen bubble alongside an experimental measurement from N2 taken from the EELS 
Atlas and simulated spectra calculated for GaN. Figure adapted from Ref. [24]. 
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In Figure 16, the EELS measurement was performed on a single nanocrystal embedded in the 
GaN host. A 100 kV accelerating voltage and a distributed-dose acquisition routine [28] were 
used to minimize and control electron beam induced damage during the experiment. Figure 16a 
shows N K edge spectra recorded from the nanocrystal, the adjacent N2-containing region and 
the GaN host. The N K edge shows a three-peaked structure between 400 and 407 eV. 
Figure 16b shows a spectrum recorded from the bubble, alongside an experimental spectrum 
from N2 taken from the EELS Atlas [29] and a simulation of a GaN spectrum. 
 
The simultaneous application of high-resolution STEM and EELS can be used to access 
chemical information about a specimen on the atomic scale. Both the HAADF signal and the 
EEL signal are recorded at each (x, y) position when a focused electron beam is scanned across 
the sample. Figures 17-19 illustrate the application of HAADF STEM and EELS to a study of 
DyScO3/SrTiO3 interfaces. The atomic structure of a DyScO3 layer in SrTiO3 is revealed in the 
aberration corrected HAADF STEM image shown in Fig. 17, which was recorded using a probe 
size of 0.08 nm. The intensity of each atom column reflects differences in atomic number. Here, 
DyScO3 is imaged along the [101] direction of the orthorhombic unit cell, resulting in a zigzag 
arrangement of Dy columns parallel to the interface [30]. Sc and Ti atoms are located at the 
centres of oxygen octahedra (displayed in orange in the structure models) and have weaker 
contrast when compared to Sr and Dy. Oxygen atoms cannot be resolved. 
 

 
Fig. 17: (Top) HAADF STEM image of a SrTiO3/DyScO3 multilayer. (Bottom) For each Dy 

layer, the concentrations at A and B were determined. The interface layers (rows 4 and 
14) show differences in contrast between neighbouring positions A and B, suggesting 
the formation of an ordered interface structure. Figure taken from Ref. [31]. 

 
At the interfaces in rows 4 and 14, the contrast at the Dy/Sr positions alternates between 
neighbouring columns. This behaviour is seen in both the image and the concentration profile. 
Concentrations were determined by quantifying the intensities using Gaussian fits to the 
contrast at each atomic column position. In each row, the intensities of five equivalent positions 
(A and B) were averaged. Error bars denote the standard deviation obtained from concentration 
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values in regions of constant composition. The Dy concentration was obtained by calculating 
the integrated intensity to the power of 0.5 and normalizing to 100% within the DyScO3 layer 
and 0% within the SrTiO3 layer. In row 4 of Fig. 17, the positions labelled “A” are brighter than 
positions B. The opposite behaviour is seen in row 14, where positions B have the highest 
intensity, suggesting the formation of an ordered interface structure. 
 
Since Sc and Ti are close in atomic number (21 and 22, respectively), EEL spectra were 
recorded simultaneously with the HAADF image, in order to assign a spectrum to each atomic 
layer [32]. Since the edges show only a weak signal, a larger probe size of ~0.2 nm and an 
acquisition time of 1 s per spectrum were used. Figure 18 shows an HAADF STEM image of 
SrTiO3/DyScO3/SrTiO3. Figure 19 shows EEL spectra recorded from the layers marked in 
colour in Fig. 18. The spectra show the Sc and Ti L23 edges, which have their onsets at 402 eV 
and 456 eV, respectively. For both elements, four characteristic lines are present as a result of 
splitting into the eg and t2g levels of the L2 and L3 edges due to the octahedral crystal field 
imposed by the O atoms. The Sc signal decreases on moving from the DyScO3 layer into the 
SrTiO3. The opposite behaviour is seen for the Ti edge. The concentrations of Ti and Sc were 
determined by extracting the integrated signals of the edges and making use of the fact that the 
Sc concentration in the DyScO3 is 100% and falls to 0% in the SrTiO3. The Ti and Sc 
concentrations were determined in this way for each atomic layer and are plotted in Fig. 20, 
superimposed on the HAADF image of Fig. 18. The Dy concentration is also displayed as an 
average value for positions A and B in each atomic layer. Neither the Dy nor the Sc 
concentration changes abruptly at the interface. Instead, intermixing is observed, extending 
over 2-3 atomic layers. Both Sc and Ti show typical edge shapes for octahedral coordination. 
The fact that the valence of Ti is close to 4+ for all of the atomic layers can be concluded from 
the observation that the shapes of the lines do not change. For a Ti3+ ion, the line shape would 
be expected to consist of two broad peaks, instead of the four lines that are observed 
experimentally. The measured compositions were used to infer the charge distributions in the 
layers, as well as the fact that a predicted ”polar catastrophe” is overcome by adjustment to the 
chemical compositions of the individual atomic layers. 

 

 
Fig. 18: Z contrast image of a DyScO3/SrTiO3 

multilayer recorded in 100 s.  Arrows mark 
layers that correspond to the EEL spectra 
shown in Fig. 19. Figure taken from 
Ref. [31]. 

Fig. 19: EEL spectra from layers 12.5 
through 15.5, revealing the Sc 
L23 edge at 402 eV and the Ti 
L23 edges at 456 eV. Figure 
taken from Ref. [31]. 
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Fig. 20: HAADF STEM image of SrTiO3/DyScO3. The fast scan direction runs from bottom to 

top. Superimposed are the average Dy concentrations as red triangles (average of 
positions A and B in Fig. 17), as well as Sc (yellow circles) and Ti (yellow open 
squares) concentrations for each row. Error bars are standard deviations obtained from 
concentrations in regions of constant composition. Figure taken from Ref. [31]. 

 
Figure 21 shows an example of a combined HAADF STEM/ EELS study of a ZnPd/ZnO 
nanoparticle. ZnPd/ZnO is an outstanding catalyst for methanol steam reforming. Its high 
catalytic activity has been attributed to the interaction between small ZnO patches on the surface 
of the particles and ZnPd particles [33]. The ZnPd particle shows non-uniform contrast with 
dark regions across the particle (Fig. 21a). In order to reveal the nature of these contrast 
features, an EEL spectrum profile was recorded across the particle along the white arrow. The 
individual line profiles (Fig. 21b) represent the elemental distribution of Pd, Zn, and O across 
the particle. The intensity represents the amount of each element in the viewing direction. A 
comparison between the HAADF micrograph and the EELS data shows that the dark areas 
(small arrows in Fig. 21a) correspond to a local depletion of Pd, which result in local minima 
in the Pd distribution at about 20 and 33 nm (local dip in the HAADF curve in Fig. 21b). The 
amount of Zn shows an increase from the outside of the particles, which is consistent with the 
geometrical increase in the thickness of the ZnPd particle towards its centre. At about 20 and 
33 nm, two additional bumps are visible. These observations show that the local Pd depletions 
in the dark areas are accompanied by an enrichment in Zn. The O EELS signal is almost zero 
along most of the scan; only at about 20 and 33 nm are two peaks visible. The results in Fig. 21 
indicate that Zn-rich regions in chemically inhomogeneous ZnPd/ZnO methanol steam 
reforming catalysts, penetrating the particle surface, are capped by ZnO [34]. 
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Fig. 21:  (a) HAADF STEM micrograph of a ZnPd/ZnO nanoparticle showing non-uniform 

contrast. An EELS line scan across the particle was performed along the white arrow. 
(b) EEL spectrum profiles for Pd, Zn and O shown alongside a corresponding HAADF 
intensity profile. Dark spots (black arrows) in the HAADF image correspond to regions 
that are Pd-depleted and enriched in Zn. O is only present at the dark spots. Figure 
taken from Ref. [34]. 

 

4 Electron tomography 
 
An important development in electron tomography for the measurement of the three-
dimensional morphology, density or composition of an object is illustrated in Figs 22 and 23. 
The advance involves the development of an improved alignment procedure for a tilt series of 
recorded images. Previously, algorithms for three-dimensional reconstruction, such as 
backprojection or algebraic reconstruction, assumed a precise knowledge of the projection 
geometry and the absence of any relative image displacements prior to reconstruction. The most 
widely used techniques for image alignment in electron tomography were developed for the 
biological sciences and are based on pattern matching by correlation techniques [35] or by the 
tracking of fiducial markers [36, 37]. These methods are useful at low and medium 
magnification, with automated schemes for alignment facilitating the refinement process [38, 
39]. However, cross-correlation and marker based methods have disadvantages. Successive 
cross-correlation of images in a tilt series can only produce an approximate alignment since 
three-dimensional rotation around a common axis is not taken into account and the image 
changes with viewing direction. Alignment errors can accumulate during the procedure [40, 
41], resulting in a loss of high-resolution detail in the tomogram. Tracking of marker points in 
sinogram space does account for three-dimensional rotation, but relies on the presence of object 
details that serve as a markers or landmarks. Methods that use the reconstruction feedback of 
the tomogram iteratively to improve image alignment have been proposed and demonstrated in 
the literature. These methods include manual feedback control, iterative optimization in the 
form of alignment to pseudo-projections of a tomogram sequence [42], three-dimensional 
model-based approaches that align with respect to expected projections of automatically or pre-
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identified specimen features and area matching as an extension of the cosine stretching used in 
cross-correlation alignment [43]. An alternative variant of feedback optimization involves the 
iterative refinement of tomogram contrast and resolution [44] and does not depend on user-
assisted motif recognition or the presence of extrinsic markers. Flow charts of the conventional 
and alternative algorithm are shown in Fig. 22. 
 

 
Fig. 22: Flowchart for refinement of image alignment for tomographic reconstruction from a 

tilt series of images. (a) Conventional procedure involving alignment of images prior 
to reconstruction. (b) Alternative algorithm. Figure taken from Ref. [44]. 

 

 
Fig. 23: Comparison of conventional and alternative alignment for reconstruction of a bundle 

of WS2 nanotubes. (a) and (b) are images from the tilt series. The lines mark the outer 
shells of two nanotubes. (c) shows a sinogram (left) after conventional cross-
correlation alignment. The magnified lower part reveals a lack of correlation. (d) 
Tomogram slice showing the bundle in cross-section. (e) and (f) Sinogram and a 
tomogram slice after refinement of the alignment. Figure taken from Ref. [44]. 
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The optimization loop of the refinement algorithm provides a correct model of the three-
dimensional motion of the object and maximizes tomogram resolution. Simulations 
demonstrate that translational displacement accuracy better than the width of the point spread 
function in an individual image can be achieved. Experimental tomographic reconstructions at 
medium resolution show that the marker-free alignment procedure is competitive with fiducial 
marker alignment and removes artefacts after consecutive cross-correlation alignment [44]. 
Figure 23 demonstrates the application of the procedure to the reconstruction of WS2 
nanotubes. In this example, no obvious nodal points can be identified and self-markers cannot 
be utilized. A further complication is that the bundle of nanotubes shows significant motif 
change in projection during tilt. In such an example, image alignment based on cross-correlation 
is likely to fail. After refinement, the sinogram traces of the tube shells follow the expected 
projection and no shape distortion is seen in the tomogram slices, apart from residual missing 
wedge artefacts. 
 

5 Electron holography of magnetic and electric fields 
 
Off-axis electron holography is a powerful TEM technique that can be used to characterize 
magnetic fields and electrostatic potentials in materials [45].  It is the only technique that 
provides direct access to the phase of the electron wave that has passed through a thin specimen, 
in contrast to TEM techniques that record only spatial distributions of image intensity 
(described above). The technique can be divided into two primary modes: (i) high-resolution 
electron holography, in which the interpretable resolution in lattice images is improved by the 
use of software phase plates to correct for electron microscope lens aberrations [46] and (ii) 
medium-resolution electron holography, in which magnetic fields and electrostatic potentials 
within and around materials are studied, usually with nm spatial resolution [47]. Some of the 
most successful early examples of the application of medium-resolution electron holography 
were the experimental confirmation of magnetic flux quantization in superconducting toroids 
and the study of magnetic flux vortices in superconductors [48]. In this section, more recent 
developments and applications of medium-resolution off-axis electron holography for the study 
of nanoscale materials are described. A schematic diagram showing the typical electron-optical 
configuration for off-axis electron holography is shown in Fig. 24a. 
 

 
Fig. 24: (a) Schematic diagram of the setup for off-axis electron holography. (b-e) Interference 

patterns (holograms) recorded from vacuum using biprism voltages of (b) 0, (c) 60 and 
(d, e) 120 V. In (b), only Fresnel fringes from the edges of the biprism are visible. (e) 
corresponds to the box marked in (d). The field of view in (b)-(d) is 916 nm. 
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The region of interest is positioned so that it covers about half the field of view. A biprism (a 
thin conducting wire), which is usually located close to the first image plane, has a positive 
voltage applied to it to overlap a "reference" electron wave that passed through vacuum with 
the electron wave that passed through the specimen. The overlap region contains interference 
fringes and an image of the specimen, in addition to Fresnel fringes from the edge of the biprism 
(Figs 24b-24e). The configuration is equivalent to using two electron sources S1 and S2. 
 
The intensity in an off-axis electron hologram consists of the reference image intensity, the 
specimen image intensity and a set of cosinusoidal fringes. A representative hologram of a 
specimen that contains a chain of magnetite (Fe3O4) crystals is shown in Fig. 25a, alongside a 
vacuum hologram (Fig. 25b) and a magnified region of the specimen hologram (Fig. 25c). In 
order to extract phase and amplitude information from an off-axis electron hologram, it is 
Fourier transformed. The Fourier transform contains a peak at the origin corresponding to the 
Fourier transform of the reference image, a peak at the origin corresponding to the Fourier 
transform of a bright-field image of the specimen, a peak at q = -qc corresponding to the Fourier 
transform of the image wavefunction and a peak at q = +qc corresponding to the Fourier 
transform of the complex conjugate of the wavefunction. Figure 25d shows the Fourier 
transform of the hologram shown in Fig. 25a. In order to recover the complex wavefunction, 
one of the “sidebands” in the Fourier transform is selected (Fig. 25e) and inverse Fourier 
transformed. The amplitude and phase are then calculated. The phase image is initially 
calculated modulo 2π, meaning that 2π discontinuities appear where the phase exceeds this 
amount (Fig. 25g). The phase image can be “unwrapped” by using suitable algorithms, as 
shown in Fig. 25h. In Fig. 25d, the streak from the "centreband" towards the sidebands is 
attributed to the presence of Fresnel fringes from the biprism wire, which can lead to artefacts 
in the reconstructed amplitude and phase. Its effect can be minimized by masking the streak 
from the Fourier transform before inverse Fourier transformation (Fig. 25e). 
 

 
Fig. 25: Processing steps used to convert an electron hologram into an amplitude and phase 

image. (a) Hologram of a chain of magnetite crystals. The overlap width and 
holographic interference fringe spacing are 650 and 3.3 nm, respectively. (b) Vacuum 
hologram. (c) Magnified region of the specimen hologram. (d) Fourier transform of 
(a). (e) One of the sidebands extracted from the Fourier transform, shown after 
applying a circular mask with smooth edges. The streak from the Fresnel fringes can 
be removed by assigning a value of zero to pixels inside the region marked by the 
dashed line. Inverse Fourier transformation of the sideband provides a complex image 
wave, which is displayed in the form of (f) an amplitude image and (g) a modulo 2π 
phase image. Phase unwrapping algorithms can be used to remove the 2π phase 
discontinuities from (g) to yield the unwrapped phase image shown in (h). 
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The phase recorded using electron holography is sensitive to both the electrostatic potential and 
the in-plane component of the magnetic induction in the specimen integrated in the beam 
direction. Neglecting dynamical diffraction (i.e., assuming that the specimen is thin and weakly 
diffracting), the phase can be written in the form 
 

 , (9)  

 
where V is the electrostatic potential, Az is the component of the magnetic vector potential 
parallel to the electron beam direction, 
 

 (10)  

 
is a constant that depends on the accelerating voltage U=E/e, λ is the (relativistic) electron 
wavelength and E0 = 511 keV is the rest mass energy of the electron. CE takes a value of 
6.53×106 rad/m-1V-1 at an accelerating voltage of 300 kV. If no external charges or applied 
electric fields are present, then the primary electrostatic contribution to the phase originates 
from the mean inner potential V0 coupled with variations in specimen thickness t(x,y). If the 
specimen has uniform composition, then the electrostatic contribution to the phase is 
proportional to t(x,y). If t(x,y) or its gradient is known, then φe can be used to measure V0. 
 
The magnetic contribution to the phase carries information about the magnetic flux within and 
around the specimen. The difference between its value at any two points (x1,y1) and (x2,y2) 
 

 (11)  

 
can be written in the form 
 

 (12)  

 
for a rectangular loop formed by two parallel electron trajectories that cross the sample at 
coordinates (x1,y1) and (x2,y2) and are joined, at infinity, by segments perpendicular to the 
trajectories. By virtue of Stokes’ theorem, 
 

 , (13)  

 
where φ0=h/2e=2.07´10-15 Tm2 is a flux quantum. The difference between any two points in a 
phase image is therefore a measure of the magnetic flux through the region of space bounded 
by two electron trajectories that crossed the sample at the positions of these two points. A 
graphical representation of the magnetic flux distribution can be obtained by adding contours 
to a recorded phase image. 
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The relationship between the magnetic contribution to the phase and the magnetic induction 
can be established from the gradient of φm . In the special case when stray fields can be 
neglected, the sample has a constant thickness and the magnetic induction does not vary with z 
in the specimen, the magnetic contribution to the phase gradient is proportional to the magnetic 
induction. 
 
When characterizing magnetic materials, the objective lens is usually turned off because it 
creates a large (>2 T) magnetic field at the position of the specimen. Instead, a non-immersion 
Lorentz lens is used as the imaging lens. This lens allows the specimen to be imaged at relatively 
high magnification in magnetic-field-free conditions. The spherical aberration coefficient of 
this lens is large (e.g., 8400 mm for an FEI Titan), resulting in a point resolution of ~2 nm. 
 
It should be noted that the separation of electrostatic and magnetic contributions to the phase is 
almost always mandatory in order to obtain quantitative magnetic information from a phase 
image. The few instances when this step may be avoided include the special case of magnetic 
domains in a film of constant thickness (far from the specimen edge). The contribution of the 
mean inner potential to the phase can be much greater than the magnetic contribution for small 
(sub-50-nm) magnetic nanocrystals. Separation of the magnetic contribution from the recorded 
phase is then essential. In principle, the most accurate way of achieving this separation involves 
turning the specimen over after acquiring a hologram and acquiring a second hologram from 
the same region. The sum and difference of the holograms are then used to determine twice the 
mean inner potential and twice the magnetic contribution to the phase, respectively. An 
alternative method, which is often more practical, involves performing a magnetization reversal 
experiment in the microscope and then selecting pairs of holograms that differ only in the 
magnetization direction in the specimen. If the magnetization in the specimen does not reverse 
perfectly, then such reversal measurements may need to be repeated many times so that non-
systematic differences between reversed images are averaged out. 
 
Figure 26 shows the application of electron holography to study the current-induced motion of 
transverse and vortex-type magnetic domain walls in permalloy (NiFe) zigzag lines [49]. 
 

 
Fig. 26:  (a) Bright-field image of permalloy (NiFe) zigzag wires (width 430 nm, thickness 11 

nm) on Si3N4. (b) Higher magnification image of a wire and magnetic induction maps 
measured using electron holography showing a magnetic domain wall after the 
injection of 10 µs current pulses with a current density of 3.14×1011 A/m2. The arrow 
in the top image indicates the direction of electron flow. The phase contour spacing in 
the induction maps is 0.785 rads. Figure adapted in part from Ref. [49]. 
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Figure 26b shows the sequential positions of a magnetic domain wall that was subjected to 
10 µs pulses with a current density of 3.14×1011 A/m2. Off-axis electron holograms were 
recorded at each of these positions. A transverse domain wall initially formed at a kinked region 
of the wire after the application of a magnetic field. After applying a current pulse, the wall 
moved by 2330 nm in the direction of electron flow and transformed into a vortex-type wall. 
After a second pulse, the vortex-type wall moved in the same direction and became distorted, 
with the long axis of the vortex increasingly perpendicular to the wire length. This behaviour 
may be associated with roughness or defects, which may restrict the movement of the wall. 
After a third pulse, the domain wall moved 260 nm further and retained its vortex character. 
 
Some low symmetry magnetic materials and thin film magnetic heterostructures exhibit a weak 
asymmetric exchange coupling, which is termed the Dzyaloshinskii-Moriya interaction (DMI) 
and is responsible for the formation of magnetic skyrmions. Their existence was predicted 
theoretically in 1989. However experimental proof was not available until 2009, when neutron 
diffraction and electron microscopy confirmed skyrmion lattice formation in B20-type MnSi. 
The nature and symmetry of the DMI can affect the spin structure of a skyrmion. In particular, 
there are both vortex-like skyrmions, in which intermediate spins are aligned tangentially to 
circular structures (Bloch-type) and hedgehog-like skyrmions, in which the intermediate spins 
point along a radial direction (Néel-type). However, both structures are topologically 
equivalent. The recent observation of anti-skyrmions in acentric tetragonal Heusler alloys and 
skyrmion bubbles in centrosymmetric frustrated magnets extends the family of skyrmions to 
four members. Figures 27a and 27b show the structure of B20-type FeGe and the magnetic spin 
arrangement in a Bloch-type skyrmion. Figure 27c shows a temperature vs external magnetic 
field diagram for the FeGe system. Figures 27d and 27e show magnetic phase shift images and 
corresponding magnetic induction maps of a helical magnetic texture and a skyrmion lattice in 
FeGe in the presence of a small magnetic field applied using the conventional microscope 
objective lens. The magnetic phase contribution was obtained by recording phase images below 
and above the critical temperature of FeGe, where the system is paramagnetic. The pairs of 
phase images could then be aligned and subtracted from each other on the assumption that the 
mean inner potential contribution to the phase is the same at both temperatures. 
 
Advances in specimen preparation using focused Ga ion beam milling have allowed tailor-made 
specimens to be fabricated to study magnetic skyrmions in confined geometries. Figure 28a 
shows a bright-field TEM image of an FeGe nanostripe embedded in PtCx. The nanostripe was 
prepared using a lift-out method in a dual beam focused ion beam system with a thickness of 
110 nm, a length of 2.6 µm and a width that varied from ~10 nm to ~180 nm. At low 
temperatures and in the presence of an out-of-plane magnetic field, the helical structure 
transformed to a single chain of skyrmions. The skyrmions adopted a sequence of compressed, 
regular and stretched morphologies with increasing nanostripe width, as shown in Fig. 28b. 
Based on a detailed analysis of the experimental results and on atomistic simulations of the 
predicted magnetic spin textures, a width-field magnetic phase diagram for chiral magnetic 
stripes was constructed [50]. Figure 28c shows an FeGe nanorod that was used to prepare a 
nanodisk (inset) with a diameter of 160 nm to study target skyrmion formation [51]. Theoretical 
calculations predicted that a target skyrmion is stable in zero magnetic field and that it can exist 
in two states with different chirality and polarity. Figures 28d and 28e show magnetic induction 
maps of two such target skyrmion states in an FeGe nanodisk measured using off-axis electron 
holography at 95 K in zero field. 
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Fig. 27:  (a) Unit cell of B20-type FeGe, which has a cubic structure and a magnetic transition 

temperature of 278.3 K. (b) Spin structure of a Bloch-type skyrmion in a thin film of 
thickness L in a field Bext. (c) Schematic B-T phase diagram for FeGe. Regions “H”, 
“Skyrmion” and “FM” denote a helical magnetic structure, a skyrmion and a saturated 
ferromagnetic state, respectively. (d) Magnetic phase image and induction map of a 
helical magnetic structure in FeGe recorded at 95 K in zero applied field. (e) Magnetic 
phase shift and magnetic induction map of a skyrmion lattice recorded at 95 K in the 
presence of a 100 mT out-of-plane field. In each induction map, the phase contour 
spacing is 0.098 rads. Figure reproduced from the notes for the 48th IFF Spring School 
“Topological Matter - Topological Insulators, Skyrmions and Majoranas” (2017). 

 

 
Fig. 28: (a) Helical and skyrmion magnetic states in a wedge-shaped FeGe nanostripe at 220 K 

in zero field and in a 148 mT out-of-plane field. (b) Enlarged induction maps of 
skyrmions at different nanostripe widths Wy. (c) Scanning electron microscopy image 
of the fabrication of an FeGe nanodisk using focused ion beam milling. (d, e) Magnetic 
induction maps of target skyrmion states in the nanodisk with opposite polarities. 
Figures (a) and (b) are taken from Ref. [50]. Figures (c)-(e) are taken from Ref. [51]. 
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Recently a model-based method was developed to determine the magnetisation from a recorded 
magnetic phase image quantitatively [52]. Figures 29a and 29b show a magnetic phase image 
and a corresponding magnetic induction map of Bloch-type skyrmions in FeGe. The projected 
in-plane magnetisation was determined using the model-based iteration reconstruction 
algorithm. The enlarged map of the magnitude of the projected in-plane magnetisation shown 
in Fig. 29c reveals the hexagonal shape of an individual skyrmion in the lattice arrangement. 
Figure 29d shows a corresponding vector map of the projected in-plane magnetisation. The 
measured saturation magnetization is approximately 110 kAm-1 at 200 K, which is consistent 
with the expected value for FeGe for the given temperature [53].  
 

 
Fig. 29: (a) Magnetic phase image and (b) corresponding magnetic induction map of a 

skyrmion lattice recorded using off-axis electron holography at 200 K in the presence 
of a 100 mT out-of-plane magnetic field. The phase contour spacing is 0.098 rads. 
(c) Projected in-plane magnetisation determined from the magnetic phase image using 
a model-based iterative reconstruction algorithm. The magnetisation is displayed in 
units of kAm-1. (d) Colour-coded vector map of the projected in-plane magnetisation. 
Figure reproduced from Ref. [53]. 

 
One of the most important applications of medium-resolution off-axis electron holography is 
the measurement of electrostatic potentials in semiconductor devices, in order to fulfil the 
requirements of the semiconductor industry for a quantitative dopant profiling technique that 
has nm-scale spatial resolution. Such measurements are often made from site-specific regions 
of semiconductor devices by using focused ion beam milling with Ga ions to prepare the TEM 
specimen. 
 
Unfortunately, focused ion beam milling can affect the electrical properties of the specimen as 
a result of the creation of defects that can extend to a depth of more than 100 nm. Approaches 
such as low energy ion milling can then be used to reduce the thicknesses of the damaged 
regions, although they do not remove them entirely. The effects of specimen preparation and 
illumination by the high energy electron beam on the measured electrical properties are 
presently being addressed by several research groups [e.g., 54]. 
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Figure 30 illustrates the application of off-axis electron holography to the measurement of the 
electrostatic potential within and around a carbon nanotube that has a voltage applied to it in situ 
in the TEM [55]. Figures 30a and 30b show defocused bright-field images of the specimen, 
while Fig. 30c shows a phase image of a nanotube recorded using off-axis electron holography. 
The charge distribution along the nanotube was determined by analysing the gradient of the 
recorded phase image. In this way, the nanotube in Fig. 30c was inferred to have two different 
charge densities along its length (2.3 and 4.5 e/nm). 
 

 
 

Fig. 30: (a) Underfocus and (b) overfocus bright-field TEM images (defocus ~3 mm) of carbon 
nanotubes protruding from a nanotube bundle in the presence of an applied bias of 
50 V created by a Au electrode (not shown) placed 5 µm away. (c) Phase image 
recorded using off-axis electron holography from the region marked in (b), with 
1.5 rad phase contours superimposed. See text for details. Figure adapted from 
Ref. [55]. 

 
Other recent advances in medium resolution bright-field off-axis electron holography include 
the development of new approaches for the acquisition, analysis and simulation of electron 
holograms, the design and use of specimen holders that allow electrical contacts to be applied 
to devices in situ in the electron microscope, and the comparison of recorded magnetic 
induction maps both with micromagnetic simulations and with three-dimensional information 
about the local compositions and morphologies of the same specimens acquired using electron 
tomography. In the future, the development of bright-field off-axis electron holography will 
require new approaches for the careful separation of weak magnetic signals from unwanted 
contributions to recorded phase images. Further work is also required to increase the sensitivity 
of the technique for measuring weak fields and to improve its time resolution. The 
characterization of magnetic vector fields inside nanocrystals in three dimensions by combining 
electron tomography with electron holography is also of great interest. 
 
The technique of dark-field off-axis electron holography is used to map microstructural 
deformations in epitaxial samples [56, 57]. It involves the use of an electron biprism to overlap 
an electron wave that has been diffracted by a crystalline region of interest (the object wave) 
with an electron wave that has been diffracted by the underlying crystalline substrate (the 
reference wave), as shown in Fig. 31a. The sample is usually oriented in a two-beam condition 
to maximise the intensity of the diffracted beam. The incident illumination is tilted so that the 
diffracted beam travels on the optical axis to minimize the influence of aberrations. The 
corresponding diffracted spot is selected using a small objective aperture inserted in the back 
focal plane of the microscope. The biprism is placed so that both the region of interest and part 
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of the substrate are visible in the hologram. Just as in conventional off-axis electron holography, 
the hologram is recorded and a phase image is reconstructed using a Fourier-transform-based 
approach. In addition to the previously described electrostatic and magnetic contributions, the 
phase contains a term that is reeferred to as the geometric phase ϕG, which can be written in the 
form 
 

 , (14)  
 
where gref is the reciprocal lattice vector in the reference region (substrate) and u is the 
displacement (or translation) vector of the lattice planes [58]. If two orthogonal directions (x, y) 
are defined, where gref is parallel to the x axis, the pure deformation εxx and the shear (or 
rotation) component εxy can be obtained from the gradients of the displacement in the x and y 
directions, respectively, according to the expreesions 
 

 . 
(15)  

 
For quantitative measurements of the deformation, gref must be known, which means that the 
lattice parameter of the substrate, the Miller indices of the chosen set of lattice planes and the 
image calibration must be well determined. In order to reconstruct the four components of the 
2D deformation matrix, it is necessary to record at least two dark-field off-axis electron 
holograms using non-colinear g-vectors. 
 

 
 

Fig. 31: (a) Schematic diagram of the setup for off-axis dark-field electron holography. (b) 
TEM image of transistors with recessed SiGe source/drains. (c) (220) dark-field 
electron hologram. (d) Reconstructed phase image. (e) εxx horizontal deformation map. 
Figure adapted from Ref. [65]. 
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Dark-field electron holography is particularly useful in microelectronics, where epitaxial strain 
is used to control the mobility of charge carriers in semiconducting materials. It has been used 
to investigate thin SiGe layers [59] and transistor structures [60]. Figures 31b-31e show results 
obtained from transistor structures with recessed SiGe source/drains [61]. SiGe has a larger 
lattice parameter than Si and it is grown in the source/drain to compress the Si channel. 
Figure 31b shows a TEM image of the sample, Fig. 31c is a (220) dark-field electron hologram, 
Fig. 31d is the reconstructed phase image and Fig. 31e is the resulting horizontal εxx deformation 
map. A positive deformation indicates an elongation of the crystal lattice, while a negative 
deformation indicates a compression. In the present example, the compression measured in the 
channel region is about -1%. 
 
Figure 32 illustrates the application of dark-field off-axis electron holography to measure the 
strain distribution in an InAs quantum dot grown in InP using low pressure metal organic 
vapour-phase epitaxy at 520 °C. The maximum strain measured in the centre of the dot, relative 
to the unstrained substrate, is 5.4±0.1%. Comparisons of the strain measurements with 
computer simulations suggest that the As concentration in the wetting layer is 29% InAs and 
the composition of the centre of the dot is 100% InAs [62]. 
 

 
 

Fig. 32: (a) Dark-field off-axis electron hologram of an InAs quantum dot in InP, with the 004 
diffraction spot selected. (b) Strain map for the 004 growth direction derived from (a). 
(c) Strain profile extracted from the region indicated by the dashed line in (b) (solid 
line) compared to simulation (dashed line). Figure adapted from Ref. [62]. 

 
In order to achieve a precise understanding of such deformation measurements, it may be 
necessary to study strain relaxation effects induced by thinning of the specimen and to take into 
account dynamical diffraction [63]. Strain relaxation in thin foils can be simulated using finite 
element modeling based on anisotropic elastic theory. If the sample exhibits gradients in 
composition or variations in thickness, then it may be necessary to remove the influence of 
these non-geometric phase variations before calculating the deformation, for example by 
subtracting a phase image obtained from a bright-field hologram or using two phase images 
obtained in dark-field conditions using opposite diffracted beams. 
 
Dark-field electron holography can be operated either in Lorentz mode for a large field-of-view 
or in norrmal mode for high spatial resolution [64]. Alternative configurations to the off-axis 
mode have also been developed, such as in-line dark-field electron holography [65], which is 
based on the analysis of focal series of dark-field images and differential phase contrast dark-
field electron holography, which requires the use of a pre-specimen electron biprism [61]. 
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Index

Symbols
1,2-dioleoyl-sn-glycero-3-phosphocholine

(DOPC), F5.18
4D imaging, F1.3

A
aberration, F5.4, F5.5
absorption, D3.9
absorption edge, D9.5, D9.9
acceleration voltage, F5.3
accelerator based neutron source, C7.3
active site, E8.14
amino acid, E8.3, E8.4, E8.8, E8.11, E8.13,

E8.17
analyzer crystal, C3.16
angle-resolved photoelectron spectroscopy,

F2.14
angular momentum, C4.2
anomalous dispersion, A3.4, E8.8
approximation by trajectories, A4.18
artificial multiferroic, E4.8
astigmatism, F5.5
atomic form factor, A3.6
atomic orbital, B6.19
atomic pair distribution function (PDF),

E5.9
atomic scattering factor, A2.26
atomic surface, B2.6, B2.11
atomic unit, B6.19
ATS (anisotropy of the tensor of

susceptibility) scattering, D9.7
attenuation contrast, F1.9
Auger (electrons), F5.6
autocorrelation function, E5.10
azimuth scan, D9.8

B
backscattered electrons/BSE, F4.6
backscattering, E6.12, E6.16
backscattering spectrometer, D5.2, D5.3
BCS gap, E1.9
BCS theory, E1.7
Beer-Lambert law, F1.10
bicontinuous microemulsion, B3.7
bio-neutron reflectivity, E9.13

bio-SANS, E9.2
bio-SAS, E9.2
bio-SAS ab initio modelling, E9.6
bio-SAS atomistic model, E9.4
bio-SAS theory, E9.2
bio-SAXS, E9.2, E9.7
biomembrane, E9.13
Boltzmann equation, D5.4
Born approximation, A2.12
Born series, A2.12
Born-Oppenheimer approximation, B5.2
Born-von Kármán boundary condition,

B5.6
Bragg edge, F1.12
Bragg law, C3.12
Bragg peak, E8.7
Bragg reflection, A2.20
Bragg scattering, A2.24
Bravais lattice, B1.5, B1.6
bremsstrahlung, F5.6
brightness, C3.5
brilliance, C3.6, C3.11, C7.6
Brownian motion, D5.14, D6.10, E5.5
BSE detector, F4.8
BVS (bond-valence sum), D9.10

C
capillary condensation, B3.25
cathodoluminescence, F5.6
charge coupled device (CCD), F5.4, F5.8,

F5.12
charge order, D9.2, D9.10
charge transfer, D9.18
chemical shift, F2.28
chemical shift of absorption edge, D9.11
chiral spin structure, D9.17
coherence, C3.7
coherence length, D6.9
coherent, F5.6
coherent cross section, A3.14
coherent diffractive imaging, D7.7
coherent neutron scattering, D5.7
coherent scattering, A4.13
collimation, relativistic, C3.5



I.2 Index

colloidal system, D6.10
complementary metal-oxide-semiconductor

(CMOS), F5.8
Compton scattering, A3.7
configurational change, E8.2
conformational selection, E8.10
constant-current STM image, F3.8
container scattering, D5.15
contrast, D6.10, E5.4, F5.7
contrast in SEM, F4.9
controlled-environment vitrifiction system

(CEVS), F5.10
Cooper pair, E1.7
correlation function, B4.5
Coulomb integral, B6.4
critical angle of total reflection, D2.6
critical micelle concentration, B3.4
cryo-electron microscopy of vitreous

sample (CEMOVIS), F5.11
cryogen, F5.8, F5.10
cryptotomography, D7.19
crystal disorder, D7.25
crystal field, B6.3, B6.5, D9.6
crystal field excitation, D9.18
crystal field splitting, E4.10
crystal system, B1.5, B1.6
crystallographic point group, B1.10–B1.12
crystallography, D3.2, E8.4, F5.12
crystallography, serial, D7.19
CrystFEL software, D7.21
cuprate, E1.12

D
d-d excitation, D9.18
dark-field contrast, F1.14
Darwin width, C3.13
Debye function, E2.11
Debye law, D1.21
Debye model, D5.10
Debye-Scherrer cone, D3.14
Debye-Waller factor, D3.4, D5.9
deconvolution, D5.5
density map, B2.3, B2.4
density matrix, C4.14
density of states, D5.10
depth of field, F4.5
depth resolution, D2.15

detailed balance, D5.7
detection resolution, F1.5
differential cross section, A2.9, A4.3
differential scattering cross section, A3.3
diffraction, D3.4, F5.7, F5.12
diffraction before destruction, D7.14
diffraction pattern, E8.6
diffraction, coherent, D7.3
diffractometer, different types of, C3.15
diffusion, D5.9, D5.14, D6.10
dipole approximation, D9.5, F2.6
dipole selection rule, D9.5, D9.15, F2.42
displacive modulation, B2.2
distorted-wave Born approximation, A2.17
disulfide bridge, E8.4
dodecylpyridinium chloride (DPCl), F5.15
domain motion, E8.13
dopant distribution, F3.14
double crystal monochromator, C3.14
double differential cross-section, A4.10
double-counting, B6.3
drug delivery, F5.14, F5.17
DuMond diagram, C3.14
dynamic light scattering, B4.3, D5.2, E5.5
dynamic scattering, A4.10
dynamics, E8.10

E
EDX detector, F4.9
EISF, D5.9
elastic, F5.6
elastic incoherent structure factor, D5.9
elastic scattering, A4.3, D3.4
electromagnetic lense, F5.4, F5.5
electron scattering, A3.12
electron spin, E4.5
electron-magnon interaction, F2.39
electron-phonon interaction, F2.38
electronic correlation, F2.36
electronic excitation, D9.17
Eliashberg function, F2.38
embedding, B2.8, B2.11
energy, F5.6, F5.7
energy dispersive X-ray (EDX), F5.6
energy distribution curve, F2.26
entanglement, E2.21
entropic spring, E8.15



Index I.3

error reduction algorithm, D7.10
ESRF, C3.10
ethane, F5.9, F5.10, F5.15
Eulerian cradle, D3.20
evanescent wave, D2.6
Everhart-Thornley detector, F4.7
Ewald construction, D3.5
Ewald sphere, A2.13, E8.7
exchange bias, E4.15
exchange splitting, F2.31
exchange-correlation potential, F2.4
expansion-maximization-compression

(EMC) algorithm, D7.23
extinction effect, D3.10
extinction length, A2.28

F
Fermi pseudopotential, A3.14
Fermi surface mapping, F2.29
Fermi’s Golden Rule, F2.5
Fibonacci, B2.8, B2.9, B2.11
field emission, F5.4
field of view (FOV), F1.6
field rotation frequency, C4.13
filtered backprojection reconstruction, F1.7
flipping ratio, C4.8
focusing, F5.7
forbidden reflection, D9.7
form factor, D1.17, E5.4
form factor, disc, D1.20
form factor, flexible chain, D1.21
form factor, rod, D1.20
form factor, sphere, D1.18
Fourier, F5.8, F5.12
Fourier deconvolution, D5.5
Fourier transform, E5.10, E5.11
free-electron laser, D7.2
freely jointed chain, E2.7
Fresnel’s formulas, D2.5
friction force, D6.11
FRM II reactor, E8.6
fuel cell, E6.9, F1.2

G
Gaussian curvature, B3.9
gemini, F5.15, F5.17
Gibbs phase triangle, B3.6
Ginzburg-Landau theory, E1.5

grazing-incidence scattering, E9.13
grazing-incidence small-angle scattering,

A2.17, D2.15
Guinier law, D1.25

H
heavy-fermion superconductor, E1.10
Helfrich free energy, B3.7
Helfrich interaction, B3.9
heterostructure, E4.2
high brilliance neutron source, C7.7
high-electron-mobility, E4.3
higher dimensional space, B2.8
higher-order harmonics, C3.15
hinge bending, E8.11, E8.14
hybrid input-output algorithm, D7.11
hydration water, D5.5
hydrodynamic interaction, D6.13
hydrodynamic radius, E5.5
hydrogen bond, E8.4, E8.11, E8.12
hydrogen storage, E6.8
hydrophobic cluster, E8.4

I
icosahedral quasicrystal, B2.10, B2.11,

B2.13
ideal gas, A4.20
incoherent, F5.6
incoherent cross section, A3.14
incoherent neutron scattering, D5.7
incoherent scattering, A4.13
incommensurately modulated crystal,

B2.2, B2.8
index of refraction, D2.4
industrial R&D, F1.2
inelastic mean free path, F2.17
inelastic neutron scattering, E8.2
inelastic scattering, A4.10
inertial force, D6.12
inflation, B2.9, B2.10
intensity oscillation, E4.10
interdiffusion, D2.10
interfacial roughness, D2.10
intermediate scattering function, A4.14,

D5.8, D6.3
intrinsically disordered, E8.16
ion battery, E6.14
ionisation, F5.6
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iron chalcogenide, E1.13
iron pnictide, E1.13
iron-based superconductor, E1.13
isomorphous replacement, E8.8
iterative phase retrieval, D7.10

J
Jahn-Teller distortion, D9.13
jump diffusion, D5.13
jumps between two sites, D5.10

K
KCuF3, B6.9, B6.14
Kiessig fringe, D2.8
kinematic scattering theory, A2.13
Klein-Nishina formula, A3.5
Kohlrausch-Williams-Watts function, D5.5,

D5.16
Kramers degeneracy, B6.11
Kramers-Kronig relation, A3.10

L
L/D ratio, F1.4
Lamb-Mössbauer factor, D5.9, D5.10
lamellar, F5.14, F5.15, F5.20
Landau expansion, B3.9
Langevin equation, B4.5, D5.14, D6.11
Larmor frequency, C4.13
Larmor precession, D6.2
Laue function, A2.20
LDA+DMFT, B6.4
least squares refinement, D3.13
Leidenfrost, F5.8, F5.20
lensless imaging, D7.7
libration, D5.12
ligand field, B6.5, B6.16
light scattering, D5.2
linear attenuation coefficient, F1.10
lipid, B3.3
liposome, F5.14, F5.15
Lippmann-Schwinger equation, A2.10
liquid, A4.8, D5.16
local movement, E8.11
local structure, E5.10
localized motion, D5.9, D5.11
London theory, E1.4
long-ranged motion, D5.9
longitudinal polarization analysis, C4.9

Lorentzian, D5.5, D5.11
low-resolution biomolecule structure, E9.2
lubrication effect, B3.25
lyotropic phase, B3.6

M
magnetic dichroism, F2.34
magnetic excitation, D9.18
magnetic form factor, A3.16, E5.6
magnetic neutron scattering, A3.15
magnetic order, D3.28
magnetic ordering, E1.14
magnetic X-ray scattering, A3.l
magnetization distribution, E5.6
magnetocaloric, E6.13
magnetoresistance, E4.5
magnon, B5.6
material contrast, F4.11
MCP, F1.5
mean square displacement (MSD), D3.4,

D5.10, E2.19, E2.22–E2.24
Meissner effect, E1.3
mesoscopic structure, B4.2
methyl group rotation, D5.12
meticillin, E8.9
micelle, B3.4
microemulsion, B3.7
microgel, D6.13
microrheology, D6.13
Miller index, B3.13
mirror for X-rays, C3.15
mixed crystal, D3.21
mode-coupling theory, D5.6, D5.16
modulation function, B2.2, B2.7, B2.11
molecular dynamics simulation, D5.11
molecular replacement, E8.8
momentum distribution curve, F2.26
momentum transfer, A4.3
monochromatization, C3.11
monolithic, E4.3
morphology, E5.2
Mott-Bethe formula, A3.12
MSD, D5.10
multiple scattering, A2.13, D3.10, D5.3,

D5.4, D5.15
multipole scattering, C4.5
mutual coherence, D7.13
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myoglobin, E8.5, E8.12, E8.13

N
nanoparticle, D2.15, E5.2
nanoscale potential fluctuation, F3.12
neutron diffractometer, C7.12
neutron imaging, F1.1
neutron imaging contrast, F1.8
neutron moderator, C7.10
neutron protein crystallography, E8.2,

E8.4, E8.5, E8.10
neutron radiation, D3.7
neutron radiography, C7.14
neutron reflectometry, D2.2
neutron scattering, A3.14, E1.14
neutron spin echo, B4.3, D6.3, E6.16
neutron supermirror, C4.10
neutron target, C7.10
NEXAFS, F2.11
normal mode, E8.14
normalization, D5.5, D5.8
NSE, D6.3, E8.14
nuclear reaction, C7.4

O
off-specular, E4.18
off-specular scattering, D2.12
oligosaccharide, F5.14
one-step model, F2.19
optical interband transition, F2.42
optical path length difference, D2.8
optical spin orientation, F2.32
optical theorem, D9.6, D9.15
orbital order, D9.2, D9.13
orbiton, D9.18
organic superconductor, E1.10

P
packing parameter, B3.4
pair correlation function, A4.5
particle size, E5.2
particle-matrix formalism, E5.3
penetration depth, D2.7
periodic arrangement, B1.2
PGNAA, C7.14
phase diagram, E1.14
phase problem, D1.11, D7.6
phonon, B5.3, F5.6

phosphoglycerate kinase, E8.14
photoabsorption spectroscopy, F2.3, F2.8
photoelectron emission spectroscopy, F2.14
photoelectron spectroscopy, F2.3
photon correlation spectroscopy, D5.2
photosystem, D7.25
photovoltaic, E4.4, E6.6
pinhole camera, F1.4
plasmon, F5.6
plumbers nightmare, B3.5
pocket state, D5.13
Poincaré-Stokes parameter, C4.3
polarization, C4.2, D3.11
polarized beam, D6.5
polarized neutron imaging, F1.16
polarized small-angle neutron scattering,

E5.6
poly(2-vinypyridine) (P2VP), F5.15
poly(ethylene glycol) (PEG), F5.14
poly(ethylene oxide) (PEO), F5.15
poly(N-isopropylacrylamide) (PNIPAM),

F5.19
polycrystalline, E4.3
polythiophene, F5.19
Porod law, D1.26
position sensitive detector, D2.16
powder diffraction, D3.14, E5.4, E5.10
propane, F5.8
protein, B4.2, E9.2, E9.7
protein databank, E8.12
protein dynamics, E8.2, E8.17
proton accelerator, C7.9
proton conductor, E6.10
proximity effect, E4.8

Q
QENS, D5.2, E6.10, E6.18
quasielastic light scattering, D5.2
quasielastic neutron scattering, D5.2
quasielastic peak, D5.2
quasielastic scattering, D6.5
quaternary structure, E8.4

R
R-factor, E8.8
radiation damage, D7.14
radius of gyration, D1.21
random walk, D5.14
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Rashba interaction, F2.32
Rayleigh scattering, A3.4
Rayleigh-Brillouin scattering, D5.2
real harmonics, B6.19
real space resolution, F1.2
reciprocal lattice, B1.3, B1.4
reconstruction, F5.12, F5.13
reflected wave amplitude, D2.5
reflectivity, D2.6
reflectivity from a multilayer, D2.9
reflectivity from a single layer, D2.8
reflectometer, C7.12
Renninger effect, D3.10
resistive oxide, F2.40
resolution, D5.4
resolution convolution, D2.14
resolution time, D5.15
resonant X-ray scattering, D9.4
RIXS (resonant inelastic X-ray scattering,

D9.17
rocking curve, C3.12
root mean squared roughness amplitude,

D2.11
rotation of side groups, D5.12
Rouse model, B4.7, E2.17

S
sample thickness, D5.4
SANS, C7.11, D1.6
SAS light-sensation, E9.7
satellite reflection, B2.3–B2.7
SAXS, D1.4
scanning probe microscope, F3.2
scanning tunneling microscopy, F3.1
scanning tunneling spectroscopy, F3.1
scattering cross section, A2.9
scattering function, D5.6, D5.7
scattering length, A4.3
scattering length density, A4.5, D2.4
scattering theory, A3.2
scattering vector, A4.3, E8.6
scattering wavevector, A3.7
Scherrer equation, E5.5
scintillator camera detector, F1.5
SE detector, F4.7
secondary electrons/SE, F4.6

secondary structure, E8.4, E8.11, E8.12,
E8.16

self correlation function, D5.8, E2.17,
E2.19–E2.21

self-assembly, B3.4
self-diffusion, D5.14
SEM, F4.2
SEM interaction volume, F4.6
Shannon sampling, D7.9
shielding, C3.11
shrinkwrap method, D7.12
Siegert relation, D6.8
signal-to-noise ratio, D5.4, D5.5
silica, F5.18
single crystal diffraction, D3.19
site occupancy, D3.3
Slater-Koster two-center integral, B6.21
slow motion, D5.2
small-angle scattering, E5.3
Snell’s law for refraction, D2.6
SOC (spin-orbit coupling), D9.10, D9.15
sodium dodecyl sulfate (SDS), F5.15
soft X-rays, D9.9
solar cell, E4.3
solar power, E6.6
space group, B1.10, B1.12–B1.17
spatial beam modulation, F1.14
spatial resolution, F1.3
speckle, D6.7
spectral density function, F2.20
spectrometer, C7.13
spectroscopy, D6.2, E4.10
specular reflection, D2.2
sphere (form factor), A4.7
spherical polarization analysis, C4.9
spin conservation, F3.18
spin excitation, D9.18
spin fluctuation, E1.14
spin order, D9.2, D9.14
spin valve, E4.6
spin-flip scattering, E4.6
spin-orbit coupling, B6.10, F2.4
spin-polarized STM, F3.18
spin-polarized transport, E4.13
spin-transfer torque, E4.8
static scattering, A4.2
STM, F3.2
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stretched exponential function, D5.16
stripe phase, E1.12
structural coherence length, E5.5, E5.11
structural relaxation, D5.3, D5.16
structure determination, D3.4
structure factor, A2.19, A4.4, D1.23, D3.6,

E5.4
structure refinement, D3.12
sum rule, D5.8
superconducting alloy, E1.10
superconducting element, E1.10
superconducting fullerene, E1.11
superconducting graphene superlattice,

E1.11
superconducting hydrogen sulfide, E1.11
superconductivity, E1.2, E4.9
superconductor, D3.23
superspace, B2.4–B2.7, B2.11
support constraint, D7.9
surface defect, F3.11
surfactant, B3.3
symmetry element, B1.7, B1.12, B1.14
symmetry operation, B1.7, B1.8, B1.10,

B1.12, B1.14
synchrotron, D6.9, E8.5, E8.18
synchrotron radiation, gamma factor, C3.4
synchrotron radiation, general properties,

C3.2
synchrotron radiation, polarization, C3.6
synchrotron radiation, spectral

distribution, C3.4
synchrotron radiation, time structure, C3.6

T
T-matrix, A2.12
tagged-particle dynamics, D5.8
Templeton-Templeton scattering, D9.7
Tersoff-Hamann model, F3.4
tertiary structure, E8.4
Teubner-Strey theory, B3.18
thermoionic, F5.4
thin film, D2.2, E4.2
Thomson scattering, A3.5, C4.5, D9.3
three-step model of photoemission, F2.16
tight-binding, B6.12
tiling, B2.9, B2.10, B2.12
time resolved imaging, F1.3

time-of-flight, D6.4
time-of-flight imaging, F1.13
time-of-flight spectrometer, D5.2, D5.3
tomography, F1.7, F5.12
toroidal moment, D9.19
total scattering cross section, A3.3
transition matrix, A2.12
transition matrix element, F2.6
transition-metal oxide, B6.3
transmission, F1.2
transmission coefficient, F3.6
transmission electron microscopy (TEM),

E5.3
transmissivity, D2.6
transmitted wave amplitude, D2.5
transport theory, D5.3
tunnel current, F3.3, F3.4, F3.6
tunnel effect, F3.3
tunneling, E4.5
tunneling splitting, D5.14
two-site jump, D5.10
type-I and type-II superconductor, E1.6

U
ultramicrotomy, F5.11
undulator, C3.8, C3.16

V
van Hove correlation function, A4.16
vanadium, D5.5
vector module, B2.4
vector spin chirality, D9.17
vibrational density of states, D5.10
voltage control magnetism, E4.8

W
Wannier function, B6.3
wave plate, C4.6
wavelength, F5.3
Wiener-Khintchine theorem, E5.10
wiggler, C3.8
worm-like micelle, B3.22

X
X-ray crystallography, E8.5
X-ray edge, A3.10
X-ray magnetic circular dichroism, F2.12
X-ray photon correlation spectroscopy,

D6.7
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X-ray polarization, D9.6
X-ray protein crystallography, E8.2
X-ray radiation, D3.7
X-ray scattering, A3.6
XMCD, F2.13
XMCD (X-ray magnetic circular

dichroism), D9.15
XMLD (X-ray magnetic linear dichroism),

D9.15
XPCS, B4.3, D6.7
XRMS (X-ray resonant magnetic

scattering), D9.15

Y
YBa2Cu3O7, B1.14, B1.16, B1.17

Z
Zimm dynamics, D6.13
Zimm model, B4.9







The IFF Spring School in Jülich,
its 50th anniversary and 
the Jülich Centre for Neutron Science

web: www.iff-springschool.de
email: springschool@fz-juelich.de
phone: ++49 2461 61-4750

The annual IFF Spring School has a long-standing tradition. It was established by the Institut 
für Festkörperforschung (IFF), which was founded in 1969. The institute’s research topics 
ranged from electronic and structural properties of solids and nanoelectronics to the thermal 
and dynamical behaviour of soft matter. Since the restructuring in 2011, research in the area 
of electronic systems, their phenomena, as well as their applications in information technolo-
gy, became part of the Peter Grünberg Institute (PGI) named after the IFF scientist who re-
ceived the Nobel Prize in Physics in 2007. Biophysics and soft matter research are now locat-
ed at the Institute of Complex Systems (ICS). These institutes are linked together and sup-
ported by more method-oriented institutes: The Institute for Advanced Simulation (IAS), 
which focuses on developing and applying high-performance computing, the Jülich Centre for 
Neutron Science (JCNS), which operates advanced neutron scattering instruments, and the 
Ernst Ruska-Centre for Microscopy and Spectroscopy with Electrons (ER-C), which hosts
some of the most advanced electron microscopes. The IFF Spring School is now organized in 
turn by one of these institutes. Every year it focuses on a topical subject of condensed matter 
research, selected from one of the areas of expertise of the above-mentioned institutes.  

2019 marks a very special year for the IFF Spring School, as we celebrate its 50th anniversary! 
This year’s school is organized by the Jülich Centre for Neutron Science in cooperation with 
all the other institutes originating from the former IFF. 

The Jülich Centre for Neutron Science uses neutrons as microscopic probe to conduct re-
search on condensed matter and life science systems. To this end, JCNS develops and builds 
neutron scattering instruments at leading national and international sources. Major outstations 
exist at the Heinz Maier-Leibnitz Zentrum (MLZ) in Garching, Germany, at the Institute 
Laue-Langevin (ILL) in Grenoble, France, and at the Spallation Neutron Source (SNS) in Oak 
Ridge, USA. JCNS operates these instruments for its own research and offers them to a broad 
national and international user community from science and industry. Research at JCNS has 
four major thrusts, reflected in the institutes’ departments: (i) neutron scattering and soft mat-
ter (JCNS-1), (ii) quantum materials and collective phenomena (JCNS-2), (iii) neutron analyt-
ics for energy materials (JCNS-3) and (iv) neutron methods (JCNS-4). Through double mem-
berships with ICS (JCNS-1 / ICS-1) and PGI (JCNS-2 / PGI-4), neutrons become available as 
a powerful probe in the respective institutes. New opportunities for research with neutrons 
open up at the future European Spallation Source (ESS), where JCNS is heavily engaged.
Finally, for the longer-term future of research with neutrons in Germany and Europe, JCNS is 
developing a novel type of scalable, compact accelerator-driven high brilliance neutron 
source, the HBS project.



Lecture Notes of the IFF Spring School

Scattering! Soft, Functional and 
Quantum Materials
50th IFF Spring School 2019
11.-22.03.2019
M. Angst, T. Brückel, S. Förster, K. 
Friese, R. Zorn
ISBN: 978-3-95806-380-8

Physics of Life
49th IFF Spring School 2018
26.02.-09.03.2018
G. Gompper, J. Dhont, J. Elgeti, C. 
Fahlke, D. Fedosov, S. Förster, P. 
Lettinga, A. Offenhäusser
ISBN: 978-3-95806-286-3

Topological Matter - Topological 
Insulators, Skyrmions and Majoranas
48th IFF Spring School 2017
27.03.-07.04.2017
S. Blügel, Y. Mokrousov, T. Schäpers, 
Y. Ando 
ISBN: 978-3-95806-202-3

Memristive Phenomena - From 
Fundamental Physics to 
Neuromorphic Computing
47th IFF Spring School 2016
22.02.-04.03.2016
R. Waser and M. Wuttig
ISBN: 978-3-95806-091-3

Functional Soft Matter
46th IFF Spring School 2015
23.02.-06.03.2015
J. Dhont, G. Gompper, G. Meier, D. 
Richter, G. Vliegenthart and R. Zorn
ISBN: 978-3-89336-999-7

Computing Solids - Models, ab-initio 
methods and supercomputing
45th IFF Spring School 2014
10.-21.03.2014
S. Blügel, N. Helbig, V. Meden and D. 
Wortmann
ISBN: 978-3-89336-912-6

Quantum Information Processing
44th IFF Spring School 2013
25.02.-08.03.2013
D. DiVincenzo 
ISBN: 978-3-89336-833-4

Scattering Methods for Condensed 
Matter Research: Towards Novel 
Applications at Future Sources
43rd IFF Spring School 2012
05.-16.03.2012
M. Angst, T. Brückel, D. Richter and R. 
Zorn
ISBN: 978-3-89336-759-7

Macromolecular Systems in Soft- and 
Living-Matter
42nd IFF Spring School 2011
14.-25.02.2011
J. K.G. Dhont, G. Gompper, P. R. Lang, 
D. Richter, M. Ripoll, D. Willbold and 
R. Zorn
ISBN: 978-3-89336-688-0

Electronic Oxides - Correlation 
Phenomena, Exotic Phases and Novel 
Functionalities
41st IFF Spring School 2010
08.-19.03.2010
S. Blügel, T. Brückel, R. Waser and 
C.M. Schneider
ISBN: 978-3-89336-609-5

Spintronics – From GMR to Quantum 
Information
40th IFF Spring School 2009
09.-20.03.2009
S. Blügel, D. Bürgler, M. Morgenstern, 
C. M. Schneider and R. Waser
ISBN: 978-3-89336-559-3

Soft Matter - From Synthetic to 
Biological Materials
39th IFF Spring School 2008
03.-14.03.20108
J.K.G. Dhont, G. Gompper, G. Nägele, 
D. Richter and R.G. Winkler
ISBN: 978-3-89336-517-3



Lecture Notes of the IFF Spring School
Probing the Nanoworld -
Microscopies, Scattering and 
Spectroscopies of the Solid State
38th IFF Spring School 2007
12.-23.03.2007
K. Urban, C. M. Schneider, T. Brückel, 
S. Blügel, K. Tillmann, W. Schweika, 
M. Lentzen and L. Baumgarten
ISBN: 978-3-89336-462-6

Computational Condensed Matter 
Physics
37th IFF Spring School 2006
06.-17.03.2006
S. Blügel, G. Gompper, E. Koch, H. 
Müller-Krumbhaar, R. Spatschek and R. 
G. Winkler
ISBN: 978-3-89336-430-5

Magnetism goes Nano - Electron 
Correlations, Spin Transport, 
Molecular Magnetism
36th IFF Spring School 2005
14.-25.02.2005
S. Blügel, T. Brückel and C. M. 
Schneider
ISBN: 3-89336-381-5

Physics meets Biology - From Soft 
Matter of Cell Biology
35th IFF Spring School 2004
22.03.-02.04.2004
G. Gompper, U. B. Kaupp, J. K. G. 
Dhont, D. Richter and R. G. Winkler
ISBN: 3-89336-348-3

Fundamentals of Nanoelectronics
34th IFF Spring School 2003
10.-21.03.2003
S. Blügel, M. Luysberg, K. Urban and R. 
Waser
ISBN: 3-89336-319-X

Soft Matter - Complex Materials on 
Mesoscopic Scales
33rd IFF Spring School 2002
04.-15.03.2002
J.K.G. Dhont, G. Gompper and D. 
Richter
ISBN: 3-89336-297-5

Neue Materialien für die 
Informationstechnik
32. IFF-Ferienkurses 2001
05.-16.03.2001
R. Waser (Editor)
ISBN: 3-89336-279-7



Schriften des Forschungszentrums Jülich 
Reihe Schlüsseltechnologien / Key Technologies 

 
Band / Volume 176 
Magnetic Properties of Self-assembled Manganese Oxide  
and Iron Oxide Nanoparticles 
Spin Structure and Composition 
X. Sun (2018), ii, 178 pp 
ISBN: 978-3-95806-345-7 
 
Band / Volume 177 
Model-based reconstruction of magnetisation distributions 
in nanostructures from electron optical phase images 
J. Caron (2018), XXI, 183 pp 
ISBN: 978-3-95806-346-4 
 
Band / Volume 178 
Simultaneous dual-color imaging on single-molecule level  
on a Widefield microscope and applications 
R. Ledesch (2018), ix, 119 pp 
ISBN: 978-3-95806-348-8 
 
Band / Volume 179 
Methoden der Leitfähigkeitsuntersuchung mittels Rasterkraftmikroskop 
und deren Anwendung auf Barium Titanat Systeme 
B. Reichenberg (2018), x, 144 pp 
ISBN: 978-3-95806-350-1 
 
Band / Volume 180 
Manipulation of magnetism in iron oxide nanoparticle / BaTiO3 
composites and low-dimensional iron oxide nanoparticle arrays 
L. Wang (2018), VI, 151 pp 
ISBN: 978-3-95806-351-8 
 
Band / Volume 181 
Creating and characterizing a single molecule device for quantitative 
surface science 
M. Green (2018), viii, 142 pp (untersch. Pag.) 
ISBN: 978-3-95806-352-5 
 
Band / Volume 182 
8th Georgian-German School and Workshop in Basic Science 
A. Kacharava (Ed.) erscheint nur als CD (2018) 
ISBN: 978-3-95806-353-2 
 
Band / Volume 183 
Topological properties of complex magnets from an  
advanced ab-initio Wannier description 
J.-P. Hanke (2018), xi, 173 pp 
ISBN: 978-3-95806-357-0 



Schriften des Forschungszentrums Jülich 
Reihe Schlüsseltechnologien / Key Technologies 

 
Band / Volume 184 
Translation Initiation with 70S Ribosomes: A Single Molecule Study 
C. Remes (2018), iv, 113 pp 
ISBN: 978-3-95806-358-7 
 
Band / Volume 185 
Scanning tunneling potentiometry at nanoscale defects in thin films 
F. Lüpke (2018), iv, 144 pp (untersch. Pag.) 
ISBN: 978-3-95806-361-7 
 
Band / Volume 186 
Inelastic neutron scattering on magnetocaloric compounds 
N. Biniskos (2018), iii, 92 pp 
ISBN: 978-3-95806-362-4 
 
Band / Volume 187 
Magnetic Order and Excitation in Frustrated  
Pyrochlore 5d - Transition Metal Oxides 
E. Feng (2018), iv, 182 pp 
ISBN: 978-3-95806-365-5 
 
Band / Volume 188 
Finite-Difference Time-Domain Simulations Assisting to Reconstruct 
the Brain’s Nerve Fiber Architecture by 3D Polarized Light Imaging 
M. Menzel (2018), ix, 296 pp 
ISBN: 978-3-95806-368-6 
 
Band / Volume 189 
Characterization of the cell-substrate interface  
using surface plasmon resonance microscopy 
E. M. Kreysing (2018), xiii, 260 pp 
ISBN: 978-3-95806-369-3 
 
Band / Volume 190 
Scattering! Soft, Functional and Quantum Materials 
Lecture Notes of the 50th IFF Spring School 2019 
11 – 22 March 2019, Jülich, Germany 
ed. by M. Angst, T. Brückel, S. Förster, K. Friese, R. Zorn (2019), 
ca 1000 pp 
ISBN: 978-3-95806-380-8 
 

Weitere Schriften des Verlags im Forschungszentrum Jülich unter 
http://wwwzb1.fz-juelich.de/verlagextern1/index.asp 





Schlüsseltechnologien / Key Technologies
Band / Volume 190
ISBN 978-3-95806-380-8

Schlüsseltechnologien / Key Technologies
Band / Volume 190
ISBN 978-3-95806-380-8
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Lecture Notes
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