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Abstract

High-resolution transmission electron microscopy (HRTEM) is an enormously powerful

technique for the investigation of material structures at atomic resolution. In addition,

off-axis electron holography allows information to be obtained about electromagnetic fields

inside and around the object. However, due to electron diffraction in the sample and subse-

quent electron optical imaging, the extraction of quantitative information from recorded

images is by no means a trivial task, as information related to the object structure, electro-

magnetic fields and microscope properties are encoded in the recorded signal in a highly

complex manner. The comparison of experimental data with accurate simulations, ideally

on the same absolute scale, is a common approach in HRTEM to extract pure informa-

tion about objects and fields. Prior to this work, absolute scale agreements had only been

achieved manually in a few cases for HRTEM, but had not been demonstrated for off-axis

electron holography.

In this work, an automated optimization procedure is developed that enables the determi-

nation of unknown or only partially known experimental parameters directly from high-

resolution electron wavefunctions measured using off-axis electron holography. The pro-

cedure is applied to the study of two-dimensional WSe2, yielding one of the most precise

local specimen orientation measurements that has been achieved in TEM for ultra-thin

samples. Extensive tests on simulated data reveal that diffraction-related parameters, such

as specimen tilt or absorption, can be determined unambiguously with extremely high accu-

racy and precision, even in the presence of realistic recording noise. In contrast, coherent

aberration coefficients cannot be determined unambiguously from electron wavefunctions

of periodic objects. By applying the procedure to a recorded off-axis electron hologram

of five-layer-thick WSe2, absolute scale agreement between experiment and simulation is

achieved, which is limited primarily by the experimental recording noise.

The automated procedure developed in this work is fast and computationally cheap. In

comparison to previous manual optimizations, it is less prone to human error and bias. This

work represents a significant advance for quantitative electron microscopy in general, as the

procedure is not limited to off-axis electron holography, but can also be applied to HRTEM

and other techniques.





Kurzfassung

Die hochauflösende Transmissionselektronenmikroskopie (HRTEM) ist eine enorm leis-

tungsfähige Technik zur Untersuchung von Materialstrukturen mit atomarer Auflösung.

Darüber hinaus ermöglicht die Elektronenholographie die Rekonstruktion von Informa-

tionen über elektromagnetische Felder innerhalb und außerhalb der Probe. Aufgrund

der Elektronenbeugung in der Probe und der anschließenden elektronenoptischen Bildge-

bung ist die Extraktion quantitativer Informationen aus aufgezeichneten Bildern jedoch

keineswegs trivial, da Informationen über die Objektstruktur, elektromagnetische Felder und

Mikroskopeigenschaften im aufgezeichneten Signal in komplexer Weise kodiert sind. Der

Vergleich von experimentellen Daten mit Simulationen, idealerweise auf der gleichen abso-

luten Skala, ist ein gängiger Ansatz in HRTEM, um genaue Informationen über Objekte und

Felder zu erhalten. Zuvor wurden für HRTEM, nicht jedoch für die Elektronenholographie,

in wenigen Fällen Übereinstimmungen auf absoluter Skala manuell erreicht.

In dieser Arbeit wird ein automatisiertes Optimierungsverfahren entwickelt, das die Bes-

timmung unbekannter oder nur teilweise bekannter experimenteller Parameter direkt aus

hochauflösenden Wellenfunktionen, welche mittels Elektronenholographie gemessen wer-

den, ermöglicht. Das Verfahren wird auf die Untersuchung von zweidimensionalem WSe2

angewendet und ergibt eine der präzisesten lokalen Probenorientierungsmessungen, die

im TEM für ultradünne Proben erreicht wurde. Umfangreiche Tests an simulierten Daten

zeigen, dass beugungsrelevante Parameter wie Probenneigung oder Absorption auch bei re-

alistischem Aufzeichnungsrauschen mit extrem hoher Genauigkeit und Präzision eindeutig

bestimmt werden können. Im Gegensatz dazu können kohärente Aberrationskoeffizienten

nicht eindeutig aus Wellenfunktionen periodischer Objekte bestimmt werden. Durch die An-

wendung des Verfahrens auf ein experimentell aufgezeichnetes Elektronenhologramm wird

eine Übereinstimmung zwischen Experiment und Simulation auf absoluter Skala erreicht,

die primär durch das experimentelle Aufzeichnungsrauschen begrenzt wird.

Das in dieser Arbeit entwickelte automatisierte Verfahren ist schnell und rechnerisch ef-

fizient. Im Vergleich zu früheren manuellen Optimierungen ist es weniger anfällig für

menschliche Fehler und Vorurteile. Da sich das Verfahren nicht auf die Elektronenholo-

graphie beschränkt, stellt diese Arbeit einen bedeutenden Fortschritt für die quantitative

Elektronenmikrokopie im Allgemeinen dar.
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Chapter 1

Introduction

Life today is strongly influenced by electronic devices, leading to increasing demand for

computational power and steadily growing energy consumption. It is of great importance to

identify materials for electronic components, which are small, operate fast and consume

less energy when compared to contemporary technologies. Two-dimensional (2D) materials,

which can be as thin as a single layer of atoms [1] are of increasing interest due to their

promising electronic properties. Although graphene is the most prominent and most studied

representative of this class of materials, interest in other 2D materials, such as transition

metal dichalcogenides (TMDs) or hexagonal boron nitride, is growing. From a technological

standpoint, TMDs offer an almost unique combination of physical and electronic properties

[2]. When thinned down to a single layer, these materials have direct band gaps in the

visible frequency range. In conjunction with large spin splittings in both their valence

and their conduction band [3, 4], TMDs are not only attractive for electronic but also for

spin- and valleytronic applications [5] that may surpass current technologies. However, the

assembly of electronic components from these materials is still far off, as a comprehensive

understanding of how to tailor the material properties to specific needs, as well as the

introduction of a large-scale fabrication scheme, are missing.

In materials that contain only a single or a few layers of atoms, precise control and under-

standing of the relationship between the atomic arrangement and the material properties

are extremely valuable. In principle, this analysis would be very easy, if one would be able

to see where the atoms are, as Richard Feynman stated in his famous talk There’s Plenty

of Room at the Bottom in 1959 [6]. Knowing the identity and position of every atom rep-

resents an enormous goal with significant importance in the age of nanotechnology. The

macroscopic properties of a solid are strongly defined by its atomic arrangement and (small)

deviations from pristine crystal structure. For example, vacancies, substitutional, dopant

or interstitial atoms can substantially modify a material’s macroscopic properties. It has

been shown that vacancy defects and grain boundaries in graphene can degrade its elec-
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tronic transport properties[7, 8], topological defects in carbon nanotubes can seriously

influence their electronic properties [9], while quantum dots of N-doped graphene oxide are

capable of catalyzing water splitting [10]. The prospect of exploiting the interplay between

atomic structure and macroscopic properties in future technological applications requires

quantitative local material characterization with atomic spatial resolution.

One technique that is capable of resolving local structural variations in materials at the

atomic scale is transmission electron microscopy (TEM). At Feynman’s time, the best elec-

tron microscopes could achieve a spatial resolution of only about 1 nm. He therefore argued

for the importance of "improving the electron microscope by a hundred times" [6]. This

level of performance would by no means contradict to the laws of physics, because the

wavelength of electrons in electron microscopes is only a few pm. In principle, it should

therefore be possible to resolve individual atoms. Although the resolving power of electron

microscopes is still far from the theoretical (diffraction) limit almost 60 years after Feynman’s

talk, individual atomic columns can now be resolved using TEM [11, 12]. As a result of the

significant advances in electron microscopy over the past decades, such as the introduction

of hardware aberration correctors [13] and high brightness field emission guns (FEGs) [14],

high-resolution TEM (HRTEM) now provides direct experimental access to atomic structure

and has become an extremely powerful and versatile tool for the characterization of solids.

However, in contrast to light optical microscopy, the interpretation of HRTEM images is

not straightforward, as the object information is encoded in the recorded signal in a highly

complex manner. The interaction of the incident electrons with the atoms in the object

can be described mathematically by a relativistically corrected Schrödinger equation, in

which the propagating electrons are represented by a complex-valued wavefunction [15]. In

comparison with X-ray or neutron scattering, the interaction between incident electrons and

atoms in the object is much stronger. This interaction results in a strong recorded signal, but

in return multiple scattering inside the object leads to dynamical diffraction. Consequently,

the electron wavefunction at the exit plane of the object cannot, in general, be described

in terms of a simple linear projection of its structure. Interaction with the object, or more

generally with electromagnetic potentials, mainly modulates the phase of the electron

wavefunction. Furthermore, in particular when imaging at high magnifications, the electron

optical components can introduce additional alterations to the phase. Some aberrations are

applied intentionally in order to realize phase contrast, thereby avoiding the complete loss

of phase information when recording the amplitude squared of the electron wavefunction

[16, 17]. However, many aberrations are unwanted but unavoidable, significantly influencing

contrast transfer and delocalizing the object information in a non-trivial way [18]. The spatial

resolution of a recorded image is also limited by the partial coherence of the electron beam

and additional environmental disturbances, such as temperature fluctuations, mechanical

vibrations and external electromagnetic fields [19, 20].
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As a result of quantum mechanical diffraction and subsequent electron optical imaging,

object and instrument properties are encoded in recorded images. It is therefore difficult

to extract quantitative information about an object from an HRTEM image [21]. Whereas

instrument properties are typically global parameters that affect the whole image, the object

properties can be regarded as locally varying. The most frequently applied approach to

surmount this difficulty is to relate the recorded image intensity to accurate simulations by

using a forward modeling approach, which can be regarded as an indirect deconvolution of

object and instrument properties. The quality of the agreement depends sensitively on the

prior knowledge or measurements of experimental parameters and is ideally only limited by

the recording noise of the detector [22]. For a long time, satisfactory agreement between

experiment and simulation could only be achieved on a relative basis, i.e. by comparing

only the pattern in a recorded image, rather than its intensity relative to that of the incident

electron beam, with simulations [23]. A fundamental prerequisite for achieving a more

quantitative match is the consideration of all relevant effects of electron diffraction, electron

optical contrast transfer and image acquisition by the detector. Only then can agreement on

the same absolute intensity scale be achieved [21]. Ideally, global instrument parameters

that are easy to control should be measured independently, thereby reducing the number

of parameters that need to be determined. However, many experimental parameters are

often inaccurately or only partially known, either because they are difficult to access, such

as image spread [24], specimen thickness and specimen orientation, or because they are

unstable over time, such as low order aberrations [25].

A high quality match between experiment and simulation on an absolute scale represents a

sound confirmation of an initial hypothesis about the structure of an investigated object.

HRTEM can therefore be applied to examine atomic arrangements in solids, as predicted

by ab initio calculations, or to obtain a comprehensive understanding of local structural

configurations that cannot be accessed using other material characterization techniques,

such as Raman spectroscopy, neutron or X-ray diffraction. Therefore, quantitative HRTEM

has enormous potential to fill the gap between theoretical modeling and other material

characterization techniques.

Absolute scale matches in HRTEM have recently been demonstrated, enabling for exam-

ple the determination of lattice relaxation and surface reconstruction in extremely thin

perovskite samples [12]. Moreover, it has been shown that even three-dimensional infor-

mation about the shape of a thin crystal, including surface morphology and the presence

of adsorbed impurity atoms, can be obtained from a single HRTEM image [26]. In contrast

to conventional TEM, scanning TEM (STEM) offers a more intuitive interpretation of the

recorded signal, as the contrast is less sensitive to aberrations and sample thickness. The

frequently recorded high-angle electron scattering signal scales monotonically with the

atomic mass of the investigated structure, in a manner that is often referred to as Z-contrast
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imaging [27, 28]. Reduced dynamical effects in the image contrast relax the requirement to

prepare ultrathin samples and enable the analysis of structures that contain high Z elements.

Absolute scale matches for STEM have been achieved recently, by applying an atom counting

approach [29, 30]. In addition, spectroscopic measurements, for example in the form of

elemental concentration mapping, can be performed using STEM [31, 32]. Both HRTEM

and STEM are extremely powerful for examining atomic arrangements in solids. However,

they are not directly sensitive to functional properties arising from local electromagnetic

fields, such as charge redistribution or local variations in magnetization. The reason for

this insensitivity is related to the loss of phase information when recording a conventional

HRTEM or STEM image, as electromagnetic fields primarily modulate the phase of the

electron wavefunction.

An approach for phase retrieval was proposed in 1948 by Denis Gabor [33, 34]. This in-

terference technique, which is referred to as electron holography, is capable of retaining

information about a full complex-valued wavefunction up to the information limit in a

recorded image, thereby providing an elegant solution to the phase problem. As intended by

Gabor, this enables a posteriori removal of the effects of lens aberrations, which at his time

represented a major limitation in spatial resolution of the recorded TEM images. However,

as a result of high demand on the coherence of the illumination and the stability of the

instrument, it took more than 20 years until electron holography could be routinely applied

in an electron microscope [35]. Since its first demonstration in 1968, off-axis electron holog-

raphy has proven to be an extremely powerful technique for the analysis of different material

classes, including metals [36, 37], semiconductors [38–40], insulators [41], magnetic materi-

als [42, 43], ferroelectrics [44], polymers [45] and biological samples [46]. In addition, the

measurement of electromagnetic fields using electron holography has been demonstrated

on a quantitative level [42, 43, 47–49].

The combination of structural imaging at atomic spatial resolution and the quantitative in-

vestigation of electromagnetic fields promises to unlock the full potential of off-axis electron

holography. The fact that both signals are recorded simultaneously enables the study of the

relationship between externally applied fields and their effect on the atomic structure and

functional properties of a material. This simultaneous measurement is also advantageous,

because of the limited structural stability of many specimens under electron irradiation.

However, as a result of the quantum mechanical electron diffraction in the object and

the influence of contrast transfer in the microscope, information about electromagnetic

fields cannot easily be separated from object information. Therefore, accompanying experi-

mental data with simulations in a forward modeling approach, as for HRTEM, is the most

viable strategy for achieving the full quantitative interpretation of electron wavefunctions

measured using off-axis electron holography.
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The present work aims to contribute significant progress to this approach by achieving an

absolute scale match between electron wavefunctions reconstructed from off-axis electron

holograms and those obtained using simulations. Such absolute scale agreement between

experiment and simulation at atomic resolution has not previously been demonstrated for

off-axis electron holography, possibly due to the high demands on the instrument and the

stability required for atomic resolution electron holography [50]. An important contribu-

tion of this work is the development of an automated algorithm for the determination of

experimental parameters from electron wavefunctions. This approach goes beyond the

manual optimizations that are currently applied in HRTEM. Typically, manual approaches

are not only extremely time-consuming, but also more prone to human error and human

bias. Hence, the automation of an optimization procedure represents a significant advance

for quantitative off-axis electron holography and atomic resolution electron microscopy in

general, as it can also be applied to HRTEM images and other datasets. The procedure is

applied to both simulated and experimentally recorded electron wavefunctions of 2D WSe2.

As a result of the increase in speed provided by automating the matching procedure, it is

possible to investigate its performance and robustness to external influences on a statistical

basis. Moreover, it allows local variations in experimental parameters to be analyzed across

an experimentally recorded image.

WSe2 is chosen here as a representative 2D material, which has promising opto-electronic

properties. In order to achieve an absolute scale agreement between experimental images

and simulations, several important criteria have to be satisfied. One of the most important,

but often disregarded, challenges is the need for a clean undamaged specimen. For 2D mate-

rials, which can be as thin as a single atomic layer, effects such as contamination constitute

a severe limitation. Hence, a sophisticated specimen preparation procedure is developed in

this work, in order to facilitate the clean transfer of 2D materials onto suitable substrates

for TEM experiments. Furthermore, precise analysis of the local specimen thickness is

performed, in order to enable the measurement of material-specific properties, such as the

mean inner potential and the mean free path for electron scattering, as well as providing

valuable prior knowledge for achieving an absolute scale match between experimental and

simulated electron wavefunctions. In addition, experiments on in situ electrically biased

devices fabricated from 2D materials are performed using off-axis electron holography,

in order to provide insight into the challenges involved in quantitative electrostatic field

measurements when such materials are examined in the form of working devices.

The procedure that is developed in this work is applicable to the investigation of local

structural irregularities, such as point or line defects. These defects are often embedded

in pristine material, whose structure is known. Hence, experimental parameters can be

determined in adjacent pristine areas and extrapolated to the region of interest, thereby

allowing comparisons with simulations to be used to provide quantitative information



6 Introduction

about the structural deviations and their associated electrostatic potentials. The matching

procedure that is developed here, could also be coupled to theoretical material calculations,

in order to allow the fitted structural parameters to be constrained by energy considerations.

Another possible application of the procedure is the quantitative analysis of time-resolved

electron holography experiments. The fact that aberrations can change rapidly over time

constitutes a severe problem for in situ experiments. The possibility of determining them

directly from recorded electron holograms (or HRTEM images) may be the only feasible way

to perform quantitative comparisons with simulated images during longer time-resolved

experiments.



Chapter 2

Fundamentals of high-resolution

transmission electron microscopy

In transmission electron microscopy, a high energy electron beam passes through a sample.

This requires that the object is thin enough, e.g., a few nanometers for HRTEM [51]. The

electrons of the incident beam interact with the atomic scattering potential inside the

object. Hence, they carry information about its atomic structure. Electron optical lenses

transfer this information highly magnified to the image plane, where three-dimensional

information about the object is projected onto either a viewing screen or an electron detector.

Electron optical contrast transfer describes how object information is transferred to the

detector plane. The coherence properties of the electron beam and aberrations of the

imaging objective lens have a major influence on the contrast transfer and, thus, on the

interpretation of recorded images.

2.1 Setup of a transmission electron microscope

Since the first transmission electron microscope became commercially available in 1939

[52], its working principle remained almost unchanged. The different components of such

a microscope are depicted schematically in the form of ray optical diagrams in Fig. 2.1. In

a modern instrument, a FEG is typically used to extract electrons from a cathode, where-

upon they are accelerated to energies of typically 50 to 300 keV [14, 53, 54]. In contrast

to thermionic guns, FEGs offer higher brightness and therefore improved coherence of

the electron beam. The condenser system, which typically consists of several lenses and

apertures, forms the electron probe, leading to a broad (almost) parallel illumination in

TEM mode or a convergent illumination in STEM mode [15]. In this work, only the parallel

illumination mode is discussed.



8 Fundamentals of high-resolution transmission electron microscopy

electron source

condenser aperture
condenser lens

object
objective lens

objective aperture / back focal plane

intermediate lens

projector lens

screen
image diffraction pattern

Fig. 2.1: Simplified ray optical diagram for a conventional transmission electron microscope
in imaging mode (left) and diffraction mode (right). Arrows indicate intermediate images.

The objective lens, which is the most important element in the electron optical system,

focuses a parallel electron beam onto the back focal plane. This lens mainly defines the

properties of the imaging system, due to its strength and its very short focal length of a few

mm [15]. An objective aperture can be inserted into the back focal plane (i.e., in reciprocal

space) in order to select the diffracted beams that will contribute to the formation of a

recorded image. Intermediate lenses post-magnify the first intermediate image, which is

then further magnified by projector lenses. If the intermediate lenses are focused onto the

back focal plane instead of the intermediate image plane, a diffraction pattern instead of a

real space image can be recorded on the detector. The intermediate and projector lenses

ideally have no significant influence on image formation, as they only deflect the electrons

by small angles when compared to the objective lens. The final image is projected either

onto a fluorescent viewing screen or onto a digital detector such as a charge-coupled device

(CCD) camera. Modern CCD cameras typically sample recorded intensity distributions on

2048×2048 or 4096×4096 pixels, with a pixel size of between 5 and 25 µm.
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In addition to the requirements for the stability, geometry and cleanliness of the specimen,

the environment and stability of the microscope need to be controlled precisely. Special

care is taken by the manufacturers to minimize electrical instabilities of the accelerator and

the lens current power supplies. Mechanical vibrations are minimized by using passive or

active damping systems, while electromagnetic stray fields should also be eliminated.

2.2 Electron diffraction

Although electrons can be described by either particle or wave formalism, the latter is most

suitable for the description of elastic scattering of electrons by atoms that are arranged in a

(periodic) crystal lattice structure. The interaction of a high energy electron with an object is

described, in general, by the relativistic time-invariant Schrödinger equation [55]

∇2Ψ(x, y, z)+ 8π2m

h2

[
E∗+eV (x, y, z)

]
Ψ(x, y, z) = 0, (2.1)

in which the variables are defined as follows:

x, y, z three-dimensional real space coordinates

Ψ(⃗r ) electron wavefunction

E∗ = eU
2E0 +eU

2(E0 +eU )
relativistically corrected kinetic energy of the incident electrons

E0 = m0c2 rest energy of the electron

c speed of light

e elementary charge

V crystal potential

U accelerating voltage

m = m0

(
1+ eU

E0

)
relativistically corrected electron mass

m0 rest mass of the electron

h Planck constant.

Equation 2.1 describes the interaction of a high energy electron with an object in three di-

mensions. The electron wavefunction is commonly evaluated at two-dimensional planes at

chosen z-values. Hence, r⃗ = (x, y) is used to denote two-dimensional real space coordinates

below. Two different approaches have proved to be successful in yielding accurate solutions

to Eq. 2.1. In the Bethe-Bloch formalism [56, 57], plane waves, so-called Bloch waves, are

chosen as an ansatz to solve the Schrödinger equation for periodic boundary conditions.
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Whereas this approach is often used to generate simulations for periodic crystal potentials,

it becomes less efficient for aperiodic objects, as the number of Bloch waves required to

provide an accurate solution increases rapidly. An alternative solution to Eq. 2.1 can be

obtained by using the multislice algorithm, which describes the interaction of an incident

electron with the crystal potential in terms of successive scattering processes at thin crystal

slices [58]. The multislice algorithm and the Bethe-Bloch formalism converge to equivalent

solutions in the limit of infinitely thin slices and large numbers of Bloch waves [58, 59]. In

the present work, numerical calculations of electron wavefunctions are performed by means

of the multislice algorithm. Hence, the basis of this method is outlined briefly below.

In an approximate description of electron diffraction in a thin object, an incident plane

electron waveΨ0(⃗r ) = 1 enters the object at its entrance surface. In analogy to light optics,

the object acts as a medium of higher refractive index when compared to the vacuum above

and below it. It therefore decreases the electron wavelength and modulates the phase φ(⃗r )

of the electron wavefunction as it propagates through the specimen, ultimately yielding the

object wavefunctionΨobj(⃗r ) at its exit surface. In this phase object approximation, which

corresponds to the semi-classical WKB1 approximation in quantum mechanics [60], the

object wavefunction can be written in the form

Ψobj(⃗r ) = exp
{
iφ(⃗r )

}
. (2.2)

In this simple picture (and in the absence of magnetic fields), the phase represents the

projected electrostatic potential:

φ(⃗r ) =CE

z0+t (⃗r )∫

z0

V (x, y, z)d z, (2.3)

which, if V (x, y, z) has a uniform structure and composition along z, simplifies to

φ(⃗r ) =CE Vproj(⃗r )t (⃗r ), (2.4)

where the object thickness is denoted t and the interaction constant

CE = πe

λE∗ (2.5)

only depends on the electron energy. In Eq. 2.5, λ is the relativistically corrected electron

wavelength and E∗ is the relativistically corrected kinetic energy of the incident electron.

However, Eqs. 2.3 and 2.4 are only approximations for small scattering angles and thin

objects, which are often not valid for real objects, in part because in practice the amplitude

1Wentzel–Kramers–Brillouin
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(and thus the intensity) does not remain constant for all object thicknesses. Phenomenolog-

ically, amplitude reductions are described in terms of absorption, which is in turn explained

partially by diffraction to high angles [61].

In order to describe multiple scattering (dynamical diffraction) in a specimen, propagation

of the electron wavefunction from one atomic layer to the next has to be considered. In the

multislice theory [58], the crystal potential is subdivided into slices of thickness ∆t in the

direction of the incident electron beam, typically containing not more than one atomic layer

per slice. Within each slice, the potential is assumed to be sufficiently weak so that the phase

object approximation holds and the projected potential can be calculated. In successive

order, the diffraction2 of the electron wave at each layer and propagation from one layer to

the next are calculated, yielding, to a good approximation, the electron wavefunction as it

interacts with the object. The wavefunction at slice n +1 can be written in the form

Ψn+1(⃗r ) = Pn (⃗r )⊗ [Qn (⃗r )Ψn (⃗r )] . (2.6)

The convolution (denoted by the symbol ⊗) of the wavefunction by the Fresnel propagator

P (⃗r ) = i

λ∆t
exp

{
πi

λ∆t
(x2 + y2)

}
(2.7)

describes propagation from one slice to the next, while diffraction at each slice is evaluated

by multiplication by the object transmission function

Qn (⃗r ) = exp



i CE

zn+∆t∫

zn

V (⃗r )d z



 . (2.8)

In practice, it is usually convenient to express the Fresnel propagator in Fourier space in the

form

P (g⃗ ) =F [P (⃗r )] = exp
{
πiλ∆t

∣∣g⃗
∣∣2
}

, (2.9)

where F denotes a Fourier transform (defined in Appendix A.1), and g⃗ is a Fourier space

vector (conjugated to the real space vector r⃗ ). According to the convolution theorem (defined

in Appendix A.2), Eq. 2.6 can then be rewritten in the form

Ψn+1(⃗r ) =F−1 [P (g⃗ )F [Qn (⃗r )Ψn (⃗r )]
]

. (2.10)

This sequence of multiplications and forward and backward Fourier transforms describes

the iterative numerical procedure of the multislice algorithm, which is most frequently

2often also referred to as transmission in the context of multislice calculations
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applied to the simulation of dynamic electron diffraction. In this formulation of applying

forward and backward Fourier transforms, the object potential is considered to obey periodic

boundary conditions.

2.3 Electron optical contrast transfer

In section 2.2, the basics of electron diffraction were introduced, describing the interac-

tion of an electron beam with an object. On traveling through the specimen, the electron

wavefunction is modulated, yielding the object wavefunctionΨobj(⃗r ) at its exit surface. In

this section, electron optical imaging is described, i.e., transfer of the object wavefunction

to the image plane and subsequent image formation. This process is affected strongly by

aberrations of the objective lens and the coherence properties of the electron beam. In

addition, thermal magnetic field noise and other instabilities, such as mechanical vibrations

of the sample and microscope, can cause significant damping of contrast transfer. Last but

not least, the signal is influenced by the detector properties.

2.3.1 Image formation in conventional TEM

The electron microscope transfers the object wavefunction highly magnified to the image

plane, where the modulus squared of the image wavefunction Ψima(⃗r ) is recorded in the

form of an intensity distribution

I (⃗r ) =Ψima(⃗r )Ψ∗
ima(⃗r ) = |A(⃗r )|2 , (2.11)

whereΨ∗
ima(⃗r ) is the complex conjugate ofΨima(⃗r ) and A(⃗r ) is its amplitude. The phase of

the image wavefunction is therefore completely lost, resulting in a significant problem, as,

referring to Eq. 2.3, the object information is largely encoded in the phase of the electron

wavefunction. In an ideal electron microscope, in which the object wavefunctionΨobj(⃗r )

and the image wavefunctionΨima(⃗r ) are identical and no amplitude modulation occurs, the

recorded intensity distribution is I (⃗r ) = 1. However, in generalΨobj(⃗r ) andΨima(⃗r ) are not

identical.

According to the imaging theory of Ernst Abbe, transfer of the object wavefunction to the

first intermediate image plane can be described in two steps, as shown schematically in

Fig. 2.2. First, the object wavefunction is propagated to the back focal plane of the objective

lens, which is described by Fraunhofer diffraction. Mathematically, this can be expressed in

terms of the Fourier transform of the object wavefunction

Ψobj(g⃗ ) =F
[
Ψobj(⃗r )

]=
∫

A(⃗r ) exp
{
iφ(⃗r )

}
exp
{−2πi g⃗ · r⃗

}
dr⃗ . (2.12)
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ideal lens real lens

object plane
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back focal
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F

F−1

object wave

Ψobj(⃗r )

spectrum

Ψima(g⃗ )
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e−iχ(g⃗ )

Fig. 2.2: Image formation by an ideal lens (left): Propagation of the object wavefunction
to the back focal plane is described by a Fourier transform, yielding the spectrum of the
object wavefunction. An inverse Fourier transform describes propagation to the image
plane. Image formation by a real (imperfect) lens (right): Spherical aberration focuses
rays with larger diffraction angles more strongly compared to those with smaller angles.
This modulation of the wavefunction can be approximated by multiplication of the object
wavefunction in Fourier space by a phase plate of the form exp(−iχ(g⃗ )). Reproduced from
[62].

In the second step, the complex diffraction spectrum Ψima(g⃗ ) is propagated to the first

intermediate image plane, which mathematically can be described by an inverse Fourier

transform, yielding the image wavefunction

Ψima(⃗r ) =F−1 [Ψima(g⃗ )
]=
∫
Ψima(g⃗ ) exp

{+2πi g⃗ · r⃗
}

d g⃗ . (2.13)

In the absence of lens aberrations, the object and image wavefunctions are identical, except

for magnification and image rotation. However, in contrast to light optics, electron lenses

are far from perfect and introduce strong aberrations. Assuming that the aberrations are

independent of the real space coordinate r⃗ , these effects can be approximated by multiplica-

tion of the object spectrum by a phase plate of the form exp
{−iχ(g⃗ )

}
in the back focal plane

[18, 63]:

Ψima(g⃗ ) =Ψobj(g⃗ ) exp
{−iχ(g⃗ )

}
(2.14)

=Ψobj(g⃗ )τ(g⃗ ). (2.15)
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This approximation is only valid for a very small field of view, such as typically used in

HRTEM. The coherent transfer function τ(g⃗ ) describes the coherent transfer properties of

the objective lens. The characteristic aberrations of the objective lens are described by the

aberration function χ(g⃗ ), which is discussed in more detail in section 2.3.2. In Eq. 2.15,

the object wavefunction is multiplied by a phase plate in Fourier space; equivalently this

operation can be described as a convolution by F−1 [τ] in real space. The inverse Fourier

transform of τ(g⃗ ) is referred to as a point spread function and describes the smearing of an

object point in the image plane resulting from the presence of objective lens aberrations.

Hence, a point in the object wavefunction is projected onto an area in the image plane,

rather than onto a point.

Delocalization of object information by the point spread function limits the spatial res-

olution of electron microscopes [16]. Based on the strong spherical aberration that is a

feature of round magnetic lenses, Scherzer derived an optimum defocus value, which allows

straightforward interpretation of image details that are coarser than the so-called point

resolution [16]. For spatial frequencies beyond the point resolution, incoherent aberrations,

such as chromatic aberration CC and the finite source size, further damp the contrast trans-

fer. The smallest object detail that is transferred to the image is given by the information

limit, which can be expressed in terms of a corresponding spatial frequency gmax [15].

In practice, three common strategies are used to try to account for the effects of unwanted

aberrations: A priori aberration correction by hardware [13], image simulation [11, 12]

and a posteriori elimination of residual aberrations from reconstructed wavefunctions

[64, 65]. The incorporation of aberrations in numerical image simulations and subsequent

comparisons with experimental TEM images were the first attempt to account for the

effects of aberrations and to interpret and analyze experimental images quantitatively.

This approach is still applied today, despite the use of hardware aberration correctors,

because residual aberrations always still contribute to the recorded intensity distribution.

In order to eliminate the effects of aberrations a posteriori from the recorded signal, it is

necessary to retrieve the electron wavefunction from the data, for example using focal

series reconstruction [64] or off-axis electron holography [65]. This a posteriori correction of

residual aberrations is applied in this work to electron wavefunctions reconstructed from

off-axis electron holograms.

2.3.2 Wave aberrations

Optical aberrations have been discussed for many years. In light optics, they can be mini-

mized such that the resolution of a light optical microscope is limited purely by diffraction,

as postulated by Abbe [66]. In contrast, electron optical systems are still far from reaching

this limit. Although the wavelength of 200 keV electrons is only 2.5 pm, the best resolution
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achieved so far is on the order of 50 pm [12]. One of the most important aberrations is the

spherical aberration CS , which is sometimes also denoted C3 and which for many years

limited the resolution of electron microscopes. This situation changed with the development

of hardware aberration correctors in the 1990s [13]. Spherical aberration can be illustrated

intuitively using ray optics. Rays originating from a point on the object that pass the outer

part of the objective lens are deflected more strongly than those that travel closer to the

optical axis, leading to a disk-like intensity distribution in the Gaussian image plane (cf.

Fig. 2.2).

Mathematically, the effect of coherent aberrations can be expressed in an optical formalism

in terms of the coherent aberration function χ. For small scattering angles and a small

field of view (conditions that are typically satisfied in HRTEM), χ can be expressed as a

polynomial series expanded in powers of the scattering angle ω⃗=λg⃗ , which can be written

as a vector in complex notation in the form ω=ωx + iωy , according to the expression

χ(ω) = 2π

λ
ℜ{ω∗A0 +

1

2
ωω∗C1 +

1

2
ω∗2 A1 +ω2ω∗B2 +

1

3
ω∗3 A2

+ 1

4
(ωω∗)2C3 +ω3ω∗S3 +

1

4
ω∗4 A3 +ω3ω∗2B4

+ω4ω∗D4 +
1

5
ω∗5 A4 +

1

6
(ωω∗)3C5 + ...}. (2.16)

Equation 2.16 includes all aberrations up to fourth order, including the fifth order spherical

aberration C5. In this work, the aberration notation of Typke and Köstler is used [63].

The complex-valued aberration coefficients (A0, A1, A2, B2,...) and the real-valued round

aberrations (C1, C3, C5) are illustrated in Table 2.1 in the form of phase plates that correspond

to their individual effects on the object wavefunction.

The aberration function specified in Eq. 2.16 only describes aberrations of the imaging

system for electrons traveling parallel to the optical axis of the microscope. A small tilt of the

illumination by an angle ωθ = θe iαθ , where θ and αθ are the modulus and azimuthal angle

of the tilt, respectively, induces additional aberrations, leading to an effective aberration

function that can be written in the form

χ′(ω+ωθ) = 2π

λ

{
C ′

0 + A′
0ω

∗+ A′
1ω

∗2 +C ′
1ωω

∗+ ...

}
, (2.17)

with a constant factor C ′
0, effective image shift A′

0, effective 2-fold astigmatism A′
1, effective

defocus C ′
1 and effective aberrations of higher order. Equation 2.17 therefore describes

the effect of aberrations for a tilted axis ωθ. If the optical axis in an electron microscope

is regarded as fixed and parallel to z, then an effective aberration function χ′(ω+ωθ) has

to be considered if the electron beam is tilted by ωθ with respect to the optical axis. This

situation arises if a constant beam tilt is applied when using parallel illumination or if
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Table 2.1: Coefficients of isoplanatic coherent wave aberrations, including elements up to
fifth order. The coefficients are sorted according to their order and symmetry and are each
visualized in the right hand column in the form of a phase plate, where each coefficient is
chosen such that the maximum phase shift at gmax is equal to 4π. Contrast steps appear in
multiples of π/2.

symbol description order symmetry visualization

A0 image shift 0 1

C1 defocus 1 0

A1 twofold astigmatism 1 2

B2 2nd order axial coma 2 1

A2 threefold astigmatism 2 3

C3 spherical aberration 3 0

S3 star aberration 3 2

A3 fourfold astigmatism 3 4

B4 4th order axial coma 4 1

D4 three lobe aberration 4 3

A4 fivefold astigmatism 4 5

C5 5th order spherical aberration 5 0
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convergent illumination is used. Additional tilts of the illumination can be introduced

in off-axis electron holography when using elliptical illumination (see section 3.1.2). The

dependence of the aberrations on the illumination direction can be used for aberration

measurement, as suggested by Zemlin [67]. This technique is widely used for aberration

measurement in hardware aberration correctors.

If the illumination direction varies across the field of view and the aberration function

becomes position-dependent (χ(ω, r⃗ )), then the formalism of Fourier optics is no longer

valid. Only in small fields of view, is isoplanicity approximately retained. Off-axial aberra-

tions, such as anisotropic magnification, image distortion and off-axial coma become more

important as the field of view increases.

Although the optical state of a microscope, as defined by the aberration function χ, affects

contrast transfer, the optical stability of χ must also be considered. External and internal

influences, such as temperature fluctuations of the cooling water of the objective lens and

electronic instabilities of the voltage and power supplies of the electron optical elements,

can have a significant impact on optical stability [68]. In general, the stabilities of low

order aberrations such as defocus and twofold astigmatism have much shorter lifetimes

than higher order aberrations. In addition, the lifetimes decrease with increasing spatial

resolution of the microscope. For sub-angstrom resolution, lifetimes of below one minute

have been measured for lower order aberrations [25].

In practice, several aberrations can be controlled directly by the microscope user, even

for microscopes that are not equipped with a hardware aberration corrector. For example,

defocus C1 can be adjusted by changing the excitation of the objective lens. The direction-

dependent defocusing effect of twofold astigmatism A1 can be controlled by using magnetic

quadropoles, which are referred to as stigmators. Adjustment of the illumination to the

optical axis of the microscope has an effect on axial coma B2, which transforms a point on the

object so that it appears to have a tail in the image. In a conventional transmission electron

microscope, only aberrations up to third order are relevant, as higher order coefficients are

negligibly small when compared to defocus and especially spherical aberration. However,

following hardware aberration correction, higher order aberration coefficients must also be

considered.

2.3.3 Resolution limiting effects

Coherent aberrations essentially modulate the contrast transfer, thereby influencing the

point resolution as defined by Scherzer [16]. However, the smallest image detail that can in

principle be resolved is limited by several effects, which primarily cause a damping of the

contrast transfer with increasing spatial frequency, thereby defining the information limit of
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a transmission electron microscope. Four different effects have a significant influence on

contrast transfer in HRTEM:

1. Partial spatial coherence: As the electron source has a finite size, the incident wave-

function can be described as a superposition of plane waves, each propagating in a

slightly different direction.

2. Partial temporal coherence: The finite energy width of the electron source and small

variations in accelerating voltage lead to the emission of electrons with different

wavelengths. In combination with small variations in lens currents, these fluctuations

result in a focal variation, as electrons of lower energy are focused more strongly by

the objective lens.

3. Image Spread: Thermal magnetic field noise and mechanical vibrations of the object

damp the contrast transfer during image acquisition.

4. Detector modulation transfer function: Image recording using digital detectors such as

CCD cameras causes additional spatial-frequency-dependent damping of contrast.

The first part of this section addresses the influences of partial spatial and partial temporal

coherence on contrast transfer in HRTEM. In the second part, the damping effect of image

spread is described in detail. In the last part, the effect of electron detection on the recorded

intensity distribution is discussed. Just as for conventional HRTEM, the influence of these

effects on off-axis electron holograms will be discussed in chapter 3.

Partial coherence

In reality, the incident electron wavefunction cannot be described by a single plane wave due

to the finite size of the electron source. A superposition of plane waves propagating in slightly

different directions has to be considered. Tilting the incident plane wave by an angle θ in the

object plane corresponds to a shift of the spectrum in the back focal plane by g = k θ with

respect to the aberration function, where k = 1/λ is the wavenumber. Thus, every wavefront

experiences slightly different aberrations, depending on the illumination direction. By

assuming only a very small deviation of the illumination direction from the optical axis,

electron diffraction is, to a good approximation, identical to the perfect case of parallel

illumination. Instead of calculating a new object wavefunction for every incident plane

wave, an incoherent superposition of coherent sub-images can then be used to account for

the tilted illumination. The illumination directions of the electrons are usually considered

to be distributed according to a 2D normalized Gaussian distribution of the form

F (q⃗) = 1

π (k θC )2 exp

{
−
∣∣q⃗
∣∣2

(k θC )2

}
, (2.18)
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where θC denotes the semi-angle of the convergent incident ray cone (with values of approx-

imately 0.15 mrad for a FEG source and up to 1 mrad for a thermionic emitter) and q⃗ denotes

the wavevector component perpendicular to the optical axis. The effect of a finite source

size and the resulting range of incident illumination angles is referred to as partial spatial

coherence and constitutes a major resolution limitation for microscopes with thermionic

emitters and without spherical aberration correctors.

Another damping effect is caused by a finite spread of defocus, which results primarily from

the finite energy width of the electron source ∆E , fluctuations in the accelerating voltage

∆U and fluctuations in the objective lens current ∆I , leading to a variation in the objective

focal length [69]. The effective focal distribution is usually represented by a 2D normalized

Gaussian distribution of the form

H(Z ) = 1p
π∆

exp

{
−Z 2

∆2

}
, (2.19)

where Z is the defocus and the defocus spread is given by the expression

∆=CC

√(
∆E

eU

)2
+
(
∆U

U

)2
+
(
2
∆I

I

)2
. (2.20)

The defocus spread ∆ can be reduced by using a monochromator, which essentially elimi-

nates the contribution related to ∆E [70]. The chromatic aberration CC is a parameter of the

microscope, which can be reduced by using a hardware chromatic aberration corrector [71].

In the detector plane, all intensities corresponding to different defocus values are summed

incoherently, resulting in a damping of the intensity distribution, which is referred to as

partial temporal coherence [72].

If every point of the source is assumed to emit the same energy spectrum and therefore

to result in the same focus variation, then averaging the recorded intensities over illumi-

nation direction and focus variation can be performed independently [73]. The intensity

distribution in the detector plane is then given by the expression

I (⃗r ) =
Ï ∣∣Ψima(⃗r , q⃗ , Z )

∣∣2 F (q⃗)H(Z )d q⃗ d Z , (2.21)

whose Fourier transform is

I (g⃗ ) =
Ï [

Ψima(g⃗ , q⃗ , Z )⊗Ψ∗
ima(g⃗ , q⃗ , Z )

]
F (q⃗)H(Z )d q⃗ d Z . (2.22)

By writing the image spectrum in Eq. 2.22 in the form of a modulated version of the object

spectrum, based on Eq. 2.15, the influences of q⃗ and Z on the aberration function χ result
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in an expression for the spectrum of the form

I (g⃗ ) =
Ï [(

Ψobj(g⃗ ) exp
{−iχ(g⃗ + q⃗ , Z +Z ′)

})
(2.23)

⊗(Ψobj(g⃗ ) exp
{−iχ(g⃗ + q⃗ , Z +Z ′)

})∗]F (q⃗)H(Z ′)d q⃗ d Z ′. (2.24)

If linear approximations are used for small values of convergence angles θC and defocus

spread ∆, then the Fourier transformed intensity can be written in the form

I (g⃗ ) =
∫
Ψobj(g⃗ + q⃗)Ψ∗

obj(q⃗)T CC (g⃗ + q⃗ , q⃗)d q⃗ , (2.25)

where the transmission cross coefficient [19]

TCC (g⃗1, g⃗2) = exp
{−iχ(g⃗1)+ iχ(g⃗2)

}
Esc(g⃗1, g⃗2)Etc(g⃗1, g⃗2) (2.26)

defines the phase difference and damping of two frequencies g⃗1 and g⃗2 in the object spec-

trum and their contributions to the interference pattern in the image plane. The term

Esc(g⃗1, g⃗2) describes the damping effect caused by the finite convergence of the illumination,

according to the expression

Esc(g⃗1, g⃗2) =
∫

exp
{−i g⃗ill ·

[∇χ(g⃗1)−∇χ(g⃗2)
]}

F (g⃗ill)d g⃗ill

=
∫

exp
{−i g⃗ill ·

[∇χ(g⃗1)−∇χ(g⃗2)
]} 1

π (k θC )2 exp

{
−
∣∣g⃗ill
∣∣2

(k θC )2

}
d g⃗ill

= exp

{
−
(

k θC

2

)2 ∣∣∇χ(g⃗1)−∇χ(g⃗2)
∣∣2
}

. (2.27)

The damping due to the focus variation is described by the term

Etc(g⃗1, g⃗2) =
∫

exp
{
−i z

π

k

[∣∣g⃗1
∣∣2 −
∣∣g⃗2
∣∣2
]}

H(Z ′)d Z ′

=
∫

exp
{
−i z

π

k

[∣∣g⃗1
∣∣2 −
∣∣g⃗2
∣∣2
]} 1p

π∆
exp

{
−Z ′2

∆2

}
d Z ′

= exp

{
−
[
π∆

2k

(∣∣g⃗1
∣∣2 −
∣∣g⃗2
∣∣2
)]2}

, (2.28)

which takes a value of 1 if the moduli of g⃗1 and g⃗2 are equal, independent of the directions

of both vectors. This property is referred to as achromatic interference. The spatial envelope

Esc exhibits stronger damping for a larger angle of semi-convergence θC and depends on

the gradient of the aberration function χ. Hence, smaller aberrations are very beneficial

for decreasing its effect. Damping by the temporal envelope Etc becomes stronger with

increasing defocus spread ∆ and grows as the fourth power of the spatial frequency g .
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Image spread

In a CS and CC corrected microscope, partial coherence effects become very small, resulting

in an improved information limit. However, the experimentally observed information limit

is still below the theoretically expected value [74]. The effects that further limit contrast

transfer in such instruments can be described using an additional damping envelope (acting

on the contrast transfer), of the form exp
(−2(πσg )2

)
for isotropic damping, where σ is

referred to as a characteristic image spread.

The origins of image spread are diverse. A major contribution is associated with thermal mag-

netic field noise, which was not previously considered in expressions for contrast transfer

[24]. Fluctuations in magnetic fields are caused by thermally driven currents in the conduc-

tive materials of focusing elements, such as lenses or multipoles, as well as in vacuum tubes.

Their effect is enhanced for CS and CC corrected microscopes due to the longer optical path

of the additional optical elements in the corrector. Fluctuations in magnetic field on the

order of 0.1 nT over a distance of a few cm are sufficient to explain the observed contrast

damping. Random image displacements caused by sample and/or column vibrations and

deflector noise also contribute to image spread [74].

A consequence of the accumulation of random image displacements is that the image spread

can increase with increasing exposure time. This point is especially important for off-axis

electron holography, for which exposure times on the order of 5-10 s are typically used, in

contrast to shorter exposure times used in conventional HRTEM (≈1 s). If the vibration

amplitudes are preferentially aligned along a particular direction, then the image spread has

to be described by an anisotropic envelope of the form

Ev(g⃗1 − g⃗2) = exp
{
−1

2
(2π)2

[
σ(x)2(g1,x − g2,x)2

+σ(y)2(g1,y − g2,y )2

+2σ(x, y)2(g1,x − g2,x)(g1,y − g2,y )
]}

. (2.29)

The 2D Gaussian envelope in Eq. 2.29 has an elliptical shape in the x-y-plane, with major

axis σ1, minor axis σ2 and angle α between the major axis and the x-axis:

σ(x) =
√
σ2

1 cos2(α)+σ2
2 sin2(α) (2.30)

σ(y) =
√
σ2

1 sin2(α)+σ2
2 cos2(α) (2.31)

σ(x, y) =
√

|cos(α) sin(α)|(σ2
1 −σ2

2

)
. (2.32)

In the present work, the image spread is always specified using a single value σ if it is

isotropic and by the three parameters σ1, σ2 and α if it is anisotropic. In the latter case, the
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damping is strongest in the direction of the major axis and weakest in the direction of the

minor axis. For longer exposure times, the effect of small, non-linear, non-isodirectional

sample movements can be approximated as a contribution to an anisotropic image spread.

In contrast, the envelope function that describes linear sample drift follows a sin(x)
x behavior.

Detector modulation transfer function

TEM images are commonly recorded using CCD cameras, which modify the recorded signal.

The top layer of such a camera is a scintillator, which emits photons when it is hit by high

energy electrons. As a result of multiple random scattering and the emission of secondary

photons, the effective photon source is no longer a single point, but a finite area. Depending

on the scintillator material and the electron energy, this area can have a size of approximately

20 µm. Fiber optics transfer the photons to the CCD chip, where they are detected. As

the physical pixel size of each CCD pixel is of the same order or even smaller than the

scattering area, significant point spread is unavoidable [75]. This point spread can be

described in terms of a spatial-frequency-dependent contrast damping function, which is

referred to as a detector modulation transfer function (MTF). The Fourier coefficients of

the recorded intensity distribution are then damped by an envelope function EMTF(g⃗1 −
g⃗2). The MTF is a detector-specific function that depends on electron energy and can be

measured experimentally [21, 76, 77]. In Fig. 2.3, experimentally measured3 MTFs for a

Gatan Ultrascan® 4000 camera4 are shown for different electron energies. The plot shows

that damping by the MTF is greater at higher electron energies. Additional damping is

caused by the finite (rectangular) size of the CCD pixels. This rectangular sampling can be

described in terms of multiplication by a sinc(x) = sin(x)
x function in Fourier space [78]. The

sinc function decreases to 0.64 at the Nyquist frequency gN and usually plays a minor role

when compared to the MTF itself. The term MTF is used to describe the product of the

detector MTF and the sinc function below, unless otherwise stated.

In summary, the transmission cross coefficient must be extended to include all damping

effects discussed above [79, 80], resulting in an expression of the form

TCC (g⃗1, g⃗2) = exp
{−iχ(g⃗1)+ iχ(g⃗2)

}
Esc(g⃗1, g⃗2)Etc(g⃗1, g⃗2)Ev(g⃗1 − g⃗2)EMTF(g⃗1 − g⃗2). (2.33)

This expression shows that damping due to partial coherence is substantially different from

incoherent damping by image spread and the detector MTF. Whereas partial coherence

describes the phase and amplitude modulation in contrast transfer of two interfering beams

with diffraction vectors g⃗1 and g⃗2, damping effects due to image spread and the detector

3Special thanks are due to Dr. J. Barthel for providing this data.
4Gatan, Inc., Pleasanton, United States.
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MTF depend on the difference vector �g1−�g2, which corresponds to a given spatial frequency

in the recorded image.
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Fig. 2.3: One-dimensional section of the detector MTF for accelerating voltages of 80 and
300 kV measured for a Gatan Ultrascan® 4000 camera. The spatial frequencies are displayed
as a fraction of the Nyquist frequency gN .

2.4 Summary

The interaction of an incident electron beam with an object can be described in terms of

electron diffraction, resulting in an electron wavefunction that contains information about

the object. Before this wavefunction is recorded as an intensity distribution by a detector,

it is further affected by the electron optical imaging system. In particular, aberrations

of the objective lens can affect the electron wavefunction significantly, complicating the

interpretation of HRTEM images. Contrast transfer describes the transfer of a purely object-

modulated wavefunction to the detector plane. In addition to coherent aberrations of the

imaging system, the effects of partial coherence of the electron beam on the contrast transfer

have to be considered. Thermal magnetic field noise and sample vibrations cause additional

damping of contrast transfer in the form of image spread. When recording images, e.g.,

using a CCD camera, additional damping is associated with the detector modulation transfer

function. Significantly, if the full electron wavefunction can be recovered, then a posteriori

correction of coherent aberrations becomes possible, thereby enabling the more direct

interpretation of data with respect to the object. Although, the elimination of incoherent

damping envelopes Ev and EMTF is in principle possible by means of deconvolution, close to

and beyond the information limit such a deconvolution would amplify noise, which would

not be beneficial for subsequent data analysis. The next chapter describes the technique of

off-axis electron holography, which can be used to reconstruct electron wavefunctions that

are suitable for a posteriori correction of aberrations.





Chapter 3

Off-axis electron holography

The recording of a TEM image yields an intensity distribution, i.e., the amplitude squared of

the electron wavefunction, resulting in a loss of phase information. In conventional TEM,

wave aberrations (particularly defocus) are adjusted to achieve optimized phase contrast.

This comes along with a delocalization, which affects the smallest details in the image. The

use of a hardware aberration corrector can overcome this problem, enabling more direct

image interpretation. However, the ability to obtain the full electron wavefunction from the

recorded signal would mean that all residual coherent aberrations of the imaging system

could be corrected a posteriori [64, 81], resulting in an aberration-free wavefunction with

direct access to object information.

In 1948, Denis Gabor proposed a new microscopy technique, in order to allow the full

wavefunction to be reconstructed from a previously recorded interference pattern [33, 34].

This interference pattern, which is termed a "hologram", is formed by overlapping two

coherent waves. The object wave is diffracted by the object, while a reference wave is typically

transmitted without modification. In a second step, the wavefunction is reconstructed from

the recorded hologram. Two primary techniques are used to record holograms: "in-line"

and "off-axis" holography. In the latter technique, which is described in this chapter, the

reference wave is tilted with respect to the object wave.

Although it was initially intended for electron microscopy, Gabor first demonstrated the

principle of holography for light optics. The invention of the laser in 1960 [82] provided

a light source with high coherence, which led to a breakthrough for holography [83]. The

first realization of off-axis holography in a transmission electron microscope was carried

out by Gottfried Möllenstedt and Herbert Wahl in 1968 [35]. The interference of object

and reference wave was achieved by an electrostatic biprism [84]. In contrast to lasers,

the coherence properties of electron sources are comparatively poor. However, the advent

of FEG has resulted in sufficient spatial coherence to record high quality off-axis electron

holograms at both medium and atomic spatial resolution [81].
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At medium resolution, off-axis electron holography has become an established technique,

due to the ability to measure large-range phase distributions that can be interpreted in terms

of electric and magnetic fields. The variety of applications includes the determination of the

mean inner potential (MIP) of a material [85], analysis of electrostatic potential distributions

in doped semiconductors [86, 87], experimental proof of the Aharonov-Bohm effect [88] and

mapping of magnetic domains in nanoparticles [42].

The present work focuses primarily on high-resolution off-axis electron holography. First,

the basic setup used to form an off-axis electron hologram and the influence of damping

effects are described. The procedure used to reconstruct an electron wavefunction from an

electron hologram is then demonstrated. The chapter finishes by introducing the concepts

of mean inner potential and mean free path for electron scattering.

3.1 Hologram formation and experimental setup

The most important component required to form an off-axis electron hologram is an electron

biprism, which is typically a narrow Pt or Au coated quartz wire that has a thickness of only a

few hundred nm. The biprism is most commonly located in the selected-area aperture plane.

However, its position in the column should be adjusted for optimizing hologram quality, as

described by Lichte [89]. For example, the diffraction lens below the biprism is normally

excited strongly, so that the first intermediate image plane is shifted downwards with respect

to the biprism plane. Otherwise, only the geometric shadow of the biprism would be present

in the image. The application of a positive voltage to the biprism then deflects the waves on

either side of the biprism towards each other, resulting in the formation of an interference

pattern in the first intermediate image plane (cf. Fig. 3.1).

To a good approximation, the deflection angle γ of the electrons scales linearly with biprism

voltage UBP in the form

γ=CBPUBP, (3.1)

where CBP is a constant that depends only on the geometry of the biprism and the accelerat-

ing voltage of the microscope. The image wavefunctionΨima and reference wavefunction

Ψref, which can be expressed in the forms

Ψima(⃗r ) = A(⃗r ) exp
{
iφ(⃗r )

}
and (3.2)

Ψref(⃗r ) = A0, (3.3)
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Fig. 3.1: Setup for off-axis electron holography: The electrostatic biprism is located between
back focal plane and first intermediate image plane. Applying a positive voltage to the
biprism overlaps the two waves Ψima and Ψref, in analogy to the presence of two virtual point
sources ±1

2�gC in the back focal plane. The interference pattern formed by overlapping the
two waves in the first intermediate image plane is termed an electron hologram. Reproduced
from [62].

are deflected towards each other by ±1
2�gC , where �gC is the carrier frequency of the hologram.

The resulting tilted wavefunctions

Ψ̂ima(�r ) = A(�r ) exp

{
+2πi

�gC

2
·�r + iφ(�r )

}
and (3.4)

Ψ̂ref(�r ) = A0 exp

{
−2πi

�gC

2
·�r

}
(3.5)

are superimposed onto each other coherently, forming a stationary interference pattern.

This interference pattern is analogous to two waves arising from two virtual sources ±1
2�gC
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in the back focal plane, as indicated in Fig. 3.1. The resulting intensity distribution in the

detector plane is given by the expression

I (⃗r ) =
∣∣Ψ̂ima(⃗r )+ Ψ̂ref(⃗r )

∣∣2 (3.6)

= A2
0 + A2(⃗r )+2A0 A(⃗r ) cos

(
2πg⃗C · r⃗ +φ(⃗r )

)
. (3.7)

The contrast of the cosine interference pattern is modulated by the amplitude A(⃗r ), while

the local shift of the interference fringes is determined by the phase shift φ(⃗r ). The Fourier

transform of the intensity distribution can be separated into three parts:

I (g⃗ ) =F [I (⃗r )] (3.8)

=F
[

A2
0 + A2(⃗r )

]
CB

+ A0 F
[

A(⃗r )exp
{+iφ(⃗r )

}]⊗δ(g⃗ − g⃗C
)

SB+
+ A0 F

[
A(⃗r )exp

{−iφ(⃗r )
}]⊗δ(g⃗ + g⃗C

)
SB−. (3.9)

The centerband (CB) represents the Fourier transform of a conventional TEM image, while

each of the two sidebands (SB±) contains information about the full complex wavefunction.

Both sidebands carry identical information, as they are complex conjugates of each other

and δ(x) denotes the Dirac delta function.

Several characteristic quantities define the properties of a hologram. The width of the

interference pattern in the intermediate image plane, located at distance b below the biprism,

is given by the expression

w = 2CBPbUBP −2rBP
a +b

a
, (3.10)

where rBP is the radius of the biprism wire and a is the distance between back focal plane

and biprism plane (cf. Fig. 3.1). The interference fringe spacing can then be calculated from

the expression

s = 1

kβ′ =
a +b

2akCBPUBP
, (3.11)

where k is the wavenumber and β′ is defined in Fig. 3.1. However, more relevant quantities

are the interference width and interference fringe spacing with respect to the object plane,

denoted as hologram width

whol =
w

M
= 2CBPb f

a +b
UBP −2rBP

f

a
(3.12)
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and hologram fringe spacing

shol =
s

M
= f

2akCBPUBP
. (3.13)

Here, M represents the magnification of the objective lens

M = L

f
= a +b

f
, (3.14)

with the focal length f and the optical length L = a +b. The only two parameters that can

be adjusted to influence the hologram properties are thus the biprism voltage UBP and

the distance b between the biprism and the first intermediate image plane. The hologram

interference fringe spacing shol can be controlled by adjusting the biprism voltage. The

hologram width has to be modified by adjusting excitation of the diffraction lens below the

objective lens, thereby changing the distance b. Hence, the hologram width and the interfer-

ence fringe spacing can be controlled independently. In high-resolution off-axis electron

holography, the interference fringe spacing is mainly responsible for the lateral resolution of

the reconstructed wavefunction, whereas the hologram width should be adjusted to span

the field of view of the detector.

3.1.1 Partial coherence

Just as for conventional TEM, partially coherent illumination has a significant influence on

the hologram intensity described in Eq. 3.7. For reasons of simplicity, the effect is illustrated

here for an interference pattern of two plane waves of amplitude A0, describing a hologram

that contains no object information. The intensity of the interference pattern is

I (⃗r ) = 2A2
0

(
1+cos

(
2πg⃗C · r⃗

))
. (3.15)

The effect of partial coherence on the "conventional" image 2A2
0 will not be considered here.

Instead, only the fringe pattern of the hologram, as given by the expression

I (⃗r ) = 2A2
0 cos

(
2πg⃗C · r⃗

)
, (3.16)

is of interest. Each point on the electron source produces one interference pattern for each

energy in the energy spectrum of the source. The recorded intensity distribution is the

incoherent sum of all such individual interference patterns. Assuming that each point on

the source emits the same energy spectrum, averaging over the source size F (q⃗) and the

energy distribution G (⃗k) can be carried out independently. Here, the energy distribution of

the source is represented as a function of the wavevector k⃗.
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If a point source has a finite energy distribution, then the deflection angle of the biprism

becomes energy-dependent in the form γ= γ(⃗k), i.e., slower electrons are deflected more

strongly than faster electrons. The carrier frequency g⃗C = g⃗C (⃗k) then also becomes energy

dependent and the fringe pattern can be expressed in the form

I (⃗r , k⃗) = 2A2
0 cos

(
2πg⃗C (⃗k) · r⃗

)
. (3.17)

The total intensity distribution of the fringe pattern is then given by the expression

Itot(⃗r ) =
∫

I (⃗r , k⃗)G(k)dk⃗

= 2A2
0µtc(⃗r ) cos

(
2πg⃗C · r⃗

)
, (3.18)

where the temporal degree of coherence

µtc(⃗r ) =F
[
G (⃗k)

]
(3.19)

is given by the Fourier transform of the energy distribution G (⃗k). Hence, partial temporal

coherence results in a damping of the interference fringe contrast, in a manner that increases

with distance from the optical axis. Fortunately, this source of damping is negligibly small for

FEGs (µtc ≈ 1), with significant damping only occurring for interference orders greater than

104 [90], which is typically far from experimental conditions. Even when using a camera

with 4096×4096 pixels and an interference spacing of only a few pixels, this limit is typically

not reached.

For a monochromatic source with an angular distribution given by the expression

F (q⃗) = 1

π (kθC )2
exp

{
−
∣∣q⃗
∣∣2

(kθC )2

}
, (3.20)

each angle q⃗ produces an interference pattern that is slightly shifted with respect to the

optical axis, according to the expression

I (⃗r , q⃗) = 2A2
0 cos

(
2πg⃗C ·

[
r⃗ + q⃗

k

b

M

])
. (3.21)

Incoherent averaging then yields the damped interference pattern, in the form

Itot(⃗r ) =
∫

I (⃗r , q⃗)F (q⃗)d q⃗

= 2A2
0

∣∣µsc
∣∣ cos

(
2πg⃗C · r⃗

)
, (3.22)
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where the complex degree of spatial coherence

µsc =
∣∣µsc
∣∣ exp{iϵsc} =F

[
F (q⃗)

]
, (3.23)

with
∣∣µsc
∣∣= exp

{
−
∣∣∣∣πg⃗C

b

M
θC

∣∣∣∣
2}

and 0 <
∣∣µsc
∣∣< 1 (3.24)

is defined as the Fourier transform of the angular distribution of the source. In the case

of a symmetric distribution F (q⃗), the lateral phase becomes irrelevant, i.e., ϵsc = 0. The

influence of contrast damping µsc due to partial spatial coherence is significant and one

of the limiting factors for off-axis electron holography. In order to reduce this source of

damping, several parameters can be adjusted. To a certain extent the distance b can be

decreased. However, the hologram width whol and thereby the field of view will then also

decrease. If the carrier frequency g⃗C is too small, a distinct separation between centerband

and sideband may no longer be possible (see section 3.2). Hence, the remaining option to

reduce the level of damping is to control the convergence semi-angle θC using the condenser

system. Unfortunately, a large illumination diameter has the disadvantage that only a small

number of electrons contribute to the hologram. In order to retain as many electrons as

possible while maintaining a high degree of spatial coherence, elliptical illumination can

be used (see section 3.1.2) [91]. The convergence semi-angle will then only be decreased

in one direction, with the number of electrons reduced by a smaller amount than when

using round illumination. However, in order to form a hologram with a sufficient number of

electrons, the decrease in electron density on the detector resulting from the use of elliptical

illumination has to be compensated by the use of a longer exposure time when compared to

conventional TEM.

The effect of partial spatial coherence was only considered for an empty hologram above.

However, the damped intensity distribution of a hologram that contains information about

an object is slightly different. When replacing one of the two empty waves above by an

image wavefunction, as defined in Eq. 3.2, the effect of aberrations has to be considered as

well. In a linear approximation of the aberration function, the partially coherent intensity

distribution of the fringe pattern takes the form

IFP(⃗r ) = 2A0 A(⃗r ) cos
[
2πg⃗c · r⃗ +φ(⃗r )

]⊗µ′
sc(⃗r ), (3.25)

where the damping function is given by the expression

µ′
sc(⃗r ) =F−1

[
exp

{
−
(

k

2
∇χ(g⃗ )−πg⃗C

b

M

)2
θ2

C

}]
. (3.26)
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A detailed derivation of Eqs. 3.25 and 3.26 is given by Linck [62]. Just as for the envelope

function for partial spatial coherence in conventional HRTEM given in Eq. 2.27, the gradient

of the aberration function results in an additional damping of the interference fringe pattern.

In order to achieve the best possible spatial resolution in a reconstructed wavefunction, all

of the instabilities that influence the microscope have to be minimized. Electron holography

in particular, with its relatively long exposure times suffers from mechanical vibrations and

electromagnetic stray fields. Another important aspect is temperature stability, as not only

the object itself, but also the interference pattern formed by the biprism, are sensitive to

external perturbations. Such instabilities can be considered in the form of an additional

damping term µv in the holographic fringe pattern, just as for image spread in section 2.3.3.

The fringe pattern can then be written in the form

IFP(⃗r ) = 2A0 A(⃗r ) cos
[
2πg⃗c · r⃗ +φ(⃗r )

]⊗µ′
sc(⃗r )µv. (3.27)

Based on Eq. 3.27, one can deduce that partial spatial coherence and instabilities that affect

the imaging system have a crucial influence on the contrast of the interference fringes in

an electron hologram. Damping as a result of partial spatial coherence is in general very

complex, as the interference fringes are shifted due to the presence of different illumination

directions, in a manner that also depends on the gradient of the aberration function. De-

pending on the spatial frequencies that are present in the image, these fringe shifts can be

either partly compensated or enhanced, leading to asymmetric damping of the intensity

distribution in the sidebands.

3.1.2 Elliptical illumination

Although the degree of spatial coherence is crucial for electron holography, a high degree of

coherence is only required between points that are subsequently superimposed by means of

the electron biprism [91]. Hence, elliptically shaped illumination can be used to increase

the coherent current density, by extending the illumination as far as possible in the direction

perpendicular to the biprism and narrowing it parallel to the biprism. A sketch of the

illumination patch and its orientation with respect to the biprism is shown in Fig. 3.2. In this

way, the convergence semi-angle θC can be reduced in the direction perpendicular to the

biprism, leading to an increased degree of spatial coherence µsc.

Assuming elliptical illumination that is elongated by a factor ε along the x-direction, as

shown in Fig. 3.2, the effective convergence semi-angle can be expressed in the form

θ⃗C = (θC x ,θC y ) =
(
θC

ε
,θC

)
. (3.28)
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biprism

x

y

Fig. 3.2: Schematic diagram illustrating the use of elliptical illumination in off-axis electron
holography. The long axis of the illumination is parallel to the x-axis, whereas the biprism is
oriented parallel to the y-axis. Reproduced from [91].

Referring to Eq. 3.26, the damping term associated with partial spatial coherence is propor-

tional to exp
(−θ2

C

)
. Therefore, as a result of the quadratic dependence on θC , the damping

effect of partial spatial coherence is strongly decreased along the elongated direction.

In addition to the increased spatial coherence resulting from the use of elliptical illumination,

the incident electron beam can no longer be represented by a plane wave. Instead, a phase

curvature of the form

ηcyl(y) = 2πk
y2

2L
(3.29)

is added to the wave [91], where k is the wavenumber, L is the illumination distance and y is

the real space coordinate parallel to the biprism (cf. Fig. 3.2). The illuminating wave, which

propagates in the z-direction, is therefore a cylindrical wave of the form

Ψ0(x, y, z) = exp{2πi kz} exp
{
iηcyl(y)

}
. (3.30)

In high-resolution electron holography, the hologram width is much smaller than the illu-

mination distance L. It is thus valid to describe the phase curvature by the following linear

approximation at position y0:

η′cyl ≈ ηcyl(y0)+ dηcyl(y)

d y

∣∣∣∣
y=y0

+ ... (3.31)

= 2π
k

2L
(y2

0 +2y0 y). (3.32)
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Within the framework of this approximation, the local beam tilt is directly proportional to

the image position y . The beam tilt therefore varies approximately linearly in the direction

perpendicular to the long axis of the elliptical illumination. This variation in beam tilt can

introduce corresponding off-axial aberrations, as discussed in section 2.3.2.

3.1.3 Influence of the detector

An off-axis electron hologram is projected highly magnified onto the detector plane, where it

is typically recorded using a CCD camera. Several important features of such detectors must

be considered. In order to clearly separate the sidebands from the centerband, the carrier

frequency gC of the hologram has to be chosen properly. Typically, it should be at least

three times larger than the maximum transferred spatial frequency gmax. However, for very

thin and weak objects, it may already be sufficient if gC ≥ 2gmax. In addition, it is required

that each hologram interference fringe is sampled by a minimum of four CCD pixels [92],

meaning that

gC ≤ gN

2
, (3.33)

where gN is the Nyquist frequency

gN = 1

2dpix
= Mtot

2dCCD
, (3.34)

dCCD is the physical size of the CCD pixels, dpix is the pixel size referred back to the ob-

ject plane and Mtot is the total magnification. Thus, for a weak object, the highest object

frequency gmax that can still be reconstructed is given by the relation

gmax ≤
Mtot

8dCCD
. (3.35)

For example, if the physical CCD pixel size dCCD is 15 µm, then a magnification Mtot of

1.2·106 is required to achieve a spatial resolution in the reconstructed wavefunction corre-

sponding to gmax = 10 nm−1.

It was shown in section 2.3.3 that the detector modulation transfer function causes signif-

icant damping of contrast transfer in conventional TEM. It also influences the recorded

intensity distribution in off-axis electron holography, as shown in Fig. 3.3. If the real space

sampling of the holographic interference fringes is low, as is typically the case in low and

medium resolution off-axis electron holography, then the MTF can be considered as a

constant damping factor. The situation is different for high-resolution off-axis electron

holography with a much higher sampling density and thus a much larger spread of the

sideband information in Fourier space. The damping caused by the MTF at the positions
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Fig. 3.3: (a) Off-axis electron hologram of a thin WSe2 flake. The magnified inset shows
the hologram interference fringes. The scale bars are 3 and 0.5 nm for the main image and
the inset, respectively. (b) Fourier transform of (a). The scale bars are 25 and 10 nm−1 for
the main image and the inset, respectively. (c) MTF of a Gatan Ultrascan® 4000 camera
measured at 80 kV. The carrier frequency gC of the electron hologram is marked by a vertical
dashed line. In the sideband region, which is marked by two vertical lines (the same region
is marked using a cyan colored circle in (b)), the MTF causes asymmetric damping of the
contrast. (d) Integrated line scans across the region marked by a green rectangle in (b) before
and after correction for the MTF, visualizing the asymmetric damping effect.
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of the sidebands is asymmetric with respect to the center of each sideband g⃗C (cf. Fig. 3.3).

Hence, it is necessary to correct for the effects of the MTF, which can be achieved by dividing

the Fourier transformed hologram intensity by the MTF. However, the drawback of this

approach is an increase in high frequency noise, as the MTF typically decreases to small

values at high spatial frequencies.

It is also possible that small shifts of the interference fringes are introduced by the fiber

optics of the CCD camera. These and other artifacts introduced by the imaging system can

be described by introducing an additional phase term of the form γ(⃗r , g⃗C ). The recorded

hologram intensity is then given by the expression

I (⃗r ) = A2(⃗r )+ A2
0 +2µA(⃗r )A0 cos

(
2πg⃗C · r⃗ +φ(⃗r )+γ(⃗r , g⃗C )

)
, (3.36)

where the total damping term is

µ=µMTFµscµv. (3.37)

It should be noted that in Eq. 3.36 the damping effects due to partial coherence, instabil-

ities and the detector MTF are only considered for the fringe pattern. In principle, the

conventional TEM image intensity that is related to the centerband is also affected by these

damping effects. However, they are neglected here for reasons of simplicity, as in off-axis

electron holography one is usually interested in the information encoded in the sidebands.

3.2 Reconstruction of electron wavefunctions

In order to reconstruct an electron wavefunction from an off-axis electron hologram, it is

convenient to take the Fourier transform of the intensity distribution given in Eq. 3.36, in

the form

I (g⃗ ) =F
[

A2(⃗r )+ A2
0

]
CB

+F
[
µA0 A(⃗r )exp

{+iφ(⃗r )+ iγ(⃗r , g⃗C )
}]⊗δ(g⃗ − g⃗C ) SB+

+F
[
µA0 A(⃗r )exp

{−iφ(⃗r )− iγ(⃗r , g⃗C )
}]⊗δ(g⃗ + g⃗C ) SB−. (3.38)

The sideband SB+ located at spatial frequency g⃗C is then moved digitally to g⃗ = 0 and a

(usually) circular mask is applied, in order to separate it from the rest of the spectrum. In the

present work a mask of the form

a(g⃗ ) = 1

2

(
1− tanh

(∣∣g⃗
∣∣− g0
1
2 gs

))
(3.39)
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was used in all reconstructions, where g0 denotes the aperture radius and gs the smoothness

of the aperture edge. An inverse Fourier transform of the selected and centered sideband

then yields the restored image wavefunction

Ψ′
ima(⃗r ) =F−1 [a(g⃗ )F

[
µA0 A(⃗r )exp

{+iφ(⃗r )+ iγ(⃗r , g⃗C )
}]⊗δ(g⃗ − g⃗C )

]
(3.40)

=µA0 A(⃗r ) exp
{+iφ(⃗r )+ iγ(⃗r , g⃗C )

}
, (3.41)

which contains all of the damping contributions µ, as well as the additional (artifact-

containing) perturbation phase modulation term γ(⃗r , g⃗C ). Moreover, the reconstructed

wavefunction is not yet normalized, which means that it depends on the recorded intensity

A ∼
p

I . These effects can be eliminated by acquiring a hologram under exactly the same

conditions from a pure vacuum region. The intensity distribution of this vacuum reference

hologram, expressed in the form

Ivac(⃗r ) = 2A2
0 +2µA2

0 cos
(
2πg⃗C · r⃗ +γ(⃗r , g⃗C )

)
, (3.42)

can be used to reconstruct a reference wavefunction of the form

Ψ′
vac(⃗r ) =µA2

0 exp
{+iγ(⃗r , g⃗C )

}
. (3.43)

The two reconstructed wavefunctions can then be divided by each other, in order to obtain

the normalized artifact-free image wavefunction, according to the expressions

Ψima(⃗r ) =
Ψ′

ima(⃗r )

Ψ′
vac(⃗r )

(3.44)

= µA0 A(⃗r )exp
{
iφ(⃗r )+ iγ(⃗r , g⃗C )

}

µA2
0 exp

{
iγ(⃗r , g⃗C )

} (3.45)

= A(⃗r )

A0
exp
{
iφ(⃗r )

}
(3.46)

= An (⃗r )exp
{
iφ(⃗r )

}
, (3.47)

where An (⃗r ) is the normalized amplitude and φ(⃗r ) is the phase shift. However, it should be

mentioned that it is almost impossible to record a vacuum reference hologram with exactly

the same settings as the object hologram. Hence, additional artifacts can still affect the final

image wavefunction. For example, small changes in electromagnetic fringing fields between

the positions where object and vacuum reference holograms are recorded can introduce

additional phase modulations. A procedure for removing such effects is described in section

3.2.1. A representative example of the full reconstruction procedure is shown in Fig. 3.4.
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Fig. 3.4: Reconstruction of electron wavefunctions: Spectra of an object hologram and
an empty reference hologram are shown in the top row. After centering the sideband, a
circular mask is applied to separate one sideband from the rest of the spectrum. An inverse
Fourier transform then yields the real space wavefunction. Normalization and elimination
of artifacts from the fiber optics are achieved by dividing the image wavefunction Ψ′

ima(�r ) by
the reference wavefunction Ψ′

vac(�r ), to yield the normalized image wavefunction Ψima(�r ).
The scale bars are 5 nm−1 in the spectra and 1 nm in the real space images.
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3.2.1 Removal of residual phase modulations in electron wavefunctions

The reconstruction of an electron wavefunction without using an empty vacuum reference

hologram recorded under identical conditions yields a wavefunction that is not normalized.

In addition, the phase of the reconstructed wavefunction can contain strong modulations,

for example caused by the projector lenses of the microscope or the fiber optics of the

camera. However, even the normalized wavefunction, which is obtained by dividing the

image wavefunctionΨ′
ima(⃗r ) by the reference wavefunctionΨ′

vac(⃗r ), can still show additional

phase modulations. Electromagnetic fringing fields may vary slightly at the positions where

object and vacuum reference holograms are acquired, for example, as a result of electron-

beam-induced charging at the specimen edge. Another source of error is the precision of

the sideband centering in the reconstruction procedure. A non-perfectly centered sideband

introduces a linear phase ramp to the reconstructed (real space) wavefunction.

It is therefore advisable to remove the residual phase modulations in the electron wavefunc-

tion. For this purpose, a polynomial function of the form

φP (x, y) =
Nx∑

k=0

Ny∑

l=0
ak,l xk y l (3.48)

can be fitted to the reconstructed phase in the vacuum region of Ψima and extrapolated

across the full field of view [93, 94]. Here, x and y denote image coordinates and Nx and Ny

denote the order of the polynomial along x and y respectively. The polynomial coefficients

are labeled ak,l . In order to perform a reliable fit, the vacuum region in the wavefunction

should not be too small.

Figure 3.5 shows the phase of the wavefunction that was reconstructed in Fig. 3.4 with the

aid of an empty vacuum reference hologram. Only a constant phase offset (Nx = Ny = 0)

was subtracted from the left image, whereas a first order polynomial (Nx = Ny = 1) was

subtracted from the right image. The polynomial functions were both fitted in the vacuum

region marked by a green polygon in Fig. 3.5a. The phase can be seen to decrease from

the specimen edge towards the left side of the image when only a constant phase offset is

removed (cf. Fig. 3.5b). The measured phase shift then almost drops to a value of 0 rad at

the very left of the image. After subtracting a linear phase ramp, this behavior is no longer

observed. At Position 1, the correction to the phase resulting from the use of a linear phase

ramp is as large as 386 mrad, which is equivalent to the mean phase shift of approximately

three layers of WSe2 (see Table 3.1). This difference emphasizes the importance of the

identification and subtraction of such a phase ramp.

Polynomial functions of different order were fitted to the vacuum region marked in Fig. 3.5a

and are displayed on the same color scale in Fig. 3.6 after extrapolation across the full field

of view. The decrease in phase from the specimen edge towards the left side of the image is
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Fig. 3.5: (a) Phase of the wavefunction reconstructed in Fig. 3.4 after subtraction of a constant
phase offset NX = Ny = 0 (left) and a linear phase ramp Nx = Ny = 1 (right). The polynomial
functions were fitted in the area marked by the green polygon. The resulting estimated
phase uncertainty is evaluated at the positions 1-3 in Fig. 3.7. The scale bar is 2 nm. (b)
Line profiles across both phase images extracted from the area marked by the cyan colored
rectangle in (a) in the direction of the arrow.

visible in the linear and quadratic phase polynomials. However, extrapolation to regions far

from the specimen edge can result in incorrect phase shifts, especially for higher polynomial

orders. This effect can already be seen for Nx = Ny = 3, which follows a different behavior

from the phase polynomials of 1st and 2nd order.

The fact that extrapolation of a phase polynomial from the vacuum region to different image

positions can result in significant uncertainties is illustrated in Fig. 3.7. Based on the indi-

vidual uncertainties σ(ak,l ) in the polynomial coefficients ak,l in Eq. 3.48, the extrapolated
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Nx = Ny = 1 Nx = Ny = 2 Nx = Ny = 3

−2.6 −2.4 −2.2 −2.0 −1.8 −1.6 −1.4 −1.2
φP [rad]

Fig. 3.6: Extrapolated phase models of different order fitted in the vacuum region of the
wavefunction shown in Fig. 3.5. The linear phase ramp Nx = Ny = 1 shown on the left
is similar to the quadratic phase model Nx = Ny = 2 in the middle. However, the cubic
polynomial Nx = Ny = 3 on the right has a different behavior far from the vacuum region.
The scale bar is 3 nm.

phase uncertainty can be calculated by applying Gaussian error propagation in the form

σext
φ (x, y) =

√√√√ Nx∑
k=0

Ny∑
l=0

[
σ(ak,l ) (x −xc )k

(
y − yc

)l]2
, (3.49)

where (xc , yc ) is the center of mass of the vacuum region. Values of σext
φ for three different

image positions (marked in Fig. 3.7) are plotted as a function of polynomial order Nx = Ny .

The dotted black line represents the standard deviation σvac
φ of the phase in the vacuum

region. For 0th and 1st order polynomials, the extrapolated phase uncertainty is below

the vacuum noise level. However, for higher orders σext
φ (x, y) becomes as large or even

larger than the vacuum level σvac
φ , which is associated with the fact that the 3rd order

polynomial deviates so strongly from the linear model in Fig. 3.6. It is thus advantageous if

the wavefunction contains a relatively large vacuum area. It is often sufficient to subtract a

linear polynomial from the phase of the wavefunction. It is also apparent that with increasing

distance from (xc , yc ), the extrapolation error grows, for example when comparing σext
φ at

positions 1 and 3. If necessary, a similar procedure involving division rather than subtraction

can in principle also be applied to the amplitude of the wavefunction, for example to

compensate for uneven illumination across the field of view.
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Fig. 3.7: Estimated phase uncertainty σext
φ due to extrapolation from the vacuum region

evaluated at three different positions marked in Fig. 3.5a plotted as a function of polynomial
order Nx = Ny . The standard deviation σvac

φ of the phase of the wavefunction in the vacuum
area is marked as a dashed black line.

3.3 Mean inner potential

The phase of a wavefunction reconstructed from off-axis electron holography carries infor-

mation about the transmitted object. In the absence of dynamical diffraction effects (i.e.,

assuming the sample is thin enough), the phase can be related to the electrostatic potential

V and to the component of the magnetic vector potential parallel to the electron beam

direction Az according to the expression

φ(�r ) =CE

∫
V (x, y, z)d z − e

�

∫
Az(x, y, z)d z, (3.50)

where CE is the interaction constant (cf. Eq. 2.3) and z is the incident electron beam direction.

For a non-magnetic material, this expression simplifies to

φ(�r ) =CE

∫
V (x, y, z)d z. (3.51)

In the absence of external electric fields and if the specimen is homogeneous along z, the

phase depends linearly on the local specimen thickness t (�r ), according to the expression

φ(�r ) =CE Vproj(�r )t (�r ), (3.52)
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where Vproj(⃗r ) is the projected electrostatic potential along z. If the approximations intro-

duced above hold, the projected potential only depends on the transmitted object. Averaging

Vproj(⃗r ) over the areaΩ of a projected unit cell, then yields the mean inner potential, which

is defined as

V0 =
1

Ω

∫

Ω

Vproj(⃗r )dΩ. (3.53)

It is a basic material property, which is proportional to the second moment of the atomic

charge density and can be interpreted as a measure of the "size" of an atom in a crystal [95].

It is therefore highly sensitive to the distribution of outer valence electrons [96]. Off-axis

electron holography is one of the most accurate techniques for measuring the MIP of a

material. However, a very precise knowledge of the specimen thickness or its gradient is

required for such a measurement.

If a sample is approximated by an array of neutral atoms, then values of V0 can be calculated

from elastic scattering factors at zero scattering angle fel(0) for each atom in volume ΩV

according to the expression

V0 =
h2

2πmeΩV

∑
ΩV

fel(0), (3.54)

where m and e are the relativistically corrected electron mass and electron charge, respec-

tively. This simple picture however neglects the effects of dynamical diffraction, bonding

and surface effects and, in general, is thus known to overestimate the mean inner potential

by approximately 10 % compared to experimentally measured values [97]. Values of V0

calculated from neutral atom scattering factors are displayed in Table 3.1 for transition

metal dichalcogenides with the formula MX2 (M: Mo, W; X:S, Se), together with the resulting

phase shift φL of a single layer (according to Eq. 3.52) for an electron energy of 80 keV. The

scattering factors fel(0) that were used to calculate the values in Table 3.1 were taken from

Rez et al. [98].

Table 3.1: Calculated values of mean inner potential V0 (cf. Eq. 3.54) and the corresponding
mean phase shiftφL for a single layer of the transition metal dichalcogenides MX2 (M: Mo, W;
X: S, Se) for an electron energy of 80 keV. The values are calculated kinematically according
to the expression given in Eq. 3.54, using the scattering factors from Rez et al. [98].

MoS2 MoSe2 WS2 WSe2

V0 [V] 18.56 19.66 20.73 21.52
φL [mrad] 115 128 129 141
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3.4 Mean free path

Just as for the phase of the electron wavefunction, its amplitude is also thickness-dependent.

Therefore, it is possible to determine the specimen thickness from the amplitude of the

electron wavefunction. In the absence of dynamical diffraction effects, the normalized

amplitude is related to the specimen thickness by a Lambert-Beer law of the form

An(x, y) = exp

{
− t (x, y)

2λtot(x, y)

}
, (3.55)

where λtot is the total mean free path for the scattering of electrons [41], accounting for all

electrons that do not contribute to the reconstructed amplitude image. In contrast to the

phase of the electron wavefunction, the amplitude itself is not directly proportional to the

specimen thickness, whereas the logarithm of the amplitude is. The total mean free path

can be written in the form

1

λtot
= 1

λin
+ 1

λel
, (3.56)

where λin is the total inelastic mean free path and λel describes elastic scattering outside

the reconstruction aperture and other forms of absorption. By substituting the specimen

thickness in the amplitude and phase relations from Eqs. 3.52 and 3.55, one obtains a

material dependent contrast that is independent of the thickness of the material.

The inelastic mean free path can be predicted on the basis of scattering theory, as outlined

by Egerton [99]. On the basis of a dipole formula, it can then be parameterized in the form

λin ≈
106F eU

Em

ln
(
2β eU

Em

) , (3.57)

where λin is in nm, the incident electron energy eU is in keV, Em is in eV, the collection

semi-angle β is in mrad and F is a relativistic factor defined as

F =
1+ eU

2m0c2

(
1+ eU

m0c2

)2 , (3.58)

with the electron rest mass m0 and speed of light c [100]. Em in Eq. 3.57 is a material-

dependent energy, which can be estimated from the formula

Em = 7.6 Z 0.36
eff , (3.59)
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with the effective atomic number

Zeff =

∑
i

fi Z 1.3
i

∑
i

fi Z 0.3
i

. (3.60)

In Eq. 3.60, fi denotes the atomic fraction of each element of atomic number Zi . The

parameterization of Em in Eq. 3.59 does not differentiate between different crystal structures

or densities. It would thus, for example, predict the same mean free path for graphite,

diamond and amorphous carbon.

Predicted values for the mean free paths of the transition metal dichalcogenides MX2 (M:

Mo, W; X:S, Se) are listed in Table 3.2. For the calculations, an electron energy eU of 80 keV

and a collection semi-angle β of 20 mrad were assumed. Not surprisingly, the calculated

values in Table 3.2 show that a higher effective atomic number leads to a shorter inelastic

mean free path. For the heaviest material listed in the table, i.e., WSe2, a value of 47.6 nm is

predicted for the inelastic mean free path. For most other materials, typical values for λin

are between 50 and 150 nm [41, 101].

Table 3.2: Calculated values of effective atomic number Zeff and inelastic mean free path
λin (based on Eq. 3.57) for transition metal dichalcogenides MX2 (M: Mo, W; X: S, Se) for an
electron energy of 80 keV and a collection semi-angle of 20 mrad.

MoS2 MoSe2 WS2 WSe2

Zeff 26.4 36.8 41.6 49.5
λin [nm] 56.9 51.86 50.0 47.6

3.5 Summary

Off-axis electron holography is a very powerful technique for material research. It provides

access to the full electron wavefunction rather than just the amplitude squared, as in con-

ventional TEM. It therefore allows for a posteriori correction of coherent aberrations, as well

as being sensitive to local variations in short and long range charge redistributions. Even

higher order aberrations that are not accessible using hardware aberration correctors can in

principle be removed.

The formation of an off-axis electron hologram imposes strong demands on microscope

stability and requires a high degree of spatial coherence, which is often achieved using

elliptical illumination. For the quantitative analysis of off-axis electron holograms, the

damping effects resulting from the effects of partial coherence and the detector MTF have

to be considered. Both the use of a vacuum reference hologram and a precise normalization

procedure may then be required to remove unwanted phase modulations and other artifacts
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from a measured electron wavefunction. For medium or low resolution holograms, some

of these effects can be neglected, even though quantitative information, such as the mean

inner potential or mean free path, can still be obtained.

If all these effects are considered, off-axis electron holography offers almost unique access

to information encoded in the electron wavefunction, both at high and at low spatial resolu-

tion, especially through comparisons with simulations on the same absolute scale. Such

comparisons, for example, allow conclusions to be drawn about local variations in electro-

static potential. They can also be used to provide access to local variations in experimental

parameters, such as specimen tilt and aberrations. These points are discussed in detail in

chapters 7 and 8 below.



Chapter 4

Two-dimensional materials

In the previous chapters, the basic concepts of HRTEM and off-axis electron holography

were introduced. This chapter focuses on the material class that is investigated in this work,

which is referred to as two-dimensional (2D) materials. Dimensionality is one of the most

fundamental parameters that determines the properties of a material [2]. In 2D materials,

one dimension of the material is reduced dramatically when compared to the remaining

dimensions. At the extreme, they can have thicknesses of only one atomic layer [1].

Interest in 2D materials increased in 2004, when Geim and Novoselov reported the isolation

of graphene from a graphite crystal [1]. Graphene is composed of one atomic layer of

carbon atoms arranged in a honeycomb lattice. It offers unique mechanical and electronic

properties. With a Young’s modulus of above 1 TPa, it is the strongest material ever measured

[102]. The combination of its superior strength and low weight has already led to a variety of

commercially available graphene-enhanced products, many of which are advertised by the

sports industry. Examples of products for road cycling include bicycle frames [103], wheels

[104], helmets [105] and cycling shoes [106], which the cycling industry advertises primarily

on the basis of their low weight and increased strength.

Scientists are often more interested in the electronic than in the mechanical properties of

graphene for future nanoelectronic applications. Graphene is often referred to as a semi-

metal, which hampers its incorporation into devices such as transistors. For this reason,

other 2D materials are attracting attention, e.g., transition metal dichalcogenides (TMDs), in

particular group-VI TMDs such as MoS2 and WSe2 [3]. These semiconducting materials have

band gaps that become direct when they are thinned down to a single layer [107], thereby

enabling many opto-electronic applications. Their promising electronic properties and high

flexibility make 2D TMDs optimal materials for wearable electronics [108, 109].
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4.1 Basic properties of transition metal dichalcogenides

Transition metal dichalcogenides with the formula MX2, where M is a transition metal

(e.g., Mo or W) and X is a chalcogen (e.g., S or Se), have a layered structure similar to that

of graphite. A single layer is formed by a "sandwich"-like structure, in which one layer

of the transition metal is located between two layers of chalcogen atoms, as shown in

Fig. 4.1. The left panel shows the crystal structure viewed along [001] with three different

projected unit cells being highlighted. The blue rhombus marks the primitive unit cell, the

red rectangle marks the orthorhombic unit cell used for multislice simulations below, while

the green hexagon shows a Wigner-Seitz cell that can be constructed by Voronoi tessellation,

as described in chapter 5.

a

c

Fig. 4.1: Crystal structure of WSe2 in the 2H stacking sequence viewed along [001] (left) and
[100] (right). W and Se atoms are represented by blue and yellow spheres, respectively. A
blue rhombus marks the primitive unit cell, a red rectangle marks the orthorhombic unit
cell and a green hexagon shows the Wigner-Seitz cell. The lattice parameters a and c are
marked using black lines.

Whereas the intralayer bonding in TMDs is typically covalent, the interlayer bonding has a

weak van-der-Waals character. There is a variety of possible stacking polytypes, including

the 1T, 2H and 3R phases. As 2H is the most stable phase for the common group-VI TMDs (M:

Mo, W; X: S, Se), only this phase is discussed here. In the 2H configuration, the structure has

a hexagonal symmetry with trigonal prismatic coordination [2]. Table 4.1 lists the bulk lattice

constants of the most common TMDs in the 2H phase. TMDs are optically transparent,

with a single layer of MoS2 absorbing on average approximately 5 % of light in the visible

frequency range [107, 110].

The electronic properties of TMDs depend on the constituent number of layers, which affects

its band structure. This is shown in form of the electronic band structure for WSe2 calculated
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Table 4.1: Experimentally measured lattice constants and optical energy gaps of group-VI
TMDs taken from [111–113] and [114–117], respectively. The lattice constants are marked in
Fig. 4.1. The optical energy gaps are given only for monolayer TMDs.

MoS2 MoSe2 WS2 WSe2

a [Å] 3.160 3.288 3.153 3.282
c [Å] 12.29 12.90 12.32 12.96

Eg [eV] 1.85 1.54 2.01 1.65

by density functional theory (DFT) in Fig. 4.21. In its bulk form, WSe2 has an indirect band

gap, with the maximum of the valence band located at the Γ-point and the minimum of

the conduction band located between the Γ-point and the K-point, at a position that is

referred to asΛ-point. Thinning of a WSe2 crystal shifts the conduction band at theΛ-point

to higher energies, whereas the energy levels at the K-point remain almost unchanged [118].

In addition, the valence band maximum shifts from the Γ-point in bulk WSe2 to the K-point

in monolayer WSe2. This energy shift can be attributed to quantization effects, which are

associated with a different out-of-plane effective mass at different points in the conduction

band [107, 119]. Only for a single layer is the conduction band minimum located at the

K-point, when the band gap forms a direct transition at the K-point of the Brillouin zone.

Values of direct optical band gaps for monolayer TMDs are listed in Table 4.1.

Spin-orbit interactions at the K-points, which originate from the d-orbitals of the heavy

transition metal atoms, make TMDs very attractive for spintronic applications. Valence

band spin splittings of more than 400 meV have been predicted and measured for monolayer

WSe2 [4, 121]. These values are much larger than spin splittings in conventional III-V or

II-VI semiconductors of typically below 30 meV [122, 123]. In addition, the crystal symmetry

reduces from D4
6h in bulk TMDs to D1

3h when they are thinned down to single layers and their

inversion symmetry is broken. The two K-points are then no longer equivalent. The spin

splitting has different signs at opposite K-points (valleys), thereby providing a new degree of

freedom, which is the foundation for the emerging field of valleytronics [124–126].

Another interesting aspect is the functionalization of TMDs, in order to tune their chemical

and physical properties. Both adatom absorption and the introduction of vacancies into

monolayer TMDs have been reported to induce magnetic properties [127–129]. Recently,

Bangert et al. demonstrated that low energy ion implantation into single layer MoS2 is

possible, allowing for precise control of functionalization [130]. TMDs may therefore play a

very important role in future nanoelectronic and spintronic applications.

The field effect transistor (FET) represents the most important component in most digital

electronic circuits [2]. Its performance is characterized by three key properties: high charge

carrier mobility ensures fast operation, effective switching is determined by a high on/off ra-

1Special thanks are due to S. Borghardt for providing this data.
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Fig. 4.2: Band structure of bulk, bilayer and monolayer WSe2 obtained from ground state
DFT calculations. The highest valence band is shown in blue, while the lowest conduction
band is shown in red. Solid arrows show the positions of the lowest energy transitions, which
is from the Γ-point of the valence band to theΛ-point in the conduction band in bulk WSe2.
At a thickness of only a single layer, this transition occurs at the K-point, corresponding to a
direct band gap. The inset shows the 2D Brillouin zone. Reproduced from [120].

tio, while a low off-state conductance is required for low power consumption [131]. Whereas

the first attempts to manufacture FETs based on MoS2 resulted in poor carrier mobility,

state of the art MoS2 transistors now have carrier mobilities of more than 200 cm2V−1s−1,

on/off ratios of up to 108 and sub-threshold swings of 74 mV [132]. In such devices, the

support material has a major impact on performance. For example, on conventional SiO2/Si

substrates the carrier mobility in MoS2 FETs is reported to be far below 200 cm2V−1s−1 [133].

The situation is different when the dielectric environment is changed. In particular, the

implementation of high-k dielectrics such as HfO2 can result in an increase in mobility to

200−500 cm2V−1s−1 [132]. However, the mobility of MoS2 FETs can also be underestimated

due to the formation of Schottky barriers at interfaces between MoS2 and metal contacts

[2, 134, 135]. The height and width of this barrier can depend sensitively on the contact ma-

terial. The ability to characterize the electrostatic potential inside the material, in particular

at metal-semiconductor interfaces in the presence of applied electrical bias, would provide

a significant advance for understanding transport properties in 2D materials.

In addition to FETs, photodetectors fabricated from monolayer MoS2 show exceptional

sensitivity at a wavelength of 561 nm and have great potential for applications in light

sensing, optoelectronic circuits, video recording and biomedical imaging [2, 136]. TMDs
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also have outstanding mechanical properties. An effective Young’s modulus of 270 GPa has

been reported for single layer MoS2, which is similar to that of steel [137]. Although their

mechanical strength is not as high as that of single layer graphene, it is adequate for flexible

(opto-)electronic applications [2].

As a result of its high spatial resolution, TEM is an ideal tool for the characterization of 2D

materials and their atomic structure. There is a pressing need for the precise identification

of structural and electronic imperfections, for example to understand changes in material

properties that have been introduced by doping or functionalization [130, 138]. In particular,

interfaces between different 2D materials or between 2D materials and metal electrodes

may influence the performance of nanoelectronic devices significantly.

The fact that off-axis electron holography is sensitive to functional material properties, e.g.,

arising from charge redistributions or changes in magnetization, makes it an ideal technique

for comprehensive characterizations of materials. The technique has proven to be capable of

mapping depletion regions in semiconductor devices examined under an applied electrical

bias [47, 139], suggesting that it may be used for investigating promising material configura-

tions that are of interest for future nanoelectronic devices, such as lateral heterojunctions

of 2D materials. Important quantities, such as depletion layer widths at p-n-junctions and

Schottky barrier heights at metal-semiconductor interfaces in working devices are poten-

tially accessible with high spatial resolution by performing in situ experiments using off-axis

electron holography. This is particularly difficult for 2D materials, as the measured phase

shift in off-axis electron holography is proportional to the sample thickness. In contrast to

samples from conventional semiconductor devices, which can have thicknesses of tens or

hundreds of nm, 2D materials contain only a few layers of atoms. Therefore, low signal-to-

noise ratios may become a severe challenge when examining devices based on 2D materials

under working conditions using off-axis electron holography.

4.2 TEM sample preparation of 2D materials

TEM in general (and HRTEM in particular) requires extremely thin specimens. This require-

ment is fulfilled automatically by 2D materials that have a thickness of only a few atomic

layers. However, they have to be transferred onto a suitable substrate, such as a TEM grid,

while maintaining their integrity and ensuring their cleanliness. Ideally, the material should

be partly suspended and offer a specimen edge in the suspended region, in order to perform

off-axis electron holography experiments. Here, a transfer setup is presented that can be

used to transfer 2D materials onto arbitrary substrates. For this purpose, an elastomer-based

technique, which does not require the use of any chemical solvents, is described.
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4.2.1 Transfer setup

When transferring a 2D material onto a target substrate, it is often required to place it with

high lateral accuracy, e.g., to form heterostructures of different 2D materials or to align the

flake with respect to the substrate. A micromechanical setup that is able to precisely position

a 2D flake on a target substrate is therefore required. Figure 4.3 shows a transfer setup that

has been designed and fabricated specifically for the transfer of 2D materials, based on an

idea by Castellanos-Gomez et al. [140]. This setup was built2 and used for the preparation of

all specimens investigated in this work.

camera

objective

microscope stage vacuum tube

transfer
stage

z-stage

x-stage

y-stage

rotation / tilt stage

target substrate

glass slide

Fig. 4.3: Photographs of the setup used to transfer 2D materials onto arbitrary substrates. An
overview of the entire transfer setup is shown on the left, while two close-ups of the transfer
stage and sample holder are shown on the right.

The objectives of an optical microscope are mounted on a heavy stand to reduce vibrations

of the optical system. Here, two objective lenses of different magnification are used to allow

the user to adjust the field of view. A magnified image is projected onto a CCD camera

and displayed on a monitor screen. The transfer stage, which contains the components

that are used for the transfer of 2D materials, is mounted onto the manually controlled

2Special thanks are due to Rolf Speen and the mechanical workshop of the PGI for their help in designing,
constructing and assembling the components for the transfer setup.
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x-y-microscope stage, so that its lateral position can be aligned with respect to the field of

view of the microscope.

The transfer stage itself consists of a z-stage, on which the initial support substrate with the

2D material is held by a simple clamping system, as well as an x-y-stage, on which the target

substrate is fixed. A glass slide with an elastomer film on the lower surface typically serves

as the support substrate for the 2D nanosheets (cf. top right image in Fig. 4.3). The target

substrate is placed on a metallic sample holder on top of the x-y-stage. The substrate can

be held by a vacuum in order to reduce additional contamination, instead of fixing it using

double-sided adhesive tape. A heating cartridge is implemented in the sample holder, so

that the target substrate can be heated above 100◦C to remove residual contamination or

water from its surface and to increase adhesion between it and the 2D flake.

The x-, y-, and z-stages of the transfer stage are piezo-driven, which allows for very fine

movements in all three directions to precisely align the target substrate with respect to the

2D flake on the support substrate. A three-axis rotational tilt stage is incorporated below the

x-y-stage, in order to ensure both rotational and planar alignment between the glass slide

and the target substrate.

4.2.2 Elastomer-based dry transfer of 2D materials

In 2014, Castellanos-Gomez et al. presented a technique for the transfer of 2D materials

without the use of wet chemicals [140]. This technique is applied for the preparation of

all specimens in the present work and is therefore outlined briefly below. For a more

detailed description, the reader is referred to the original work. Initially, a small piece

of elastomer film, such as polydimethylsiloxane (PDMS), is placed on a glass slide. 2D

crystals are transferred onto it, either by cleaving a small bulk crystal directly between

two glass/elastomer stacks or by cleaving a crystal with adhesive tape and subsequently

transferring it to the elastomer (by bringing the tape and elastomer in contact and pulling

them apart rapidly). As both the glass and the elastomer are transparent, a suitable flake for

transfer can be found using optical microscopy. Operating the microscope in transmission

mode allows for the direct assessment of the specimen thickness, while operating it in

reflection mode provides higher optical contrast with respect to the substrate.

A thin 2D flake prepared by mechanical cleaving, which is located on the glass/elastomer

stack, is chosen using optical microscopy. The glass/elastomer stack is placed upside down

on the z-stage of the transfer setup, such that the flake is at the bottom of the stack. The

microscope stage allows the user to find the desired flake and to center it in the field of

view. The target substrate is placed on the sample holder, which is located on top of the

piezo-driven x-y-stage. Subsequently, the x-y-stage is used to align the target substrate

with respect to the flake on the glass/elastomer stack.
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The distance between the glass/elastomer stack and the target substrate is reduced until

the elastomer starts to form contact with the target substrate. Usually, contact is not made

simultaneously over the whole area of the target substrate, due to small mistilts between the

glass/elastomer stack and the target substrate. However, on further lowering the elastomer,

the contact area increases until the flake of interest is in full contact with the target substrate.

The optical contrast changes when the elastomer is in contact with the substrate, making

it easy to identify the contact area. Once the flake is in full contact with both the target

substrate and the elastomer, the z-stage is lifted slowly. Ideally, adhesion between the flake

and the substrate is stronger than between the flake and the elastomer, so that it remains on

the target substrate. However, the lifting speed should be as slow as possible for successful

transfer. As the process relies on adhesion between the substrate and the flake, it is desirable

to use an elastomer that has weak adhesion properties. Figure 4.4 shows two optical images

of successfully transferred flakes of 2D materials.

(a) (b)

Fig. 4.4: Optical images of two successfully transferred 2D flakes. (a) Large WSe2 flake on
Au-coated holey SiN membrane with many areas of different thickness, ranging from a single
layer up to several tens of layers of WSe2. (b) Stack of two MoS2 flakes transferred onto a
holey SiN membrane. The scale bars are 10 μm.
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4.3 Summary

2D materials have unique electronic and mechanical properties, enabling their applications

in future nanoelectronic and spintronic devices. In contrast to graphene, which is a semi-

metal, TMDs, such as MoS2 or WSe2, have direct band gaps in the visible frequency range

when they are thinned down to a single layer. In order to achieve precise manipulation of

thin 2D nanosheets, a setup was designed and built to enable transfer of any 2D material

onto an arbitrary substrate with high lateral accuracy. The ability to heat the target substrate

while holding it using a vacuum reduces the possibility of additional contamination on the

substrate surface. In this way, 2D nanosheets can be transferred onto arbitrary substrates by

viscoelastic stamping without the use of wet chemicals.





Chapter 5

In situ measurement of electrostatic

potentials under applied electrical bias

Electron holography is a powerful technique for the measurement of electrostatic and

magnetic potentials with high spatial resolution [42, 47–49, 141–143]. It holds particular

advantages for the measurement of slowly varying fields, as a result of the absence of a low

frequency gap in the contrast transfer, which is present in conventional HRTEM. According

to Eq. 3.50, the phase of the electron wavefunction is proportional to the electrostatic

potential and to the component of the magnetic vector potential parallel to the electron

beam direction. As the present work focuses on the measurement of electrostatic fields, the

magnetic contribution to the phase is neglected here.

In the phase object approximation, the phase of the electron wavefunction can be written in

the form

φ(⃗r ) =CE

∫
V (x, y, z)d z, (5.1)

where V (x, y, z) denotes the electrostatic potential within and around the specimen. In the

presence of a long range electrostatic field, the reference wave, which is superimposed with

the object wave, is perturbed, thereby violating one of the most fundamental assumptions

in off-axis electron holography. Then the phase shift encoded in the hologram is given by

the equation

∆φ(⃗r ) =φ(⃗r )−φ(⃗r + D⃗), (5.2)

where D⃗ is a vector that connects two points in the object plane that are brought to inter-

ference [144]. The interference distance between these points is given by D = |D⃗|, which

ideally is large compared to the typical dimension of the electric field. The perturbation

of the reference wave can significantly hamper the interpretation of the measured phase
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shift. Although its effect can sometimes be reduced by careful adjustment of the specimen

design, modeling of the electrostatic potential is often the only feasible way to account for

the perturbed reference wave when aiming for quantitative measurements of electrostatic

potentials [141].

This chapter is divided into three parts. In the first part, the fabrication of electrode patterns

on a Si chip with a SiN membrane using lithography techniques is discussed. A specialized

specimen holder can then be used to insert such chips into the transmission electron micro-

scope and to apply an electrical bias to the electrodes. The second and third parts describe

the measurement of electrostatic potentials in a capacitor using electron holography. This

example illustrates the influence of the perturbed reference wave and approaches that

can be used to minimize its effect. The experimental data are supported by finite element

simulations of electrostatic potentials. In the final part, an MoS2 flake is contacted to elec-

trodes and electrostatic potentials are measured in the presence of an applied electrical

bias. These experiments represent a step towards the design of in situ TEM experiments for

understanding the performance of nanoelectronic devices based on 2D materials.

5.1 Design and fabrication of specimens for in situ electrical

biasing experiments

In order to apply an electrical bias to a specimen inside the electron microscope, a special

specimen holder is required. A double-tilt biasing holder from DENSsolutions (The Nether-

lands) was used for the experiments in the present work. Each specimen was transferred

onto a specially designed Si-based chip that was covered by 200 nm SiN. A sketch of such

a chip is shown in Fig. 5.1. The chip has a lateral size of 3.8×3.2 mm2 and a thickness of

350 µm. A small window was opened from the backside by etching away the Si, in order

to leave a 100×100 µm2 free-standing SiN membrane in the center of the chip. Multiple

gold electrodes with a thickness of 60 nm were patterned on the chip. Six larger pads were

contacted using metal needles when placing the chip into the TEM sample holder, thereby

allowing an electrical bias to be applied to each electrode.

Each chip requires additional processing to allow a bias to be applied to the actual specimen,

such as a 2D flake. Typically, electron beam lithography or photolithography is used to

connect the specimen, which is placed on the SiN membrane, to the metal electrodes. The

200 nm thick SiN membrane is almost opaque to electrons when using lower accelerating

voltages, such as 60 kV. It is thus advantageous, if not necessary, for the specimen itself

to be suspended. For this purpose, the membrane can be cut along narrow stripes using

focused ion beam (FIB) milling. The order in which these steps are carried out can depend

on the specimen design. However, two important issues were found to be challenging in
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Fig. 5.1: Sketch of a specialized chip for in situ electrical biasing experiments in a transmis-
sion electron microscope. The six large pads are contacted electrically to wires in the sample
holder using metal needles. A 100×100 µm2 SiN membrane is located in the center of the
chip. Small gold dots serve as alignment markers for additional lithographic patterning. The
dimensions are not to scale.

the processing of such chips. First, whenever it is required to hold the chip in place using a

vacuum, for example during the spin coating of electron beam resist, a specially designed

adapter is required to ensure that the vacuum does not affect the SiN membrane. Only then

is the membrane flat and it is possible to deposit homogeneous polymer films using spin

coating. Second, when cutting the SiN using FIB milling before lithographic processing,

residual polymer inside the holes was not removed reliably after the lithographic processing.

It was therefore not practical to deposit electrodes on top of a suspended 2D flake, as

the procedure could leave polymer residuals both on the flake and in the holes. A more

promising approach for contacting thin (suspended) 2D flakes was therefore developed.

One large (approximately 100×60 µm2) metal electrode was patterned on top of the SiN

membrane using photolithography and separated into multiple smaller electrodes using

FIB cutting, thereby also cutting the SiN layer underneath. A 2D flake was then transferred

onto at least two electrodes, thereby providing a region of interest between two electrodes

that was automatically suspended. It should, however, be noted that, as a result of the weak

adhesion of metals such as gold, a successful transfer of 2D materials onto the electrodes

using viscoelastic stamping remains challenging.



60 In situ measurement of electrostatic potentials under applied electrical bias

5.2 Electrostatic potentials in a capacitor

The quantitative measurement of electrostatic potentials using off-axis electron holography

is non-trivial, in part due to the influence of the perturbed reference wave. It is therefore

advantageous to start with a simple specimen design, such as a capacitor. In the present

example, the electrostatic potential between two long, parallel metal electrodes is measured.

A schematic diagram of the specimen design is shown in Fig. 5.2. The electrodes are pat-

terned using Ti/Au layers with Ti and Au thicknesses of 5 and 30 nm respectively. Each metal

electrode is approximately 65 µm long and 5 µm wide.

Fig. 5.2: Schematic diagram of a capacitor specimen design. Narrow long holes in the SiN
membrane are cut using FIB milling and two long parallel metal electrodes are fabricated
using electron beam lithography around such a long hole. The dimensions are not to scale.

As illustrated in Fig. 5.2, narrow slits that were approximately 1 µm in width were cut in the

SiN membrane using FIB milling. The metal electrodes were then patterned using electron

beam lithography. Unfortunately, residual polymer was left in the slits. For this reason, the

FIB cutting had to be repeated. A scanning electron microscopy (SEM) image of such a

sample is shown in Fig. 5.3. The image is artificially colored, in order to emphasize the SiN

membrane (green) and metal electrodes (gold). The two electrodes are referred to as "left"

and "right" below, corresponding to their positions in the SEM image. It is apparent that

the electrodes are not perfectly symmetrically aligned with respect to the slit. Instead, the

right contact is approximately 740 nm away from the edge of the SiN. The effective spacing

between the electrodes is therefore approximately 1.74 µm, instead of the expected value of

1 µm. The presence of the SiN layer in this region changes the dielectric environment, as the

relative permittivity of SiN εSiN is approximately 7.4 [145], thereby affecting the electrostatic

potential of the capacitor.

In the following off-axis electron holography experiments, the electrostatic biprism is placed

perpendicular to the slit at the position between the object and reference waves, which are
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Ψobj

Ψref

Fig. 5.3: SEM image of the capacitor sample. The SiN area is artificially colored green,
whereas the electrodes are colored gold. The black area in the center is the slit, while the
red square marks the approximate field of view of the recorded electron holograms. The
white rectangles mark the approximate positions of the object and reference waves for the
off-axis electron holography experiments. As a result of the finite field of view, only part of
the vacuum reference wave is shown. The scale bar is 500 nm.

marked by the white rectangles. Due to the finite field of view, only part of the reference

wave area is shown. The red rectangle marks the approximate field of view in the subsequent

electron holography experiments.

5.2.1 Electrostatic potential measurements using electron holography

Off-axis electron holograms were recorded using a CS-corrected FEI Titan 60-300 G2 TEM

(FEI Company, The Netherlands) [146] operated at an accelerating voltage of 60 kV. In order

to achieve a sufficiently large field of view, in which the full width of the slit was visible, the

microscope was operated in Lorentz mode. Off-axis electron holograms were recorded at

a magnification of 14500 using a Gatan Ultrascan® 1000P camera with 2048×2048 pixels.

The sampling rate was 0.8 nm per pixel, the biprism voltage was set to 30 V, the holographic

interference fringe spacing was 5.0 nm and the fringe contrast was 13-15 %. Under these

conditions, the hologram width whol was approximately 2.18 μm. An off-axis electron

hologram of the area marked by the red square in Fig. 5.3 is shown in Fig. 5.4, without an

electrical bias applied to the contacts. The edges of the slit show slightly lighter contrast

than the dark and opaque SiN at the corners of the image. On the right side, this lighter

contrast can be attributed to a small stripe of SiN, which is thinner, as a result of FIB cutting.
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Similarly, the left side reveals a thinner region of SiN and part of the metal electrode covering

the edge, based on a comparison of this image with Fig. 5.3.

Fig. 5.4: Off-axis electron hologram of the area marked by the red square in Fig. 5.3. No
electrical bias was applied between the contacts. The scale bar is 300 nm.

Each electron wavefunction was reconstructed from the sideband SB+, as referred to in

Eq. 3.38, using a circular aperture of radius 0.1 nm−1. An electrical bias Vbias of between -20

and +20 V was applied to the left electrode shown in Fig. 5.3, which is located at the lower

left corner of the hologram displayed in Fig. 5.4. The counter electrode was grounded. An

empty reference hologram was recorded in one of the other holes, far from the capacitor,

as shown schematically in Fig. 5.2. This vacuum reference hologram was used to eliminate

phase artifacts, as described in section 3.2. Figure 5.5 shows the phase of the reconstructed

electron wavefunctions for different applied voltages, as labeled in the lower left corner of

each image. Contour lines with a spacing of 2π rad are displayed on each phase image, after

applying a median filter. The contour lines are plotted on a gray scale, where black (white)

corresponds to negative (positive) phase shifts.

The measured phase represents the difference between the projected electrostatic potential

at the position of the object wave�r and at the position of the reference wave�r +�D , as given
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Fig. 5.5: Phase images of the capacitor sample reconstructed from off-axis electron holo-
grams. An electrical bias was applied to the left electrode (cf. Fig 5.3), as labeled in the
lower left corner of each image. Contour lines with a spacing of 2π rad were calculated from
median filtered phase images and are displayed on a gray scale, where black corresponds to
negative and white to positive phase shifts. The green arrow shows the position at which
line profiles were extracted (cf. Fig. 5.6). The scale bar is 300 nm.
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in Eqs. 5.1 and 5.2. The (equiphase) contour lines correspond to steps in the phase difference

of multiples of 2π rad. The density of the equiphase lines increases with the modulus of

the applied voltage |Vbias|. Whereas the lines are almost parallel to the metal electrodes

for an applied voltage of −20 V, stronger bending of the lines is observed at Vbias =+20 V.

In addition, a small non-vanishing phase shift at Vbias = 0 V is thought to be related to

electron-beam-induced positive charging of the insulating SiN at the top right corner of the

image [147, 148].

Integrated line profiles were extracted at the position marked by the green arrow in Fig. 5.5

for every applied voltage. The profiles, which were extracted from the phase images in a

direction perpendicular to the metal electrodes, are shown in Fig. 5.6. An offset has been

subtracted from each profile, so that they take values of 0 rad close to the grounded (right)

electrode.
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Fig. 5.6: Line profiles integrated over a width of 32 nm were extracted at the position marked
by the green arrow in Fig. 5.5. An offset has been subtracted from each line profile, so that
the phase takes a value of 0 rad close to the edge of the grounded (right) electrode.

The profiles are almost symmetrical with respect to Vbias = 0 V and show an almost perfectly

linear increase or decrease for positive and negative applied voltages, respectively. Over

the full lengths of the profiles, the maximum phase change is 95 rad. However, there is a

small deviation from linearity, which is most clearly visible for Vbias = 0 V. The fact that all of

the profiles have this small curvature becomes apparent if a linear regression is performed

for each profile. The resulting differences between the measured profiles and the fits are

plotted in Fig. 5.7. The residual small curvature in phase has a height of approximately 3 rad,

is independent of applied voltage Vbias, and is most likely a result of electron-beam-induced

charging of the SiN layer close to the grounded electrode.
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Fig. 5.7: Differences between the line profiles shown in Fig. 5.6 and fits to them obtained
using linear regression, revealing a small residual curvature in phase with a height of approx-
imately 3 rad.

The connections to the electrodes were then exchanged, so that the left electrode was

grounded and the voltage was applied to the right electrode (cf. Fig. 5.3). Figure 5.8 shows

the resulting measured phase images. The applied bias is labeled at the upper right corner

of each image, in order to emphasize that the voltage was applied to the right electrode,

while the electrode at the lower left corner was grounded. The measurements were taken

directly after those described above. Only the electrode connections were exchanged and

all other parameters were identical. The behavior of the measured phases is very similar

to the previous case. For negative applied voltages Vbias, the phase shift is positive close to

the grounded (left) electrode and negative at the biased (right) electrode and vice versa for

positive voltages Vbias. As a result of the exchanged connections, the phase contour lines

now also curve in the opposite sense compared to those in Fig. 5.5.

Figure 5.9 shows integrated line profiles, which reveal a very similar behavior to the previous

measurements. An offset was removed from each profile, so that they take values of 0 rad

close to the grounded (left) electrode. The profiles are almost linear, although they are less

symmetrical than in the previous measurement. The profile for Vbias = 0 V is again not zero.

The profile for Vbias =+20 V shows a maximum phase change of more than 120 rad, which is

significantly larger than for the previous case. The reason for this larger phase shift is unclear,

although it may result from the presence of a Schottky junction at one of the contacts. When

comparing the line profiles in Fig. 5.9 with linear fits, an interesting behavior is revealed, as

shown in Fig. 5.10. In contrast to the previous measurements, the small residual curvature

now depends on applied voltage Vbias and shows larger phase differences of up to 6 rad. If

electron-beam-induced charging in the SiN layer is indeed responsible for the curvature,
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Fig. 5.8: Phase images of the capacitor sample reconstructed from off-axis electron holo-
grams. An electrical bias was applied to the right electrode (cf. Fig 5.3), as labeled in the
upper right corner of each image. Contour lines with a spacing of 2π rad were calculated
from median filtered phase images and are displayed on a gray scale, where black corre-
sponds to negative and white to positive phase shifts. The green arrow shows the position at
which line profiles were extracted (cf. Fig. 5.6). The scale bar is 300 nm.
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Fig. 5.9: Line profiles integrated over a width of 32 nm were extracted at the position marked
by the green arrow in Fig. 5.8. An offset has been subtracted from each line profile, so that
the phase takes a value of 0 rad close to the edge of the grounded (left) electrode.
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Fig. 5.10: Differences between the line profiles shown in Fig. 5.9 and fits to them obtained
using linear regression, revealing a small residual curvature in phase with a height of up to
6 rad.
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then the results suggest that it may be compensated or enhanced when a voltage is applied

to the (right) electrode.

A direct comparison of both scenarios (voltage applied to the left or right electrode) is

presented in Fig. 5.11. The slopes of the fitted lines are plotted as a function of applied

voltage Vbias. In order to simplify the direct comparison, the sign of the slopes of the second

measurement (voltage applied to the right electrode) have been reversed. The slopes vary

approximately linearly with applied voltage. However, the change in slope is larger when the

voltage is applied to the right electrode, most likely as a result of the asymmetry in specimen

design. In addition to electron-beam-induced charging of the SiN, carriers are possibly

injected from the (right) electrode into the SiN, when a voltage is applied to it.
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Fig. 5.11: Slopes of the fits to the measured line profiles in Figs. 5.6 and 5.9 obtained using
linear regression, plotted as a function of applied voltage Vbias. The sign of the slopes has
been reversed for the case, when the voltage was applied to the right electrode.

5.2.2 Finite element simulations of electrostatic potentials

As a result of the presence of a perturbed reference wave associated with long-range fields, it

is often necessary to support experimental off-axis electron holography results with simula-

tions, in order to interpret the measured phase correctly. Here, finite element simulations

were performed for the geometry of the capacitor electrodes described above. The presence

of the SiN layer was neglected in the simulations and the integrated electrostatic potential

was calculated in the vacuum area between the electrodes spanning an area of 6×1 μm2,

whereas the distance between the electrodes was set to 1.74 μm as in the experiment (cf.

Fig. 5.3). The potential was integrated over a distance of 800 μm in the direction parallel

to the electron beam, in order to generate potentials that are directly proportional to the

electron optical phase. It was verified that the calculations converged over this distance.



5.2 Electrostatic potentials in a capacitor 69

Figure 5.12 shows the integrated electrostatic potential for a voltage difference of 20 V

between the two electrodes.1 The horizontal positions of the electrodes are indicated by

orange rectangles, whereas the vertical distance between the two electrodes is not to scale.2.

The lower electrode is at +10 V, while the upper electrode is at −10 V. The image is rotated by

approximately 45◦ anticlockwise with respect to the experimental phase images discussed

above. Two areas of size 2.2×1 μm2, which are marked by green and red rectangles, denote

the locations of the object and reference waves used for off-axis electron holography. The

sampling density of the simulated potential is 20 nm per pixel in each direction.

Ψobj Ψref

−10 V

+10 V

0.204 0.222 0.240
Vint [Vmm]

Fig. 5.12: Simulated integrated electrostatic potential for the experimental capacitor geome-
try calculated for a voltage difference of 20 V between the electrodes using a finite element
method. The horizontal positions of the electrodes are indicated by orange rectangles,
whereas the vertical distance between the two electrodes is not to scale. The positions of ob-
ject and reference waves are marked by green and red rectangles, respectively. Equipotential
lines are displayed in intervals of 0.04 Vmm. The scale bar is 300 nm.

Equipotential lines in Fig. 5.12 are displayed on a gray scale in intervals of 0.04 Vmm.

They are almost parallel inside the capacitor (left side of Fig. 5.12) and bend towards the

upper electrode outside the capacitor. This behavior is in qualitative agreement with the

experimental data shown in Fig. 5.5 for an applied voltage Vbias of +20 V. The phase can

be calculated from the integrated potential using Eq. 5.1 with the interaction constant

CE = 1.136·107 Vm−1 at an electron energy of 60 keV. In off-axis electron holography, the

phase difference between object and reference wave is measured. Hence, after calculating

the phase from the integrated electrostatic potential, the difference between the object and

reference wave is calculated (in the regions marked by green and red rectangles, respectively,

in Fig. 5.12). This phase difference is shown in Fig. 5.13.

The calculated and experimental phase distributions are in good qualitative agreement, as

can be seen from the curvature of the phase contours. However, the density of the contours

1Special thanks to Dr. H. Soltner for performing this simulation.
2The upper electrode is placed 740 nm further away from the lower electrode in the calculations, which is

not shown here for the sake of convenience.
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Fig. 5.13: Simulated phase for the capacitor sample, calculated from the integrated elec-
trostatic potential according to Eq. 5.1. The phase of the reference wavefunction Ψref was
subtracted from the phase of the object wavefunction Ψobj, as indicated in Fig. 5.12. The
contour spacing is 2π rad. The horizontal positions of the electrodes are indicated by orange
rectangles, whereas the vertical distance between the two electrodes is not to scale. The
green arrow marks the position where a line profile was extracted (cf. Fig. 5.14). The scale
bar is 150 nm.

is greater in the simulation than in the experimental measurement. A line profile extracted

at the position of the green arrow in Fig. 5.13, which is located at a similar position to the line

profiles extracted from the experimental data, is shown in Fig. 5.14 and reveals an almost

linear increase in the simulated phase. A linear fit to the simulated profile is shown using

a dashed orange line. The slope of 175 mrad/nm is larger than the experimental value of

approximately 95 mrad/nm.

A possible explanation for the discrepancy between the experimental and simulated phase

images is that not all of the applied voltage drops at the electrodes. Instead, it may drop

at other parts of the electrical circuit, so that the effective potential difference between the

electrodes is smaller than expected, thereby resulting in a decrease of the experimentally

measured phase change. Another explanation is the presence of the asymmetrical SiN

layer located between the electrodes. Electron-beam-induced charging of the SiN may then

generate an additional contribution to the electrostatic potential. In addition, the SiN layer

affects the dielectric environment due to its relative permittivity of approximately 7.4. A

further minor source of error is neglect of the biprism shadow, which effectively increases

the interference distance D . In other words, the red rectangle corresponding to the reference

wave in Fig. 5.12 will be located further from the object wave. This possibility was tested by
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Fig. 5.14: Line profile extracted from the simulated phase at the position marked by the
green arrow in Fig. 5.13. The profile was extracted from a similar region to that chosen for
the experimental data in Figs. 5.6 and 5.9. A linear fit is shown using a dashed orange line.
The slope of the fitted line is given in the figure legend.
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Fig. 5.15: Residual difference between the line profile of the calculated phase distribution
and the fitted linear curve shown in Fig. 5.14, revealing a small curvature with a total phase
difference of approximately 8 rad. The curvature is in good qualitative agreement with the
experimental data in Figs. 5.7 and 5.10.

increasing the interference distance by up to 400 nm, but no significant improvement in the

match between experiment and simulation was found.

The difference between the simulated line profile and the linear fit in Fig. 5.14 is shown in

Fig. 5.15. Interestingly, its behavior is very similar to the residual difference between the

experimental line profiles and their corresponding linear fits (cf. Figs. 5.7 and 5.10). A small
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curvature with a maximal difference of approximately 8 rad is measured. This curvature,

which was thought to originate from electron-beam-induced charging of the SiN layer, is

therefore in fact simply caused by the geometry of the electrodes and the location of the

perturbed reference wave.

In summary, the effect of a perturbed reference wave on a phase image measured using

off-axis electron holography can be included in finite element simulations of electrostatic

potentials. It was shown that due to an asymmetric specimen design and external influences,

such as electron-beam-induced charging, a quantitative measurement of electrostatic po-

tentials remains a difficult challenge. It is therefore advantageous if such effects can be

minimized, for example by adjusting the specimen design, as discussed in the next section.

5.3 Towards an optimized specimen design for in situ elec-

trical biasing experiments

In the previous section, it was shown that a perturbed vacuum reference wave can influence

a recorded phase signal in off-axis electron holography significantly. For example, small

asymmetries in the specimen design can affect the perturbed reference wave. The orien-

tation of the biprism with respect to the object and reference waves should therefore be

chosen carefully. In the example described above, the effect of the perturbed reference wave

can be reduced by positioning the biprism far inside the two metal electrodes, so that the

electrostatic potential generated by applying a voltage to the electrodes is almost identical

for both the object and the reference wave. Hence, the electrostatic potential originating

from the electrodes is effectively minimized, so that only potentials associated with the

investigated sample are detected, as in the study of electrically biased MoS2 samples in the

section below.

Off-axis electron holograms were acquired from the same sample under the same condi-

tions as in the previous section, except for the position of the biprism, which is located far

inside the metal electrodes. Electron wavefunctions were reconstructed from the recorded

holograms using the same procedure as described above. The resulting phase images are

displayed in Fig. 5.16. Each image shows the phase for a particular applied bias, as labeled in

the lower left corner. The contribution to the phase is significantly reduced in comparison

to the previous results obtained close to the ends of the electrodes. Due to the low absolute

values of phase measured here, no contour lines are shown.

Line profiles were extracted at the positions of the green and cyan colored arrows, in order

to visualize the phase change perpendicular and parallel to the electrodes, respectively. The

profiles shown in Fig. 5.17 were extracted in the direction perpendicular to the capacitor elec-

trodes, as indicated by the green arrow in Fig. 5.16. The measured phases are independent of
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Fig. 5.16: Phase images of the capacitor sample reconstructed from off-axis electron holo-
grams. The biprism and field of view are located further inside the capacitor than in Figs. 5.5
and 5.8, so that the object and reference waves ideally experience the same electrostatic
potential. An electrical bias was applied to the left electrode (cf. Fig 5.3), as labeled in the
lower left corner of each image. The green and cyan arrows show the positions at which line
profiles were extracted (cf. Figs. 5.17 and 5.18). The scale bar is 300 nm.
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Fig. 5.17: Line profiles integrated over a width of 32 nm were extracted at the positions
marked by the green arrow in Fig. 5.16. An offset has been subtracted from each line profile,
so that the phase takes a value of 0 rad at the end of the profile.

applied voltage and essentially represent noise in the data, ranging between approximately

±0.5 rad. This result confirms that suitable positioning of the biprism can minimize the

effect of the perturbed reference wave associated with the electrostatic fringing fields of the

electrical contacts. It also emphasizes the importance of specimen design when aiming for

the quantitative analysis of electrically biased specimens.

However, a small non-vanishing phase shift is observed in the direction parallel to the

capacitor electrodes, as shown in Fig. 5.18. Interestingly, the phase shift shows a linear

response to applied bias and reaches values of up to ±2 rad. The fact that the phase depends

on applied bias suggests that it is associated with a long-range electrostatic field, which

may be related to the asymmetry of the metal electrodes. Fortunately, its contribution is

very small, especially at low bias voltages, such as those applied to electrically biased 2D

materials below.
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Fig. 5.18: Line profiles integrated over a width of 32 nm were extracted at the positions
marked by the cyan arrow in Fig. 5.16. An offset has been subtracted from each line profile,
so that the phase takes a value of 0 rad at the end of the profile.

5.4 Off-axis electron holography of electrically biased MoS2

TMDs are very promising materials for future nanoelectronic applications, such as tran-

sistors and light sources. The trend towards miniaturization, places high demand on the

performance of such devices, especially with respect to surface effects and structural im-

perfections. Off-axis electron holography offers the possibility of evaluating electrostatic

potentials in such devices under working conditions with high spatial resolution.

In this section, off-axis electron holography is applied to measure electrostatic potentials of

electrically biased 2D materials. An MoS2 flake was transferred onto the capacitor specimen

described above using the viscoelastic stamping procedure described in section 4.2.2. Fig-

ure 5.19 shows a light optical image of this sample, with the MoS2 flake aligned perpendicular

to the metal electrodes. As a result of the relatively large thickness of the interior of the flake

and the limited field of view in off-axis electron holography, the analysis of electrostatic

potentials could only be performed on the specimen edge, where the specimen was thin

enough to be transparent for the electron beam.

The MoS2 flake was intentionally placed far from the ends of the metal electrodes, in order

to avoid the influence of their electrostatic fringing field, so that the object and reference

waves both experience the same phase shift associated with the applied electrical bias.
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Fig. 5.19: Light optical image of an electrically contacted MoS2 flake, which was transferred
onto the capacitor sample shown in Fig. 5.3. The scale bar is 10 μm.

5.4.1 Current-voltage characteristic of suspended MoS2

Prior to electrostatic potential measurements, the conductivity of the MoS2 flake was inves-

tigated by recording its current-voltage characteristic. The measurements were performed

inside the electron microscope under vacuum conditions. The results, which are displayed

in Fig. 5.20, illustrate that exposing the sample to the electron beam leads to a small increase

in its conductivity, with measured currents of approximately ±75 nA at applied voltages of

±4 V. Both curves are symmetric and non-linear, indicating the presence of Schottky-like

rather than ohmic contacts.
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Fig. 5.20: Current-voltage characteristic of suspended MoS2 measured inside the electron
microscope. The conductivity of the MoS2 flake increases by a small amount while it is
exposed to the electron beam.
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Multilayer MoS2 is an indirect band gap semiconductor with a band gap of approximately

1 eV [149]. Therefore, it is not surprising that its conductivity is low in the absence of doping.

The formation of a Schottky barrier is expected for a metal-semiconductor junction, as in

the present example. If the barrier is thin enough, then charge carriers can tunnel through

the barrier. Alternatively, it is possible that the charge carriers can overcome the barrier

if its height is smaller than the thermal energy. The increase in current shown in Fig. 5.20

when exposing the MoS2 flake to the electron beam may therefore be a result of an increased

charge carrier density. The electron beam can both induce carriers in the flake and heat the

sample, thereby increasing the energy of the carriers, which can contribute to thermionic

(or thermally assisted) tunneling across the Schottky barrier.

5.4.2 Electrostatic potential measurement using electron holography

Similar conditions to those used in section 5.2 were chosen for recording off-axis electron

holograms of the electrically biased MoS2 sample in a CS-corrected FEI Titan 60-300 G2

TEM (FEI Company, The Netherlands) [146] operated at an accelerating voltage of 60 kV. The

objective lens was switched off and the microscope was operated in Lorentz mode, in order

to achieve a sufficiently large field of view. Off-axis electron holograms were recorded at

a magnification of 19000 using a Gatan Ultrascan® 1000P camera with 2048×2048 pixels,

yielding a sampling rate of 1 nm per pixel. The biprism voltage was set to 19 V, yielding

a fringe spacing of 6.5 nm with a fringe contrast of approximately 25-30 %. Under these

conditions, the hologram width whol was approximately 1.4 µm. A representative off-axis

electron hologram of the left edge of the MoS2 flake (cf. Fig. 5.19) is shown in Fig. 5.21.

The black contrast of the lower left and upper right corners of the hologram corresponds to

the positions of the metal contacts and SiN, as also shown for the capacitor alone in Fig. 5.4.

The edge of the MoS2 flake is not straight. A small part of the crystal at the top right part is

slightly thinner than the rest of the flake.

Electron wavefunctions were reconstructed from such holograms by applying a circular

aperture with a radius of 0.05 nm−1 to one of the sidebands. Instead of using an empty

vacuum reference hologram, the hologram of the specimen recorded at Vbias = 0 V was used

as a reference hologram, thereby also removing all contributions related to the MIP of the

specimen. The phases of the resulting electron wavefunctions are displayed in Fig. 5.22,

for values of applied electrical bias of between −4 and +4 V. The applied bias and the

corresponding current flowing through the MoS2 flake are labeled at the upper right corner

of each phase image.

The phase images recorded with a negative electrical bias (Vbias = −2 V, −4 V) reveal a

negative phase shift close to the specimen edge, which increases with distance away from

the edge. The opposite behavior is observed for positive bias (Vbias = +2 V, +4 V). The
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Fig. 5.21: Off-axis electron hologram of the left edge of the MoS2 flake shown in Fig. 5.19
with no electrical bias applied. The scale bar is 150 nm.

curvature of the contour lines suggests that the minimal or maximal phase shift in each

image is located at a single point, close to which charge accumulates. This point appears to

be located on the right hand side just outside the field of view. It may be associated with a

defect. Such a structural feature is visible as a small black spot close to the specimen edge in

the optical image shown in Fig. 5.19.

The dependence of the phase on applied bias in Fig. 5.22 can be seen in the form of

line profiles extracted from the phase images at the position of the green arrow shown

in Fig. 5.23. The profiles reveal that the measured phase shift is significantly larger than

the non-vanishing contributions measured in section 5.3. In order to aid interpretation, an

offset has been removed from the phase profiles, so that they approach 0 rad at their right

ends.

Although the absolute value of the current that is flowing through the sample is identical for

positive and negative applied voltages, the profiles reveal a light asymmetry. The absolute

value of the phase shift is larger for negative voltages, possibly as a result of electron-beam-

induced charging of the SiN layer close to one of the electrodes (cf. Fig. 5.3). The mean inner
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Fig. 5.22: Phase images of an MoS2 flake reconstructed from off-axis electron holograms
for four different values of applied bias, with the 0 V bias hologram used as a reference
hologram. The applied electrical bias and the corresponding current flowing through the
flake are labeled at the upper right corner of each image. The phase contours have a spacing
of 2.5 rad, were calculated from median filtered versions of the phase images, and are
displayed on a gray scale, where black corresponds to negative and white to positive phase
shifts. Line profiles were extracted at the position of the green arrow (cf. Fig. 5.23). The cyan
line marks the position of the specimen edge (cf. Fig. 5.21). The scale bar is 150 nm.

potential contribution to the phase has been successfully removed by the reconstruction

procedure, as no abrupt changes are visible in the images or the line profiles at the position

of the specimen edge.

The measured phases are slowly varying, implying the presence of a long-range field, which

effectively perturbs the reference wave. Without elimination of this perturbed reference

wave, it is not possible to relate the measured phase shift to the true electrostatic potential
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Fig. 5.23: Line profiles integrated over a width of 40 nm were extracted at the position
marked by the green arrow in Fig. 5.22. An offset has been subtracted from each line profile,
so that the phase takes a value of 0 rad close to the right end of the profile.

or the electric field strength generated here. The interpretation of the electric field and its

comparison to typical fields generated by gates in FETs is only possible after removing such

effects, which could then be used to help to understand how structural defects hamper the

performance of 2D materials in nanoelectronic devices.

5.5 Summary

Measurements of the electrostatic potential of electrically biased specimens of 2D materials

using off-axis electron holography are influenced dramatically by the specimen design. In

the first part of this chapter it was shown that fringing fields from electrodes, which are

used to form electrical contacts to the sample, can result in a strongly perturbed reference

wave. Even when considering the effects of the perturbed reference wave in finite element

simulations, a quantitative match between experiment and simulation is limited by addi-

tional external influences, which may include electron-beam-induced charging of insulating

material and voltages dropped in other parts of the electrical circuit.

In the second part, it was shown that the effect of the perturbed reference wave can be mini-

mized dramatically by appropriate specimen design, whereby the object and reference wave

experience the same phase shift resulting from the application of a voltage to the electrodes.

This setup was applied to the characterization of an in situ electrically biased MoS2 flake.

The phase shift that was measured depended on the applied bias and is thought to originate

from the build-up of charge at a structural defect in the interior of the specimen, which is

visible in a light optical image of the specimen. These results provide a first step towards
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the quantitative application of off-axis electron holography to characterize electrostatic

potentials in nanoelectronic devices containing 2D materials under working conditions,

while identifying structural imperfections that may influence device performance.

In summary, the quantitative measurement of electrostatic potentials within and around

electrically biased 2D materials is a difficult task. Challenges in sample preparation require

further developments. In order to obtain quantitative measurements of electrostatic poten-

tials, external effects such as electron-beam-induced charging of insulating materials and

the effect of the perturbed reference wave must be minimized.





Chapter 6

Mean inner potential and thickness

measurement of WSe2

The properties of a material can depend sensitively on its dimensions. For a 2D material,

its thickness can determine its properties to a high degree. As outlined in chapter 4, WSe2

and other transition metal dichalcogenides show a strong influence of their thickness on

their electronic and optical properties. Increasing interest in 2D materials has resulted

in the need for a deeper understanding of the relationship between their morphology,

structure and chemistry and their electronic and optical properties. The ability to measure

the local electrostatic potential and thickness of a 2D material would constitute a substantial

contribution to the field.

This chapter discusses the application of high-resolution off-axis electron holography to

2D materials, in particular WSe2 in the 2H stacking order. In chapter 3, the relationship

between specimen thickness and the phase and amplitude of the electron wavefunction was

introduced. For a non-magnetic material and in the absence of dynamical diffraction, the

phase and amplitude of the electron wavefunction can be written in the form

φ(x, y) =CE Vproj(x, y)t (x, y) and (6.1)

A(x, y) = exp

{
− t (x, y)

2λtot(x,y)

}
(6.2)

if the specimen is homogeneous along z and no additional charge-density variations are

present. In Eq. 6.2, λtot is the total mean free path for scattering as a result of inelastic and

elastic scattering. Rewriting Eq. 6.2 in the form

−2 ln
{

A(x, y)
}= t (x, y)

λtot(x, y)
(6.3)



84 Mean inner potential and thickness measurement of WSe2

yields a quantity that is, similarly to the phase, directly proportional to the specimen thick-

ness t (x, y). However, in the presence of dynamical diffraction, comparisons with simula-

tions are necessary to relate measured values of phase and amplitude to specimen thickness.

In this respect, 2D materials have the advantage that their thickness varies in integer multi-

ples of a single layer. In addition, TMDs are expected to have pristine surfaces. Comparison

between experimentally determined amplitudes and phases with those obtained using

simulations are required to determine the conditions under which Eqs. 6.1 and 6.2 are valid.

Local values of mean inner potential and mean free path can then be measured by avoiding

data that are affected strongly by dynamical effects. According to Eq. 3.53, an area equal to

the size of an integer number of unit cells is required to determine the mean inner potential

from a high-resolution electron holographic phase image. Hence, the projected lattice is

divided into unit cells using Voronoi tessellation below.

Parts of this chapter have been published in [150].

6.1 Experiment and simulation details

6.1.1 Experimental conditions for off-axis electron holography

Off-axis electron holograms of thin WSe2 flakes were recorded at 80 kV on a CS and CC -

corrected FEI Titan 50-300 G3 TEM (FEI Company, The Netherlands)[151] equipped with a

4096 × 4096 pixel CCD camera. The combination of low accelerating voltage and CS- and

CC -correction allows knock-on damage to the sample to be reduced, while maintaining

spatial resolution.

Off-axis electron holograms were recorded without using an objective aperture. The biprism

voltage was set to 230 V, resulting in a holographic interference fringe spacing of approxi-

mately 33 pm and holographic fringe contrast of approximately 25% for images recorded at

a magnification of 3.5 million. Exposure times for individual holograms were between 5 and

12 s, which on average resulted in 70-180 detected electrons per pixel.

Deconvolution of the camera MTF was carried out before reconstructing electron wavefunc-

tions using a sideband aperture of radius 20 mrad. Only the first diffraction order of the

WSe2 lattice was included in the aperture, effectively minimizing the influence of residual

aberrations, while retaining the lattice periodicity of WSe2. The electron wavefunctions

were normalized using a vacuum reference hologram and subtracting an additional linear

phase ramp, as outlined in section 3.2.1. Figure 6.1 shows a representative hologram and the

center- and sidebands of its Fourier transform, with the sideband aperture size marked by a

green circle.
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(a)

(b)

Fig. 6.1: (a) Detail of a representative off-axis electron hologram of a thin WSe2 flake. The
magnified inset visualizes the holographic fringes. The scale bars are 1 nm for the main image
and 0.2 nm for the inset. (b) Magnified detail of the Fourier transform of (a) showing both
sidebands and the centerband. A green circle marks the aperture size used for reconstruction
of the electron wavefunction. The scale bar is 10 nm−1.
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6.1.2 Simulation of electron wavefunctions

Exit plane wavefunctions were simulated using multislice calculations [58] available within

the Dr. Probe software package [152]. First, a WSe2 structure model was partitioned into

eight equidistant sub-slices of thickness 0.162 nm along the electron beam direction, so that

each slice contained one atomic plane at most. Since the unit cell of WSe2 contains two

WSe2 layers in the c-direction (cf. Fig. 4.1), two of the eight slices are empty, corresponding

to the space between the layers.

Electron wavefunctions were calculated for an electron energy of 80 keV and for specimen

thicknesses of up to six WSe2 layers. The specimen orientation with respect to the electron

beam direction was varied between 0◦ and 5◦ from the [001] zone axis towards the [100] crys-

tallographic axis, in order to investigate the influence of dynamical diffraction at different

specimen tilt angles. Thermal vibrations at room temperature were included by applying

Debye-Waller factors to the elastic scattering potential with effective thermal displacement

parameters B(W) = 0.0033 nm2 and B(Se) = 0.0027 nm2 in the projected plane of the 2H

crystal structure [153]. Elastic and absorptive electron scattering factors were taken from the

tables of Weickenmeier and Kohl [154]. The effects of partial temporal and partial spatial co-

herence were incorporated in the simulations by applying damping envelopes to the Fourier

transform of the electron wavefunction for a focus spread (1/e half width) of 0.5 nm and a

beam convergence (1/e half width) of 0.4 mrad. An isotropic image spread of σ= 30 pm was

included to account for the relatively long exposure times of 5-12 s. An objective aperture of

radius 20 mrad was included in the calculations, representing the circular mask that was

used in the reconstruction of the experimental wavefunctions.

In this chapter, experimental and simulated wavefunctions are only compared with respect

to their mean phase and amplitude values. Whereas mean values of the simulated data are

calculated using orthorhombic unit cells, Voronoi cells of unit cell size are used to measure

corresponding mean values from experimental data. As residual aberrations affecting

the experimental wavefunction do not contribute to the mean values, electron optical

aberrations were not included in the present simulations. Figures 6.2 and 6.3 show the

phases and amplitudes of representative simulated wavefunctions for specimen thicknesses

of between one and six layers and specimen tilt angles of between 0◦ and 5◦.

Both the phase and amplitude of the electron wavefunction show a strong response to

the effect of specimen tilt. The simulated phase images in Fig. 6.2 show that the effect of

specimen tilt increases with increasing specimen thickness. At the extreme of 5◦ tilt, the

hexagonal symmetry of the WSe2 lattice is no longer visible for a specimen thickness of six

layers. Whereas, such large tilt angles enhance the contrast in the phase images for thick

samples, the contrast in the amplitude images in Fig. 6.3 is weakened with increasing tilt

angle.
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Fig. 6.2: Phase images of simulated wavefunctions of WSe2. Each row represents a specimen
thickness of between one and six layers, while each column represents a different specimen
tilt angle from the [001] zone axis towards the [100] axis, ranging from 0◦ to 5◦. Each row is
plotted on the same gray scale, as indicated by the bar at the right. The scale bar is 0.1 nm.
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Fig. 6.3: Amplitude images of simulated wavefunctions of WSe2. Each row represents a
specimen thickness of between one and six layers, while each column represents a different
specimen tilt angle from the [001] zone axis towards the [100] axis, ranging from 0◦ to 5◦.
Each row is plotted on the same gray scale, as indicated by the bar at the right. The scale bar
is 0.1 nm.
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In order to investigate the influence of azimuthal specimen tilt angle from [001] on the

mean phase and amplitude, additional simulations were performed using the Semper image

processing package [155]. For this purpose, a unit cell of WSe2 was sampled by 256 × 256

pixels in the x-y directions and divided into 256 slices in the z-direction, corresponding to

a slice thickness of approximately 5 pm. Absorption was included by using an absorptive

(imaginary) potential in the form of a constant fraction of 5 % of the elastic scattering

potential [61].

6.2 Voronoi tessellation of the WSe2 lattice

The application of Voronoi tessellation, which is named after Georgy Voronoi, to a set of

"sites" (points) involves the division of a volume (or a plane in two dimensions) into a

collection of regions [156]. Each region then corresponds to one of the sites, while all of the

points in one region are closer to the corresponding site than to any other [157]. Where there

is more than one closest site, there is a boundary. Voronoi tessellation has many applications,

such as data compression in image processing, optimal placement of resources, biological

cell division and descriptions of the territorial behavior of animals [157, 158]. An example

of Voronoi tessellation for an arbitrary distribution of sites in two dimensions is shown in

Fig. 6.4. The sites are marked using blue dots, while the Voronoi regions are separated by

black lines.

The hexagonal lattice of a TMD in the 2H crystallographic phase can be divided into areas

of the projected unit cell size when viewed along [001] (cf. Fig 4.1). For this purpose, the

central points of the hexagons serve as sites to form the Voronoi regions. In contrast, when

using the positions of the atomic columns as sites for Voronoi tessellation, the resulting

Voronoi cells would have a triangular shape and contain only one atomic column each.

Figure 6.5 shows an example of Voronoi tessellation of a WSe2 phase image that had been

reconstructed from an off-axis electron hologram. Local minima represent central points of

the hexagonal lattice and corresponding Voronoi cells thus have the size of a projected unit

cell.

Small image distortions, residual aberrations and a non-perfect zone axis orientation may

lead to deviations from ideal symmetrical hexagons. For the Voronoi tessellation used in the

present work, care was taken that the deviation from perfect symmetric hexagons did not

exceed certain limits. Each side of the hexagon was only allowed to deviate by at most 20 %

of the average side length. Similarly, the angles between neighboring sides had to be within

a maximum deviation of 20 % of the internal angle of an ideal symmetric hexagon. It should

also be noted that, under extreme tilting conditions, such as those shown in Fig. 6.2, local

minima in experimental phase images may no longer be locatable.
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Fig. 6.4: Illustration of the application of Voronoi tessellation to an arbitrary set of 50 points
in two dimensions. Each site is represented by a blue dot, while individual Voronoi regions
are separated by black lines.
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Fig. 6.5: Phase image of WSe2 reconstructed using a 20 mrad sideband aperture. Minima in
the phase image were located in the centers of the hexagons and marked by yellow crosses,
as shown in the right image. The blue lines represent the borders of individual Voronoi cells.
The scale bar is 0.2 nm.
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For the subsequent analyses of specimen thickness, mean inner potential and mean free

path, the complex-valued experimental wavefunctions are averaged within each Voronoi

cell, i.e., by calculating the arithmetic mean of complex numbers. The mean phase φΩ

and mean amplitude AΩ were then calculated from each complex number. Figure 6.6

(a)

0.0 0.2 0.4 0.6 0.8 1.0
φ [rad]

(b)

0.6 0.8 1.0 1.2
A

(c)
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Fig. 6.6: (a) Phase and (b) amplitude of the electron wavefunction reconstructed from the
off-axis electron hologram shown in Fig. 6.1a. A contamination-free area is visible in the
center of the phase image, but cannot be easily identified from the amplitude image. Fitted
Voronoi cells and corresponding mean values of (c) φΩ and (d) AΩ are plotted on top of the
original phase and amplitude images. The scale bar is 2 nm.
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shows an example of this procedure. The phase φ and amplitude A of a representative

measured electron wavefunction are displayed in Figs. 6.6a and 6.6b, respectively, for a

three-layer-thick WSe2 flake.

A clean part at the center of the flake is visible in the phase image, while the specimen edge

and the inner part of the specimen at the very right of the image show residual contamination.

In contrast, this contamination is not clearly visible in the amplitude image. Having access

to the phase of the electron wavefunction can therefore be advantageous for examining the

cleanliness of the sample. The cleanest part of Fig. 6.6a, in particular, exhibits the hexagonal

symmetry of the 2H crystallographic structure of WSe2. Mean phases φΩ and amplitudes

AΩ were calculated within the Voronoi cells in the clean area. Figures 6.6c and 6.6d show the

resulting mean values φΩ and AΩ on a color scale superimposed on the original phase and

amplitude images. Although most of the Voronoi cells have the expected lattice symmetry,

two of the cells deviated too much from the expected symmetrical hexagonal shape and

were not taken into account during further analysis.

6.3 Local specimen thickness measurement from electron

wavefunctions of WSe2

In the kinematic approximation, the quantities φΩ and −2 ln(AΩ) depend linearly on spec-

imen thickness, according to Eqs. 6.1 and 6.3. Consequently, experimentally measured

values should be separated into distinct groups representing different integer numbers of

WSe2 layers. Mean values of phase and amplitude measured from unit-cell-sized areas

were extracted from several reconstructed wavefunctions of WSe2 for different specimen

thicknesses. In total, more than 4200 Voronoi cells from nine different wavefunctions were

analyzed.

Figure 6.7 shows histograms of the measured quantities φΩ and −2 ln(AΩ). Whereas the

histogram of the phase is clearly separated into distinct peaks, the separation is less obvious

for the histograms of the quantity derived from the amplitude. In addition, the peaks in the

histogram of the phase are not equally spaced, even if one were to take into account missing

values of specimen thicknesses in the dataset. Furthermore, the third peak at approximately

0.5 rad is broader than the others, having a width of almost 200 mrad, which is significantly

larger than the expected phase shift of a single WSe2 layer (141 mrad in the kinematic theory,

cf. Table 3.1).

The low accelerating voltage of 80 kV and the relatively high atomic numbers of W (Z = 74)

and Se (Z = 34) enhance dynamical diffraction when imaging such a sample close to a zone

axis orientation, which can alter the phase and amplitude of the electron wavefunction

significantly. Hence, experimentally determined mean values have to be compared with



6.3 Local specimen thickness measurement from electron wavefunctions of WSe2 93

(a)

0.00 0.25 0.50 0.75 1.00

φΩ [rad]

0

100

200

300
co

u
n

ts
(b)

0.0 0.2 0.4 0.6

−2 ln(AΩ)

0

50

100

150

co
u

n
ts

Fig. 6.7: Histograms of values of (a) φΩ and (b) −2 ln(AΩ) measured from more than 4200
Voronoi cells determined for several experimental electron wavefunctions of WSe2 binned
into sub-divisions of 0.01 rad and 0.01, respectively. The phase signal is clearly separated
into distinct peaks, with one peak close to 0.5 rad being significantly broader than the others.
The separation of the amplitude-related signal into similarly distinct peaks is less obvious.

values obtained from simulations, even in order to determine the thickness of very thin

flakes. Figure 6.8 shows simulated mean phases and amplitudes plotted as a function of

specimen tilt angle for different specimen thicknesses of up to six layers. The horizontal

streaks behind the plots are the histograms of the corresponding experimentally measured

mean values, with a higher intensity corresponding to a higher number of counts. The same

histograms are also shown conventionally on the right of the plots.

In the plot shown in Fig. 6.8a the phase shift no longer follows the expected linear depen-

dence on specimen thickness described by Eq. 6.1 for a specimen tilt angle of below 2◦.

Instead, dynamical effects result in an ambiguity in the interpretation of phase values close

to the zone axis orientation for a specimen thickness of three or more layers. If the specimen

tilt increases, then phase values for different specimen thicknesses become more distinct

and a clear separation is possible, with phase values increasing linearly with specimen

thickness. Hence, for WSe2 there is only good approximation with kinematic theory if (a)

the specimen thickness is below three layers and/or (b) the specimen tilt angle is larger

than 2◦. The histogram of experimental phase values emphasizes the problem of thickness

measurement clearly. The peak close to 350 mrad could originate from a specimen contain-

ing three, four, five or even six layers of WSe2. An independent measurement of specimen

tilt angle could resolve this ambiguity. If, for example, a tilt of 2◦ were measured for this

particular dataset, the specimen thickness would be determined unambiguously as three

layers. Similarly, the origin of the broad peak at approximately 500 mrad can be explained

by dynamical effects. Based on the simulated values, it appears likely that the data for this
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Fig. 6.8: Mean values of (a) φΩ and (b) −2 ln(AΩ) obtained from simulations plotted as a
function of specimen tilt angle for different numbers of WSe2 layers. The specimen tilt angle
was varied from 0◦ to 5◦ in steps of 0.1◦. Selected values of specimen tilt angles are marked by
colored dots. The horizontal streaks behind each plot are histograms of the corresponding
experimental data (cf. Fig. 6.7), with higher intensity corresponding to a higher number of
counts. The same histograms are also shown conventionally on the right of the plots.

peak corresponds to five and/or six layers of WSe2. In addition, it is also possible that the

data are composed of contributions from several tilt angles.

Figure 6.8b is equivalent to Fig. 6.8a, but for the quantity −2 ln(AΩ) instead of φΩ. When

comparing the two graphs, it becomes clear that the two quantities φΩ and −2 ln(AΩ) are

complementary. Whereas the phase shows an ambiguity for specimen tilt angles very close

to the zone axis orientation, the amplitude is ambiguous at larger specimen tilt angles. The

combination of both measurements could therefore in principle resolve the question of

unknown specimen tilt angle and allow for the unambiguous identification of specimen

thickness. In contrast to the phase, the amplitude appears to be independent of specimen

tilt only for a thickness of a single layer.
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Figure 6.9 shows the quantities φΩ and −2 ln(AΩ) plotted against each other, revealing that

the specimen thickness can now indeed be identified unambiguously. The small black dots

represent mean values extracted from experimental data averaged in individual Voronoi cells.

The experimental data points form clearly separated clouds, some of which cover a large

range of amplitude or phase values, because they are taken from several holograms or from

regions over which the specimen tilt angle changes. Some of the clouds are split into separate

contributions. The center of mass of each individual cloud is marked by a green or red star.

The green stars correspond to data that are more weakly affected by dynamical effects,

whereas the red stars mark data that are more strongly affected by dynamical diffraction,

based on the criteria discussed above. The standard deviations of the six individual clouds

take values of 15-29 mrad for the mean phase and 0.022-0.050 for the quantity −2 ln(AΩ),

yielding average standard deviations of σ(φΩ) = 21 mrad and σ(−2 ln(AΩ)) = 0.032.
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Fig. 6.9: Plot of φΩ vs −2 ln(AΩ). The small black dots correspond to values extracted from
experimental data in individual Voronoi cells of unit cell size. Simulated values are shown
in the form of black lines, with each line corresponding to one specimen thickness and a
specimen tilt range of 0◦ to 5◦ calculated in steps of 0.1◦. Selected values of specimen tilt
angles are marked by colored dots, as indicated in the legend. Green and red stars mark the
centers of mass of individual experimental data clouds, where the color denotes data that
are weakly (green) or strongly (red) influenced by dynamical effects.

In addition to the experimental data points in Fig. 6.9, black lines show simulated values of

φΩ and −2 ln(AΩ) for different specimen tilt angles and thicknesses. Each line corresponds

to a different specific thickness. The colored dots mark the specimen tilt values indicated in

the legend. Whereas both φΩ and −2 ln(AΩ) individually show ambiguities, the combination
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of both quantities overcomes this problem, enabling unambiguous identification of the

specimen thickness. Moreover, comparisons of experimental measurements with simula-

tions allow the determination of the specimen tilt angle corresponding to the individual

experimental data points. It should, however, be noted that very close to the zone axis (< 1◦)

the thickness may not be uniquely determined if the number of layers is too large, as then

curves of different thickness in Fig. 6.9 are close together.

Most of the experimental data clouds in Fig. 6.9 have slightly smaller phase values when

compared with those from the simulations. The most likely explanation for this observation

is a reduction in mean inner potential from that assumed in the simulations due to bonding

inside the crystal. This explanation is known to typically reduce the phase by approximately

5− 10 %, even in the absence of dynamical effects [40, 159]. Another possibility is the

presence of defects or vacancies, which would also result in a decrease in the measured

phase. Significantly, despite this small mismatch between experiment and simulation, an

unambiguous assignment of specimen thickness and specimen tilt angle to the data clouds

is still possible, as the expected thickness variations only occur in multiple integers of a

single layer.

The simulations described above only consider a specimen tilt from [001] in one particular

direction. However, the azimuthal angle of the specimen tilt may also have an impact on

the mean values of the wavefunction. In order to investigate this possibility, additional

simulations were performed by varying both the modulus of the specimen tilt and its

azimuthal angle from [001], as shown in Fig. 6.10 for one to six layers of WSe2
1.
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Fig. 6.10: (a) Simulated mean phase plotted as a function of specimen tilt angle from [001]
for one to six layers of WSe2. The modulus of the specimen tilt ranges from 0◦ to 5◦. An
azimuthal angle of 0◦ corresponds to the [100] direction, while [010] is located at 60◦. (b)
Mean phase plotted as a function of azimuthal angle for a tilt modulus of 5◦ for one to six
layers of WSe2.

1Special thanks to Prof. Dr. R. E. Dunin-Borkowski for providing this data.
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Just as in Fig. 6.8a, the phase of mono- and bilayer WSe2 is almost completely unaffected

by specimen tilt. A dependence on specimen tilt azimuth is only significant for a specimen

thickness of at least five layers and for tilt amplitudes of more than 4◦. This finding is

supported by the plot in Fig. 6.10b, in which the phase is plotted as a function of azimuthal

tilt angle for a tilt amplitude of 5◦. A significant modulation of the phase is only clearly

visible for five and six layers, with the modulation following the hexagonal symmetry of the

WSe2 lattice. For a thickness of six layers, the maximum deviation from the mean phase

is 13 mrad, which is smaller than the standard deviation of the experimental data clouds.

Hence, the direction of the specimen tilt angle from [001] can be neglected in the present

analysis. However, this might not be the case in general and it may then be necessary to

include the specimen tilt direction for other materials or experimental conditions.

6.4 Mean inner potential of WSe2

The mean inner potential V0 is a fundamental material property, which is related to the

charge density distribution in a material and can be linked to its electronic band structure

[95, 96]. Off-axis electron holography is one of the most accurate techniques for determining

the MIP, provided the specimen thickness or its gradient is known and if dynamical effects

are either negligible or well understood [85]. Measurements of V0 can then be compared

with simulated values obtained from electrostatic potentials derived from different models,

such as DFT calculations [159].

According to Eqs. 3.52 and 3.53, evaluation of the mean phase φΩ in areas corresponding

to single or multiple unit cells can provide access to V0. However, only in the absence of

dynamical diffraction is the simple linear relation

φΩ =CE V0 t (6.4)

valid. In the previous section, values of mean phase were determined in Voronoi cells

of unit cell size from electron wavefunctions of WSe2. Through comparisons of mean

phase and mean amplitude between experimental data and simulations, it was possible

to unambiguously assign a value of specimen thickness and specimen tilt angle to each

Voronoi cell. In this regard, the layered nature of WSe2 is very beneficial, as the specimen

thickness can only occur in multiple integers of a single layer (in the absence of defects)

according to the relation

t = n
c

2
, (6.5)
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where c is the lattice constant of WSe2 along [001] and n is the number of layers. The MIP

can then be determined by fitting a line to the measured phase shift plotted as a function of

the number of WSe2 layers, in the form

φΩ =CE V0
c

2
n +φoff (6.6)

=φL n +φoff, (6.7)

where the slope φL describes the average phase shift that the electron beam acquires when

passing through one WSe2 layer, which is directly proportional to V0. The intercept φoff is

ideally zero. However, even if it is non-zero, for example as a result of the presence of a layer

of contamination of constant thickness or a surface dipole layer [96], this would not affect

the measurement of V0.
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Fig. 6.11: Linear fit to selected experimental phase measurements φΩ plotted as a function
of the measured number of WSe2 layers n. The errors in the individual measurements are
obtained from the standard deviations of the clouds corresponding to the green stars in
Fig. 6.9. The fitted parameters are given in the legend.

In order to avoid dynamical diffraction (so that Eq. 6.4 is valid), only the data points that are

marked by green stars in Fig. 6.9 were used to generate a linear fit, as shown in Fig. 6.11. An

average phase shift per WSe2 layer of 121.3±4.7 mrad is measured. This value is significantly

smaller than the theoretical value determined for neutral atoms (141 mrad; see section

3.3). On the one hand, this deviation can be explained by the neglect of bonding effects

in the calculation. On the other hand, dynamical diffraction effects can never be avoided

completely, as shown in Fig. 6.9. Only for very thin specimens of not more than two layers

of WSe2 or for very high tilt angles are dynamical effects suppressed significantly. However,

the use of a very large specimen tilt angle is not always appropriate. For example, division
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of the image into projected unit cells may no longer be possible, if the hexagonal structure

is no longer visible at large specimen tilt angles. The measured phase offset φoff =−18.1±
18.2 mrad confirms the cleanliness of the investigated specimen.

If the measured average phase shift per WSe2 layer is inserted into the equation

V0 =
2

CE c
φL , (6.8)

then a value for the MIP of V0 = 18.55± 0.71 V is obtained. This value is approximately

14 % lower than the value of 21.5 V calculated for an array of neutral atoms, when bonding

effects are neglected. It should be kept in mind that the MIP is in principle a bulk property

and measurements from extremely thin TEM specimens can also be affected by surface

effects. Changes in the electrostatic potential at the specimen surface may then influence

parameters such as φoff in Eqs. 6.6 and 6.7, emphasizing the need to record measurements

as a function of specimen thickness.

6.5 Mean free path of WSe2

Whereas the phase of an electron wavefunction can be used to determine the MIP, the

amplitude provides access to the mean free path for scattering. Referring to Eq. 6.3, the

quantity−2 ln(AΩ) is directly proportional to the specimen thickness. Inserting the thickness

discretization defined in Eq. 6.5 into Eq. 6.3 yields the expression

−2 ln(AΩ) = c

2λtot
n. (6.9)

Just as for the measurement of V0, the mean free path λtot can be determined from the slope

of a linear fit to the same data points, as shown in Fig. 6.12. The measured slope yields

a value for λtot of 12.26±4.36 nm. The uncertainty in this value of approximately 35 % is

related to the strong dependence of the amplitude on specimen tilt angle, which is also

visible in Figs. 6.8b and 6.9.

The measured value of the total mean free path is much smaller than the calculated value

of the inelastic mean free path of λin = 47.6 nm (cf. Table 3.2). The dominating scattering

mechanism in this experiment is therefore assumed to be elastic. The influence of the choice

of reconstruction aperture on the measured mean free path is negligible, with a value of

λtot = 12.35±4.38 nm obtained when the holograms are reconstructed using an aperture

radius of 40 mrad.
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Fig. 6.12: Linear fit to selected experimental measurements of −2 ln(AΩ) plotted as a func-
tion of the measured number of WSe2 layers n. The errors in the individual measurements
are obtained from the standard deviations of the clouds corresponding to the green stars in
Fig. 6.9. The fitted parameters are given in the legend.

6.6 Summary

The measurements of electrostatic potentials using off-axis electron holography usually

requires a very precise knowledge of specimen thickness. For 2D materials, the thickness

takes discrete values, simplifying its determination significantly. However, without an

independent knowledge of the mean free path for scattering or the MIP of the investigated

material, the local specimen thickness cannot be measured from phase or amplitude images

alone. Instead, comparisons of experimental data with simulations can be used to overcome

this problem. Specifically, the fact that the phase and amplitude of the electron wavefunction

possess complimentary information allows the effects of dynamical diffraction on both the

phase and the amplitude to be overcome.

Simulations show that dynamical effects on the phase are only negligible for mono- and

bilayer WSe2 and/or for specimen tilt angles from [001] of above 2◦. The ability to select data

that are only weakly affected by dynamical effects allows the MIP and the mean free path

to be determined from phase and amplitude measurements averaged within Voronoi cells

of unit cell size. The measured MIP of 18.6 V is smaller than that calculated from neutral

atom scattering factors, which neglect bonding effects in the WSe2 crystal. A total mean free

path for scattering of 12.3 nm is determined from amplitude measurements, which suggests

that elastic scattering is the dominant scattering mechanism, as it is much smaller than the

inelastic mean free path obtained from calculations.

The advantage of determining the specimen thickness locally from off-axis electron holo-

grams without an independent measurement is a very important starting point for additional
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quantitative analysis of atomic details in the electron wavefunction. The knowledge about

specimen thickness that was obtained here, is applied to the further analysis of WSe2 wave-

functions below.





Chapter 7

Automated determination of

experimental parameters from electron

wavefunctions of WSe2

In the previous chapters, it was shown that quantitative information can be extracted

from electron wavefunctions obtained using off-axis electron holography. The specimen

thickness of a thin WSe2 sample can be determined precisely through a careful comparison

of experimental and simulated mean phases and amplitudes. However, the measured

electron wavefunction is affected not only by the object itself, but also by the imaging system

of the electron microscope, including image aberrations and partial coherence [13]. Whereas

the mean phase and mean amplitude are not affected by image aberrations, they can affect

the interpretation of high-resolution detail in electron wavefunctions dramatically.

In contrast to conventional TEM images, which do not allow for numerical correction of

residual coherent aberrations, they can be eliminated a posteriori from electron wave-

functions [64, 65, 160–163]. However, accurate knowledge of the aberration coefficients is

required for reliable correction. Different strategies for determining aberration coefficients

automatically from electron wavefunctions have already been developed. This task is partic-

ularly difficult when the object is partly or fully crystalline, as then only sparse information

is present in Fourier space. Most current techniques rely on symmetry arguments, such as

the assumption of circular shapes for atomic columns in the projection direction [164–166].

Experimental parameters that may break the assumed symmetry, such as a small mistilt of

the sample, which could be misinterpreted as, for example, coma or twofold astigmatism,

are then rarely considered.

This limitation can be overcome by using a forward modeling approach, i.e., by simulating

the electron wavefunction using an accurate physical model, such as the multislice method.

Misleading conclusions about experimental parameters can then be avoided, by taking into
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account all relevant parameters that affect the electron wavefunction. Significantly, these

parameters can be determined by minimizing the difference between the experimental data

and the output from the forward model, i.e., by iteratively varying the parameter values that

are included in the forward model. For conventional HRTEM, this approach has already

been demonstrated, albeit not in an automated manner [11, 12]. Electron wavefunctions

obtained using off-axis electron holography offer additional information, in comparison to

conventional TEM images. In particular, the phase and amplitude of the wavefunction are

measured without frequency gaps in the contrast transfer [167]. The separation of specimen-

related diffraction effects from electron optical effects should therefore in principle be

simplified, as the phase and amplitude contain complementary information, as shown in

chapter 6.

In this chapter, a procedure is introduced to independently determine diffraction-related

and electron optical parameters from electron wavefunctions by applying established opti-

mization algorithms. This procedure is automated and thereby less prone to human bias

and human error. Parameter estimation is tested for the special case of a periodic structure

in a layered material, in particular WSe2. The chapter focuses on the basic concepts of this

approach and on testing its accuracy and robustness against external influences, such as

noise or an incorrect value of mean phase (e.g., due to erroneous subtraction of the phase

offset). Small inaccuracies in the model itself, e.g., due to the phase object approximation in

the multislice algorithm, are assumed to be negligible in comparison to uncertainties in the

experimental data. It is of general interest to establish whether a unique and unambiguous

solution exists that fully describes electron diffraction and holographic imaging. In chapter 8,

the procedure is applied to experimental wavefunctions of WSe2.

Parts of this chapter have been published in [168].

7.1 Strategy for parameter determination

The list of experimental parameters that can influence the electron wavefunction in TEM

is long and the automated determination of a large set of unknown parameters is a very

challenging task for non-linear systems. Depending on the problem and on the choice of

numerical algorithm, it can be advantageous if sub-sets of parameters are determined inde-

pendently. A single optimization problem is then replaced by multiple smaller optimization

problems with reduced dimensionality.

If possible, experimental parameters should therefore be measured independently, in order

to reduce the number of unknowns. Some of the parameters that characterize the instru-

mentation of the microscope are constant, i.e., they only need to be measured once. The

influence of the detector is characterized by its MTF, which can be measured independently

[77] and eliminated from each recorded image (cf. section 3.1.3). Similarly, partial coher-
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ence of the electron beam, which is essentially defined by the defocus spread ∆ and the

semi-angle of convergence θC , can be determined using independent measurements [169].

Coherent aberrations can be measured by the Zemlin tableau method [67], as implemented

in the software of the hardware aberration corrector at the microscope. Higher order aberra-

tions, such as spherical aberrations C3 or C5, are optically stable and are therefore assumed

to remain constant over a long period of time [25].

Assumptions about the investigated sample also reduce the number of unknowns. The

crystal structure of the sample is often known and its electrostatic scattering potential can

be determined using either independent atomic form factors [154] or DFT calculations

[159]. In the present study, the layered WSe2 crystal structure is assumed to follow the 2H

stacking order without any structural defects and electrostatic potentials are calculated

using DFT1. Details about the DFT calculations are reported in the work of Borghardt et al.

[159]. In addition, Debye-Waller factors of the investigated material can often be obtained

from independent measurements, e.g., by X-ray diffraction analysis [153], which allows the

consideration of contrast damping caused by thermal vibrations of the atoms.

The specimen thickness is a parameter that is often insufficiently well known and difficult to

measure accurately. For samples with non-homogeneous surfaces, the thickness may vary

from one atomic column to another. Methods, such as atom counting, have become popular

in high-angle annular dark field (HAADF) STEM to determine the number of contributing

atoms in each atomic column [30, 29, 170, 171]. In the case of layered TMDs with pristine

surfaces, this problem is in principle simplified significantly. In chapter 6, it was shown

that large areas of homogeneous thickness exist in these materials and that the number of

layers can be determined unambiguously by comparing both the mean phase and the mean

amplitude of the wavefunction with simulations [150]. Here, the assumption is made that

the structure model of the investigated samples is that of pristine TMD crystals in the 2H

stacking order and that the sample thickness is known.

Although independent measurements reduce the number of unknowns, the number of

parameters that need to be determined may still be large. Here, the remaining unknown

parameters are separated into two independent sets, which affect the electron wavefunction

in different ways. Parameter set (A) essentially affects the amplitudes of the Fourier coef-

ficients, while parameter set (B) exclusively affects the phases of the Fourier coefficients.

Parameter set (A) comprises specimen tilt, absorption and image spread, while parameter

set (B) comprises the coherent aberrations of the electron optical imaging system.

In this chapter, the procedure for determining unknown experimental parameters from

electron wavefunctions is presented and tested for one special case. However, the con-

clusions are valid without loss of generality, despite the fact that the parameters that are

known from independent measurements are related to a specific instrument (microscope),

1Special thanks to S. Borghardt for providing the DFT potentials.
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its settings and the investigated object. An overview of all of the relevant parameters that

are considered here in the modeling of electron wavefunctions is given in Table 7.1. Values

of known parameters are given if they are accessible independently and are considered to

be constant. The parameter values refer to the experimental results obtained for electron

wavefunctions of WSe2 in chapter 8. In general, the list of unknown and known parameters

depends on the details of each experiment. Hence, in other cases, it may be necessary to

determine a set of unknown parameters that is even larger than that considered here.

Table 7.1: List of relevant parameters that are considered here in the modeling of electron
wavefunctions. Values are given if they are accessible independently and are considered
to be constant for the purpose of the analysis. The lower part lists the parameters that are
determined by the optimization procedure, labeled according to their attributed parameter
set (A) or (B). The right hand column denotes the part of the modeling procedure in which
the parameter is involved. The Debye-Waller factor is taken from [153].

parameter symbol value process
atomic structure WSe2 (2H) DFT potential diffraction
sample orientation [hkl] [001] diffraction
sample thickness t (measured) diffraction
Debye-Waller factor B 0.003 nm2 diffraction
accelerating voltage U 80 kV diffraction, imaging
aperture radius gmax 40 mrad reconstruction
wavefunction sampling fs 8 pm / pixel imaging, reconstruction
detector MTF MTF(g ) (measured) imaging
focus spread ∆ 0.5 nm imaging
semi-convergence θC 0.4 mrad imaging
spherical aberration C3 16 µm imaging
5th order spherical aberration C5 -6.5 mm imaging
sample tilt from [001] (tx , ty ) set (A) diffraction
relative absorption κ set (A) diffraction
image spread (σ1,σ2,α) set (A) imaging
relative image shift A0 set (B) imaging
defocus C1 set (B) imaging
twofold astigmatism A1 set (B) imaging
coma B2 set (B) imaging
threefold astigmatism A2 set (B) imaging

A fundamental prerequisite for optimization problems is overdeterminacy, i.e., the number

of data points must be larger than the number of variables. Determination of the parameters

that are involved in the diffraction process requires a calculation of electron diffraction

within the object, e.g., using the multislice method [58]. In contrast, the effect of coherent

aberrations is described simply by a phase factor, as discussed in section 2.3.2. Once the

aberration coefficients have been determined, their effect can be removed from the recorded
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wavefunction. The effect of image spread can in principle also be eliminated from the

wavefunction by deconvolution. However, this approach would cause a dramatic increase

in noise at higher spatial frequencies and is therefore avoided here.

Parameter set (A) is first determined from the amplitudes of the Fourier coefficients together

with the mean phase, as these quantities are not affected by coherent aberrations. This

procedure is discussed in section 7.2. Following this optimization procedure, the resulting

simulated exit plane wavefunction is compared with the experimental wavefunction to de-

termine parameter set (B), as discussed in section 7.3. This approach yields the experimental

exit plane wavefunction from which the effect of coherent aberrations is removed, together

with a precise knowledge of all relevant experimental parameters.

7.2 Determination of diffraction-related parameters

Parameter set (A) contains the image spread parameters, as well as parameters that are

involved in the diffraction process within the object. Due to dynamical diffraction effects,

this process cannot be described in a closed invertible analytical form, but rather requires a

numerical forward calculation. The unknown parameters in set (A) are then determined

by comparing the experimental data with a simulated exit plane wavefunction, whose

parameters are varied iteratively, while minimizing the cost function

s2
A =
∑
g ̸=0

∣∣Aexp(g )− Asim(g )
∣∣2 +
∣∣Ψexp(0)−Ψsim(0)

∣∣2 , (7.1)

where

Ψexp(g ) = Aexp(g )e iφexp(g ) and (7.2)

Ψsim(g ) = Asim(g )e iφsim(g ) (7.3)

denote the Fourier coefficients of the experimental and simulated wavefunctions. The

amplitude and phase of the zero beam (g = 0) are equivalent to the mean amplitude and

mean phase of the real space wavefunction. The cost function can be rewritten in the form

s2
A =
∑
g

∣∣Aexp(g )− Asim(g )
∣∣2

+2Aexp(0)Asim(0)
[
1−cos

(
φexp(0)−φsim(0)

)]
, (7.4)

where the first term describes the absolute differences between the Fourier coefficient ampli-

tudes and the second term takes into account a difference between the mean phases of the

wavefunctions, weighted by the product of the mean amplitudes. It should be emphasized
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that these quantities are not affected by coherent aberrations, which only modulate the

phases of the Fourier coefficients for g ̸= 0. The inclusion of the mean phase is important, as

it is sensitive to parameters such as specimen tilt [150], as well as to effects such as charge

redistribution [159]. However, it requires a correct description of the mean inner potential

used in the multislice simulation. Electrostatic potentials calculated from independent

atomic form factors typically overestimate the MIP, whereas DFT calculations have been

shown to yield values that are in closer agreement with experimental data, as they also

include bonding effects [159].

In the present analysis, parameter set (A) comprises three quantities (specimen tilt, image

spread and absorption), which are characterized by six parameters, as shown in Table 7.1.

The specimen tilt is given by a 2D vector (tx , ty ), which describes the specimen tilt along the

x- and y-axes of the image, respectively. Absorption is modeled simply in the form of an

imaginary absorptive potential, as a fraction κ of the elastic scattering potential [61]. The

image spread is modeled by an asymmetrical 2D Gaussian envelope in Fourier space with

an elliptical shape described by a major axis σ1, a minor axis σ2 and an angle α between the

major axis and the x-axis of the image, as introduced in section 2.3.3.

Mathematically, a variety of different algorithms exists, which can in principle be applied to

minimize the cost function in Eq. 7.4. However, the algorithm should be chosen carefully for

a given problem. In the present case, dynamical electron diffraction is calculated by means of

the multislice formalism, which cannot be described in closed analytical form. Therefore, a

gradient-based algorithm may not be the optimal choice, as the Jacobian of the cost function

would require a numerical approximation, which has the disadvantage of being inaccurate

and computationally expensive. Therefore, the simplex method, as introduced by Nelder and

Mead in 1965 [172] and implemented in the SciPy software package [173], is applied here to

solve the non-linear problem described above. This algorithm is based on a simplex, which is

a special polytope of n+1 vertices in n dimensions; for example, it forms a triangle in a plane

(n = 2) and a tetrahedron in three-dimensional space (n = 3). The algorithm extrapolates

the behavior of the cost function measured at each of the n +1 vertices, in order to find

a new vertex, which then replaces one of the old vertices. Although the simplex method

is known to be robust in many applications, just as for other optimization algorithms, a

good approximation to the solution is often required as a starting point. In the present case,

an estimate for the solution is obtained by using a sequential multi-dimensional bisection

method [174], which then serves as a starting point for the simplex algorithm.

The procedure is initially tested below by replacing the experimental wavefunction with

well-defined simulated wavefunctions. The parameters that need to be determined are then

well known, which allows the accuracy and precision of the algorithm to be assessed. For

this purpose, a patch of 7×4 orthorhombic unit cells of five-layer-thick WSe2 was simulated
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with the parameter values listed in Table 7.2. The values of all of the other parameters that

are assumed to be known and considered to be constant are taken from Table 7.1.

Table 7.2: Parameter values for set (A) used to simulate an exit plane wavefunction for testing
the performance of parameter determination.

parameter tx [◦] ty [◦] σ1 [pm] σ2 [pm] α [◦] κ [%]

value 0.5 -0.2 40 20 45 5

The resulting exit plane wavefunction is shown in Fig. 7.1. The hexagonal structure of WSe2

is clearly visible, with atomic columns appearing as local maxima in the phase and minima

in the amplitude. As a result of the small finite sample tilt and anisotropic image spread, the

atomic columns appear to be slightly asymmetrical, rather than perfectly round.

(a)

0.0 0.8 1.6 2.4
φ [rad]

(b)

0.0 0.4 0.8 1.2
A

Fig. 7.1: (a) Phase and (b) amplitude of the exit plane wavefunction of five-layer-thick WSe2

simulated using the parameter values listed in Table 7.2. The scale bar is 0.5 nm.

This wavefunction serves as the "experimental" wavefunction Ψexp in Eq.7.4, which is fitted

using the simplex method. The minimization takes less than 2 minutes for convergence

using a single CPU on a standard desktop computer2. At the start of the minimization, the

cost function value is approximately 10−1. After sufficient iterations, this value is decreased

to s2
A < 10−7, corresponding to a good match between the input and best fitting simulated

wavefunction. This match is confirmed by the small difference between the determined

and true parameter values, all of which differ by less than 1 % from the values given in

2MacBook Pro, 3 GHz Intel Core i7, 16 GB 1600 MHz DDR3 Ram, OS X Yosemite 10.10.5.
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Table 7.2. Uncertainties in the parameter values can be estimated at the minimum of the

optimization by using a linear approximation of the Jacobian matrix of the forward model.

The determined best fitting values and their uncertainties are given in Table 7.3.

Table 7.3: Parameter values and uncertainties determined from the test simulation shown
in Fig. 7.1. Uncertainties (standard deviations) are estimated at the minimum of the opti-
mization by using a linear approximation of the Jacobian matrix of the forward model.

parameter tx [◦] ty [◦] σ1 [pm] σ2 [pm] α [◦] κ [%]

value 0.501 -0.198 39.995 20.024 44.986 4.938

standard deviation 0.001 0.001 0.021 0.015 0.027 0.025

A visualization of the quality of the match between the input and the best fitting wave-

function is shown in Fig. 7.2, in the form of the Fourier coefficient amplitudes of both

wavefunctions shown alongside the absolute difference between them. Only when g fulfills

the Bragg condition are the Fourier coefficients excited. In the case of a periodic object, the

number of excited beams is thus very small, which means that the Fourier space is sampled

very sparsely. It is then sufficient to restrict the comparison to the Fourier coefficient ampli-

tudes of the excited beams, rather than comparing all possible Fourier coefficients. In the

present example, the 31 innermost excited Fourier coefficient amplitudes (associated with

the WSe2 lattice) were taken into account, in addition to the mean phase. The difference

plot shown in Fig. 7.2 confirms the good match. However, it is still unclear if this solution is

unique.

input model |input - model|

0.01 0.1 1
|Ψ(g )|

0 2×10−4
|Ψ(g )|

Fig. 7.2: Fourier coefficient amplitudes of the simulated input wavefunction shown in Fig. 7.1
and the best fitting model wavefunction plotted on a logarithmic color scale. The absolute
differences plotted on the right confirm the good match. The scale bar is 4 nm−1.
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The following sections discuss the uniqueness, accuracy and precision of such a solution

and how these criteria depend on the thickness of the investigated structure. The procedure

is also tested for a variety of different combinations of parameter values, in order to ensure

that a large range of possible parameter values can be determined reliably. Moreover, the

influence of experimental uncertainties, in the form of noise and an incorrect value of mean

phase, are investigated. Noise is often inevitable in experimental data, while the mean

phase can be affected by imperfect subtraction of the phase offset from the experimental

wavefunction.

7.2.1 Uniqueness of the solution and influence of object thickness

A fundamental question in minimization problems is whether a unique solution can be

found, or in other words, if the cost function has a global minimum that is distinguishable

from any other local minima. In order to answer this question, the minimization described

above was performed multiple times, starting at random points in the six-dimensional

search space. If several solutions with similar cost function values exist, then it can be

assumed that there is no unique solution to the problem. The quality of the solution can be

expressed either by the cost function value s2
A itself or, often more conveniently, in terms of

the root mean square difference

RMS(s2
A) =

√
s2

A

N +1
, (7.5)

where N denotes the number of Fourier coefficients involved in the minimization. The

addition of the +1 in the denominator of Eq. 7.5 is related to the additional mean phase

term in Eq. 7.4. The wavefunction generated using the parameter values listed in Table 7.2

served as input to the minimization algorithm and the procedure was repeated 250 times,

with starting points that were randomly chosen within the intervals given in Table 7.4.

Table 7.4: Intervals within which random starting points were chosen for the assessment of
uniqueness of the present minimization problem.

parameter value range

tx , ty [−5◦,+5◦]

σ1, σ2
[
10 pm,50 pm

]

α [0◦,180◦]

κ [0 %,15 %]
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More than 99 % of the 250 optimizations converged to a solution with an RMS of approxi-

mately 10−5. These solutions were clearly distinguishable from the less than 1 % of solutions

that converged to local minima (RMS ≈ 10−2). In order to establish whether the solutions cor-

responding to the lower RMS values belong to the same parameter set, the fitted parameters

are plotted in the form of histograms in Fig. 7.3.
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Fig. 7.3: Histograms of the fitted parameter values for five layers of WSe2 based on 250
sets of different starting values confirming the uniqueness of the determined solution. The
standard deviation σ is given in each plot.

The standard deviation σ (not to be confused with the image spread parameters σ1 and σ2)

and the mean µ of the data can be considered as a measure of the precision and accuracy

of the best fitting solution. The mean of each distribution describes how accurately the

corresponding parameter can be fitted. In the present example, the mean values differ by

less than 0.05 % from the true values, illustrating the high accuracy of the algorithm. The

standard deviationσ can be understood as a measure of precision3. The values ofσ are given

in the legends in Fig. 7.3. For all of the parameters, the standard deviations are extremely

small. For example, the 3σ level for the specimen tilt is as small as 0.006◦, which corresponds

to 0.1 mrad.

3Approximately 68.3 % of normally distributed values are within one standard deviation of the mean, which
increases to 95.5 % within two standard deviations and 99.7 % for three standard deviations.
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Influence of object thickness

In order to verify that the algorithm does not only perform well for the special case discussed

above, the specimen thickness of the input wavefunction was changed, while retaining the

parameter values given in Table 7.2. The specimen thickness was in each case still assumed

to be known precisely, as it can be measured independently from the mean phase and mean

amplitude of the wavefunction.

The fact that dynamical electron diffraction is very sensitive to specimen thickness was

discussed in chapter 6. The accuracy and precision of parameter determination are therefore

also expected to depend on specimen thickness. For example, for samples that are as thin as

a single layer of WSe2, the specimen tilt angles are likely to be determined less accurately

and precisely than for a thicker sample. The reciprocal lattice points are then no longer

points, but elongated rods, which still intersect the Ewald sphere in reciprocal space even

for larger tilt angles and thus fulfill the Bragg diffraction condition. In other words, the effect

of specimen tilt on extremely thin objects is much weaker than for thicker objects.

For each specimen thickness ranging from one to five layers of WSe2, 250 optimizations were

performed by starting at random points in the six-dimensional search space. Histograms of

the fitted parameter values are shown in Fig. 7.4 for a specimen thickness of just one layer of

WSe2. Just as for five-layer-thick WSe2, the majority of the minimizations converged to a

solution with a reasonably small RMS of approximately 10−5. Only 2.5 % of the minimizations

differed from this solution, with an average RMS of approximately 10−3. The histograms in

Fig. 7.4 confirm that, even for a specimen thickness of a single layer, only one solution exists.

However, there is a larger range in the fitted specimen tilt angles. Although the accuracy and

precision is significantly worse for determining specimen tilt angles than for five-layer-thick

WSe2, the absorption and image spread parameters are determined very accurately. The

mean image spread values obtained from the fits differ by less than 0.2 % from the true

values, while the absorption parameter shows a relative deviation of only 1 % from the

expected value.

The mean fitted values are plotted as a function of the number of WSe2 layers in Fig. 7.5. The

dashed black lines represent the true parameter values. With increasing object thickness,

the fitted mean values approach the true values. Although this trend is observed for all of

the parameters, apart from specimen tilt, all of the other parameters are already in very

good agreement with the true values, even for a thickness of only one WSe2 layer. Only the

specimen tilt is determined with relatively poor accuracy for one layer of WSe2.

A very similar picture can be drawn from the standard deviations, which are shown in Fig. 7.6.

A decrease in standard deviation with increasing specimen thickness is observed. All of the

values are very small, even for an object thickness of only one layer, except for the standard

deviation for specimen tilt, which takes values of approximately 0.5◦ for the thinnest objects.
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Fig. 7.4: Histograms of the fitted parameter values for one layer of WSe2 based on 250 sets
of different starting values confirming the uniqueness of the determined solution. The
standard deviation σ is given in each plot.

With this exception, one can safely conclude that parameter determination is very precise

with (almost) no dependence on object thickness.

In summary, all of the parameters in set (A) can be determined precisely and accurately,

nearly independently of the specimen thickness, which is assumed to be known. However,

in practice the specimen thickness may not be known precisely, especially when the sample

is relatively thick and oriented close to a zone axis (cf. Fig. 6.9). In certain scenarios, the

specimen thickness may then be measured with an uncertainty of, for example, ±1 layer. By

repeating the procedure presented above for several different possible specimen thicknesses,

the correct thickness can be identified. Figure 7.7 shows a color-coded matrix of RMS values,

in which the true "experimental" specimen thickness texp is shown on the y-axis and the

specimen thickness used in the simulations tsim on the x-axis. The specimen thickness is

given in numbers of WSe2 layers.

The diagonal of the matrix in Fig. 7.7 has the smallest RMS values, indicating that for a

given value of the input thickness texp, the RMS is smallest when the thickness used in the

simulations tsim is correct. Although the minimum RMS value is clearly distinguishable from

those cases, where the wrong specimen thickness was assumed, this difference decreases

with increasing specimen thickness. Therefore, for a very thick specimen, there is a possibil-



7.2 Determination of diffraction-related parameters 115

0.4

0.5
µ

(t
x

)
[◦

]

−0.4

−0.2

µ
(t

y
)

[◦
]

39.95

40.00

µ
(σ

1
)

[p
m

]

19.95

20.00

µ
(σ

2
)

[p
m

]

1 2 3 4 5

number of layers

44.98

45.00

45.02

µ
(α

)
[◦

]

1 2 3 4 5

number of layers

5.0

5.1

µ
(κ

)
[%

]

Fig. 7.5: Mean values µ of fitted parameters plotted as a function of specimen thickness. The
dashed black lines mark the true parameter values. For all of the parameters, the accuracy
(difference to the true value) improves with increasing specimen thickness.
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Fig. 7.6: Precision (standard deviation σ) of fitted parameters plotted as a function of
specimen thickness. For all of the parameters, the precision improves with increasing
specimen thickness.
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Fig. 7.7: RMS values corresponding to best fits plotted as a function of the input "experimen-
tal" specimen thickness texp and the specimen thickness used in the simulations tsim. The
diagonal of the matrix shows the smallest RMS values, confirming that the true specimen
thickness can be determined unambiguously if it is not known accurately.

ity that the true thickness cannot be determined correctly, in particular when evaluating

experimental wavefunctions with a poor signal-to-noise ratio. In the following sections, the

specimen thickness is assumed to be known correctly.

7.2.2 Influence of parameter values

In the previous section, it was shown that true parameter values can be determined from

a simulated wavefunction, even in the absence of an accurate knowledge of the specimen

thickness. However, it was only demonstrated for a single combination of parameter values.

In this section, the performance of the algorithm is therefore tested on wavefunctions that

have been simulated for a variety of randomly chosen parameter value combinations. The

intervals in which each parameter value was randomly chosen are listed in Table 7.5. For

this test of performance, the specimen thickness was kept constant at three layers.

In total, 400 different combinations of parameter values were analyzed. The results are

summarized in Fig. 7.8. Each plot shows a histogram of the difference between the fitted

and true parameter values. The values are distributed around 0 for each parameter. Both

the mean values and the standard deviations are extremely small, confirming that true

parameter values can be determined with high accuracy and precision for a large range of
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Table 7.5: Intervals within which random parameter values were chosen to simulate electron
wavefunctions in order to assess the influence of parameter values on the accuracy and
precision of the parameter determination.

parameter value range

tx , ty [−3.5◦,+3.5◦]

σ1, σ2
[
20 pm,50 pm

]

α [0◦,180◦]

κ [0 %,15 %]

parameter values. In off-axis electron holography experiments, the specimen tilt can be

difficult to control precisely, especially when studying 2D materials. It is therefore important

that even large specimen tilt angles of up to 3.5◦ can be identified correctly from a recorded

wavefunction, as shown in Fig. 7.8.
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Fig. 7.8: Histograms of differences ∆ between fitted and true values for a total of 400 combi-
nations of randomly chosen parameter values (cf. Table 7.5) for three-layer-thick WSe2. The
standard deviation σ is indicated in each plot.

However, from the data presented in Fig. 7.8 it cannot be inferred if the difference between

the fitted and true values is correlated with the parameter value. For example, the fitted

specimen tilt angle may differ from the true value by a greater amount if the specimen tilt is
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either very small or very large. In order to assess whether there is a systematic dependence

between the fitted and true values, the differences between the parameters are plotted as a

function of the true value in the form of a scatter plot in Fig. 7.9.
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Fig. 7.9: Differences Δ between fitted and true parameters plotted as a function of the true
value of each parameter. The points are plotted with a transparency of 50 %, indicating that
only a small number of outliers show greater differences and that no systematic behavior is
observed.

The majority of the points in Fig. 7.9 show vanishingly small differences between the fitted

and true parameter values, with only very few outliers deviating by greater amounts. The

outliers are distributed fairly equally over the chosen parameter ranges, with no systematic

dependency, suggesting that the parameters can be determined reliably and accurately

independent of their true values. However, several features are apparent in the scatter plots.

For example, the image spread parameter σ1 appears to be less dense at smaller values and

more dense at larger values and vice versa for σ2. This is a consequence of the deliberate

choice of assigning σ1 to the major axis of the image spread, i.e., to the largest values, with σ2

assigned to the minor axis. Only a very small number of the randomly chosen configurations

then exhibit small image spread values for σ1. The image spread angle α shows a few points

that differ by more than 100◦ from the true value, as a consequence of similar values of σ1
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and σ2. The image spread is then almost isotropic and the angle α becomes meaningless.

The absorption parameter κ only shows positive differences when the true value of κ is

small, as κ is constrained to take only positive values.

7.2.3 Influence of noise

In contrast to simulated wavefunctions, experimental data are always affected by noise. The

detection of incident electron counts, for example using a CCD camera, is influenced by

shot noise, due to the discrete nature of electric charges [175]. Shot noise follows a Poisson

distribution, which tends towards a normal distribution for a large number of events [176].

The standard deviation σN of such a distribution can then be used to quantify the strength

of the individual noise pattern.

In off-axis electron holography, noise transfer is further complicated by the reconstruction

procedure [177]. The aperture that is applied to the sideband in Fourier space effectively

acts as a low pass filter, suppressing high frequency contributions to the wavefunction and

having a dramatic influence on the noise pattern and on the corresponding quantity σN . It

is therefore important to consider the effect of low pass filtering when quantifying the effect

of noise. When applying a finite circular aperture in Fourier space to a normally distributed

noise pattern, its appearance changes significantly, as shown in Fig. 7.10a. In the noise

distribution shown in Fig. 7.10b, the standard deviation of the noise has decreased from

σN = 0.42 to σN = 0.06 after applying the circular aperture. It should be noted that, when

applying an aperture to a sideband in the Fourier transform of an off-axis electron hologram,

there is no effect on the parameter determination described above, which is performed

in Fourier space. The high frequency noise that is filtered out by the aperture does not

contribute to the Fourier coefficients that are considered in the analysis.

In the following discussion, artificially generated normally distributed noise is added to

a simulated wavefunction (in real space), which serves as input to the parameter deter-

mination algorithm described above. The noise pattern is always low pass filtered by an

aperture of the same size as that used in the simulation of the electron wavefunction (i.e.,

40 mrad). The noise is characterized by its standard deviation after applying the aperture.

As a result of the complex-valued nature of the electron wavefunction, the noise pattern

is also complex-valued. Assuming the same noise characteristics for both the real and the

imaginary part of the wavefunction, the standard deviation of the complex-valued (real

space) noise pattern is given by the expression

σN =
√
σ2

N ,Re +σ2
N ,Im , (7.6)
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Fig. 7.10: (a) Normally distributed noise pattern displayed both before and after applying a
finite circular aperture with a radius of 10 nm−1 in Fourier space. The noise pattern has the
same spatial dimensions and sampling density as the wavefunction shown in Fig. 7.1. The
scale bar is 0.5 nm. (b) Histograms of the noise patterns shown in (a), indicating that the
standard deviation σN of the noise pattern has decreased from 0.42 to 0.06 after applying
the finite aperture.

where σN ,Re and σN ,Im denote the standard deviations of the real and imaginary parts of

the complex-valued noise pattern respectively. High-resolution electron wavefunctions

reconstructed from electron holograms typically contain noise with σN ≈ 0.05−0.10. For

example, the noise in the vacuum area of the normalized wavefunction shown in Fig. 3.5a

takes a value of σN = 0.07.

Figure 7.11 shows the real and Fourier space representations of a simulated electron wave-

function of three-layer-thick WSe2 with additional normally distributed noise of different

strengths σN . The upper row shows the wavefunction without any additional noise. The

hexagonal crystal structure is then clearly visible in all three images. In the presence of

noise with a standard deviation of σN = 0.1, which is on the same order as that present in

the experimentally recorded wavefunctions analyzed in this work, the hexagonal crystal

structure is still clearly recognizable in the phase, amplitude and Fourier coefficient ampli-
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tudes. However, the identification of atomic columns in the real space amplitude is more

difficult than in the phase image. When the noise strength is greater (σN = 0.29), the crystal

symmetry can only be inferred reliably from the Fourier coefficient amplitudes, which are

still distinguishable from the noisy background.
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Fig. 7.11: Real space (left and center columns) and Fourier space (right column) represen-
tations of a simulated wavefunction of three-layer-thick WSe2 with normally distributed
noise. The wavefunctions were simulated using the parameters given in Table 7.2. Each row
represents a different noise strength, as denoted by the standard deviation σN . The noise
distributions are limited to spatial frequencies of 40 mrad in Fourier space. The scale bars
are 0.5 nm in the real space images and 4 nm−1 in the Fourier space representations.

In order to assess the effect of noise on parameter determination, the electron wavefunction

of three-layer-thick WSe2, shown in the upper row of Fig. 7.11, served as an input to the

algorithm. The optimization was repeated 400 times after adding randomly generated

normally distributed noise of strength σN = 0.06 to the wavefunction in each optimization

run. Figure 7.12 summarizes the results of all of the optimizations in the form of histograms.
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The parameter determination still converges to the correct solution with very small standard

deviations, as shown in the plot legends.
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Fig. 7.12: Histograms of differences ∆ between fitted and true parameter values for a total of
400 randomly generated noise patterns with a strength of σN = 0.06 added to the electron
wavefunction of three-layer-thick WSe2 shown in the top row of Fig. 7.11. The standard
deviation σ is indicated in each plot.

The procedure was repeated for different noise strengths and different combinations of

parameter values, in order to evaluate how parameter determination in general performs in

the presence of noise. The accuracy and precision of the procedure was tested as a function

of signal-to-noise ratio

SNR =
σ2

sig

σ2
N

, (7.7)

rather than noise strength σN . The SNR is a more general quantity, which also takes into

account the signal itself in the form of the standard deviation σsig of the signal. A general

statement can then be made about the performance of the algorithm in the presence of

noise. A constant noise strength, as applied in the example above, would lead to different

SNRs when changing the sample thickness or other parameters. In the example discussed

above, the SNR is approximately 25.

Parameter determination was repeated for different combinations of parameter values

and noise strengths, in order to assess the fits for a large range of SNRs. For each set of
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parameter values and noise strength, the optimization procedure was repeated at least

200 times. The absolute mean deviations from the true parameter values are plotted as

a function of SNR in Fig. 7.13, with each point corresponding to one set of parameter

values combined with a specific noise strength σN . As expected, the accuracy of each

fitted parameter deteriorates with decreasing SNR. This behavior is similar for all of the

parameter sets, which are displayed using different marker styles. For example, in order

to achieve an accuracy of below 0.1◦ for the determination of specimen tilt angle or below

1 pm for the image spread parameters σ1 and σ2, a SNR of approximately 5-10 is sufficient.

A further increase in SNR would only lead to small improvements in the accuracy of the

fitted parameters.
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Fig. 7.13: Mean values of the absolute difference Δ between fitted and true parameter values
plotted as a function of SNR on a semi-logarithmic scale. Each marker style corresponds to
one particular combination of parameter values.

Figure 7.14 shows the standard deviations of the fitted parameter differences plotted as a

function of SNR. Just as for the mean absolute deviations shown in Fig. 7.13, the standard

deviations increase with decreasing SNR. The increase is more abrupt for specimen tilt

compared to the other parameters, indicating that tx and ty can be determined with high

precision even for relatively low SNRs.

Figures 7.13 and 7.14 show that the performance of parameter determination can depend

sensitively on the SNR in the data. For noise levels that are comparable to those in exper-

imental off-axis electron holograms, the parameter values can be determined with high

accuracy and precision and, most importantly, unambiguously. Some of the parameters,
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Fig. 7.14: Standard deviations of the difference Δ between fitted and true parameter values
plotted as a function of SNR on a semi-logarithmic scale. Each marker style corresponds to
one particular combination of parameter values.

such as specimen tilt, appear to be more robust against experimental noise than others

such as absorption. It is always beneficial to reduce experimental recording noise, in order

to increase the SNR, especially when the signal itself is very weak, e.g., for extremely thin

samples such as monolayers. For monolayer TMDs, the SNR determined from simulated

data for the parameter values listed in Table 7.2 and a realistic level of recording noise of

σN ≈ 0.07 takes values of approximately 3.5 for one layer of WSe2 and 2.0 for one layer of

MoS2. For such extremely thin specimens, it is required to reduce the recording noise in

off-axis electron holography experiments, in order to enable reliable and accurate parameter

determination.

In addition to noise, other effects may influence the results of the parameter determination.

The mean phase and mean amplitude of the wavefunction are important parameters, as

discussed in Chapter 6. The next section discusses the influence of errors in these quantities

on the performance of the algorithm.

7.2.4 Influence of errors in mean phase and mean amplitude

In section 3.2.1, it was shown that the normalization of a reconstructed wavefunction is

essential. Of all the Fourier coefficients that contribute to an electron wavefunction, the

zero beam (corresponding to the mean phase and mean amplitude in real space) carries
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the strongest signal. Hence, it is of the highest importance that these values are measured

correctly, with the assistance of a normalization procedure. However, if the vacuum area

that is used for normalization is far from the investigated area on the sample, then the

mean phase and mean amplitude of the area of interest may be determined incorrectly, for

example, due to extrapolation errors or electron-beam-induced charging of the specimen.

In addition, the mean phase or mean amplitude in a simulated wavefunction may also

be incorrect. For example, electron scattering potentials that are derived from electron

scattering factors for independent atoms overestimate the mean phase of the electron

wavefunction [159]. The response of parameter determination is equivalent for each of these

scenarios, due to the cosine term in Eq. 7.4. Thus, only the absolute difference between

experimental and simulated mean phase or mean amplitude is important. In this section,

the performance of the algorithm is tested after including additional mean phase and

amplitude contributions.

It should be noted that an alternative approach for dealing with the presence of a linear

phase (and/or amplitude) ramp in an experimental wavefunction exists. Either one large

area of the recorded wavefunction or several areas are modeled simultaneously, with a linear

phase (and/or amplitude) ramp incorporated in the model. This approach can in principle

be applied if none of the determined parameters correlates with a linear phase (and/or am-

plitude) ramp in real space. It requires adjustment of the cost function. In practice however,

it is more convenient to normalize the electron wavefunction, as discussed in section 3.2.1.

Hence, this alternative approach of incorporating the phase (and/or amplitude) ramp in the

forward model is not pursued in the present work.

Influence of error in mean phase

Figure 7.15 shows how the accuracy of parameter determination is affected by an error in

the mean phase. The mean deviations in this plot were determined from histograms of 400

different combinations of parameter values similar to those shown in Fig. 7.8. The phase

offsets that were added to randomly generated wavefunctions ranged from −25 to +25 mrad.

These values correspond to relative phase shifts of almost 8 % compared to the mean phase

of an untilted wavefunction of three-layer-thick WSe2 (φ0 = 330 mrad). In section 3.2.1, it

was shown that a linear phase ramp subtracted during the normalization procedure typically

has an uncertainty of only a few mrad (cf. Fig 3.7). A phase offset of 25 mrad would therefore

represent a significant error for a wavefunction of only three layers of WSe2.

In Fig. 7.15, the accuracy of the determined parameter values decreases with increasing

deviation from the correct mean phase. Whereas the specimen tilt in the x-direction is

slightly overestimated (underestimated) in the presence of a negative (positive) phase offset,

the specimen tilt in the y-direction is almost unaffected by a negative phase offset. The
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influence of an error in the mean phase on the image spread parameters is very small. How-

ever, as a consequence of a slightly incorrect specimen tilt determination due to an incorrect

value of the mean phase, the fitted image spread parameters attempt to compensate for

this effect. The absorption parameter shows an almost linear dependence on the additional

phase offset. Overall, the maximum deviations in Fig. 7.15, e.g., µ(tx) = 0.025◦ = 0.4 mrad at

∆φ0 =−25 mrad, are still small, indicating that parameter determination works accurately

even if the mean phase is in error by a few percent of its true value.
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Fig. 7.15: Mean deviations µ from the true parameter values for simulated electron wave-
functions of three-layer-thick WSe2 that include additional phase offsets ∆φ0. The dashed
black lines mark positions where the fitted and true values are identical.

In Fig. 7.16, the standard deviations of the fitted parameters are plotted as a function of

the additional contributions ∆φ0 to the mean phases of the simulated wavefunctions. The

standard deviations increase almost linearly for all of the parameters, independent of the

sign of∆φ0. Although the precision of parameter determination becomes significantly worse

with increasing deviation from the true mean phase, the solution is still remarkably accurate.

Nevertheless, for precise fitting of the parameter values, accurate normalization of the mean

phase of a wavefunction is very beneficial.
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Fig. 7.16: Standard deviations σ of the fitted parameter values for simulated electron wave-
functions of three-layer-thick WSe2 that include additional phase offsets ∆φ0.

Influence of error in mean amplitude

The sensitivity of the performance of the algorithm to an error in the mean amplitude is

assessed below. Figure 7.17 shows the mean deviations fitted from histograms for additional

contributions to the mean amplitudes of 400 randomly generated wavefunctions. The

deviations in the mean amplitudes are in the range of ±0.025, which corresponds to a

change of about 3 % for an untilted wavefunction of three-layer-thick WSe2. These relative

differences are smaller than for the phase offsets discussed in the previous section. However,

they were chosen to reflect typical differences that are observed in experimental images

(cf. Fig. 8.3). As expected, the effect of the mean amplitude on the image spread parameters

is small. However, the specimen tilt can be affected more strongly, e.g., µ(tx) = 0.05◦ at

∆A0 =+0.025. Not surprisingly, the greatest effect is observed for the absorption parameter,

which can be overestimated by almost 10 %.

The standard deviations of the fitted parameter values are plotted as a function of mean

amplitude offset ∆A0 in Fig. 7.18. The precisions of the fitted values decrease almost linearly

with increasing deviation of the mean amplitude from the true value. This behavior is very

similar to that observed for phase offsets above (cf. Fig 7.16).

Although the different factors that influence the mean phase and amplitude of an electron

wavefunction during imaging may not be fully removable by normalization, the mean am-
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Fig. 7.17: Mean deviations µ from the true parameter values for simulated electron wave-
functions of three-layer-thick WSe2 that include errors in the mean amplitude. The dashed
black lines mark positions where the fitted and true values are identical.
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Fig. 7.18: Standard deviations σ of the fitted parameter values for simulated electron wave-
functions of three-layer-thick WSe2 that include errors in the mean amplitude.
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plitude should in principle be more robust against such sources of error. Fortunately, for the

magnitude of error and parameters investigated here, the solution was always unambiguous.

7.2.5 Summary

The approach introduced in this section has been used to find best-fitting values of diffraction-

related experimental parameters that influence an electron wavefunction during imaging.

By comparing simulated and experimental wavefunctions, the cost function defined in

Eq. 7.4 is minimized. The result of this procedure yields an exit plane wavefunction, which is

characterized here by a total of six parameters (a 2D vector for the specimen tilt, three image

spread parameters, as introduced in section 2.3.3, and an absorption factor).

The experimental wavefunction was here replaced with a simulated wavefunction of WSe2

to show that the true parameter values of specimen tilt, image spread and absorption can

always be recovered unambiguously with high accuracy and high precision. This is possible,

independent of the specimen thickness, with the exception of specimen tilt for a single layer

of WSe2, which cannot be determined as accurately because its influence is negligible for

such a thin object.

The approach is found to yield accurate, precise and unique solutions, independent of the

true parameter values, even in the presence of noise. A stronger influence on the fitted

parameters is observed when either the mean phase or the mean amplitude are corrupted,

e.g., due to errors in the normalization procedure. However, even then an unambiguous

solution is found.

7.3 Determination of imaging-related parameters

The exit plane wavefunction obtained from the determined values of parameter set (A), as de-

scribed in the previous section, resembles the wavefunction measured from an experimental

off-axis electron hologram to a high degree. However, the two wavefunctions only match

with respect to their Fourier coefficient amplitudes and mean phases. Residual coherent

aberrations that may affect the experimental wavefunction have not been considered up to

this point. A second algorithm is therefore presented in this section, in order to enable the

determination of coherent aberrations.

Coherent aberrations can be described mathematically in terms of an exponential phase

factor that multiplies the wavefunction in Fourier space (see section 2.3.2). In contrast to

the diffraction process, which requires sophisticated simulations, the aberration function

and its derivative can be calculated analytically. Therefore, it is possible to apply gradient-

based optimization algorithms, which typically converge faster than non-gradient-based

algorithms. There is a variety of available gradient-based optimization algorithms [178]. In
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the present work, a Sequential Least Squares Programming (SLSQP) algorithm, which was

originally implemented by Dieter Kraft [179], is applied within the SciPy software package

[173]. This algorithm is an iterative method for nonlinear optimization, which accepts lower

and upper variable bounds, as well as equality and inequality constraints, in the current

implementation.

Although the aberration function only modifies the phases of the Fourier coefficients, it is

advantageous to include the full complex-valued Fourier coefficients in the cost function, in

order to avoid a strong influence of coefficients that have a low amplitude, for which the

measured phase values are meaningless in the presence of noise. The cost function to be

minimized then takes the form

s2
B =
∑
g

∣∣Ψexp(g ) exp
(
iχ(g )

)−Ψsim(g )
∣∣2 , (7.8)

where χ(g ) is the aberration function introduced in section 2.3.2,Ψexp is the experimental

image wavefunction andΨsim is the simulated wavefunction obtained using the procedure

described in the previous section. The aberration function includes the coherent aberra-

tions. In a modern aberration-corrected microscope, the residual aberrations that affect an

electron wavefunction are primarily lower order aberrations, such as defocus and twofold

astigmatism, which have short optical lifetimes [25]. In the present work, the optimization

was limited to aberration coefficients up to 2nd order (cf. Table 7.1), meaning that nine

different parameters were determined in total. In principle, this list can be extended to

include higher order aberrations. However, care then has to be taken to ensure that the

signal provided by the wavefunction is sufficient to determine such a large set of parameters,

in particular in the presence of noise, as the number of Fourier coefficients that can be

distinguished from a noisy background is often limited for a periodic structure. The number

of measurements (excited beams) should, of course, always be larger than the number of

parameters that are fitted.

In order to visualize the effect of coherent aberrations on the real space representation

of an electron wavefunction, the exit plane wavefunction of three-layer-thick WSe2, as

shown in the top row of Fig. 7.11, was modified by a phase plate described by the aberration

coefficients listed in Table 7.6, according to Eq. 2.15. Figure 7.19 shows the phase and

amplitude of the resulting aberrated wavefunction. Whereas the hexagonal structure of the

WSe2 lattice is still recognizable in the phase image, the amplitude is very different from its

aberration-free version shown in Fig. 7.11. The phase values for the two different column

configurations are strongly affected and are now clearly distinguishable. It is clear from this

comparison that the presence of coherent aberrations can hamper the interpretation of

high-resolution electron wavefunctions significantly.
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Table 7.6: Values of aberration coefficients applied to the simulated exit plane wavefunction
of three-layer-thick WSe2. The aberration function is visualized in the form of a phase plate
(without the contribution of A0) up to a spatial frequency of 10 nm−1.

coefficient A0 A1 C1 B2 A2 visualization

modulus [nm] 0.02 1.3 -0.8 60 30

argument [◦] 45 60 30 -80

(a)

0.0 0.8 1.6
φ [rad] (b)

0.0 0.4 0.8 1.2
A

Fig. 7.19: (a) Phase and (b) amplitude of the exit plane wavefunction of three-layer-thick
WSe2 simulated using the parameter values listed in Table 7.2 and affected by coherent aber-
rations as listed in Table 7.6. See Fig. 7.11 for the aberration-free version of the wavefunction.
The scale bar is 0.5 nm.

In the present example, the SLSQP algorithm takes approximately 20 s to converge to a

minimum of the cost function with an RMS of below 10−6, where the RMS is given by the

expression

RMS(s2
B ) =

√
s2

B

N
(7.9)

and N denotes the total number of pixels in each wavefunction. The quality of the match is

confirmed by the fitted aberration values, which differ by less than 10−5 % from the input

values. Uncertainties in the fitted aberration values can be estimated at the minimum of the

optimization by calculating the Jacobian matrix of the forward model. The uncertainties

determined in this way are below 10−6 nm for the moduli and below (10−6)◦ for the angles of

the fitted aberration coefficients, indicating that the parameter values have been determined

very precisely.
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7.3.1 Uniqueness of the solution

In contrast to parameter set (A), the cost function that is minimized here has numerous

local minima. The presence of these local minima can be visualized when evaluating the

value of the cost function s2
B as a function of selected aberration coefficients. This behavior

is illustrated for coma B2 and threefold astigmatism A2 in Fig. 7.20. Each image shows the

value of the cost function s2
B plotted as a function of the real and imaginary parts of the

aberration coefficients. In these examples, the same aberration-free wavefunction serves as

both Ψexp and Ψsim in Eq. 7.8. Hence, the global minimum is located at the center of each

image, where the corresponding aberration coefficient is zero. Multiple local minima can be

seen in close proximity to the global minimum. The image for coma, in particular, reveals a

large number of local minima arranged in a hexagonal lattice. In contrast, the minima are

arranged in a rectangular lattice for A2. Depending on the starting point, the optimization

algorithm can therefore easily be trapped in one of the local minima, which are fortunately

clearly distinguishable from the global minimum in terms of the cost function value s2
B in

the present case. However, a good estimate of the solution is ideally required as a starting

point for the minimization.
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Fig. 7.20: Cost function value s2
B plotted as a function of the real and imaginary part of (a)

coma B2 and (b) threefold astigmatism A2. Both images contain multiple local minima next
to the global minima located at their centers.

The performance of the algorithm was tested by starting the algorithm at random points in

the multi-dimensional search space (evaluating the same wavefunction as above; cf. Fig. 7.19).

The starting points were chosen from the intervals given in Table 7.7, with both the real and

the imaginary part of each coefficient chosen independently within the intervals. As an
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exception, the image shift was always initialized with A0 = 0 nm+ i 0 nm and constrained so

that the image was shifted by a maximal amount of half a unit cell in each direction.

Table 7.7: Intervals within which random aberration values were chosen as starting values
for the optimization algorithm in order to test the uniqueness of the obtained solution.

aberration value range

A1, C1 [−5 nm,+5 nm]

B2 [−60 nm,+60 nm]

A2 [−170 nm,+170 nm]

In the present example, the algorithm converged to a solution with an RMS value of below

5×10−3 in 108 out of 500 runs. This RMS value is significantly smaller than the value of

approximately 10−1 calculated at a neutral starting point of the minimization, i.e., at the

origin of the multidimensional search space. In the successful cases, the fitted aberration

coefficients agree extremely well with the input values. The mean values and standard devi-

ations of the 108 successfully determined aberration coefficients are displayed in Table 7.8.

Both the statistical errors and the differences between the true and the determined mean

values are extremely small, indicating that the aberration coefficients can be determined

with high accuracy and precision.

Table 7.8: Mean values and standard deviations of the successfully determined aberration
coefficients obtained by starting from random points in the search space. The complex-
valued aberration coefficients are given in polar notation, in the form of the modulus (upper
part) and the argument (lower part). The corresponding input aberration values are given in
Table 7.6.

coefficient |A0| |A1| C1 |B2| |A2|
mean [nm] 0.02 1.30 -0.80 59.99 30.01

standard deviation [nm] 2×10−5 1×10−4 6×10−5 5×10−2 1×10−1

coefficient arg(A0) arg(A1) arg(B2) arg(A2)

mean [◦] 45.00 60.00 30.00 -80.00

standard deviation [◦] 0.07 0.01 0.06 0.13

Although only 22 % of the minimizations converged to the global minimum, the solution

can be regarded as unique because all of the other local minima are clearly distinguishable

from the global minimum as they have RMS values of > 10−2. The situation is expected

to be different in the presence of noise, as the global minimum may then no longer be
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distinguishable from other local minima. The performance of the parameter determination

in the presence of noise is assessed in section 7.3.2.

On repeating the same procedure for different values of specimen thickness (one or five

layers of WSe2), the results show the same behavior. It can therefore be concluded that

the specimen thickness does not have a significant influence on the performance of the

algorithm. In addition, in order to assess whether there is any dependence on the aberration

values, the exit plane wavefunction of three-layer-thick WSe2 was simulated with the param-

eter values given in Table 7.2 and modified using a variety of different phase plates. In total,

more than 2000 combinations of aberration coefficients were analyzed, with each aberration

coefficient chosen randomly from the intervals given in Table 7.7. No dependence of the

performance of the algorithm on the aberration values was found.

7.3.2 Influence of noise

Minimization of the cost function given in Eq. 7.8 is hampered if one of the wavefunctions

is affected by noise, as would be the case for matching a simulated wavefunction to a real

experimental wavefunction. The wavefunction shown in Fig. 7.19 was used as input for

the matching procedure, but with normally distributed noise of σN = 0.06 added to it,

representing a realistic level of noise in typical experiments. The algorithm was started at

random points in the search space, with each aberration coefficient taken from the intervals

given in Table 7.7, except for image shift A0, which was always initialized from zero.

As a criterion for successful optimization, the RMS of the cost function should be of the same

order of magnitude as σN . In other words, the difference between the two wavefunctions

should ideally comprise the noise that was added to the input wavefunction. In the present

case, the algorithm converged to a minimum with an RMS value of below 0.065 in 64 out

of 500 optimizations. However, the results are no longer unambiguous. Instead, several

different optimal solutions are found, as local minima can no longer be distinguished from

the global minimum that represents the correct solution. Table 7.9 summarizes five different,

(almost) equally good solutions of the minimization procedure. The RMS values of all five

solutions are very similar, ranging from 0.058 to 0.065.

The aberration functions of the five solutions are very different from each other, as shown

in the form of phase plates in the right column of Table 7.9. χ0 is the correct solution, to

which the minimization algorithm converged in 58 of the 64 successful cases. The fitted

aberration coefficients partly differ by significant amounts for the different solutions. For

example, the three different values of B2 that are identified, are separated by approximately

100 nm each. Moreover, some of the fitted values are unreasonably large, such as a defocus

of 12 nm and a twofold astigmatism of 13 nm in solution χ3. Hence, it should be possible to

reduce the number of solutions by implementing additional constraints in the optimization
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Table 7.9: Illustration of the fact that multiple equally good solutions of aberration coeffi-
cients can be obtained in the presence of noise. The aberrations are given in polar notation.
The quality of the fit is indicated by the RMS value. The aberration functions χi are visual-
ized in the form of phase plates (without the contribution of A0) up to spatial frequencies
of 10 nm−1. Solution χ0 represents the true values of aberration coefficients of the input
wavefunction, which are also given in Table 7.6.

solution RMS A0 A1 C1 B2 A2 visualization

χ0 0.058
0.02 nm 1.28 nm -0.80 nm 60 nm 30 nm

45◦ 60◦ 30◦ -80◦

χ1 0.063
0.04 nm 1.32 nm -0.80 nm 300 nm 251 nm

161◦ 60◦ 6◦ -6◦

χ2 0.061
0.07 nm 1.31 nm -0.80 nm 196 nm 250 nm

56◦ 60◦ -111◦ -7◦

χ3 0.064
0.13 nm 13.32 nm 11.80 nm 299 nm 242 nm

58◦ 115◦ 54◦ -173◦

χ4 0.065
0.18 nm 13.30 nm 11.79 nm 59 nm 30 nm

58◦ 115◦ 30◦ -78◦

algorithm. The fitted aberration values that contribute to solution χ0 are shown in the

form of histograms in Fig. 7.21, indicating that almost all of the aberration coefficients are

determined to sub-nm precision.

Correction of the wavefunction with the phase plates corresponding to the five possible so-

lutions yields wavefunctions that visually match with the reference wavefunction extremely

well, as shown in Fig. 7.22. Apart from the additional noise that was added to the aberrated

wavefunction, there is no obvious difference between the five corrected wavefunctions and

the corresponding reference wavefunction, which is shown without the effect of noise in the

top row of Fig. 7.11. The differences between the amplitudes and phases of the corrected

wavefunctions and those of the reference wavefunction are shown in Fig. 7.23 and reveal

that for some solutions the match is not as good as it initially appeared to be. Whereas the

differences for solution χ0 almost purely reflect the noise pattern that was added to the

wavefunction, the other solutions contain additional features at the image borders.

Although, this comparison of the residual differences appears to favor one of the solutions,

this is an artifact caused by sampling of the wavefunction. As the (orthorhombic) unit cell

of WSe2 has an irrational aspect ratio, the use of isotropic sampling of the wavefunction

breaks the periodic boundary conditions, which are assumed for numerical correction of

coherent aberrations. The solutions with slightly larger RMS values observed here show
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Fig. 7.21: Histograms of differences ∆ between fitted and true aberration coefficients for the
solution χ0 described in Table 7.9. The aberrations are evaluated in form of their real and
imaginary parts separately (except for C1). The standard deviation σ is given in each plot.

such sampling artifacts, where delocalizations cause a strong deviation from the reference

wavefunction to which the experimental wavefunction is matched. Thus, the best fitting

solutions must in general not represent the true solution. The aberration function with

the smallest aberration values then produces the smallest edge artifacts and is therefore

possibly erroneously preferred as the best solution. This problem can be reduced here by

using anisotropic sampling of the wavefunctions, in order to display the irrational aspect

ratio of the WSe2 unit cell more accurately.

Figure 7.24 shows the residual differences obtained when repeating the minimization proce-

dures using anisotropic sampling densities of 0.0081 nm per pixel and 0.0070 nm per pixel

for the x- and y-axes of the image, respectively. The difference images no longer show the

sampling artifacts close to the image borders. Moreover, the RMS values are even closer

together, with values ranging from 0.045 to 0.046. The RMS values are slightly smaller than

for isotropic sampling because the wavefunctions are now calculated over a field of view
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Fig. 7.22: Phase (left column) and amplitude (right column) of noise-affected wavefunctions
(cf. Fig. 7.19) after correction using the phase plates corresponding to the five possible
solutions χ0 - χ4 given in Table 7.9. The scale bar is 0.5 nm.
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Fig. 7.23: Differences between the phases (left column) and amplitudes (right column)
of noise-affected wavefunctions shown in Fig. 7.22 and the phase and amplitude of the
reference wavefunction (cf. Fig. 7.11). The scale bar is 0.5 nm.
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Fig. 7.24: Differences between the phases (left column) and amplitudes (right column) of
the noise-affected wavefunctions shown in Fig. 7.22 and the phase and amplitude of the
reference wavefunction, now calculated using anisotropic sampling. The scale bar is 0.5 nm.
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of 280×320 pixels, instead of the 280×280 pixels used previously. Consequently, the RMS

values are smaller, as according to Eq. 7.9, the cost function value is divided by the total

number of pixels to calculate the RMS.

The ambiguity in aberration measurement when studying crystalline samples is a general

problem, which is often ignored in the process of numerical aberration correction. Due

to the sparse excitation of Fourier coefficients and the exponential phase factor exp(iχ), a

unique solution may no longer exist. As long as the difference between a solution χ and the

true solution is an integer multiple of 2π at the positions of the excited Fourier coefficients,

it will have the same effect on the wavefunction. Figure 7.25 verifies that this situation

has occurred for the five different solutions discussed above. The difference between the

aberration functions χi and χ0, which is displayed for the strongest 31 Fourier coefficients

of WSe2 [001], is indeed always a multiple of 2π, accounting for the occurrence of multiple

equally good solutions.
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Fig. 7.25: Differences between the aberration functions χi and χ0 displayed for the strongest
31 Fourier coefficients of WSe2 [001]. The difference for each Fourier coefficient is always a
multiple of 2π, which explains why more than one solution is found using the minimization
algorithm. The inset shows the positions of the Fourier coefficients (cf. Fig. 7.11).

The number of possible solutions may also increase with the level of noise, which means that

it is beneficial to reduce noise in experimental data. However, it may not resolve the issue of

multiple possible sets of aberration coefficients completely. Instead, a sufficient approach to

overcome this ambiguity could be to increase the number of excited Fourier coefficients, e.g.,

by examining a crystalline material with different lattice parameters within the same field of

view or when the periodicity of the material is broken by structural defects. However, in many
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real samples this is often not available, so that an independent aberration measurement

directly before or after acquiring the experimental data is the only remaining option to

identify the correct aberration coefficients unambiguously. In practice, the ambiguity in

aberration measurement does not affect the numerical aberration corrected wavefunction,

as long as the examined object is purely crystalline.

7.3.3 Influence of higher order aberrations

Apart from recording noise, another possible source of error when determining coherent

aberrations from an electron wavefunction is associated with the values of higher order

aberrations, which are not considered in the matching procedure. In order to investigate

their influence on the determined aberration coefficients, higher order aberrations were

added to the set of aberrations given in Table 7.6. The values of the higher order aberrations

were chosen randomly, such that both the real and the imaginary part of each aberration

coefficient remained within the interval of [−Xπ/4,+Xπ/4], where Xπ/4 denotes the value at

which the corresponding aberration function experiences a maximal phase shift of π/4 at a

spatial frequency of gmax = 10 nm−1 for 80 keV electrons [18]. Table 7.10 gives the ranges of

the higher order aberration coefficients that are considered in the present analysis.

Table 7.10: Intervals within which higher order aberration coefficients were chosen ran-
domly (in addition to the lower order aberrations given in Table 7.6) to calculate image
wavefunctions.

aberration value range

S3 [−170 nm,+170 nm]

C3, A3 [−680 nm,+680 nm]

B4, D4
[−4 µm,+4 µm

]

A4
[−20 µm,+20 µm

]

C5
[−590 µm,+590 µm

]

The minimization procedure was repeated over 2000 times, always starting at the origin

of the multi-dimensional search space, i.e., initializing all aberration coefficients to be

determined from zero. The input wavefunction of three-layer-thick WSe2 was simulated

using the parameters given in Table 7.2 and the aberration coefficients given in Table 7.6.

The effects of higher order aberrations that were chosen randomly from the intervals given

in Table 7.10 were also included. The fitted coefficients A1 and C1 were constrained to

have maximal moduli of 5 nm, while the 2nd order aberrations A2 and B2 were constrained

to have maximal moduli of 1 µm. These constraints reflect reasonable limits in realistic

experimental conditions and are used to limit the number of possible solutions (cf. Table 7.9).
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In addition, image shift A0 was constrained so that the image was shifted by a maximal

amount of half a unit cell in each direction.

An acceptable solution with an RMS value of below 0.5 was determined in every single

minimization. The average RMS value of 0.02 indicates that the effect of residual higher

order aberrations is slightly weaker than that of typical noise, for which the RMS values

were approximately three times larger. Differences between the fitted and true aberration

coefficients are shown in the form of histograms in Fig. 7.26. Each aberration coefficient is

displayed in the form of its real and imaginary part, except for defocus, which is real-valued.

The histograms show that the mean values of the fitted aberration coefficients are very close

to the true values. However, the peaks are broadened, resulting in slightly worse precision,

with standard deviations that are less than 200 pm for 1st order aberrations (A1, C1) and less

than 10 nm for 2nd order aberrations (A2, B2).
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Fig. 7.26: Histograms of differences ∆ between fitted and true aberration coefficients in the
presence of residual higher order aberrations. Over 2000 randomly chosen combinations of
higher order aberrations were analyzed. Each aberration is evaluated in form of its real and
imaginary part (except for C1). The standard deviation σ is given in each plot.
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In some cases, there appear to be two peaks located around the true value. This separation

into two peaks is most obvious for the imaginary part of A2. Depending on the values of

the higher order aberrations, the fitted values of the lower order aberrations may be either

under- or overestimated, due to correlations between individual aberration coefficients.

For example, defocus and spherical aberration are anti-correlated. If a positive spherical

aberration C3 is present, the determined defocus is likely to be underestimated, in order to

partly compensate for the effect of C3.

The solution with the smallest RMS value is displayed in Fig. 7.27. The corrected wavefunc-

tion (shown in the left column) appears identical to the aberration-free reference wavefunc-

tion (shown in the middle column). However, evaluation of the differences between them

(shown in the right column) reveals a residual symmetrical pattern, which is attributed to

the presence of higher order aberrations that cannot be compensated by fitting only lower

order aberration coefficients. In comparison to the additional normally distributed noise

considered above, the effect of residual aberrations is clearly distinguishable by the presence

of a symmetrical pattern. However, if the higher order aberrations are small, then their effect

on the corrected wavefunction is negligible compared to that of typical experimental noise.

When including even larger higher order aberrations, which each cause a maximal phase

shift of π/2 at a spatial frequency of gmax = 10 nm−1, the effect is still slightly smaller when

compared to that of typical experimental noise. The procedure was repeated with these

extended intervals, yielding an average RMS value of approximately 0.04.
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Fig. 7.27: Phase (upper row) and amplitude (lower row) of the corrected electron wave-
function (left column) and the aberration-free reference wavefunction (middle column).
The differences between the wavefunctions are displayed in the right column, revealing a
symmetrical pattern that is attributed to the presence of residual higher order aberrations.
The scale bar is 0.5 nm.
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7.3.4 Summary

It has been shown that coherent aberrations can be determined from electron wavefunctions

through comparisons with simulated exit plane wavefunctions. In general, the determi-

nation of coherent aberrations from electron wavefunctions of periodic objects can be

ambiguous, due to the sparse excitation of Fourier coefficients. In the presence of realistic

noise, the global minimum of the cost function may then no longer be distinguishable

from other local minima. Therefore, multiple equally good solutions for the aberration

coefficients may be determined by the algorithm. In the present example, identification of

the correct aberration values is additionally hampered by artifacts originating from isotropic

sampling of the wavefunction, as the unit cell of WSe2 has an irrational aspect ratio. Residual

higher order aberrations are found to decrease the precision of aberration determination

slightly. However, their effect is typically smaller than that of experimental recording noise.

Lower order aberrations can therefore be determined precisely, even if higher order aber-

rations are not considered in the matching procedure. However, due to the ambiguity in

the measurement of the lower order aberration coefficients, an independent aberration

measurement shortly before or after acquiring a hologram is very beneficial or may even

be necessary for identifying the correct aberration values. Alternatively, this ambiguity can

be overcome by examining a different material or the same material in a different zone

axis orientation within the field of view, so that the number of excited Fourier coefficients

increases.

7.4 Summary

In summary, it has been demonstrated that both diffraction and imaging parameters can

be determined from a single electron wavefunction by using an iterative forward modeling

approach. Parameters such as specimen tilt and absorption mainly affect the amplitudes of

the Fourier coefficients of the wavefunction. Hence, these parameters can be determined

independently from the effects of residual coherent aberrations, which exclusively affect

the phases of the Fourier coefficients. These diffraction-related parameters can be deter-

mined unambiguously with extremely high accuracy and precision, even in the presence of

experimental noise and when the mean phase or mean amplitude of the wavefunction are

measured incorrectly. Despite the increased computational cost of incorporating electro-

static potentials derived from DFT calculations into the multislice algorithm, the matching

procedure presented here converges to the correct solution in a reasonable time of only one

to two minutes.

In contrast, the determination of coherent aberrations from an electron wavefunction of

a periodic object, especially in the presence of noise, does not provide an unambiguous
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solution. This is a general problem that is often overlooked or ignored in numerical aberra-

tion correction of wavefunctions of periodic objects. By automating the procedure it was

possible to investigate this problem on a statistical basis, revealing the existence of multiple

equally good solutions. Experimental noise should therefore be minimized to obtain the

best possible match between experimental and simulated wavefunctions. Although, residual

higher order aberrations, such as spherical aberrations C3 and C5, maybe compensated

slightly by the values of fitted lower order aberration coefficients, their effect is usually

expected to be weaker than that of experimental noise.





Chapter 8

Absolute scale quantitative off-axis

electron holography of WSe2

In the previous chapter, a procedure to determine unknown experimental parameters from

electron wavefunctions was introduced and tested for its robustness and accuracy, as well as

for the uniqueness of the reconstructed solution, by using simulated wavefunctions as input.

For the quantitative analysis of electron wavefunctions (or TEM images in general) these

parameters need to be known accurately and precisely to obtain the best possible match

between experiment and simulation, ideally on the same absolute scale. Such absolute scale

matches have recently been reported for both conventional coherent HRTEM [11, 12] and

incoherent STEM [29, 171].

In this chapter, the automated procedure developed in chapter 7 is applied to the study

of electron wavefunctions that have been reconstructed from experimentally recorded

off-axis electron holograms of WSe2. In the first part of the chapter, the experimental

conditions and the preparation of the data for further analysis are described. These steps

include the reconstruction of electron wavefunctions and the resampling of the data into

commensurable patches that contain an integer number of orthorhombic unit cells. In the

second part, diffraction-related parameters, which are referred to as parameter set (A) in

chapter 7, are determined. From these parameters, an electron wavefunction is simulated

that resembles the experimental exit plane wavefunction to a high degree. In the third

part, residual coherent aberrations are determined and removed from the experimental

wavefunction, in order to provide the true experimental exit plane wavefunction. The role of

experimental artifacts and uncertainties in parameter determination and their mitigation

are discussed. In the last part of the chapter, an approach for the identification of structural

defects is presented.

Parts of this chapter have been published in [168].
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8.1 Experimental conditions and data preparation

The experimental conditions used for acquiring off-axis electron holograms of thin WSe2

flakes were identical to those described in section 6.1.1. WSe2 flakes were transferred onto

Au-coated holey SiN membranes using viscoelastic stamping, as described in section 4.2.2.

Holograms were recorded on a CS- and CC -corrected FEI Titan 50-300 G3 TEM (FEI Company,

The Netherlands)[151], which was operated at an accelerating voltage of 80 kV without an

objective aperture inserted.

The biprism voltage was set to 230 V, resulting in a holographic interference fringe spacing

of approximately 33 pm with an average fringe contrast of approximately 25% for images

recorded at a total magnification of 3.5 million. The exposure time for the holograms dis-

cussed in this chapter was 5 s, which sufficed to detect on average 70 electrons per pixel.

Deconvolution of the camera MTF was carried out before reconstructing electron wavefunc-

tions using a sideband aperture of radius 40 mrad, corresponding to a spatial resolution of

approximately 1 Å. The electron wavefunctions were normalized using a vacuum reference

hologram and an additional linear phase ramp, as outlined in section 3.2.1. Figure 8.1 shows

a representative hologram, which is analyzed in detail below, alongside its Fourier transform.

Figure 8.2 shows the phase and amplitude of the electron wavefunction reconstructed from

the hologram shown in Fig. 8.1a. The phase (Fig. 8.2a) reveals a clean part of the specimen

on the left, whereas the specimen edge is affected by contamination. Interestingly, this

contamination layer is not visible in the amplitude image (Fig. 8.2b). Instead, the amplitude

suggests that a narrow stripe of WSe2 at the specimen edge is thinner than the rest of the flake.

The specimen thickness in the clean area was measured to be precisely five layers (3.9 nm)

from the mean phase and amplitude of the electron wavefunction, using the approach

proposed in chapter 6. In order to determine experimental parameters, it is necessary to

compare the experimental wavefunction with simulations. This comparison requires using

the same sampling density, which is ideally commensurate to the periodic object structure.

Six regions of 7 × 4 orthorhombic unit cells are marked using colored rectangles in Fig. 8.2

from the top (A1) to the bottom (A6). Figures 8.2c and 8.2d show these regions magnified

after resampling them to a size of 280 × 280 pixels with a sampling density of approximately

0.0081 nm per pixel. This sampling density is commensurate with the periodic crystal

structure and yields sharp peaks in the Fourier transform of the wavefunction (cf. Fig. 8.3

below).

Resampling of the wavefunction was achieved by determining the positions of local minima

in the phase image using Gaussian peak fitting. For each region, a transformation matrix

was calculated by comparing the positions of the minima with their corresponding positions

calculated from the WSe2 lattice constants using the scikit-image software package [180].
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(a)

(b)

Fig. 8.1: (a) Detail of an experimental off-axis electron hologram of five-layer-thick WSe2 with
a vacuum region on the right. (b) Magnified detail of the Fourier transform of the hologram
shown in (a), revealing high-resolution detail in both the centerband and sidebands. The
scale bars are 1 nm for the hologram and 15 nm−1 for the Fourier transform.
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Fig. 8.2: (a) Phase and (b) amplitude of five-layer-thick WSe2 reconstructed from the holo-
gram shown in Fig. 8.1. The phase image reveals a contaminated specimen edge and a clean
part on the left. (c) Phase and (d) amplitude sub-images corresponding to regions A1-A6
marked in (a) after resampling. Each region has a size of 7×4 orthorhombic unit cells. The
scale bars are 2 nm for (a) and (b) and 0.5 nm for (c) and (d).
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These matrices were then applied using affine transformations, yielding resampled patches

of 7×4 orthorhombic unit cells.

The phase images shown in Fig. 8.2c already resemble the hexagonal crystal structure ex-

pected for WSe2 in the [001] zone axis orientation. However, the atomic columns appear

slightly distorted, rather than being perfectly round. This distortion is a result of a com-

bination of residual aberrations, slight sample mistilt, drift and anisotropic vibrations. It

becomes stronger at the bottom of the image, i.e., in regions A5 and A6. Interestingly,

the hexagonal symmetry of the WSe2 lattice is less prominent in the amplitude images in

Fig. 8.2d, most likely as a result of residual coherent aberrations. In addition, the change

in visual appearance of both amplitude and phase suggests that some of the experimental

parameters vary across the field of view.

8.2 Determination of diffraction-related parameters

Determination of the specimen tilt, absorption and image spread parameters for all six

regions shown in Fig. 8.2 took approximately two minutes per region by minimizing the

cost function given in Eq. 7.4 using a single CPU on a standard desktop computer1. For this

analysis, the 31 innermost excited Fourier coefficients (associated with the WSe2 lattice) were

considered and all of the parameters that are accessible from independent measurements

were assumed to be known accurately (see Table 7.1). The simulated wavefunctions were

calculated from electrostatic potentials derived by DFT calculations. Details about the DFT

calculations are reported in the work of Borghardt et al. [159].

The results are visualized in the form of diffraction patterns for all six regions in Fig. 8.3

and reveal a good match between experiment and simulation. On average, the residual

amplitude differences displayed in the right column are two orders of magnitude smaller

than the experimental (left column) and simulated (middle column) amplitudes, confirming

the quality of the match.

The best fitting parameter values are listed in Table 8.1 and plotted in Fig. 8.4, in which

the error bars have been estimated from the covariance matrix calculated at the minimum

of the optimization using a linear approximation of the Jacobian matrix of the forward

model. The RMS values in Table 8.1 show that the best fit is obtained for region A2. Interest-

ingly, there are non-vanishing mean phase differences ∆φ(0) between the experiment and

simulation, especially for region A6. Despite accurate normalization of the wavefunction

using a vacuum reference hologram and the removal of a linear phase ramp, a mismatch

of almost 27 mrad between experiment and simulation is observed in region A6. Although

the origin of this mismatch is not clear, it is possible that the linear phase model subtracted

1MacBook Pro, 3 GHz Intel Core i7, 16 GB 1600 MHz DDR3 Ram, OS X Yosemite 10.10.5.
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Fig. 8.3: Comparison between experimental and best fitting simulated Fourier coefficients.
The amplitudes of the Fourier coefficients of the experimental and simulated wavefunctions
of all six regions marked in Fig. 8.2 are shown in the left and center columns, respectively.
The beam amplitude differences are plotted in the right column. Each row corresponds to
one of the regions A1-A6. The residual difference amplitudes are all smaller than 0.02. The
scale bar is 4 nm−1.
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Table 8.1: Experimental parameters determined from the electron wavefunctions of five-
layer-thick WSe2 shown in Fig. 8.2. Each region was evaluated independently. The RMS
values, mean phase differences Δφ(0) between experiment and simulation and all six fitted
parameters are listed.

region RMS Δφ(0) [mrad] tx [◦] ty [◦] σ1 [pm] σ2 [pm] α [◦] κ [%]

A1 0.0031 6.6 0.93 -1.48 36.6 27.9 18.0 8.06

A2 0.0025 -0.2 0.72 -1.78 37.6 27.3 19.1 7.62

A3 0.0027 0.7 0.67 -1.79 37.4 26.8 19.6 7.93

A4 0.0033 -5.3 0.49 -2.07 37.9 28.3 20.0 7.51

A5 0.0043 -11.0 0.26 -2.26 40.4 27.5 24.6 6.12

A6 0.0057 -26.6 0.02 -2.86 40.0 28.9 19.3 7.52

30

40

50

im
ag

e
sp

re
ad

[p
m

]

σ1 σ2

10

20

30

im
ag

e
sp

re
ad

[◦
]

α

0.0
(A1)

2.6 5.3 7.9 10.7 13.4
(A6)

position [nm]

4

6

8

10

12

ab
so

rp
ti

o
n

[%
]

κ

0.0
(A1)

2.6 5.3 7.9 10.7 13.4
(A6)

position [nm]

−2

0

2

sp
ec

im
en

ti
lt

[◦
]

tx ty

Fig. 8.4: Best fitting parameters determined from experimental wavefunctions. The upper
two plots show the image spread parameters σ1, σ2 (left) and α (right), with standard
deviations indicated by confidence bands around the mean value (dashed line). The lower
plots show the absorption parameter κ (left) and local specimen tilts tx and ty (right). The
same parameters are listed in Table 8.1.

in the normalization procedure is not sufficient. Higher order polynomials may then be

required for a better match between experiment and simulation. However, when extending

the polynomial phase model to higher orders, the extrapolation error can be significantly

increased, especially if the vacuum area from which the polynomial is fitted is small and the

distance to the extrapolated area is large (cf. Fig. 3.7).
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The results shown in Table 8.1 and Fig. 8.4 reveal that an anisotropic image spread is con-

sistently found for all six regions, with σ1 = 38.3±0.6 pm and σ2 = 27.8±0.3 pm. When

compared to estimates of image spread of 25 pm made in previous work [74], the anisotropy

and larger values measured here most likely result from the longer exposure times used

for off-axis electron holography. Larger random image displacements resulting from vibra-

tions and other external influences are then accumulated over the longer exposure time.

A preferential direction of the image displacements leads to an anisotropic image spread.

Similarly to image spread, the absorption parameter κ shows no systematic change across

the field of view. The fitted value of 7.5±0.5 % is consistent with values obtained by others

[11, 12, 26]. In contrast, a systematic variation in the specimen tilt of approximately 1◦ is

observed across the image, indicating a bending of the suspended WSe2 flake. Both tx and

ty show linear variations across the field of view, with the tilt magnitude increasing from

1.75◦ in region A1 to 2.85◦ in region A6. Along the projected line spanned by the six regions

A1-A6, the rate of change of specimen tilt along the x- and y-axes of the recorded image is

−0.030±0.003 ◦/nm and −0.108±0.015 ◦/nm, respectively. The estimated errors in the fitted

specimen tilt parameters are below 0.1◦, which is one of the most precise local specimen

orientation measurements achieved so far using TEM for very thin samples [181–183]. The

fact that there is only one unambiguous solution was confirmed by the use of repeated

optimization trials initialized at random points in the six-dimensional search space.

In order to assess the goodness of the fit, an accurate estimate of the experimental uncer-

tainties is required. In general, two effects have to be considered for the Fourier coefficient

amplitudes: (a) statistical recording noise and (b) any aperiodic signal that does not cor-

respond to the WSe2 lattice, for example resulting from contamination, structural defects

or resampling errors. The standard deviations of all Fourier coefficient amplitudes in the

40 mrad aperture, excluding the 31 excited coefficients related to the WSe2 lattice that were

considered for the evaluation of the cost function, take values of σA = 0.0016−0.0020 for

the individual regions. However, this error is an underestimate, as small deviations from

the periodic structure are averaged over all Fourier coefficients inside the 40 mrad aperture

for this calculation. Instead, these aperiodic contributions mainly affect the coefficients

corresponding to the WSe2 structure, such as a decrease in the excited Fourier coefficient

amplitudes as a result of vacancies in the WSe2 structure. The statistical error in the mean

phase measurements and the extrapolation error due to normalization by a linear phase

ramp are one order of magnitude smaller than σA and can therefore be neglected. The

RMS values given in Table 8.1 are 1.5-3 times larger than the estimated standard deviations

σA. This relatively large difference indicates that the fit is not limited by statistical noise,

i.e., recording noise, but is instead related to aperiodicities that are not accounted for in

the forward model. These aperiodicities may result from slight surface contamination,

resampling artifacts or local bending of the WSe2 flake within each patch. In order to illus-
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trate the imperfect periodicity in the resampled regions of the wavefunctions, region A6 is

extended periodically in each direction in Fig. 8.5. Red arrows indicate the boundaries of

the patches. Along these lines, sharp contrast changes can be observed, as a result of the

slight aperiodicity of the patch.

(a)

0.0 0.4 0.8 1.2
φ [rad] (b)

0.6 0.8 1.0 1.2
A

Fig. 8.5: (a) Phase and (b) amplitude of region A6, extended periodically in both directions
to show that the resampled wavefunction is not perfectly periodic. The boundaries between
the individual patches are marked by red arrows and are associated with abrupt contrast
changes due to an aperiodicity in the wavefunction. The scale bar is 1 nm.

This aperiodicity can also be observed in the Fourier coefficient amplitudes in Fig. 8.3, in

which a non-vanishing contribution next to the zero beam is present in the experimental

data for region A6. The origin of this effect is diverse. For example, a small variation in

specimen tilt within the resampled regions or non-perfectly commensurate sampling will

break the periodic boundary conditions. In order to compensate for this effect, it should

in principle be possible to extend the current model to achieve better agreement between

experiment and simulation, e.g., by including an anisotropic sampling density in the fitting

parameters. In addition, surface contamination should be reduced to a minimal amount, as

it can lead to aperiodicities. For this purpose, the use of cleaner specimens and an ultra high

vacuum transmission electron microscope may be necessary in the future.

8.3 Determination and elimination of coherent aberrations

The electron wavefunctions that are simulated with the parameters determined in the

previous section resemble the experimental wavefunctions to a high degree, except for
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the influence of residual coherent aberrations. In order to determine and eliminate these

aberrations from the experimental wavefunctions, the procedure described in section 7.3

was applied and the cost function given in Eq. 7.8 was minimized. In the present example,

all coherent aberrations up to 2nd order were used as fitting parameters. Independent

measurements of higher order aberrations were performed using the Zemlin tableau method

[67]. These measurements indicated the presence of spherical aberrations C3 = 16 μm and

C5 =−6.5 mm, which were both considered to be constant in the subsequent analysis.

It was shown in section 7.3.2 that, when determining coherent aberrations from a periodic

object, an unambiguous solution may not be identifiable, especially in the presence of noise.

Hence, the algorithm was started multiple times for region A1, initialized at random points

in the search space. In order to avoid the generation of unrealistically large aberration values,

the 1st and 2nd order aberration coefficients were constrained to have magnitudes of at

most 5 nm and 1 μm, respectively. These limits represent the maximal temporal changes

that are expected between prior aberration correction and hologram acquisition. Similar to

the results shown in section 7.3.2, at least four equally good solutions were found. The fitted

aberration coefficients corresponding to the possible solutions are listed in Table 8.2. All

four solutions have similar RMS values of approximately 0.075, which is of the same order as

the noise in the vacuum region of the experimental wavefunction (σexp
N = 0.072) shown in

Fig. 8.2.

Table 8.2: Possible solutions for best-fitting aberration coefficients for region A1. Except
for defocus C1, the aberrations are denoted by their modulus and angle with respect to the
horizontal axis of the selected region. The quality of the fit is indicated by the RMS. The
aberration functions are visualized in the form of phase plates (without the contribution of
A0) up to spatial frequencies of 10 nm−1.

solution RMS A0 A1 C1 B2 A2 visualization

χ0 0.075
0.15 nm 3.4 nm -1.1 nm 300 nm 52 nm

140◦ -131◦ -110◦ -26◦

χ1 0.075
0.15 nm 3.4 nm -1.1 nm 75 nm 198 nm

160◦ -131◦ -72◦ -173◦

χ2 0.076
0.12 nm 3.4 nm -1.1 nm 174 nm 54 nm

178◦ -132◦ 125◦ -30◦

χ3 0.076
0.10 nm 3.4 nm -1.1 nm 419 nm 294 nm

-155◦ -131◦ 122◦ -4◦

The different solutions have identical values for twofold astigmatism (A1 = 3.4 nm, −131◦)

and defocus (C1 = −1.1 nm). In contrast, they have different values for the 2nd order
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aberrations. The fitted coma values are separated by at least 100 nm, ranging from |B2| =
75 nm to |B2| = 419 nm. Similarly, the fitted values of threefold astigmatism vary between

|A2| = 52 nm and |A2| = 294 nm. The experimental wavefunctions after correction using

the aberration values of the the individual solutions χ0 - χ3, as listed in Table 8.2 (including

the values for C3 and C5 mentioned above2), are shown in Fig. 8.6 for region A1, visually

confirming the good match between experiment and simulation.

Figure 8.7 shows the residual differences between the experimental object wavefunctions

and the corresponding simulated wavefunction shown in Fig. 8.6. In all four images, the

pattern is associated with noise in the experimental data and no systematic features can

be recognized. The equally good match of the different solutions result from the fact that

the aberration functions χi differ exactly by multiples of 2π at the positions of the excited

Fourier coefficients (cf. Fig 7.25).

The use of independent aberration measurements, for example by using the Zemlin tableau

method, shortly before or after the acquisition of experimental holograms, is probably the

most feasible way to limit the number of possible solutions. If the determined aberration

coefficients of the different solutions are separated clearly, such as in the present case, with

both threefold astigmatism and coma separated by approximately 100 nm, it should be

possible to identify the correct solution. As mentioned above, another possibility to resolve

the ambiguity is to analyze other crystalline structures, or the same structure at a different

zone axis orientation, if this is available in the same wavefunction. Thus, the Fourier space

is sampled less sparsely, reducing the probability of finding multiple solutions.

In order to investigate the spatial variation of the fitted aberration coefficients across the

field of view, the solutions associated with χ2, which is located closest to the origin of the

multi-dimensional search space3, was assessed for all six regions A1-A6. The results of this

comparison are presented in Table 8.3 and visualized in Fig. 8.8. The RMS values slightly

increase from the top of the image (A1) towards the bottom (A6). However, the values are all

very close to the vacuum noise level of the experimental wavefunction (σexp
N = 0.072).

The plots shown in Fig. 8.8 reveal that all of the aberration coefficients, except for defocus,

vary linearly across the field of view. Variations in the aberrations along the projected

line spanned by the six regions A1-A6 were evaluated by fitting linear functions to the

real and imaginary parts of the determined aberrations A1, A2 and B2, where the real and

imaginary parts are aligned with the x- and y-axes of the recorded image frame. The

measured variations of approximately 0.1 nm/nm for A1, 2 nm/nm for A2 and -5 nm/nm

for B2 are, on average, one to two orders of magnitudes larger than would be expected

2The effects of C3 = 16 µm and C5 =−6.5 mm are always considered for the correction of coherent aberra-
tions in the following, even if it is not explicitly stated.

3When starting the minimization at the origin of the multidimensional search space, the algorithm con-
verges preferentially to solution χ2.
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Fig. 8.6: Phase (left column) and amplitude (right column) of the experimental wavefunction
in region A1 after correction using phase plates corresponding to the four possible solutions
χ0 - χ3 listed in Table 8.2. The corresponding simulation is shown in the lower row. The scale
bar is 0.5 nm.
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Fig. 8.7: Differences between phases (left column) and amplitudes (right column) of ex-
perimental object wavefunctions for region A1 after correction using the phase plates cor-
responding to the four possible solutions χ0 - χ3 listed in Table 8.2 and the simulated
wavefunction shown in Fig. 8.6. The scale bar is 0.5 nm.
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Table 8.3: Spatial variation of the fitted aberration coefficients for regions A1-A6. Except for
defocus C1, the aberrations are all denoted by their modulus and angle with respect to the
horizontal axis of the selected region. The quality of the fit is indicated by RMS values. The
aberration functions are also visualized using phase plates (without the contribution of A0)
up to spatial frequencies of 10 nm−1.

region RMS A0 A1 C1 B2 A2 visualization

A1 0.076
0.12 nm 3.4 nm -1.1 nm 175 nm 54 nm

177◦ -131◦ 125◦ -27◦

A2 0.077
0.13 nm 3.2 nm -1.3 nm 170 nm 56 nm

-179◦ -133◦ 129◦ -27◦

A3 0.079
0.13 nm 3.0 nm -1.6 nm 167 nm 68 nm

180◦ -131◦ 135◦ -27◦

A4 0.080
0.13 nm 2.6 nm -1.7 nm 162 nm 65 nm

-177◦ -133◦ 139◦ -21◦

A5 0.082
0.14 nm 2.5 nm -1.8 nm 163 nm 78 nm

-175◦ -133◦ 146◦ -21◦

A6 0.090
0.15 nm 1.9 nm -1.7 nm 168 nm 85 nm

-168◦ -141◦ 148◦ -26◦
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Fig. 8.8: Spatial variation of the fitted aberration coefficients across the field of view. All of
the coefficients, except for defocus, are displayed in the form of their real and imaginary
parts. Linear functions were fitted to the data and are shown as dashed lines.
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from independent measurements using the corrector software. These strong deviations

can be explained by a combination of the relatively large residual spherical aberrations C3

and C5 and a variation in the illumination direction across the field of view. According to

Eq. 2.17, the presence of tilted illumination results in the following induced aberrations,

when considering only the effects of C3 and C5:

A′
1 =C3τ

2 +2C5τ
∗τ3 (8.1)

A′
2 =C5τ

3 (8.2)

B ′
2 = 3C3τ+9C5τ

∗τ2, (8.3)

where τ= τx + iτy denotes the beam tilt in complex notation, with τx and τy denoting the

beam tilts along the x- and y-axes of the image. According to Lehmann, the beam tilt varies

approximately linear along the short diameter of the elliptical illumination used in off-axis

electron holography [91]. Assuming a linear variation in beam tilt of the form

τx(u) = ax u + cx (8.4)

τy (u) = ay u + cy , (8.5)

the induced aberrations along the projected line spanned by the six regions A1-A6 can

be calculated from Eqs. 8.1-8.3. Here, u denotes the coordinate along the projected line,

ax and ay denote the beam tilt variations along the line and cx and cy are constant beam

tilt offsets. As all four beam tilt parameters (ax , ay , cx , cy ) are unknown, a least squares

fitting algorithm was used to determine them by minimizing the RMS difference between

the aberration variations measured experimentally and those calculated from Eqs. 8.1-8.3.

Table 8.4 summarizes the measured and fitted aberration variations.

Table 8.4: Measured and fitted coefficients of linear variations in the aberrations A1, A2 and
B2. The coefficients describe the change in each aberration coefficient along the projected
line spanned by the regions A1-A6, resulting from the presence of tilted illumination across
the field of view. The coefficients of the linear variations are dimensionless.

coefficient measured fitted

ℜ(A1) 0.022±0.004 0.029±0.001

ℑ(A1) 0.103±0.014 0.020±0.001

ℜ(A2) 2.376±0.294 2.378±0.007

ℑ(A2) 0.084±0.338 0.084±0.017

ℜ(B2) −1.558±0.183 −1.556±0.042

ℑ(B2) −5.013±0.240 −5.013±0.065
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The fitted slopes of the linear aberration variations match the experimentally measured

values extremely well. A small deviation is observed only for the imaginary part of A1. This

difference can be explained partly by the remaining off-axial aberrations of the optical

imaging system of the microscope (≈ 0.03 for A1, measured by the Zemlin tableau method).

In the present example, the solution for the linear beam tilt variations along the projected

line connecting regions A1-A6 reveals a fairly strong constant beam tilt offset at the center of

the line of 0.18◦ for the x- and 1.77◦ for the y-component of the beam tilt. This strong tilt of

the illumination direction is responsible for the significant variation in aberrations across

the field of view, as observed in Fig. 8.8. In addition, it can be concluded that the relatively

large specimen tilt determined in the previous section is related partly to the presence

of tilted illumination. The beam tilt variation along the projected line is determined as

0.007◦/nm and 0.002◦/nm for the x- and y-components respectively. In comparison to the

determined specimen tilt variations (−0.030◦/nm along x and −0.108◦/nm along y), the

beam tilt varies significantly less, thereby confirming that the fitted specimen tilt variations

are related primarily to bending of the WSe2 flake.

The influence of residual aberrations on the real space wavefunction is visualized in Figs. 8.9

and 8.10, which show the final absolute scale matches of the phases and amplitudes of the

electron wavefunctions, respectively. In each figure, the first column shows the experimental

image wavefunctions, the second column displays the experimental object wavefunctions

after elimination of the residual aberrations and the third column shows the corresponding

simulated wavefunction generated from parameter set (A) determined in the previous

section. In the last column, the residual differences between the experimental and simulated

object wavefunctions (i.e., between the second and third columns) are displayed.

The differences show no prominent features that are related to the crystal structure, indicat-

ing that a good match between experiment and simulation has been obtained by considering

all of the relevant parameters. The differences essentially represent the experimental record-

ing noise and possible surface contamination. Due to the small RMS values obtained by the

matching procedure, which are very close to the vacuum noise level of the experimental

wavefunction, the effect of surface contamination has to be extremely small. Although the

amplitude images appear more noisy when compared to the phase images, the effect of

residual aberrations is obvious and the match between the simulated object wavefunctions

(third column) and the aberration corrected wavefunctions (second column) is significantly

improved when compared to the experimental image wavefunctions (left column).
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Fig. 8.9: Phases of the experimental image wavefunctions (first column), aberration-
corrected object wavefunctions (second column) and simulated object wavefunctions (third
column). Differences between the experimental and simulated object wavefunctions (i.e.,
between the second and third columns) are shown in the right column. Each row corre-
sponds to one of the regions A1-A6. The scale bar is 0.5 nm.
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Fig. 8.10: Amplitudes of the experimental image wavefunctions (first column), aberration-
corrected object wavefunctions (second column) and simulated object wavefunctions (third
column). Differences between the experimental and simulated object wavefunctions (i.e.,
between the second and third columns) are shown in the right column. Each row corre-
sponds to one of the regions A1-A6. The scale bar is 0.5 nm.
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8.4 Towards the detection of structural defects

The experimental object wavefunctions determined in the previous section are in remark-

ably good agreement with the corresponding simulated wavefunctions. At first glance, no

structural differences between them are visible. In this section, the detection and classifica-

tion of possible structural defects in such experimental data is discussed. For this purpose,

region A1, in which the best agreement between experiment and simulation was achieved

in the previous section, is assessed at the position of each atomic column. Figure 8.11 shows

the phase of the experimental object wavefunction from region A1. In 2H WSe2, there are

two different atomic column configurations, which differ by the number and sequence of Se

and W atoms (cf. Fig. 4.1). In five layers of WSe2 projected along the [001] zone-axis, the two

configurations are denoted here as W2Se6 and W3Se4, whose positions with respect to the

recorded image are shown using purple and green circles, respectively, in Fig. 8.11. The top

and bottom atoms (in the electron beam direction) are Se in W2Se6 and W in W3Se4.

W2Se6 W3Se4

0.0 0.4 0.8 1.2
φ [rad]

Fig. 8.11: Phase of the experimental object wavefunction from region A1. Purple and green
circles mark the positions of individual atomic columns, where each color corresponds to
one of the two different species in five-layer-thick WSe2, as labeled in the figure legend. The
scale bar is 0.5 nm.

The experimental wavefunction was integrated within the column areas, as indicated by the

colored circles in Fig. 8.11. The integrated values of the two different column configurations

are visualized in the form of an Argand diagram in Fig. 8.12. The circular and triangular

markers represent the mean values for W2Se6 and W3Se4 respectively. The ellipses represent

the standard errors in the mean, calculated from the covariance matrix of the integrated col-
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umn values4. Corresponding simulated wavefunctions were calculated by adding normally

distributed noise of similar magnitude as in the experimental wavefunction (σN = 0.072) to

the best-fitting simulated wavefunction to region A1.
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Fig. 8.12: Argand diagram showing integrated column values of the experimental and
simulated wavefunction in region A1. Normally distributed noise of similar strength as in
the experimental data was added to the simulated wavefunction. The ellipses represent the
standard error in the mean calculated from the covariance matrix of the integrated column
values.

The mean values determined from the experimental and simulated data reveal a small

mismatch. Whereas the simulated data primarily shows a phase difference between the

two column configurations, an amplitude difference is also observed in the experimen-

tal data. This discrepancy suggests a possible deficiency in the applied forward model.

Several approximations in the forward model could potentially be responsible for such a

mismatch. In the present example, a constant Debye-Waller factor was globally applied to

the electrostatic scattering potential, whereas in reality the Debye-Waller factor should be

considered separately for W and Se atoms [153]. Similarly, absorption should also depend

on the atomic species [154]. Additional contributions to the difference could arise from

4Approximately 40 % of the data are distributed within a 1σ area of the bivariate normal distribution,
whereas approximately 68 % of the data are distributed in a 1σ interval of the one-dimensional normal
distribution.
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the use of inadequate approximations in the modeling of specimen tilt and partial spatial

coherence, or from an incorrect treatment of the influence of higher order aberrations.

In the present example, the image frame contains approximately 50 columns of each con-

figuration. Analysis of the mean values enables a clear distinction of the two different

configurations and, despite the small amplitude mismatch, the areas of the uncertainty

ellipses and the distances between the W2Se6 and W3Se4 data in the Argand diagram are

similar for the experiment and simulation. The uncertainty in the simulated values stems

purely from artificial noise (of similar magnitude as the recording noise in the experimental

data). The similar uncertainties in the experimental and simulated values therefore indicate

that the experimental data are essentially limited by the recording noise of the detector,

instead of sample contamination.

In order to detect columns that may contain structural defects, it is necessary to know the

signal that is expected from certain defects. In principle, there is a large variety of possible

defect configurations. Here, the analysis is limited to certain defects that are regarded as

most likely to be present in a real WSe2 flake. In total, four different defects are studied here:

Se vacancies in the top and bottom layer of a W2Se6 column and C adatoms above and below

a W2Se6 column, which are denoted V top
Se , V bot

Se , Atop
C and Abot

C , respectively. Simulations

of electron wavefunctions containing such defects require the use of modified electron

scattering potentials. Due to the high computational demands of using DFT calculations,

the following analysis is based on the use of electrostatic potentials calculated from electron

scattering factors for independent atoms. It is assumed that the signal difference between a

pristine column and one that contains a defect is approximately the same as when using

DFT potentials. Hence, the difference is calculated using wavefunctions based on electro-

static potentials from independent atoms and is then added to values obtained from DFT

calculations for the pristine structure.

By assuming a bivariate normal distribution of the data, it is possible to calculate the

probability density function in the form

f (x) = 1√
(2π)2 detΣ

exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
, (8.6)

where µ is the mean and Σ is the covariance matrix of the data. Whereas the covariance

matrix is assumed to be identical for the pristine columns and those that contain defects, the

mean of the distribution is shifted by the corresponding signal difference, as calculated from

electron wavefunctions based on the independent atom approach. The Argand diagram in

Fig. 8.13 visualizes the results. Each ellipse represents the 1σ area of the bivariate normal

distribution calculated from the covariance matrix of the simulated data. In comparison

to Fig. 8.12, the ellipses shown here are significantly larger, as they represent the expected

variance for measurements made from individual atomic columns. The stars represent the
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centers of the ellipses, i.e., the mean of the data. The colored dots correspond to individual

experimentally analyzed columns, where the color denotes the probability that the column

contains either a V top
Se or a V bot

Se defect, given by the expression

P (V top
Se ∪V bot

Se ) = f (V top
Se )+ f (V bot

Se )

f (V top
Se )+ f (V bot

Se )+ f (pristine)
, (8.7)

where f (X ) denotes the probability density function for each individual column configura-

tion, as given in Eq. 8.6. The Argand diagram shows that the signals arising from columns

that contain C adatoms Atop
C and Abot

C are extremely similar and, in addition, located in very

close proximity to the pristine signal. Such defects can therefore not be registered with high

confidence, unless the SNR is significantly improved. Hence, these defects are omitted from

further analysis. In contrast, the Se vacancy signals are separated clearly from the pristine

signal.
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Fig. 8.13: Argand diagram showing integrated column values for only W2Se6 columns.
Colored ellipses show 1σ confidence areas for certain column configurations calculated
from noise-affected simulated wavefunctions. The stars mark the centers of the ellipses.
The colored dots correspond to experimental integrated column values, with the colors
representing the probabilities that each column contains a V top

Se or V bot
Se defect (according to

Eq. 8.7).
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From the Argand diagram, it is apparent that the SNR in the experimental data is currently

a limiting factor in assigning column defects with a high confidence. Although some of

the experimental data points are very close to the expected position of a Se vacancy, the

probability that they actually correspond to such defects is still relatively low due to the

large uncertainties in the data. The highest probability is determined for the data point

that has the largest value of ℜ(Ψ). Interestingly, this point is located much further from the

expected signal of a Se vacancy compared to other points, which have a lower probability

of containing a Se vacancy. This deviation from the expected signal may arise from the

approximations involved in calculating the signals of defect columns. In reality, the signal of

a Se vacancy could be slightly different, as a result of bonding effects and charge redistribu-

tion. An increased SNR would improve confidence for the detection of structural defects

significantly. Such an approach of identifying subtle deviations from a pristine structure

has the fundamental requirement that an absolute scale match must be used, especially to

obtain a match to the mean values. The analysis of region A6, for example, would be strongly

biased by the non-vanishing residual mean phase difference (cf. Table 8.1). In such a case,

the probabilities determined for certain defects might be increased or decreased, leading to

wrong conclusions.

The probability that each column contains a Se vacancy, as shown by colored dots in Fig. 8.13,

is displayed with respect to the column position for region A1 in Fig. 8.14. In the investigated

area, there is one column that is predicted to contain a Se vacancy with a confidence of

approximately 98 % based on the defect types and approximations considered here. However,

this statement does not necessarily provide confirmation that this column contains such a

vacancy defect.

In order to verify the presence of a specific defect, one could follow an iterative approach

of improving the structure model. The defect could be incorporated into the model at the

position of highest probability. The modified structure model could be inserted into a DFT

calculation to determine the relaxed lattice constants and to calculate a modified electron

scattering potential for the multislice algorithm. An electron wavefunction would then

be simulated from this potential and agreement between the simulation and experiment

optimized by the procedure presented in chapter 7. After using the modified electron

scattering potential, new candidates for specific defects may occur and the procedure

could be repeated iteratively until no further improvement is observed. Due to the high

computational demands of DFT calculations, the use of such an approach represents an

enormous challenge for future quantitative evaluation of high-resolution off-axis electron

holograms.

In conclusion, the SNR in off-axis electron holograms is the most limiting factor for the

identification of structural defects with high confidence, especially for defects that only

produce a weak signal, such as C adatoms. Recording noise in off-axis electron holography
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Fig. 8.14: Phase of the experimental object wavefunction from region A1, with colored circles
representing W2Se6 columns. The colors denote the probabilities that the columns contain
either a V top

Se or V bot
Se defect. The probability values are also written in the circles. The scale

bar is 0.5 nm.

experiments should therefore be decreased significantly, for example by averaging series

of holograms while compensating for drift of both the specimen and the hologram fringes.

Furthermore, the forward model could be extended or optimized in order to achieve better

agreement between experiment and simulation, for example by incorporating element-

specific Debye-Waller factors in the calculation of electron scattering potentials. In the

future, an iterative approach for determining true atomic arrangements that are consistent

with experimental electron wavefunctions could also be applied.
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8.5 Summary

In summary, absolute scale agreement between experimental and simulated electron wave-

functions has been demonstrated and shown to be limited primarily by experimental record-

ing noise. This agreement has been achieved by applying the procedure described in chap-

ter 7, which is based on an automated forward modeling approach. The fast convergence

of the algorithm enables the investigation of multiple sub-regions of an experimentally

recorded electron wavefunction in a reasonable time. It has been shown that many experi-

mental parameters, such as specimen tilt and coherent aberrations, can vary significantly

across the field of view of a single recorded off-axis electron hologram. This variation is par-

ticularly relevant for the quantification of localized defects, for which inaccurate aberration

correction may lead to incorrect conclusions. The limited lifetime of electron optical states

in atomic resolution TEM suggests that the determination of imaging parameters directly

from experimental images, as demonstrated here, may be a practical way to perform fully

quantitative analysis during longer time-resolved experiments.

The primary requirement for the procedure presented in this work is a knowledge of the

investigated crystal structure, which can in practice often be found next to a region of

interest. For example, structural defects are often embedded in pristine volumes of material.

By dividing the image into sub-regions, unknown experimental parameters can be measured

in pristine areas and extrapolated to the region of interest. Another possibility is to use a

support material of known structure, such as graphene.

In the last part of this chapter, an approach for the identification of structural defects was

presented and tested on a region of WSe2, in which the best agreement between experiment

and simulation had been achieved. With the present SNR in the experimental data, it was

shown that weak signals, such as those from C adatoms, cannot readily be detected with

high confidence. In contrast, the probability of detecting a Se vacancy in five layers of WSe2

revealed at least one candidate position within the region of interest with a confidence of

above 95 %. This analysis is still essentially limited by recording noise in off-axis electron

holography. It would therefore be highly beneficial to improve SNR in experimental data.

Without further development of hardware components, such as direct electron detectors

with improved MTFs, the only feasible way to increase SNR is to increase the acquisition

time. However, mechanical vibrations, drift of the sample, the short lifetime of the optical

state of the microscope and sample irradiation damage also need to be overcome, offering

exciting prospects for further technique development in electron microscopy in the future.





Chapter 9

Summary

As a result of quantum mechanical diffraction and the subsequent electron optical imaging

process, the extraction of quantitative information about an object from an HRTEM image is

in general not straightforward. In conventional HRTEM, it is common to relate the intensity

in a recorded image to accurate simulations, ideally on an absolute scale. Prior to the present

work, absolute scale agreement had only been achieved manually for a small number of

examples and had never been demonstrated for off-axis electron holography. The present

work involves the development and successful application of an automated optimization

procedure, which can be used to determine unknown experimental parameters from an

electron wavefunction in a forward modeling approach. It reduces human error and human

bias and offers a significant speed-up when compared to manual optimization.

A fundamental prerequisite for off-axis electron holography (and TEM in general) is the

preparation of a clean and undamaged specimen. A special sample preparation setup was

designed, in order to facilitate the transfer of 2D materials onto arbitrary substrates by

applying an elastomer-based transfer process that is free of wet chemicals.

It was demonstrated that the thickness of a 2D material can be measured reliably and

unambiguously by comparing the mean phase and amplitude of reconstructed electron

wavefunctions with simulations. Precise knowledge of the object thickness reduces the

number of parameters that need to be determined for obtaining an absolute scale match of

the atomic-resolution detail between an experimental and simulated electron wavefunction.

Comparisons of measured mean phase values with simulations enabled an accurate mea-

surement of the mean inner potential of WSe2 by avoiding data that was affected strongly by

dynamical diffraction. The results also revealed that an accurate description of the mean

electrostatic potential requires the consideration of charge redistribution due to bonding,

which can be calculated using DFT methods.

The optimization procedure developed here is based on the numerical evaluation of high-

resolution electron wavefunctions of periodic objects and exploits the full spatial resolution
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of an off-axis electron hologram. As a result of the complex-valued nature of electron wave-

functions, the optimization could be separated into two sub-problems, thereby reducing

the complexity of the approach significantly. By developing the procedure using simulated

wavefunctions, it was demonstrated that experimental parameters that are related to the

electron diffraction process can be determined with high accuracy and precision almost

independently of the specimen thickness. Even in the presence of realistic recording noise,

the procedure was shown to perform robustly and yielded accurate results. In contrast, it was

revealed that coherent aberrations cannot be determined unambiguously from images of

periodic objects. This ambiguity can be resolved by performing an independent aberration

measurement that facilitates identification of the correct solution.

After testing the robustness and performance of the optimization procedure, it was applied

to an electron wavefunction of 2D WSe2 reconstructed from an off-axis electron hologram

that had been recorded experimentally with 1 Å resolution at 80 kV. The fitted values of

local specimen tilt represent one of the most precise local specimen orientation measure-

ments that has been achieved for an ultra-thin sample in TEM, with uncertainties of below

0.1◦. Furthermore, it was shown that some experimental parameters, such as lower order

aberrations and specimen tilt, can vary significantly across the field of view of a recorded

electron hologram. The absolute scale match between experiment and simulation was lim-

ited primarily by experimental recording noise. Finally, an approach for the identification of

structural defects was developed and a candidate for a Se vacancy in five-layer-thick WSe2

was determined with a confidence level of approximately 98 %.

The automated procedure that has been developed in this work is fast and computationally

cheap. It represents a significant advance in quantitative electron microscopy in general,

as it is not necessarily limited to off-axis electron holography, but can also be applied to

HRTEM and other techniques. As the evaluation of state-of-the-art electron holograms

is essentially limited by experimental noise, it should be a future task to further increase

SNR in off-axis electron holography, in order to facilitate the detection and analysis of

small structural deviations. In conclusion, this work represents an important step towards

exploiting the full potential of off-axis electron holography for the quantitative analysis

of novel materials on an absolute scale. With further improvements in SNR in off-axis

electron holography, the procedure presented in this work could be applied to identify small

structural deviations in nanomaterials and to quantify their corresponding electrostatic

potential in the future. This is especially important for functionalization of 2D and other

nanomaterials, in order to achieve a comprehensive understanding of the relationship

between structural and functional properties, and their response to external stimuli, such as

heat treatment or electrical bias.
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Appendix A

Definitions and theorems

A.1 Fourier transform

Let F denote the Fourier transform operator. Then the Fourier transform is defined as:

F
[

f (x)
]= f (k) =

∫
f (x)e−2πi kx d x (A.1)

The inverse Fourier transform is defined as:

F−1 [ f (k)
]= f (x) =

∫
f (k)e2πi xk dk (A.2)

A.2 Convolution theorem

Let f (x) and g (x) be two real space functions, with their Fourier transforms f (k) and g (k),

respectively. The convolution theorem states that

F
[

f (x)⊗ g (x)
]= f (k) · g (k) (A.3)

and

F
[

f (x) · g (x)
]= f (k)⊗ g (k), (A.4)

where · denotes point-wise multiplication and ⊗ denotes convolution.
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