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Lattice Boltzmann Simulation in Components of Polymer Electrolyte Fuel Cell

by Junliang Yu

Abstract

A polymer electrolyte fuel cell (PEFC) is a very promising energy conversion device that
generates electricity from hydrogen. The gas diffusion layer (GDL) is one of the main com-
ponents in PEFC. On the cathode side, the liquid water is produced under the operating
temperature (around 70∘C). The liquid water flows through the GDL and is removed in the gas
channel by the gaseous reactant to ensure the fuel cell work continuously. The situation on the
GDL surface when water breaking through the GDL is very important to be studied in detail.
The liquid water flowing through GDL process is simulated by the lattice Boltzmann (LB)
ShanChen model. Because it is a capillary force dominated process the density ratio and
viscosity ratio between two phases can be negligible. The multiple-relaxation time (MRT)
approach and exact difference method (EDM) force scheme are implemented on the present
model.
The present LB ShanChen MRT-EDM two-phase model is validated by some tests. Different
force schemes with single relaxation time (SRT) and MRT approach are compared in the
external force driving Poiseuille flow test. Some model limitations, the lattice and relaxation
time dependence are discussed in the flat interface test. The droplet test and contact angle
test determine the model parameters to control the phase separation and material wettability.
The open boundary condition is implemented on the outlet boundary for water flowing through
the GDL simulations.
The model is applied on the water flowing through the GDL which is fully covered with
hydrophic material. Some basic effects are studied including buffer space thickness, domain
size, capillary number, geometry and wettability effects. It can be concluded that these factors
have effects on the water flow behaviors. Under a specific capillary number condition, the
results are consistent in quality with the theory of capillary force dominated process. Water
will break through the GDL due to specified a velocity condition on inlet. The stochastic GDL
geometries causes irregular water droplets are randomly formed on the GDL surface.
The apparent contact angles and breakthrough point distances (BPD) for the formed water
droplets are analyzed statistically. For the local apparent contact angles, they vary with different
view directions and positions along different geometries. They are different to the idealized
contact angles by symmetric simplification. For the breakthrough point distances, they are
analyzed statistically in two ways. The distribution of distances are evaluated statistically by
the Lilliefors test. It is concluded that the BPD can be described by the normal distribution
with certain statistic characteristics. Information of the apparent contact angle and the shortest
neighbor breakthrough point distance can be the input modeling setups on the cell-scale
simulations in the field of PEFC simulations.
Basic influences of polytetrafluoroethylene (PTFE) on the water flow are studied. Different
PTFE content and PTFE distributions (along in-plane and through-plane directions in different
sections) are applied on a GDL geometry. It is concluded that the PTFE content and its
distribution have impact on the water flow behavior. The water is flowing preferably through
the no-PTFE region. Different shapes of water saturation curves along the through-plane
direction are observed on different PTFE distributions.
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Lattice-Boltzmann-Simulation in Komponenten von Polymer-Elektrolyt-Brennstoffzellen

von Junliang Yu

Abstract

Eine Polymer-Elektrolyt-Brennstoffzelle (PEFC) ist ein sehr vielversprechendes Energieumwand-
lungsgerät, das Strom aus Wasserstoff erzeugt. Die Gasdiffusionsschicht (GDL) ist eine der
wichtigsten Komponenten der PEFC. An der Kathode wird flüssiges Wasser bei einerr Betrieb-
stemperatur von 70 ∘C produziert. Das flüssige Wasser fließt durch die GDL und es wird durch
das Gasf im Brenngaskanal entfernt Damit wirdder kontinuierliche Betrieb der Brennstoffzelle
gewährleistt. Es ist von großem Interesse, die GDL-Oberfläche detailliert zu untersuchen, wenn
das Wasser die GDL verlässt. Der Transport des flüssigen Wassers durch die GDL wird durch
das Lattice-Boltzmann (LB) ShanChen Modell simuliert. Der Transportprozess wird durch
die Kapillarkraft dominiert, deshalb können die Verhältnisse der Dichte und der Viskosität der
zwei Phasen vernachlässigt werden. Die Multi-Relaxation-Ttime-Diskretisierung (MRT) und
Exact-Difference-Verfahren (EDM) wurden in dem vorliegenden Modell eingesetzt.
Das LB ShanChen MRT-EDM Zweiphasenmodell wurde durch Tests validiert. Unterschiedliche
Kräfteschemata wurden mit der Single-Relaxation-Time-Diskretisierung (SRT) als auch MRT
in dem durch externe Kraft getriebenen Poiseuille-Durchfluss-Test miteinander verglichen. Die
Modelleinschränkungen, z.B. die Abhängigkeit des Gitters und der Relaxationszeit, wurden in
den Grenzflächenest diskutiert. Der Tropfentest und der Kontaktwinkeltest können die Modell-
parameter bestimmen, die die Phasentrennung und die Material-Benetzbarkeit kontrollieren.
Die offene Randbedingung wurde für den Ausgang verwendet, durch den das Wasser die GDL
verlässt.
Das Modell für den Wassertransportw durch die GDL angewandt. Die GDL wurde als vollständig
mit hydrophil angenommen. Die grundlegenden Effekte wurden untersucht, z.B. die Größe des
Pufferbereichs, Größe der Dömane, Kapillarzahl, Geometrie und Benetzbarkeit. Diese Faktoren
beeinflussen das Fließverhalten des Wassers . Unter der Bedingung einer spezifischen Kapillarzahl
stimmen die Ergebnisse qualitativ mit der Theorie überein, dass der die Transportprozesse durch
die Kapillarkraft dominiert werden. Mir einer fests Strömungsgeschwindigkeit am Eintritt wurde
Wassertransport durch die GDL simuliert. Die stochastischen Geometrien der GDL verursachen
unregelmäßig geformte Wassertropfen, die an zufälligverteilten Positionen der GDL-Oberfläche
austreten.
Die Kontaktwinkel und die Abstände der Durchtrittspunkte (BPD) des erzeugten Wassers
wurden statistisch analysiert. Die lokalen Kontaktwinkel variieren mit unterschiedlichen Projek-
tionsebenen und Positionen bei verschiedenen Geometrien. Sie sind anders als die idealisierten
Kontaktwinkel. Die Verteilung des Abstände wurde durch den Lilliefors-Test statistisch analysiert.
Die BPD könnendurch eine Normalverteilung beschrieben werden kann. Die Kontaktwinkel
und die BPD können Informationen für Zellsimulationen liefern.
Grundlegender Einfluss von Polytetrafluorethylen (PTFE) auf den Wassertransport wurde
untersucht. Unterschiedliche PTFE-Gehalte und PTFE-Verteilungen ( In-Plane und Through-
Plane in verschiedenen Abschnitten der GDL) wurden untersucht. Der PTFE-Gehalt und seine
Verteilung einen beeinflussen den Wassertransport. Das Wasser fließt bevorzugt durch Bereiche
ohne PTFE. Unterschiedliche Wassersättigungskurven entlang der Through-Plane-Richtung
wurden bei verschiedenen PTFE-Verteilungen beobachtet.
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1.Introduction and literature review

Due to the growing concerns on the depletion of petroleum based energy resources and climate
change, fuel cell technologies have received much attention in recent years owing to high
efficiencies and low emissions[1][2]. Fuel cells are electrochemical devices that directly convert
chemical energy from fuels such as hydrogen to electrical energy [3]. Polymer electrolyte fuel
cell (PEFC) is the most commonly applied on portable, mobile and stationary areas, because
of their noteworthy features including low operating temperature, high power density and easy
scale-up [3]. There is a huge growing market for the PEFC today. It is very worthwhile to
study PEFC deeper and understand more clearly the principle inside.
The PEFCs are constructed with polymer electrolyte membranes as proton conductor and
platinum (Pt) based materials as catalyst. The detailed schematic graph of PEFC is shown in
Fig. 1.1.

Figure 1.1.: Schematic graph of PEFC

Phenomena in working PEFCs are very complex, such as heat transfer, species and charge
transport, multi-phase flows and electrochemical reactions are all involved. These phenomena
are observed in components of PEFCs, namely the membrane electrode assembly (MEA) which
consists of the catalyst layers (CL), membrane, gas diffusion layer (GDL) and micro-porous layer
(MPL). The gas channel (GC) and bipolar plate (BiP) are added external side of MEA. Their
geometry sizes are in different scales : the membrane, CL, MPL and GDL are in micrometer or
even lower, while the GC and BiP are in millimeter or even larger. The membrane is located in
the middle of the whole cell, while two electrodes are located on two sides of the membrane
including anode side and cathode side. The anode side and cathode side consist of the same
components such as CL, MPL and GDL. However, the chemical reactions happened in two
electrodes are different. Their reactions are shown in Eq. (1.1) to Eq. (1.3).

1
2O2 + H2 −→ H2O (Overall reaction) (1.1)

H2 −→ 2H+ + 2e− (Anode) (1.2)

1
2O2 + 2H+ + 2e− −→ H2O (Cathode) (1.3)

1



1. Introduction and literature review

At the anode, the hydrogen oxidation reaction (HOR) happened, hydrogen is oxidized and
forms protons and electrons. At the cathode, the oxygen reduction reaction (ORR) happened,
oxygen is reduced with protons and electrons. The working process of reactants and products
is graphically represented in Fig. 1.1. At the anode, gaseous hydrogen is forced to flow through
GC. Part of hydrogen flows through two porous media (GDL and MPL) and diffuse to the CL.
At the cathode, the reactant gaseous oxygen or air flows through the GDL and MPL to the CL.
When the ORR is active, liquid water is produced continuously and transport through MPL
and GDL to the GC. Liquid droplets emerge on the GDL-GC interface and they are removed
by the reactant flow. In the membrane, the produced protons migrate and partial water is
transported through the membrane from anode to cathode, while electrons are conducted by
external circuits. It can be seen that all transport processes are in three dimensions and have
anisotropy characteristics under practical current loads. Concerning the micro-scale two-phase
flow in PEFC, the porous media - GDL plays an significant role and it contains some main
primary functions below:

(i) Provide reactant transport to and product removal from the CL with a typical porosity.

(ii) Provide electron conduction to and from the CL.

(iii) Provide heat transfer from the CL to the current collector.

(iv) Provide mechanical support for the electrode structure preventing it from tenting into
the GC of the bipolar plate [4].

There are mainly three styles of GDL, the carbon paper, the non-woven and the woven carbon
cloth. The structure of GDL carbon paper is viewed by scanning electron microscopy (SEM)
technology and shown in Fig. 1.2.

Figure 1.2.: SEM image of GDL carbon paper structure in Forschungszentrum Jülich. (Single
fiber diameter is around 7 µm.)

GDL is assumed to be made of graphite. It is seen from Fig. 1.2 that straight carbon fibers
are irregularly organized in GDL carbon paper. Straight carbon fibers are glued by binders
and processed with hydrophobic materials. Usually, the carbon fibers of GDL are processed by
covering polytetrafluoroethylene (PTFE) to improve hydrophobicity. It allows the produced
water flowing through the GDL and emerging liquid droplets on the GDL-GC interface easier.
The cell keeps running when the formed water droplets are removed by the gaseous reactant
in the GC. The wettability of graphite in GDL is mildly hydrophobic and water contact angle
is 90∘. The water contact angle on PTFE surface 𝜃PTFE can be found from manufactures as
approximately 110∘ [5][6]. It is necessary to have a deep understanding of water transport
through the GDL from the micro-scale side.

2



1.1. Motivation and goal

1.1. Motivation and goal
There are two greatest barriers that decreased the world-wide commercialization of PEFC includ-
ing durability and cost [7][8][9]. At present, breakthroughs in material development, acquisition
of fundamental knowledge, and development of analytical models and experimental tools are
the potential candidates to overcome these barriers and important for PEFC development.
Particularly, the simulation or modeling method is an efficient tool to study the PEFC from
all scales from micro-scale (micrometer or nanometer) to macro-scale (millimeter or larger).
Before selecting a suitable simulation topic, the factors which affect the cell performance are
analyzed to motivate this dissertation. The performance of PEFC is often represented by the
polarization curve (output voltage versus the current density) [2] and shown in Fig. 1.3.

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2

(c)

(b)

Concentration polarization

Ohmic polarization

Current density [A/cm2]

Vo
lta

ge
 [V

]

Activation polarization

(a)

Figure 1.3.: Typical fuel cell polarization curve for a PEFC in Forschungszentrum Jülich. The
voltage loss are dominated with (a) reaction rate losses; (b) Resistance losses;
(c) Mass transfer losses, under different current range. (Operating condition:
temperature 𝑇 = 70∘C, pressure 𝑃 = 0.1 MPa, reaction area is 14.44 cm2,
stoichiometry number 𝜆 = 2 in anode and cathode, 5 parallel single square GC
with width 1 mm, Toray090 GDL with single fiber diameter 7 µm).

In the linear region (region (b) in Fig. 1.3) an increasing current density leads to decreasing
the voltage due to its ohmic nature. The ohmic loss becomes less significant at the low current
level and this region (the region (a) in Fig. 1.3) is called activation polarization. At the very
high current density the voltage fall down significantly (the region (c) in Fig. 1.3) because
of the reduction of gas exchange efficiency. This region is called concentration polarization
and it is controlled by mass transport overpotentials, with contributions from activation and
ohmic overpotentials [10]. It was reported from literature that phenomena happened in the
multi-scales of PEFC affect the cell performance [11][12]. Particularly, the liquid water transport
through GDL in cathode side is the big issue for mass transport and the flooding in PEFC may
happen. There are mainly two types of flooding including GDL flooding and GC flooding [13].
The inhomogeneous reactant distribution can also cause the easier locally flooding on the GDL
and CL interface [14]. The GDL flooding is the situation when pores in the GDL are filled with
water, the transport of oxygen to the CL gets blocked and the catalyst sites get covered. The
GC flooding is the situation if the accumulation of water reaches a point when water flowing

3



1. Introduction and literature review

to the GC, gaseous reactant flow becomes blocked or clogged.
The GDL flooding increases the flow resistance of reactant and decreases the fuel cell per-
formance when the complex interactions of several properties of GDL (porosity, morphology,
thickness and the PTFE content) happened [15][16]. GDL flooding hinders the oxygen transport
from the GC to the reaction site, and it covers electrochemically active sites with liquid water
[17]. The mass transfer process can be studied and optimized in both macro and micro scales
[18]. From the macro-scale side, the produced water should be removed continuously on the
GC of cathode to avoid GC flooding. If the water removal rate in GC is lower than the water
generation rate, excess water will accumulate. From the micro-scale side, the water through
GDL process can be optimized to avoid the GDL flooding. The water flowing through the
GDL in cathode side can be optimized and decrease GDL flooding risk. Particularly, the GDL
flooding can be decreased by designing the GDLs carefully with an appropriate combination of
hydrophobic and hydrophilic characteristics. The GDLs are typically wet proofed with PTFE to
ensure that the whole GDL remains relatively hydrophobic to avoid GDL and GC flooding [19].
Therefore, the liquid water flowing through the GDL needs to be studied in details from the
micro-scale side. With a better understanding the liquid flow behavior, the risk of GDL flooding
can be decreased with optimizing the flow. The simulation approach is a good tool because
of repeatability in the GDL structures and flexible simulation conditions. There are different
types of GDL including the carbon paper and carbon cloth with woven and no-woven fibers. In
this thesis, a previous thesis [20] is extended by features supporting two-phase flow in GDL.
Brinkmann [20] showed the applicability of lattice Boltzmann method (LBM) on irregular GDL
structures and the LBM framework is running in Jülich’s supercomputer JURECA (formerly
JUROPA). From the algorithms side, the LBM is preferred on simulating liquid water flowing
through the GDL with three main benefits. The first is that LBM is suitable on the small
dimension (in µm range) and irregular porous structures (such as GDL see Fig. 1.2) [21]. The
second is that LBM can be implemented with parallel computing and the super computer is
applied [22]. The third is the easy mesh process (mesh with voxel from structure images) and
the real porous geometries (such as from X-ray) can be applied [23]. So in this thesis, the
simulation approach is decided to study liquid water through the GDL and the carbon paper
GDL is applied. The GC flooding risk can be decreased with optimizing the two-phase flow
in GC from the macro-scale side. The cell-scale two-phase modeling and simulation in GC
can be developed. From the multi-scale simulation theory, macro-scale simulations can be
supported by the results from the micro-scale simulation. In a summary, four main goals below
are expected to be achieved:

∙ A two-phase suitable LBM model is expected to simulate liquid water flowing through
the GDL.

∙ Better understand the liquid water flow behaviors in GDL with some effects such as
geometry structures, produced water flux and material wettability.

∙ Provide some detailed information to bridge the gap in the multi-scale simulations of
PEFC. Analyze the characteristics of droplets at the GDL-GC interface with the statistical
method.

∙ Understand the PTFE distribution effects on the liquid water flowing through the GDL.

1.2. Two-phase flow in GDL of PEFC

4



1.2. Two-phase flow in GDL of PEFC

1.2.1. Two-phase flow mechanisms
According to the description in section 1.1, the two-phase flow in GDL has effect on mass
transfer, and further on the cell performance. The liquid water is produced at the cathode.
The amount of reactant consumption and produced water in cathode can be calculated with
the Faraday’s laws from Eq. (1.4) to Eq. (1.6) [24].

𝐼 = 𝐼 · 𝐴eff (1.4)

�̇�O2 = 𝐼

4𝐹 ·𝑀O2 ; �̇�O2 = �̇�O2

𝜌O2

; ūO2 = �̇�O2

𝐴trans
(1.5)

�̇�H2O = 𝐼

2𝐹 ·𝑀H2O ; �̇�H2O = �̇�H2O
𝜌H2O

; ūH2O = �̇�H2O
𝐴trans

(1.6)

where 𝐼 and 𝐼 are the electric current and its current density with the unit Ampere (A) and
A·cm−2. The Faraday’s constant 𝐹 =96485 A · s · mol−1. �̇�H2O and �̇�H2O are mass and volume
flux separately. ūO2 is the average velocity of oxygen flow from GC to CL. ūH2O is the average
water produced velocity through the effective reaction area 𝐴eff. 𝑀 and 𝜌 are molar mass
and density. Properties of oxygen, water and air at 70∘C, including 𝜌𝑟 (density), 𝑀𝑟 (molar
mass), 𝜇𝑟 (dynamic viscosity) and 𝜈𝑟 (kinematic viscosity), are summarized in Table 1.1, with
subscript 𝑟 is ’O2’ for oxygen and ’H2O’ for water [25][26][27][28].

Table 1.1.: Properties of oxygen, water and air at 70∘C
Subscript 𝜌𝑟 𝑀𝑟 𝜇𝑟 𝜈𝑟

𝑟 /kg · m−3 /kg · mol−1 /kg · m−1 · s−1 /m2 · s−1

Oxygen ’O2’ 1.11 0.032 2.33×10−5 2.1×10−5

Water ’H2O’ 975 0.018 3.50×10−4 3.6×10−7

Some salient dimensionless numbers are introduced to characterize the two-phase flow behavior
in the GDL of PEFC, such as Reynolds number (Re), capillary number (Ca), Bond number
(Bo) and Weber number (We). They are represented from Eq. (1.7) to Eq. (1.10).

Re = inertia force
viscous force =

𝜌H2Oū2
H2O𝐿

2
GDL

𝜇H2O𝐿GDLūH2O
= 𝜌H2OūH2O𝐿GDL

𝜇H2O
= ūH2O𝐿GDL

𝜈H2O
(1.7)

Ca = viscous force
surface tension force = 𝜇H2O𝐿GDLūH2O

𝜎𝑠𝐿GDL
= 𝜇H2OūH2O

𝜎𝑠

= 𝜈H2O𝜌H2OūH2O
𝜎𝑠

(1.8)

Bo = gravitational force
surface tension force = g(𝜌H2O − 𝜌O2)𝐿3

GDL
𝜎𝑠𝐿GDL

= g(𝜌H2O − 𝜌O2)𝐿2
GDL

𝜎𝑠

(1.9)

We = inertial force
surface tension force = Re · Ca =

𝜌H2Oū2
H2O𝐿

2
GDL

𝜎𝑠𝐿GDL
=
𝜌H2Oū2

H2O𝐿GDL

𝜎𝑠

(1.10)

where 𝜌𝑟, 𝜇𝑟, 𝜈𝑟 and ū𝑟 are density, dynamic viscosity, kinematic viscosity and average velocity
for species 𝑟 separately (𝑟 is ’H2O’ for water and ’O2’ for oxygen). 𝐿GDL is the characteristic
length for fluids in GDL. g is the gravity acceleration and 𝜎𝑠 is the surface tension of water
in air. The relations of main fluid related forces can be understood from these dimensionless
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numbers: Re defines the ratio of inertia force to viscous force; Ca represents the ratio of viscous
force to surface tension force; Bo defines the ratio of gravitational force to surface tension
force; We is the ratio of inertial force to surface tension force, which is the product of Re
and Ca. The quantitative difference of these dimensionless numbers can present which forces
dominate fluids flow and how to reproduce the main flow behaviors in different scenarios (such
as different geometry sizes). The schematic graph of flow in the GDL is shown in Fig. 1.4.

Figure 1.4.: Schematic graph of flow in the GDL. Blue: water; Red: GDL; Green: cross section
of single fiber; Gray: section of Biplolar plate

It is seen from Fig. 1.4 that the oxygen (with velocity ūO2,GDL) and water (with velocity
ūH2O,GDL) are counter flows in the GDL and under the GC. The flow parallel to the GDL
surface (in-plane direction) and the compress of GDL are not considered. The 𝐿GDL equals the
diameter of single fiber [29]. All data and parameters to calculate dimensionless numbers in
GDL are summarized in Table 1.2.

Table 1.2.: Conditions for calculating dimensionless numbers in GDL of the cathode side
(𝑇 = 70∘C, 𝑃 = 0.1 MPa = 0.1×106 kg·m−1·s−2)

Symbols Values Unit Reference
Current density 𝐼 1.2 A·cm−2 Maximum in Fig. 1.3
Stoichiometry number 𝜆 1 - Operating condition
Faraday’s constant 𝐹 96485 A·s·mol−1 [24]
Gravity acceleration g 9.8 m·s−2 [30]
Surface tension 𝜎𝑠 0.064 kg·s−2 Parameter, [30]
Oxygen volume flux in GDL �̇�O2 1.3×10−6 m3·s−1 Eq. (1.5), Table 1.1
Water volume flux in GDL �̇�H2O 1.7×10−9 m3·s−1 Eq. (1.6), Table 1.1
Average oxygen velocity in GDL ūO2,GDL 0.9×10−3 m·s−1 Eq. (1.5)
Average water velocity in GDL ūH2O,GDL 1.1×10−6 m·s−1 Eq. (1.6)
Characteristic length in GDL 𝐿GDL 7 µm Single fiber diameter in

GDL of Fig. 1.2
Effective reaction area 𝐴eff 14.44 cm2 Condition of Fig. 1.3
Transport area in GDL 𝐴trans,GDL 14.44 cm2 Same as effective area

The gaseous reactant (oxygen) is assumed flowing through the GDL after accessing the GC,
and it has no influence on the liquid water transport in GDL [31]. The oxygen and water
volume fluxes in GDL and volume flux are calculated from the Faraday’s law in Eq. (1.5) and
Eq. (1.6). The diameter of single fiber (7 µm) is chosen as the characteristic length in GDL
𝐿GDL. The oxygen and water transport area 𝐴trans,GDL is the same as the effective reaction area
𝐴eff in GDL and equals 14.44 cm2 in Table 1.2. Taking ūH2O,GDL, ūO2,GDL (from Table 1.2)
and properties (from Table 1.1) into Eq. (1.7) to Eq. (1.10), average dimensionless numbers
in GDL can be calculated and summarized in Table 1.3.
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1.2. Two-phase flow in GDL of PEFC

Table 1.3.: Average dimensionless numbers in GDL of the cathode side
Re Ca Bo We

Gaseous oxygen (O2) 3.0 × 10−4 3.3 × 10−7 1.2 × 10−5 1.0 × 10−10

Liquid water (H2O) 2.2 × 10−5 0.7 × 10−8 1.2 × 10−5 1.5 × 10−13

The gas transport paths are suggested for the non-flooded pores because of 𝜇H2O is bigger
than 𝜇O2 (see Table 1.1) [31]. The process of oxygen transport through GDL is simplified to
be a single phase flow process that assumes flooded pores are blocked and not be removed
by oxygen. The Re makes more sense in the single phase process and it is clear that oxygen
flow shows the laminar flow behavior (Re≪ 2300). The gravity force can be negligible in
comparison with surface tension force for Bo number. The inertial force and viscous force are
negligible when checking the definitions of Ca and We from Eq. (1.8) and Eq. (1.10) with
their corresponding values in Table 1.3.
The process of liquid water flowing through GDL can be simplified as a two phase invasion (or
immiscible fluids displacement) problem. According to the SEM bottom-up view image of GDL
in Fig. 1.2 and the analysis from the statistician, e.g. Thiedmann [32], GDL is a porous media
consists of stochastic fibers. For use in cell level simulation, the water through the GDL can
be solved with the continuous approach. But when studying the water through the GDL from
a top-down view, the process of liquid water through GDL can be discussed equivalently with a
two-phase flows in porous media. In the two-phase flow in porous media problem, the dynamic
viscosity ratio M are introduced and shown in Eq. (1.11).

M = 𝜇H2O
𝜇O2

(1.11)

The water flowing through the porous media is studied, so dynamic viscosity ratio M is the
dynamic viscosity of water divide that of oxygen shown in Eq. (1.11). A phase diagram
including the relation of Ca and dynamic viscosity ratio M, was introduced by Lenormand et al.
[33] to represent two-phase flow behaviors in porous media as shown in Fig. 1.5.

Figure 1.5.: Phase diagram of immiscible fluids displacement in porous media [33][34]. Red :
liquid water transport through GDL of PEFC working region.

The phase diagram explains the flow behaviors of the injected fluid and the displaced fluid. In
the water through GDL problem, water is the injected fluid and air is the displaced fluid. The
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phase diagram includes two parameters Ca and M in logarithm style, which consists of three
regions including stable displacement, viscous fingering and capillary fingering. The dynamic
viscosity ratio between water and air M ≈18 using the viscosity data from Table 1.1. In the
stable displacement region, the stable displacement front is observed. The principal force is
due to the viscosity of the injected fluid, but capillary effects and pressure drop in the displaced
fluid are negligible. In the viscous and capillary fingering regions, the ’finger’ effect can be
observed along the flow path. In viscous fingering region, fluid flow is dominated by the viscous
force, the density ratio and viscosity ratio between two fluids are not negligible. In the capillary
fingering region, the flow behavior is dominated by the surface tension force (or capillary force),
the inertia force and viscous force can be negligible. In another word, the viscosity ratio and
density ratio of two fluids can be negligible in the capillary fingering region. The red region in
the phase diagram Fig. 1.5 shows the PEFC working region and the example calculation is in
the red region (Ca in Table 1.3 and M ≈18 from Table 1.1). However, it should be noticed
that the local Ca (calculate by the local water velocity) can be bigger than the average Ca
(calculate by the average water velocity) because of inhomogeneous ORR reactions and water
are produced inhomogeneous.
In summary of discussions of two-phase flow mechanisms in GDL of PEFC, the liquid water
flowing through GDL is a capillary force dominated process, which allows to neglect the density
ratio and viscosity ratio of two liquids. In local positions of GDL, bigger local inject velocity
(larger Ca) may happen during the fuel cell operation.

1.2.2. Two-phase flow simulations and experiments
From the macro point of view, some researchers did some reviews on the GDL from different
application side. A. Weber et al. [35] reviewed the modeling of transport phenomena in the
PEFC. J. Park et al. [36] did a review of GDL from the durability and degradation side. S.
Park et al. [37] reviewed the GDL from the materials and application design side. A. Bazylak
[38] reviewed the liquid water visualization in the PEFC. R. Anderson et al. [39] reviewed the
two-phase flow in GDL and highlighted that this process will be highly affected by two-phase
flow in GDL. M. Andersson et al. [40] reviewed the cell-scale two-phase flow modeling in PEFC
and found some detailed information from the GDL were still missing. L. Chen et al. [41]
reviewed the two-phase LB model application and emphasize its strong benefits on simulating
two-phase flow in GDL. D. Wood et al. [42] reviewed the surface properties (particularly the
wetting properties) of GDL. Besides these review work, some literature focus on the simulations
and experiments to study two-phase flow in GDL. J. Park et al. [43][44] simulated a droplet
passing through a quasi-GDL and compared with a simplified LB Stokes-Brinkman model. W.
Tao’s group [45][46] did some LBM simulations on water transport and distribution inside
of GDL, which a 2D GDL was extracted from a 3D reconstructed GDL structures, and the
influence of compressiblity, land wettability and Ca are discussed. X. Niu et al. [47] studied
the relative permeability based on the partially saturated GDL. P. Zhou et al. [48] discussed
the effects of fully wettability and spatial mixed-wettability on water configuration by LBM in
an artificial random and regular structures. K. Kim [49] did LBM simulation of liquid water
transport through MPL and GDL with randomly circle solid distributed porous medias. A
3D single component multi-phase LBM simulation was done by G. Molaeimanesh [50] for
the cathode electrode in PEFC and a surface reaction model based on modified bounce back
boundary condition was included in model. P. Cheng’s group [51][52] were working on the
water flowing through the reconstructed GDL and the water dynamic behavior in GC. Y. Tabe
et al. [53] did the LBM simulations to elucidate the dynamic behavior of condensed water and
gas flow in the PEFC and the two-phase flow with large density ratio in GDL are studied. T.
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Koido et al. [54] did the LBM two-phase transport in the GDL with combining the capillary
pressure which was measured by the porous diaphragm method and predicted by the PNM. The
relative permeability was measured by the steady-state method and predicted by a combination
of the single-phase and the two-phase LBM. Y. Gao et al. [55] investigated water flow in
the GDL using a combination of the LBM and X-ray computed tomography at the micron
scale. The water intrusion into initially dry GDL driven by a pressure gradient in attempts to
understand the impact of hydrophobicity on water distribution in the GDL. D. Jeon and H. Kim
[56] considered the compression of GDL on the water flow behavior with LBM two-phase model.
B. Han and H. Meng [57] did LBM simulations on the interconnected horizontal and vertical
pore combinations and discussed effect of the large perforated pores through the GDL. G.
Molaeimanesh and M. Akbari [58] studied the water droplets dynamic behavior inside of GDL
along the in-plane direction with the LBM. In a further step, the PTFE distribution effect on the
water droplets inside of GDL are discussed as well [59]. Our group did some simulation works on
LBM simulations in GDL. The Freudenberg GDL geometries are created with some stochastic
algorithms by G. Gaiselmann et al. [60][61]. R. Thiedmann et al. [32] created stochastic carbon
paper GDL geometries, all of them statistic equivalent to the real 3D structures as validated
by the Helmholtz-Zentrum Berlin. The created GDL with stochastic method are applied on
the micro-scale simulations (such as LBM simulations) [20][62][63][64][65]. Single component
mass transfer was simulated by the LBM for the high-temperature PEFC and the results are
analyzed from the stochastic way. Some other researchers were working on the stochastic
reconstruction. N. Zamel et al. [66] applied the stochastic GDL geometries to study the species
and heat transport properties. J. Hyman et al. [67] studied the heterogeneities of flow in
stochastically generated porous media. P. Satjaritanun et al. [68] applied the X-ray computed
tomography GDL to the liquid water breakthrough inside it and the effect of wettability on
water breakthrough pressure are studied. P. Salaberri et al. [69] studied the effective diffusivity
in partially-saturated (through-plane saturation distribution) GDL and applied to the cell-scale
continuum models. From the situation of GDL-GC interface side, some literature proves the
two-phase flow in GDL affect the two-phase situation in the GC. CZ. Qin [70] did the general
simulations for two-phase flow in whole PEFC. X. Zhu et al. [71] simulated the water droplet
dynamics in the GC and proved the water breakthrough area and wettability of GDL affect the
droplet behaviors. P. Polverino et al. [72] did a ex-situ experimental validation of a lumped
model of single droplet behaviors (deformation, oscillation and detachment) on the GDL-GC
interface and found some simplifications of droplet lead some errors when comparing the model
and experiment.
Some experiments studied the behavior of liquid water flowing through GDL to analyze the
process in quantity. A. Bazylak et al. [73] visualize the droplet breakthrough GDL and its
growth on the GDL-GC interface. H. Markötter et al. [74] investigate the 3D water transport
paths in GDL by combining in-situ synchrotron X-ray radiography and tomography, and the large
pores in GDL or cracks in the MPL could identify preferred water transport paths. N. Djilali’s
group [75] observed more than one water breakthrough path in different time steps. A new
transport mechanism was introduced S. Litster et al. [76] (two-phase flow in GDL is dominated
by capillary fingering and channeling and features numerous "dead ends") which is consistent
with the experimental observations. J. Benziger et al. [77] measured the hydrostatic pressure
of different carbon paper and cloth based GDL. A. Santamaria studied the effects of inject area
and velocity on droplets formed on GDL interface by injecting water through GDL experiments,
and analyzed the mechanisms behind that [78]. F. N. Büchi’s group [79][80][81] were working
on analyzing liquid saturation, Phosphoric acid electrolyte migration and evaporation in GDL by
X-Ray tomographic microscopy. For the experiments checking water distribution through-plane
direction in GDL, the very inhomogeneous water distribution along the through-plane direction
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(from CL to GC) were observed in experiments with high resolution X-Ray radiography [82][83].
Besides some experiments were done to study water flow through the GDL, some experiments
were done to study the produced GDL such as PTFE distribution in GDL. T. Kitahara et al.
did experiments with hydrophilic and hydrophobic double micro-porous layer coated GDL for
enhancing fuel cell performance under no-humidification at the cathode [84]. B. Gao et al.
[85] visualized the unstable water flow (’column flow’) in different types of GDL. R. Fu et al.
[86] used the high-resolution neutron radiography to detect the through-plane liquid water
distribution in the GDL and the general tendency of water distribution along the through-plane
direction was observed. M. Sabharwal et al. [87] developed a cluster based full morphology
model to predict liquid water intrusion in GDL geometries which obtained from µ-CT.
AJ. Mendoza et al. [88] used the Raman spectroscopic mapping to describe the carbon and
PTFE distribution in the GDL. W. Song et al. [89] studied the effect of PTFE distribution in
the GDL on water flooding in PEFC and presented the uniform PTFE distribution benefited
cell performance. A. Rofaiel et al. [90] was the first direct experimental investigation of the
through-plane PTFE distribution for various commercially available GDLs. T. Reshetenko
et al. [91] used a segmented cell system to study the impact of localized variations of GDL
PTFE on the spatial and overall cell performance and the GDL with PTFE structures were
studied by SEM. C. Tötzke et al. [92] did the X-ray tomographic study for the hydrophobic
treatment on the structure of compressed GDLs and the relation between the PTFE content
and porosity were presented. M. Mortazavi and K. Tajiri [93] observed different contact angles
on the GDL surface with different PTFE content and the water droplets behaviors on the GDL
were influenced by PTFE content and gas velocities in GC. E. Antolini et al. [94] studied the
morphological characteristics of carbon/PTFE films deposited on porous carbon support and
some physical properties (such as density) of carbon and PTFE are provided. A. Santamaria
et al. [78] and BR. Friess et al. [95] did some experiments to study the wettability of GDL
and PTFE material. The GDL is made of graphite and some experiments were to study the
wettability of graphite material. A. Kozbial et al. [96] observed the contact angle on the
polished graphite surface (minimize roughness effect) changes during putting the graphite
sample in the ambient air, but the graphite surfaces are intrinsically mildly hydrophilic. C. Pike
et al. [97] presented that the GDL is assumed the graphite sample which set in the ambient air
longer than the critical time (roughly 20 min). The wettability of graphite was also presented
by F. Taherian et al. [98], S. Wang et al. [99] and Rafiee et al. [100] that assume graphite is
made of several graphene layers.
In a summary, the experiments for GDL present that the the flow ’fingers’ were observed in
two-phase flow through the GDL. Droplets formed on the GDL-GC interface and its dynamic
process in GC are affected by the GDL surface. The strong relevance of the GDL-GC interface to
the two-phase flow in GC were reviewed and clearly declared. The contact angle of the formed
droplets is very important. The contact angle is highly affected by the GDL surface properties.
It is quite necessary to calculate properties of the two-phase flow on GDL-GC interface from
simulation of physical processes in the porous media (GDL). The detailed information on the
GDL-GC interface are missing in multi-scale simulations, like the contact angles of droplets on
GDL-GC interface and definition of breakthrough point distance. They can be supported by
LBM two-phase flow simulations in GDL. Some side-work were done to study the wettability
of GDL, but it is still lack of some modeling and simulations study on the two-phase flow
in GDL with wettability effects. Moreover, some experiments with applying the GDL with
different content or distribution of PTFE were discussed. It was observed the PTFE content
and distribution have impact on the water flowing inside of GDL. Therefore, some simulation
work for the two-phase flow with effect of PTFE are necessary to have a better understanding
the theory behind that.
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The LBM is a kinetic gas theory based simulation method [101]. It does not consider fluid
particle (or molecule) behavior alone but behavior of collection of fluid particles as a unit.
The property of the collected particles is presented by a distribution function and it has
many advantages. It is suitable on complex geometries of domain and can be naturally
adapted to parallel processing computing [102]. Furthermore, the lattice Boltzmann equation
is equivalent with the Navier-Stokes (NS) equations at each time when the flow is assumed
to be incompressible and continuum. However, it usually needs more computer memory (the
LBM algorithm includes ’collision’ and ’stream’ steps, both steps needs computer memory)
compared with macroscopic CFD solver, which is not a big constraint [103][104].
The LB equations (LBE) can be recovered to the macroscopic NS equations, which the continuity
flow is assumed in the macroscopic approach. Under certain conditions, LBM is consistent
with macroscopic approaches for continuity flow. The Knudsen (Kn) is a characteristic number
to define if the flow can be assumed as continuity or not. Kn is presented as following formula

Kn = 𝜆𝑓

𝐿GDL
(2.1)

where 𝜆𝑓 is the mean free path length and 𝐿GDL is the representative physical length scale for
flow in the GDL. The incompressibility of fluid is also assumed when converting LBE to the
NS equations. The correlated dimensionless number to define if the flow can be assumed as
incompressible flow, is Mach (Ma) number defined in Eq. (2.2).

Ma = ūH2O,GDL
𝑐𝑠

(2.2)

where ūH2O,GDL is the average water velocity in GDL and 𝑐𝑠 is the local sound velocity in liquid
water. The data used to calculate Kn and Ma for water flow in GDL are summarized in Table
2.1.

Table 2.1.: Data to calculate Kn and Ma for water flow in GDL

Symbols Values Unit Reference

Mean free path
length of water 𝜆𝑓 0.33 nm [105]

Representative
physical length scale 𝐿GDL 7 µm Table 1.2

Average water
velocity in GDL ūH2O,GDL 1.1×10−6 m·s−1 Table 1.2

Sound velocity 𝑐𝑠 1555 m·s−1 [106]

Knudsen number Kn 4.7×10−5 - Eq. (2.1)
Mach number Ma 7.1×10−10 - Eq. (2.2)

The fluid can be assumed as continuity when Kn is small enough (Kn < 10−2) [107], so the
water flow in the GDL can be assumed as a continuous flow (Kn=4.7×10−5 in Table 2.1).
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Furthermore, the water through GDL can be simplified to incompressible flow (Ma=7.1×10−10

in Table 2.1) when Ma < 0.3 [107][108]. Therefore, the LBM can be applied to simulate
water flow through the GDL and a suitable two-phase model should be chosen. There are
some main two-phase LBM models including the Rothman-Keller (RK) model (proposed by
Rothman and Keller in 1988 and the phase separation occurred by a "color gradient" [109]), the
ShanChen pseudo-potential model (proposed by Shan and Chen in 1993 and phase separation
is based on collaborating interactive body forces [110]), the free energy model (proposed by
Swift et al. in 1995 and two phases are introduced directly to the ’collision’ step [111]) and the
He-Chen-Zhang (HCZ) model (introduced by He et al. in 1999 and two distribution functions
are introduced to recover the incompressible NS equations [112]). Particularly, ShanChen model
is the most commonly used two-phase model and it has two sub-models including ShanChen
single-component multi-phase (SCMP) model and ShanChen multi-component multi-phase
(MCMP) model [113].
In this work, ShanChen MCMP model is chosen to simulate two-phase flow in GDL with the
following three main reasons:

(i) Some alternative force schemes (approach of collaborating interaction body force in
LBM) were proposed in literature to improve numerical stability and accuracy.

(ii) The two-phase flow in GDL is a capillary force dominated process (see Fig. 1.5), the
density ratio and viscosity ratio are negligible.

(iii) Simplification of isothermal condition and phase change (condensation or evaporation)
are not considered. The water and gaseous oxygen are assumed two pure components.

However, ShanChen MCMP model also has some limitations such as the limited density ratio
and viscosity ratio. They are observed in this work as well and the details are discussed in
section 4.2.1 and 4.2.2.

2.1. ShanChen MCMP model

The LBM was firstly developed from the cellular automata, which were originally introduced
by Stanislaw Ulam and John vor Neumann in the 1940s [114]. One of milestones for LBM
development is the first paper which propose a lattice gas cellular automaton (LGCA) for the
NS equations in 1986 by Frisch et al. [115]. The use of a triangular grid restored some of the
symmetry required to simulate fluids. A major simplification was introduced by Qian et al. in
1992 [116], that the collision matrix is replaced by a single relaxation time (SRT), leading to
the also socalled Bhatnagar, Gross, and Krook (BGK) model. Begining with the 21st century,
LBM access a very fast development period. Wolf-Gladrow (2000) [117], Succi (2001) [107],
Sukop and Thorne (2006) [118] and A.A. Mohamad [119] all provide instructive information on
the model and the extensions. The ShanChen MCMP model was firstly introduced with SRT
approach in 1993 [120]. Later in 2002, the ShanChen MCMP model with multiple relaxation
time (MRT) approach was extended, which the single relaxation time is replaced by a collision
matrix including more than one relaxation time [121].
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2.1.1. ShanChen MCMP model with SRT approach

The LBM derived from BGK approximation is called Lattice-BGK (LBGK) method and the
Boltzmann equation in a multi-component system is shown in Eq. (2.3) [122].

𝜕𝑓𝛼(x,𝑡)
𝜕𝑡

+ ∇𝑓𝛼(x,𝑡) + F𝛼(x,𝑡) · ∇𝑓𝛼(x,𝑡) = −𝑓𝛼(x,𝑡) − 𝑓 𝑒𝑞
𝛼 (x,𝑡)

𝜏𝛼

(2.3)

where 𝑓𝛼(x,𝑡) is the single particle distribution function in the phase space (x,𝑡) and 𝑓 𝑒𝑞(x,𝑡)
is the Maxwell-Boltzmann distribution function for 𝛼th component, 𝛼 = 1 or 2 in two
components system. Eq. (2.3) is solved for each component separately. x is the position vector
and represented (𝑥,𝑦,𝑧) in a 3 dimensional (3D) Cartesian coordinate system. F𝛼(x,𝑡) is a
body force acting on the 𝛼th component, and 𝜏𝛼 is the relaxation time which determines the
kinematic viscosity for the 𝛼th component. In the Eq. (2.3), there is only one relaxation time
𝜏𝛼, so the LBGK method is also called LBM with single relaxation time (SRT) approach.
In the LBGK model, the Boltzmann equation (Eq. (2.3)) is discretized and satisfies the lattice
Boltzmann equation (LBE) as Eq. (2.4):

𝑓𝛼,𝑖(x + e𝑖Δ𝑡,𝑡+ Δ𝑡) − 𝑓𝛼,𝑖(x,𝑡) = − 1
𝜏𝛼

(︁
𝑓𝛼,𝑖(x,𝑡) − 𝑓 𝑒𝑞

𝛼,𝑖(x,𝑡)
)︁

+ 𝑆𝛼(x,𝑡) (2.4)

where 𝑓𝛼,𝑖(x,𝑡) is the density distribution function of the 𝛼th component related to the discrete
velocity direction 𝑖. The left hand side of equal sign in Eq. (2.4) is called the ’stream’ step,
while the right hand side of equal sign in Eq. (2.4) is called the ’collision’ step. 𝑖 in Eq. (2.4)
is ranging from 0 to 18 according to D3Q19 lattice scheme in 3D cases . The lattice scheme
of D3Q19 in this work is shown in Fig. 2.1.

Figure 2.1.: Lattice scheme of D3Q19

The kinematic viscosity 𝜈𝛼 can be calculated from 𝜏𝛼 by Eq. (2.5).

𝜈𝛼 = 𝑐2
𝑠(𝜏𝛼 − 1

2)Δ𝑡 (2.5)

with 𝑐𝑠 is the sound speed and set 𝑐𝑠 = 1/
√

3 in lattice system. 𝑓 𝑒𝑞
𝛼,𝑖(x,𝑡) are equilibrium

distribution function and calculated as [123]

𝑓 𝑒𝑞
𝛼,𝑖(x,𝑡) = 𝜔𝑖𝜌𝛼

[︁
1 + e𝑖 · u𝑒𝑞

𝛼

𝑐2
𝑠

+ (e𝑖 · u𝑒𝑞
𝛼 )2

2𝑐4
𝑠

− u𝑒𝑞
𝛼 · u𝑒𝑞

𝛼

2𝑐2
𝑠

]︁
(2.6)
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where e𝑖 are discrete velocities and summarized in Eq. (2.7). The 𝜔𝑖 are weight factors and
shown in Eq. (2.8)

D3Q19 :
[︁
e0, e1, e2, e3, e4, e5, e6, e7, e8, e9, e10, e11, e12, e13, e14, e15, e16, e17, e18

]︁
=

⎡⎢⎣ 0 1 1 0 −1 −1 −1 0 1 0 1 0 −1 0 0 1 0 −1 0
0 0 1 1 1 0 −1 −1 −1 0 0 1 0 −1 0 0 1 0 −1
0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 −1 1 1 1 1 1

⎤⎥⎦
(2.7)

D3Q19 : 𝜔𝑖 =

⎧⎪⎪⎨⎪⎪⎩
1
3 𝑖 = 0
1
18 𝑖 = 1,3,5,7,9,14
1
36 𝑖 = 2,4,6,8,10,11,12,13,15,16,17,18

(2.8)

In ShanChen model, different force schemes are chosen when physical effects (such as interaction
body forces) are included. In Eq. (2.4), 𝑆𝛼(x,𝑡) is the source term and u𝑒𝑞

𝛼 is equilibrium
velocity which have different forms according to force schemes, and they are summarized in
Table 2.2 of section 2.2. The fluid density 𝜌𝛼 and velocity u𝛼 can be obtained from Eq. (2.9).

𝜌𝛼 =
18∑︁

𝑖=0
𝑓𝛼,𝑖 ; 𝜌𝛼u𝛼 =

18∑︁
𝑖=0

e𝑖𝑓𝛼,𝑖 + 1
2F𝛼 (2.9)

The total density 𝜌 and velocity of whole components u are calculated by Eq. (2.10).

𝜌 =
2∑︁

𝛼=1
𝜌𝛼 ; 𝜌u =

2∑︁
𝛼=1

18∑︁
𝑖=0

e𝑖𝑓𝛼,𝑖 + 1
2

2∑︁
𝛼=1

F𝛼 (2.10)

In ShanChen pseudopotential model, the pseudopotential is presented as the body force F𝛼

acting on the 𝛼th component shown in Eq. (2.11), which includes fluid-fluid cohesion Fcoh,𝛼,
fluid-solid adhesion Fadh,𝛼 and external body force Fext,𝛼. Their formulas are presented from
Eq. (2.12) to Eq. (2.14).

F𝛼(x,𝑡) = Fcoh,𝛼(x,𝑡) + Fadh,𝛼(x,𝑡) + Fext,𝛼(x,𝑡) (2.11)

Fcoh,𝛼(x,𝑡) = −𝐺coh𝜓𝛼(x,𝑡)
18∑︁

𝑖=0
𝑤𝑖𝜓𝛼(x + e𝑖Δ𝑡,𝑡)e𝑖 (2.12)

Fadh,𝛼(x,𝑡) = −𝐺adh,𝛼𝜓𝛼(x,𝑡)
18∑︁

𝑖=0
𝜓𝛼(x + e𝑖Δ𝑡,𝑡)e𝑖 (2.13)

Fext,𝛼(x,𝑡) = 𝜌𝛼g𝛼 (2.14)
where 𝜓𝛼 is called the "effective number density" or interaction potential, and it is defined as
a function of x through its dependency on the local density 𝜓𝛼 = 𝜓𝛼(𝜌𝛼). The interaction
potential is special in that its ". . . behavior is consistent with that of an isothermal process
. . . " [124][125]. It can have different forms, such as 𝜓𝛼 = 𝜌𝛼 [126], 𝜓𝛼 = 𝜓0 exp(−𝜌0

𝜌𝛼
) [118],

𝜓𝛼 = 𝜌0
[︁
1 − exp(−𝜌𝛼

𝜌0
)
]︁

[120] and follow different equation of state (EOS) [127]. The 𝜓0 and
𝜌0 are constants and details can be found in the corresponding literature [23]. In this work,
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2.1. ShanChen MCMP model

𝜓𝛼 = 𝜌𝛼 as suggested by Pan et al. [126], because the lattice spacing is usually much larger
than the molecule size (a condition necessary for ensemble average) and it completely ignores
the effects of the repulsive core. Without a balancing repulsive core, this choice inevitably leads
to "mass collapse"– a phenomenon in which particle density approaches the big unrealistic value
[110]. Furthermore, Shan et.al (one of inventors of ShanChen model) [128] suggested that
𝜓𝛼 = 𝜌𝛼 when the external forces (such as gravity) are not considered. The gravity is negligible
from the water transport algorithm in GDL (it is a surface tension force dominated process
and gravity can be negligible, see Bo in Table 1.3). Moreover, there were some literature of
two phase flow simulations in GDL which did the same choice of 𝜓𝛼 as well [29][55].
𝐺coh in Eq. (2.12) is a parameter that controls the strength of fluid-fluid cohesion [123]. The
immiscible phenomena happen when 𝐺coh is larger than its critical value 𝐺coh,crit [129]. The
𝐺coh,crit is presented in the form of Eq. (2.15) and was suggested by Huang et al. [129] in
D3Q19 ShanChen model.

𝐺coh,crit = 1
18(𝜌1 + 𝜌2)

(2.15)

where 𝜌1 + 𝜌2 is the total densities of component 1 and 2 on the same lattice. 𝐺adh,𝛼 in
Eq. (2.13) is the parameter to control the fluid-solid adhesion. In two components system,
different contact angles can be achieved by adjusting this parameter and it satisfies the relation
𝐺adh,1 = −𝐺adh,2. In the water transport through GDL simulations of section 5, the value
of model parameters 𝐺adh,1 and 𝐺coh are summarized in the Table 5.1 with 𝐺coh = 0.06 for
immiscible phenomena and 𝐺adh,1 = −0.005 for the contact angle 110∘. The g𝛼 in Eq. (2.14)
is the acceleration of external body force such as gravity (g1 = g2 = 9.8 m·s−2 [130]). For the
simulation of liquid water transfer through the GDL, the gravity is negligible in comparison
with the surface tension force (see Bo in Table 1.3), so g𝛼 is not considered in this dissertation.
The pressure 𝑃 of the whole fluid can be computed from the 𝜌𝜎 according to Eq. (2.16).

𝑃 (x) = 𝑐2
𝑠

2∑︁
𝛼=1

𝜌𝛼(x,𝑡) + 6𝐺coh𝜓1(x,𝑡)𝜓2(x,𝑡) (2.16)

This can also be considered as the EOS of a non-ideal fluid, which makes the separation of
liquid and gas phase possible in the SCMP model [127].
There are some limitations on the ShanChen model which use the nearest-neighbor and the next
nearest-neighbor interaction model to approximate the effect of the intermolecular potential
(Eq. (2.12) and Eq. (2.13)). It was resolved by choosing a 𝜓𝛼 that is proportional to 𝜌𝛼

for small 𝜌𝛼 and tends be to a constant for large 𝜌𝛼. However, any choice of 𝜓𝛼 other than
𝜓𝛼 ∝ 𝜌𝛼 appears to lead to thermodynamic inconsistencies which is one of main limitations
of ShanChen model [125][23]. The Eq. (2.12) behaves the same way as the surface tension
and its strength is fixed after choosing 𝐺coh. It creates application difficulties in which an
adjustable surface tension is required.

2.1.2. ShanChen MCMP model with MRT approach
For the LBM, the generalized hydrodynamics (the wave vector dependence of the transport
coefficient) of a generalized LBE is studied. The generalized LBE (is also called LBM with
MRT approach) is constructed in the momentum space rather than in the discrete velocity
space. The generalized LBM has a maximum number of adjustable parameters for the given
set of discrete velocities [131]. In order to improve numerical stability and reduce some side
effects by tuning the adjustable relaxation parameters, Dominique et al. [121] derived the MRT
collision operator to LBM, and this model is so-called lattice MRT model in 2002. The MRT
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collision operator is an important extension of the relaxation LB method proposed by Higuera
et al. [132]. The standard LB-MRT equation was summarized by d’Humieres et al. [133]. The
evolution equation of the LBM (Eq. (2.4)) with MRT collision operator for ShanChen MCMP
model can be written in a more general form as Eq. (2.17) [134].

𝑓𝛼,𝑖(x + e𝑖Δ𝑡,𝑡+ Δ𝑡) = 𝑓𝛼,𝑖(x,𝑡) − M−1Λ𝛼(m𝛼(x,𝑡) − m𝑒𝑞
𝛼 (x,𝑡)) + 𝑆𝛼(x,𝑡) (2.17)

where the transformation matrix M for D3Q19 in this work are shown in the Appendix A.1. In
comparison with the formula of model with SRT approach in Eq. (2.4), the distribution function
𝑓𝛼,𝑖(x,𝑡) are replaced by that in the momentum space m𝛼(x,𝑡) and the single relaxation time 𝜏𝛼

is replaced by a diagonal matrix Λ𝛼. With the transformation matrix M, the density distribution
function 𝑓𝛼,𝑖 and its equilibrium distribution 𝑓 𝑒𝑞

𝛼,𝑖 can be projected on to the momentum space
through the matrix calculation m𝛼 = M𝑓𝛼,𝑖 and m𝑒𝑞

𝛼 = M𝑓 𝑒𝑞
𝛼,𝑖. Λ𝛼 in Eq.(2.17) is a diagonal

matrix given by

Λ𝛼 = diag(𝑠0,𝛼,𝑠1,𝛼,𝑠2,𝛼,𝑠3,𝛼,𝑠4,𝛼,𝑠5,𝛼,𝑠6,𝛼,𝑠7,𝛼,𝑠8,𝛼,𝑠9,𝛼,

𝑠10,𝛼,𝑠11,𝛼,𝑠12,𝛼,𝑠13,𝛼,𝑠14,𝛼,𝑠15,𝛼,𝑠16,𝛼,𝑠17,𝛼,𝑠18,𝛼)
(2.18)

whose elements represent the inverse of the relaxation time for the transformed distribution
function m𝛼 as it is relaxed to the equilibrium distribution function m𝑒𝑞

𝛼 in the momentum
space. Elements in Λ𝛼 follows relations that 𝑠0,𝛼 = 𝑠3,𝛼 = 𝑠5,𝛼 = 𝑠7,𝛼, 𝑠4,𝛼 = 𝑠6,𝛼 = 𝑠8,𝛼,
𝑠10,𝛼 = 𝑠12,𝛼, 𝑠16,𝛼 = 𝑠17,𝛼 = 𝑠18,𝛼 and 𝑠9,𝛼 = 𝑠11,𝛼 = 𝑠13,𝛼 = 𝑠14,𝛼 = 𝑠15,𝛼 [121]. The bulk
viscosity 𝜁𝛼 and the kinematic viscosity 𝜈𝛼 of 𝛼th component in MRT model is shown in Eq.
(2.19) and Eq. (2.20)

𝜁𝛼 = 2
9( 1
𝑠1,𝛼

− 1
2) (2.19)

𝜈𝛼 = 1
3( 1
𝑠9,𝛼

− 1
2) (2.20)

In our simulations, 𝑠0,𝛼 = 1 because of consistent with the macroscopic hydrodynamic equation
[135][136]. 𝑠9,𝛼 can be derived by given kinematic viscosity 𝜈𝛼 in Eq. (2.20) in lattice system,
and 𝑠9,𝛼 is equivalent with 𝜏𝛼 in LBGK. Beside 𝑠0,𝛼 and 𝑠9,𝛼, some elements remain to be
unknown and independently adjustable, and they can be used to tune the stability of the
MRT model [121]. In the section 4.2.1 (Fig. 4.10), 4.3 (Fig. 4.16) and 4.4 (Fig. 4.35), the
relaxation time dependency are analyzed. Finally, 𝑠9,𝛼 = 1.67 (𝜏𝛼 = 0.6 see Eq. (2.5)) is used
in all water through GDL simulations in section 6 and 7.
According to the theory of ShanChen MCMP model, the MRT approach can overcome some
drawbacks (such as relaxation time dependence) with SRT approaches [121]. But the ShanChen
MCMP model with MRT approach still has some intrinsic restrictions such as the viscosity
ratio and density ratio are limited to one [103] and the details are discussed in section 4.2.1
and 4.2.2. In the simulations of chapter 5 and 7 concerning water flowing through the GDL, it
can be concluded this process is dominated by the capillary force (see Table 1.3 and Fig. 1.5),
the density ratio and viscosity ratio are all allowed to set as one.

2.2. Force schemes in ShanChen MCMP model
In the ShanChen pseudopotential model, the interaction potential was introduced with forms
of interaction force F𝛼 in Eq. (2.11). Some force schemes were developed to couple the
interaction force in the ShanChen model and they all can be implemented independently in

16



2.2. Force schemes in ShanChen MCMP model

SRT or MRT approach. The algorithms of three main force schemes including shift velocity
(SV) scheme [110], Guo scheme [137] and Exact difference method (EDM) scheme [138], are
presented in this part.

∙ Shift velocity (SV) scheme
This force scheme was from the original paper that introduced the pseudopotential
multi-phase / multi-component LBM model [120]. The source term 𝑆𝛼(x,𝑡) in Eq. (2.4)
is zero. The equilibrium velocity u𝑒𝑞

𝛼 from Eq. (2.6) is computed as:

u𝑒𝑞
𝛼 = u′ + 𝜏𝛼F𝛼

𝜌𝛼

(2.21)

where u′ is the velocity common to the various components and defined as:

u′ =
∑︀2

𝛼=1(
∑︀18

𝑖=0
𝑓𝛼,𝑖e𝑖

𝜏2
𝛼=1

)∑︀2
𝛼=1

𝜌𝛼

𝜏𝛼

(2.22)

It is seen from Eq. (2.21) that u𝑒𝑞
𝛼 depends on relaxation time 𝜏𝛼. According to the

theory of LBM, that 1/𝜏𝛼 should locate between 0 and 2. The more instability raises
when 1/𝜏𝛼 is close to 0 and 2 [118].

∙ Guo scheme
This force scheme was proposed by Guo et al. [137]. The source term 𝑆𝛼(x,𝑡) in Eq.
(2.4) takes the following form

𝑆𝛼 = (1 − 1
2𝜏𝛼

)𝑤𝑖[
e𝑖 − u′

𝑐2
𝑠

+ e𝑖 · u′

𝑐4
𝑠

e𝑖] · F𝛼 (2.23)

where u′ is the same as Eq. (2.22). The equilibrium velocity u𝑒𝑞
𝛼 from Eq. (2.6) in Guo

scheme is computed as:

𝜌𝛼u𝑒𝑞
𝛼 =

18∑︁
𝑖=0

𝑓𝛼,𝑖e𝑖 + F𝛼Δ𝑡
2 (2.24)

Guo scheme can recover the exact NS equations and has no discrete lattice effects
[137]. Therefore, Guo scheme will reproduce the original mechanical stability condition
of the ShanChen pseudopotential model and it makes the simulation independent of the
relaxation time 𝜏𝛼 in MRT approach [139]. In comparison with the SV scheme, it can be
seen they are using different way to calculate the equilibrium velocity u𝑒𝑞

𝛼 in Eq. (2.21)
and Eq. (2.24). The SV scheme is related with the relaxation time 𝜏𝛼, but Guo scheme
use the body force F𝛼 directly and is independent of the relaxation time.

∙ Exact difference method (EDM) scheme
In 2009, Kupershtokh et al. [138] introduced the EDM, which is directly derived from
the Boltzmann equation. The source term in Eq. (2.4) is outlined below:

𝑆𝛼 = 𝑓 𝑒𝑞
𝛼,𝑖(𝜌𝛼,u𝑒𝑞

𝛼 + Δu𝛼) − 𝑓 𝑒𝑞
𝛼,𝑖(𝜌𝛼,u𝑒𝑞

𝛼 ) (2.25)

with
Δu𝛼 = F𝛼Δ𝑡

𝜌𝛼

(2.26)
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This source term can be understood as the difference in the equilibrium distribution
functions corresponding to the mass velocity before and after the action of a body force
during time step at constant density 𝜌𝛼. Therefore, the equilibrium velocity is the same
as the standard LBE without body force and is computed as follows:

𝜌𝛼u𝑒𝑞
𝛼 =

18∑︁
𝑖=0

𝑓𝛼,𝑖e𝑖 (2.27)

According to the Chapman-Enskog analysis of LBE with EDM scheme, this force scheme
suffer from the discrete lattice effects and therefore cannot recover the correct macroscopic
equations [23]. It was observed in the numerical stability investigation of SCMP model
that EDM scheme can always simulate the largest achievable density ratio in comparison
with SV and Guo scheme [139]. Therefore, it can be concluded that EDM scheme has
higher order of numerical stability.

The equilibrium velocity u𝑒𝑞
𝛼 and the source term 𝑆𝛼 are listed in Table 2.2 by summary all

equations above in this part.

Table 2.2.: u𝑒𝑞
𝛼 and 𝑆𝛼 for force schemes

Scheme Equilibrium velocity u𝑒𝑞
𝛼 Source term 𝑆𝛼

SV
∑︀2

𝛼=1

(︁∑︀18
𝑖=0

𝑓𝛼,𝑖e𝑖
𝜏𝛼

)︁
∑︀2

𝛼=1
𝜌𝛼
𝜏𝛼

+ 𝜏𝛼F𝛼

𝜌𝛼 0

Guo
∑︀18

𝑖=0 𝑓𝛼,𝑖e𝑖

𝜌𝛼
+ F𝛼

2𝜌𝛼 (1 − 1
2𝜏𝛼

)𝑤𝑖[ e𝑖−u′

𝑐2
𝑠

+ e𝑖·u′

𝑐4
𝑠

e𝛼] · F𝛼

EDM
∑︀18

𝑖=0 𝑓𝛼,𝑖e𝑖

𝜌𝛼 𝑓 𝑒𝑞
𝛼,𝑖(𝜌𝛼,u𝑒𝑞

𝛼 +Δu𝛼)−𝑓 𝑒𝑞
𝛼,𝑖(𝜌𝛼,u𝑒𝑞

𝛼 )

In the present model, three force schemes are all implemented. The possibility of the force
schemes implementation are proved in the external force driving Poiseuille flow test in section
4.1. Then the accuracy of the three force schemes with SRT and MRT approaches are discussed
in the steady flad interface test of section 4.2.1 and it is concluded that the MRT-EDM (the
EDM scheme is coupled in the MRT approach) model is the most accurate (the least viscosity
dependence) model. Finally, the MRT-EDM model is chosen in all water flowing through the
GDL simulations (chapter 5 to 7).

2.3. Open boundary condition
In the present model, the open boundary condition is implemented for the situation in outlet
boundary to make the outlet boundary more close to the reality [20]. The open boundary
condition is the condition to make the mass flux not change at outlet [140]. When simulating
water through the GDL, the situation in the outlet is not specific (e.g. not sure when liquid
droplets go out of domain). The situation in outlet boundary is neither the fixed velocity nor
the fixed pressure (density), therefore a more general boundary condition in outlet - open
boundary condition, is necessary. Some of previous work done by Gao et al. [55] and Mukherjee
et al. [29] simplified the outlet boundary with a fixed pressure boundary conditions. The open
boundary condition assumes the pressure gradient between the last two grid layers on the outlet
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boundary is zero. The flow profile does not change at the outlet boundary and fluid can flow
out in arbitrary directions.
The open boundary condition is based on the specific finite difference scheme of the kinetic
equation for the discrete velocity distribution function, and a simple extrapolation of the
distribution functions on the boundary is applied [141]. The discrete velocity schemes of open
boundary lattice on outlet and the grid next to the outlet are shown in Fig. 2.2.

Figure 2.2.: a) Discrete velocities scheme on the lattice next to the open boundary lattices
(outlet layer). b) Discrete velocities scheme on the open boundary lattices. Flow is
along X direction. Red discrete velocities are unknown and blue discrete velocities
are known after the ’collision’ step.

The distribution function on the open boundary lattice (outlet layer) are subscript with ’out’
and the lattice next to the outlet are subscript with ’out-1’. Assume fluid flow along 𝑋 direction,
after collision and stream steps, the distribution functions 𝑓𝛼,4,out, 𝑓𝛼,5,out, 𝑓𝛼,6,out, 𝑓𝛼,12,out and
𝑓𝛼,17,out of outlet boundary lattices are unknown (see the red discrete velocity directions in open
boundary lattice in Fig. 2.2. In the open boundary condition, they equal to the distribution
function from the lattice next to the outlet (see blue discrete velocities on the next open
boundary lattice in Fig. 2.2, and formulas are shown in Eq. (2.28):

𝑓𝛼,4,out = 𝑓𝛼,4,out-1 ; 𝑓𝛼,5,out = 𝑓𝛼,5,out-1 ; 𝑓𝛼,6,out = 𝑓𝛼,6,out-1

𝑓𝛼,12,out = 𝑓𝛼,12,out-1 ; 𝑓𝛼,17,out = 𝑓𝛼,17,out-1
(2.28)

It is seen that this scheme does need some information from the inside flow regions so that at
each boundary node, and it is different from the bounce-back condition where each calculation
is strictly local. In order to validate the open boundary condition, two numerical tests are done
in section 4.5. The behavior of this boundary condition is illustrated in Fig. 4.42 where a
droplet can leave the simulation domain without prescribing particular conditions on either
phase.

2.4. Unit conversion
In the LBM model, the simulation variables are in the lattice units (LU). In order to connect
the lattice system and physical system (with International System of Units (SI)), the unit
conversion is needed to convert between LU and SI. The reference variables subscripted by ’𝑟’
are used in this conversion, including reference length 𝑙𝑟, reference time 𝑡𝑟 and reference mass
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𝑚𝑟. Physical variables with SI (subscripted by ’𝑝’) includes length 𝑙𝑝, time 𝑡𝑝 and mass 𝑚𝑝,
while these variables with LU (subscripted by ’𝑙’) include length 𝑙𝑙, time 𝑡𝑙 and mass 𝑚𝑙. The
conversions of some commonly used variables are shown in Table 2.3

Table 2.3.: Unit conversion between SI and LU

variables LU SI Conversion

Length 𝑙𝑙 𝑙𝑝 /m 𝑙𝑝 = 𝑙𝑙𝑙𝑟

Time 𝑡𝑙 𝑡𝑝 /s 𝑡𝑝 = 𝑡𝑙𝑡𝑟

Mass 𝑚𝑙 𝑚𝑝 /kg 𝑚𝑝 = 𝑚𝑙𝑚𝑟

Density 𝜌𝑙 𝜌𝑝 /kg · m−3 𝜌𝑝 = 𝜌𝑙
𝑚𝑟

𝑙3𝑟

Kinematic viscosity 𝜈𝑙 𝜈𝑝 /m2 · s−1 𝜈𝑝 = 𝜈𝑙
𝑙2𝑟
𝑡𝑟

Velocity u𝑙 u𝑝 /m · s−1 u𝑝 = u𝑙
𝑙𝑟
𝑡𝑟

Surface tension 𝜎𝑠,𝑙 𝜎𝑠,𝑝 /kg · s−2 𝜎𝑠,𝑝 = 𝜎𝑠,𝑙
𝑚𝑟

𝑡2
𝑟

Force 𝐹𝑙 𝐹𝑝 /kg · m · s−2 𝐹𝑝 = 𝐹𝑙
𝑚𝑟·𝑙𝑟

𝑡2
𝑟

Pressure 𝑃𝑙 𝑃𝑝 /kg · m−1 · s−2 𝑃𝑝 = 𝑃𝑙
𝑚𝑟

𝑙𝑟·𝑡2
𝑟

= 𝑃𝑙𝜌𝑟( 𝑙𝑟
𝑡𝑟

)2

The detailed conversion procedures are below:

(i) Compute the reference length 𝑙𝑟. The physical characteristic length 𝑙𝑝 and its equivalent
lattice nodes 𝑙𝑙 are known. The reference length 𝑙𝑙 can be calculated by 𝑙𝑟 = 𝑙𝑝/𝑙𝑙
according to the Table 2.3.

(ii) Compute the reference time 𝑡𝑟. It is computed from kinematic viscosity 𝜈𝑝 and 𝜈𝑙 of the
injected fluid in two-phase simulations (e.g. liquid water is the injected fluid to simulate
liquid water flowing through GDL). 𝜈𝑝 is given from tables of physical properties in the
textbook from Lienhard IV and Lienhard V [26]. 𝜈𝑙 can be calculated from the relaxation
time 𝜏𝛼 (Eq. (2.5)) in LBM model with SRT approach, or from elements of diagonal
matrix Λ (Eq. (2.20)) in LBM model with MRT approach. The kinematic viscosity
of the studied fluid (such as liquid water) is known. According to the Table 2.3, the
reference time can be computed with Eq. (2.29).

𝑡𝑟 = 𝜈𝑙𝑙
2
𝑟

𝜈𝑝

(2.29)

(iii) Compute the reference mass 𝑚𝑟. It is computed from 𝜎𝑠,𝑙 and 𝜎𝑠,𝑝. ShanChen pseudopo-
tential model is a phenomenally based model and momentum is not conserved locally
[124]. Therefore, 𝜎𝑠,𝑙 can be obtained from numerical experiments of Laplace law (static
droplet test) by ShanChen model [55]. 𝜎𝑠,𝑝 between two immiscible fluids can be found
from surface science literature [142]. According to the Table 2.3, the reference mass 𝑚𝑟

can be computed by Eq. (2.30).

𝑚𝑟 = 𝜎𝑠,𝑝𝑡
2
𝑟

𝜎𝑠,𝑙

(2.30)

20



2.5. Apparent contact angle on rough surface

An detailed example of unit conversion, which is used in all water flowing through the GDL
simulations from chapter 5 to 7, is shown in Appendix A.2.

2.5. Apparent contact angle on rough surface
When simulating liquid water through the GDL (and also the in-situ experimental observations
of two-phase flow process through GDL on the running PEFC), droplets are formed on the
GDL surface. The GDL surface is very rough and irregularly consists of carbon fibers shown
in Fig. 1.2. Therefore, how to calculate the apparent contact angle on the rough surface are
discussed in this part. Moreover, the information of apparent contact angle can bridge the gap
in the multi-scale simulations of PEFC (as motivated in section 1.1).
When analyzing the droplet shape on the solid surface, some physical principles are behind.
The droplet shape (the shape of the liquid-vapor interface) on the solid surface will be formed
based on the thermodynamic equilibrium between three phases: the liquid phase (L), the solid
phase (S) and the gas or vapor phase (G) with Young-Laplace equation in Eq. (2.31) [143].

𝛾SG − 𝛾SL − 𝛾LGcos𝜃 = 0 (2.31)

with the solid-vapor interfacial energy is denoted by 𝛾SG, the solid-liquid interfacial energy by
𝛾SL, the liquid-vapor interfacial energy (is also called the surface tension) by 𝛾LG and the local
contact angle 𝜃. The 𝛾SG, 𝛾SL and 𝛾LG are values with unit kg·s−2. In some cases (such as
images of droplet on a solid surface), these three interfacial energy are unknown. Therefore, a
post-process method is proposed to analyze asymmetric droplet shapes (contact angles).
For the PEFC application, after liquid water breaks through GDL, droplets are formed on the
GDL-GC interface. According to the description in section 1.2.2, contact angles of the formed
droplets can be an input parameter of two-phase droplets simulations in GC. It was observed
that the formed droplets shapes are asymmetric on the irregular surface [144]. The droplet
shape can reflect the GDL surface irregularity. Capturing the drop profile and establishing
the baseline are very important to perform accurate drop shape analysis. A clear and sharp
liquid-solid interface, high-quality sessile drop image with sharp and focused boundary, will
reduce errors in assigning the baseline and fitting the drop profile. In typical practices, these
can be proceeded by hardware and software of measuring devices [145].
The contact angle can be calculated after the drop shape profile is captured and handled by
curve-fitting software in most of the commercial goniometers. There are several mathematical
methods to calculate contact angles including tangential method, circle method, ellipse method,
Young-Laplace method, polynomial method, sub-pixel polynomial fitting (SPPF) method and
B-spline snakes method. Some of them are limited to symmetric droplets, such as tangential
method, circle method and Young-Laplace method. The ellipse method can be applied on
the slightly asymmetrical drop, while the polynomial and SPPF method have no limitation on
droplet shape.
These methods have advantages and disadvantages. The tangential method is to take the
tangent at the contact point after digitize a 2D cross section of the droplet. It may have large
errors from disturbance of drop shape. Ellipse method is similar with circle method, but instead
of an assumed ideal circle by a ellipse which is more generic. Ellipse fitting method is using
mathematical algorithm to process the geometry information and it may lead small deviation
(more accurate) for large droplets with large contact angles (the droplet shape with large
contact angle is more asymmetric for bigger droplet and the gravity may not be negligible).
Young-Laplace method is also called axisymmetric drop shape analysis (ADSA). The drop
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shape is axisymmetric under the surface tension and the gravity. It is often used if the drops are
highly axisymmetric. In this work, circle method and SPPF method are applied on symmetric
and asymmetric droplet shape analysis separately. They are introduced in details below:

∙ Circle method

The principle of circle method assumes the liquid drop on the holder surface is part of
ideal sphere without influence of gravity when drop volumes are very small. Therefore,
this method is only valid for the symmetric droplet. It is the most simple method for the
symmetric droplet with higher accuracy. The schematic graph of a cross-section of an
symmetric (idealized) droplet is shown in Fig. 2.3.

Figure 2.3.: Schematic graph of circle method. Solid red line: droplet shape profile; dash red
line: spurious circle droplet boundary; solid black line: contact boundary

The shape profile of the idealized droplet is symmetric with line vertical to contact
boundary and through the center of contact length [146]. The contact length is 𝐿𝑏 and
the droplet height is 𝐻. According to the symmetric geometry analysis, the idealized
contact angle 𝜃idl is simplified as twice of arctan(𝐻/(𝐿𝑏

2 )) and computed as

𝜃idl = 2 × arctan
(︂2𝐻
𝐿𝑏

)︂
(2.32)

In order to describe the observations of contact angles in experiments or simulations,
an apparent contact angle 𝜃ap is introduced. The 𝜃ap is the contact angle on the cross
section of droplet which is vertical to the contact base and through the geometry center
of the contact area. For the symmetric droplet, the contact angle fulfilled the relation in
Eq. (2.33).

𝜃idl ≡ 𝜃ap (2.33)

∙ SPPF method

In this work, SPPF method will be applied on asymmetric droplet shape analysis. It fits
the captured drop profile near the three phase point and the contact angle is calculated
using the slope of the polynomial at the contact point which is selected by a spurious
sub-pixel on the contact boundary [147]. Therefore, the apparent contact angle 𝜃ap can
be analyzed locally. The local 𝜃ap are the same for the symmetric droplets but different
for the asymmetric ones. It mainly consists of three steps.

(i) Detecting the droplet boundary. The threshold value is defined on one scaled field
of domain (density field in our simulations). The droplet boundary points can be
found as red grids in Fig. 2.4 a).
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2.5. Apparent contact angle on rough surface

(ii) Finding the contact point. The three-phase (water, air and solid) points (contact
point, yellow grid in Fig. 2.4 b)) can be found by the 1st order polynomial curve
fitting (blue curve in Fig. 2.4 b)) [148]. In theory, there are two contact points
(because of two three-phase point) on the cross section of the droplet, but only
one contact point is shown in Fig. 2.4 b). The SPPF finds the exact location of
the contact point by extrapolating the drop boundary points and intersecting it
with the contact line. A 1st order polynomial (blue line in Fig. 2.4 b)) is used for
extrapolation and the contact line selects the solid-neighbor layer in the fluid-solid
interface. Such improved precision, can avoid the problem when one deals with
very high contact angles [147]. It is difficult to encounter when trying to detect
the full drop profile for contact angle measurement, the macroscopic weave of the
textile fibers and the flexibility of the fabric will hinder a discerning of the substrate
baseline [148].

Figure 2.4.: a) Schematic graph of SPPF; b) Zoomed schematic graph of SPPF [149]

The certain amount of available drop boundary points (𝑛) close to contact point
are chosen to be fitted to generate the 1st order polynomial curve fitting. The 𝑛
should be bounded to be smaller than 9% of the available drop boundary points
(points along the droplet height direction in hydrophobic cases) [147].

(iii) Contact angle calculation. Contact angle is found from the slope of the 2nd order
constrained fitted polynomial (green curve in Fig. 2.4b)) through the contact point.
The number of pixels required for the 2nd order constrained polynomial curve fitting
is 𝑚. In the last step, 𝑚 should be adjusted to fit the 2nd order polynomial to the
drop boundary with the constraint of the contact point [147]. The selections of 𝑛
and 𝑚 will be discussed later in section 4.4.

All postprocess of results were done in Paraview 5.0 and calculation of curve fittings
were done by in-house program in MATLAB R2009b. The details of how to procedure
SPPF method in MATLAB can be seen in Appendix A.3.
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3.Simulation framework

All of 3D simulations are based on an in-house LB solver - Julabos. It was developed by J.
Brinkmann from the institute of energy and climate research (IEK-3), Forschungszentrum Jülich
[20]. The whole solver was implemented in Fortran90. It is capable to simulate single phase,
multi-phase and multi-components problems by LBM concerning applications of HT-PEFC or
PEFC.

3.1. Simulation process
The working flow chart of Julabos is shown in Fig. 3.1.

Figure 3.1.: Working flow chart of Julabos

It is seen from Fig. 3.1 that some specific features concerning PEFC applications and algorithms
are included in this LBM solver.The Julabos consists of three main steps including preprocess,
algorithm and postprocess. In preprocess, the stochastic GDL geometries which are equivalent
to the real GDL geometries are used and the details of the geometry are introduced in section
3.2. After reading geometries, domain field initialization are done as well including density and
velocity fields. Some switch functions are defined to select single-phase or multi-phase, MRT or
SRT, force schemes (including SV, Guo and EDM schemes) and forms of interaction potential
𝜓𝛼 (including 𝜓𝛼 = 𝜌𝛼, 𝜓𝛼 = 1 − exp(−𝜌𝛼), Peng-Robinson (P-R) EOS and Carnahan-Starling
(C-S) EOS [127]).
Then jump to the algorithm step that follows the usual calculation procedures of LBM model.
Boundary conditions on inlet and outlet are checked in every loop and some boundary condition
types are available which includes pressure, velocity, open and periodic boundary conditions.
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3. Simulation framework

Density and velocity fields on pressure or velocity boundaries are updated by Zouhe method
[150]. The open boundary condition is only valid on the outlet boundary in Julabos [141].
Periodic boundary means the system is closed by the edges being treated as if they are attached
to the opposite edges [118]. When simulating the water flowing through the GDL and applying
the periodic condition around the GDL structures, the periodic condition has effect on the flow
near the periodic boundaries. Because the periodic condition is only valid for the fluid grid
but not for the solid grid, the fluid can flow with periodic situation, but the GDL structures
are not periodic. The fully periodic boundaries are also useful for simplifies an infinite domain
of multi-phase or multi-components validation cases [151]. The solid grids are divided to the
inner solid grid and solid surface grid by checking if any solid neighbor grids are fluid grids.
All boundary conditions are applied on the fluid grids. For example the standard bounce-back
conditions is applied on the fluid-solid interface grids, and it is particularly simple and play a
major role in making LBM popular on flows in porous media [107]. In the LBM, two main
steps in the algorithm part are ’collision’ and ’stream’ steps. These two steps are processed
in every loop of the simulation. In the two-phase LBM simulations, the interaction force, the
equilibrium velocity are calculated according to the force scheme defined in the preprocess
step. Then the density and velocity in whole fluid field are calculated in every loop. In the
postprocess, the VTK format files are output which can be read by the postprocess software
Paraview. The density and velocity distribution can be visualized in Paraview 5.0.
The algorithm of parallel computing is using IntelMPI package [152]. The computation speed
𝑡cal (time for one iteration) of a test case (106 total grids) against number of CPUs is shown
in Fig. 3.2 a) for single component and two components with SRT and MRT approaches. The
dimensionless calculation time 𝑡* are also shown in Fig. 3.2 b) and the dimensionless time 𝑡*
are computed with Eq. (3.1).

𝑡* = 𝑡cal
𝑡cal,min

(3.1)

with 𝑡cal,min is the minimum calculation time and it equals computation speed when CPU
amount is 240.
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Figure 3.2.: a) Computation time of MRT and SRT with single and two components. b)
Dimensionless computation time of MRT and SRT with single and two components
in comparison with the idealized case

It is seen from Fig. 3.2 a), the whole tendency that the computation time is decreasing
with more CPU, and calculation for 1 component is almost half of that for 2 components
(2 components means roughly proceeds whole simulation of 1 component twice). MRT and
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SRT consumed almost the same time but SRT is a little bit faster than MRT (≈ 5%) when
CPU amount 6 720. Concerning this issue, it is valuable to use MRT if we can achieve a
higher stability or accuracy. When CPU amount > 720, the decrease of computation time
is not obvious and even have some fluctuation (e.g. the 1200 CPU consumed more time in
comparison with 1200 and 960 CPU in MRT). Moreover, the case with MRT consumed less
time than that with SRT (see Fig. 3.2 a), 1 component in SRT and MRT with 960 CPU). It
means the parallel computation is efficient in a certain range (6720 CPU in this case) and
the parallel is not strongly efficient afterward. It is possible to get the same conclusion from
Fig. 3.2 b) more directly when comparing with the idealized speed optimization curve. When
CPU amount increases, the 𝑡* have further distance away the idealized curve. It also proves
the parallel computation is less efficient when increasing CPU numbers. Due to the theory of
MPI algorithms, the computation speed does not only depend on CPU amounts but also CPUs
distribution (communication time is necessary between CPUs and more communication time is
needed in a worse CPUs distribution).

3.2. Geometry introduction
In preprocess, 3D structures are created externally and read from a serious of 2D images
with portable graymap (PGM) format along the flow direction as shown in Fig. 3.4. In the
simulations, the GDL structures were created by Thiedmann et al. [32]. Some assumptions
and simplifications were made in the geometry model including only straight fibers, binders,
negligible fibers oriented to the direction of the GDL thickness and distributing intersecting
carbon fibers randomly in the in-plane direction. The introduction of the geometry model are
presented in Fig. 3.3

Figure 3.3.: a) Algorithm of setting a single fiber in a certain region. b) Several single fibers
are set on one layer. c) Two realized 3D GDL geometries (red: fibers on the 1st
layer of GDL; yellow: fibers on the 2nd layer of GDL)

The fibers within a given thin section are seen as mutually penetrating cylinders. The random line
tessellations are done with the Poisson line tessellations (PLT) (planar random line tessellations
as a modeling element for the fibers within the individual thin sections). It is seen from Fig.
3.3 a), a single fiber is distributed on a certain region (e.g. a unit square) with two random
variables 𝑑𝑔 and 𝛼𝑔. The values of the signed distance 𝑑𝑔 can be arbitrary real numbers,
whereas the random directions 𝛼𝑔 take values between 0 and 𝜋. After that how often the
single fibers connecting to each other are defined according to the experiment observation of
actual carbon paper GDL structures. The single fiber is dilated to the defined fiber diameter
(7 µm). Then some single fibers are distributed on layers of whole domain. After that the
fibers are dilatated until the total domain volume is covered by fibers related to intensity of the
PLT (as shown in Fig. 3.3 b)). Finally, some 2D layers are assembled toward flow direction to
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create a 3D structures (shown in Fig. 3.3 c)). In this work, 22 GDL realizations were used on
simulations. In Fig. 3.3 c), two of them are shown and it is clear the structures of the top two
layers of GDL are different but these two geometries are all statistically equivalent to the real
GDL structures. The present GDL geometries have the same porosity (0.8) [32]. The same
geometries had been applied on some of our previous works [62][64][65].
After creating the GDL structures. the hydrophobic material PTFE can be distributed on the
structures. Some regions with PTFE can be arranged randomly in every image (e.g. In Fig.
3.4, red is PTFE; black is carbon solid). The coverage fraction of PTFE in GDL can be defined
by an in-house Java program.

Figure 3.4.: 3D geometry is built with a series of 2D images along the flow direction. Red:
PTFE; Black: carbon

The PTFE only has opportunities to distribute on the solid surface grids. The PTFE distribution
is done by a in-house Java program. The PTFE distribution process is a separate independent
image postprocess and it is based on a certain random algorithm. The working flow chart is
shown in Fig. 3.5

Figure 3.5.: Working flow chart of PTFE distribution on the GDL geometries.

As shown in Fig. 3.5, the working flow chart of PTFE distribution includes six steps. A fresh
GDL (cover fraction of PTFE is zero) is read in the first step and then an expected PTFE
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cover fraction is defined in the second step. In the third step, a specific region of GDL is
chosen to distribute the defined PTFE cover fraction on it. In the fourth and fifth step, the
PTFE is distributed randomly with cubic region (20 pixel × 20 pixel × 20 pixel) to the GDL
geometry until the expected coverage fraction of all fibers is achieved. Finally, outputting a
GDL geometry with PTFE which can be read in Julabos. With covering PTFE on carbon fiber
solids, only the carbon fiber surface grids (next to the fluid grids) convert to the PTFE grids.
As discussed in detail in section 7.1, the PTFE distribution in postprocess does not change
the porosity in our simulations. The size of the single cubic region can be varied, 20 pixel side
length is selected in this work because of the corresponding local roughly estimated PTFE
region area is around 30 µm × 30 µm from GDL SEM images [153]. In this dissertation, the
GDL geometries are applied on the two-phase flow simulation through the GDL. The GDL
geometries can be characterized with different local hydrophobicity (with PTFE or without
PTFE).
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In this section, five tests were done to check the model validation, including external force
driving Poiseuille flow test, flat interface test, droplet test, contact angle test (CAT) and
open boundary condition test. Separately, different test can validate different specific features.
The external force driving Poiseuille flow test validate the implementation of force schemes
(introduced in section 2.2) in the ShanChen model and compared these force schemes with
SRT approach. The flat interface test is to validate the model capability of simulating two
immiscible components in the most idealized case (flat interface between two phases) with
a steady flat interface test (without external force). Comparisons between SRT and MRT
approach are presented in an external force driving layered Poiseuille flow test. In the droplet
test, the more complex two-phase situation (interface between two phases are not flat but a
droplet) are validated including single droplet test, cubic initialization test and coalescence
test. In the two-phase flow transport inside of complex geometries, the non-flat two-phase
interface are commonly seen and more realistic. In the contact angle test, the selection of input
parameter 𝐺adh,𝛼 is discussed and the SPPF method (introduced in section 2.5) is validated. In
the last open boundary condition test, the validation of implemented open boundary condition
(introduced in section 2.3) is performed.

4.1. External force driving Poiseuille flow test
In this section, a poiseuille flow between two parallel plates, which is driven by the constant
external body force Fext,1 (see Eq. (2.14)), is simulated in D3Q19 ShanChen single component
model with SRT approach. The following goals are expected to be achieved in the external
force driving Poiseuille flow test:

(i) Check if the different force schemes can be implemented in LB single phase model (the
most fundamental LB model).

(ii) Check the accuracy of the force schemes in LB single phase model.
The total force F1 = Fext,1 because cohesive force and adhesive force are not included
(Fcoh,1 = Fadh,1 = 0, see Eq. (2.12) and Eq. (2.13)). The three force schemes (SV scheme,
Guo scheme and EDM scheme, introduced in section 2.2) are validated and compared. Because
of symmetry this case, a 2D (Z coordinate is neglected) schematic graph of the external force
driving Poiseuille flow test is shown in Fig. 4.1.

Figure 4.1.: Graphic description of Poiseuille flow between parallel plates driven by constant
external force (Z coordinate is neglected because of symmetry and periodic condi-
tion)
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F1 towards fluid flow direction (X direction). Top and bottom are solid walls and bounce back
non-slip boundary conditions are applied. The periodic conditions are applied on all other
boundaries. The fluid region is initialized with the uniform density (𝜌1) and zero velocity. For
the Poiseuille flow between infinite plates, the dimensionless number Re is to present the fluid
flow behaviors and defined as Eq. (1.7). With u = u1 is the main (average) velocity of the
field, the characteristic length 𝐿 equals 2𝐿plate, which is the distance between two plates. The
kinematic viscosity 𝜈1 with lattice unit can be calculated by Eq. (2.5). In this validation case,
all simulations are done with Re=300 concerning the actual gaseous reactant flow in GC under
some certain operating conditions [154]. When the laminar flow between plates achieve the
equilibrium state, the velocity profile along the flow direction will be the parabolic shape (see
Fig. 4.1). In this case, F1 can be equivalent to the pressure gradient and represented as:

F1 = Fext,1 = (𝑃inlet − 𝑃outlet)/Xflow (4.1)

where 𝑃inlet and 𝑃outlet are pressure of inlet and outlet separately, and Xflow is the straight
distance between inlet and outlet along the flow direction. The analytical velocity uanal in any
cross section which is vertical to the flow direction and independent of position along flow
direction, is shown in Eq. (4.2).

uanal(𝑥,𝑦,𝑧) = F1

2𝜌1𝜈1
(𝐿2

plate − 𝑦2) (4.2)

The average analytical velocity uanal,aver in this case is computed with Eq. (4.3) [118].

uanal,aver = 2
3uanal,max =

F1𝐿
3
plate

3𝜌1𝜈2
1

(4.3)

where uanal,max is the analytical maximum velocity which will be in the center-line along the
flow direction (𝑦 = 0). 𝐿plate is the distance from center-line along the flow direction to one of
plates (𝑦 = 𝐿plate or 𝑦 = −𝐿plate). Then the Re in this case can be calculated by combining
Eq. (4.3) and Eq. (1.7) to the Eq. (4.4).

Re = uanal,aver(2𝐿plate)
𝜈1

=
2F1𝐿

3
plate

3𝜌1𝜈2
1

(4.4)

The dimensionless analytical velocity u*
anal, dimensionless numerical velocity u* (simulation

result) and dimensionless position 𝑦* along Y direction, where in the middle of domain
(𝑥 = Xflow/2) are normalized according to Eq. (4.5).

u*
anal = uanal/uanal,max ; u* = u/uanal,max ; 𝑦* = 𝑦/(2𝐿plate) (4.5)

Then u*
anal and u* are involved to calculate the relative error 𝜀𝑟 by Eq. (4.6).

𝜀𝑟 =

√︁
(u* − u*

anal)2

u*
anal

(4.6)

The accuracy and validation of the force schemes is checked by 𝜀𝑟.
It is seen from Eq. (4.4) that Re is affected by 𝐿plate, 𝜈1 and F1 while 𝜌1 is fixed. The following
results shows 𝜀𝑟 of different 𝐿plate, 𝜈1 and external body force F1.
Fig. 4.2 shows one of simulation results with F1 = 5 × 10−5 l.u., 𝜏1 = 1 (𝜈1 = 0.17 l.u. from
Eq. (2.5)) and Re=300.
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Figure 4.2.: Dimensionless velocity u* against dimensionless position 𝑦* along flow direction.
F1 = 5 × 10−5 l.u., 𝜏1 = 1 and Re=300.

It is seen that three force schemes agreed well with the analytical solution. The results of three
force schemes are the same within the numerical deviation. So it is concluded that these three
force schemes show the same effects and are equivalent in this validation case. The following
results of this validation case are shown with one of schemes (SV scheme) and the other two
schemes gave the same results as SV scheme in our simulations. All results shown in this
validation case are all in l.u..

∙ Lattice dependence analysis
The lattice dependence is analyzed under this item. The channel width 2𝐿plate varies
from 10 l.u. to 190 l.u.. The lattice dependency with varying Re is discussed and the
result is shown in Fig. 4.3
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Figure 4.3.: Error dependence of varying channel width 2𝐿plate. F1 = 5 × 10−5 l.u., 𝜏1 = 1
(𝜈1 = 0.17 l.u. see Eq. (2.5)). Guo scheme and EDM scheme shows the same
result. The point of Re=300 shows the case in Fig. 4.2

33



4. Model validation

It is seen the Re increases with bigger 𝐿plate when F1 and 𝜏1 is fixed (Eq. (4.4)). It can
also be concluded that the errors increase when the fluid flowing in the situation which
the characteristic length is small (such as 30 l.u. with roughly 𝜀𝑟 = 0.04 in Fig. 4.3).
The error decreases with bigger 𝐿plate but with different Re. The Fig. 4.4 studied how
the 𝐿plate affects the error with the fixed Re = 300. The F1 is adjusted by Eq. (4.7) to
ensure the same Re.

F1 = 𝜌1Re(𝜏1 − 0.5)2

6𝐿3
plate

(4.7)

The Eq. (4.7) can be derived by combining Eq. (2.5) and Eq. (4.4).
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Figure 4.4.: Error dependence of varying channel width 2𝐿plate when Re=300. Force F1 is
adjusted according to Eq. (4.7). Guo scheme and EDM scheme shows the same
result.

It is seen that the error increases with rough grids for 𝐿plate. The 𝜏1 has impact on the
error as well and the error is in the similar order of magnitude when grids in 𝐿plate is fine.
when 𝜏1 = 10, the errors have a sharp increase beyond our usual acceptable order of
magnitude (𝑂(10−2)) and the smallest error is represented with 𝜏1 = 1.

∙ Relaxation time dependence analysis

The influence of the relaxation time 𝜏1 on error is discussed in this item. The SRT
approach is applied on this validation case, 𝜏1 should have effects on the result in theory
of LBM [107][20]. Fig. 4.5 shows the relative error against the relaxation time 𝜏1 with
2𝐿plate = 100 l.u. and Re = 300. Force F1 is adjusted by Eq. (4.7) to ensure the same
Re.

34



4.1. External force driving Poiseuille flow test

0 1 2 3 4 5 6
0.015

0.020

0.025

0.030

0.035

0.040

0.045

R
el

at
iv

e 
er

ro
r 

r /
-

Relaxation time 1

 SV scheme

Figure 4.5.: Error dependence of varying relaxation time 𝜏1 when Re=300. Force F1 is adjusted
according to Eq. (4.7) and 2𝐿plate = 100 l.u.. Guo scheme and EDM scheme
shows the same result.

It is seen that the relative errors are in the order of magnitude (𝑂(10−2)) when 0.5036
𝜏1 65. In the range of 1.5×10−2 6 𝜀𝑟 6 2.5 × 10−2, the relative error decreases with
bigger 𝜏1. When 𝜏1 is close to the two limits (𝜏1,upl = ∞ and 𝜏1,lowl =0.5), the errors
increase very sharply. Moreover, the kinematic viscosity will become nonphysical (zero or
very large, see Eq. (2.5)). It is consistent with the observations on some other LBM
simulations of PEMFC like the work from Jan P. Brinkmann et al. [62].

∙ Force dependence analysis

The error from magnitude of force F1 is analyzed in this item. Re is fixed to 300 and F1
is varied. The relaxation time 𝜏1 is adjusted by reorganizing Eq. (2.5) and Eq. (4.4) to
Eq. (4.8) and ensure the fixed Re.

𝜏1 = 0.5 +

⎯⎸⎸⎷6F1𝐿3
plate

𝜌1Re (4.8)

Fig. 4.6 shows the result of the relative error against a series of F1. The corresponding
Re is varied. 2𝐿plate = 100 l.u..
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Figure 4.6.: Error dependence of varying force F1 when relaxation time 𝜏1 is fixed to 0.5, 1 and
10. 2𝐿plate = 100 l.u.. Guo scheme and EDM scheme shows the same result.

It is seen that the individual variation of F1 has no effects on relative error 𝜀𝑟 when 𝜏1
is fixed. The 𝜀𝑟 is lower when 𝜏1 = 1 than another two cases (𝜏1 = 0.5 and 𝜏1 = 10).
Especially, the error of 𝜏1 = 10 is very large and around ten times larger than that
with 𝜏1 =1. This is also observed in Fig. 4.5 and consistent with the conclusion from
relaxation time dependence analysis.

∙ Convergence speed analysis
Convergence speed is an important criterion for the efficiency of a simulation. It is
checked by the Cauchy convergence criterion as Eq. (4.9)⃒⃒⃒⃒

⃒⃒max{u𝑖𝑡−𝑔 : u𝑖𝑡} − min{u𝑖𝑡−𝑔 : u𝑖𝑡}
max{u𝑖𝑡−𝑔 : u𝑖𝑡}

⃒⃒⃒⃒
⃒⃒ < 𝜀limit (4.9)

where 𝑖𝑡 is the iteration steps and 𝑔 =1000 is the range of values along time steps here.
𝜀limit is the criterion for accuracy. The monitored velocity u is the average value in whole
domain. Results are converged when Eq. (4.9) is fulfilled and 𝜀limit is set to 10−6. The
convergence speed of three force schemes when Re = 300 is shown in Table 4.1.

Table 4.1.: Convergence time steps of Re = 300 for different force schemes
𝜏1 F1 SV scheme Guo scheme EDM scheme
10 0.289 1589 1589 1589
1 8 × 10−4 17404 17404 17404

0.527 2.22 × 10−6 226275 226275 226275

F1 is adjusted according to Eq. (4.7) by reorganizing Eq. (4.8) to ensure Re is fixed
to 300. It is observed that convergence speed is independent of force scheme. The
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4.2. Flat interface test

simulations are converged faster with increasing 𝜏1. This observation is consistent with
the theory that the bigger kinematic viscosity fluid will converge faster (see Eq. (2.5))
[118].

In a summary, we can get some following conclusions from this validation case. The SV, Guo
and EDM force schemes can be implemented in the LB model and compared by using Poiseuille
flow between parallel plates. They have the exactly the same accuracy in the single component
system. The lattice dependence test shows that the results are more accurate on finer grids. In
SRT-LB model, the results are relaxation time dependent. Error arises when the relaxation time
is close to the numerical limits. In the force dependence analysis, the accuracy is independent
of force strength in the single component system. In the convergence speed analysis, it is
observed that convergence speed increases when a bigger relaxation time is applied. In the next
section, force schemes will be included in the MRT-LB model, the SRT and MRT approaches
are compared.

4.2. Flat interface test
The capability of simulating two immiscible phases are validated by some cases having flat
interfaces in this section. Firstly, the steady flat interface case without external force is discussed.
Then a two phase displacement test with proper boundary conditions are discussed. Finally, an
external force driving layered Poiseuille flow is checked that force acting on direction parallel
to the flat interface. In this section, the SRT and MRT approaches are compared and one of
them is fitted on the afterward simulations.

4.2.1. Steady flat interface test
In this section, the steady flat interface test (SFIT) is done with the lattice unit. It is the most
simple case to check the possibility to simulate the two-phase problem. The SRT model with
SV force scheme (SRT-SV), SRT model with EDM force scheme (SRT-EDM) and MRT model
with EDM force scheme (MRT-EDM) are evaluated in this case. Because the SRT-SV model
was most commonly used in LB ShanChen model before the appearance of EDM force scheme
and MRT approach [113]. In the ShanChen MCMP model with MRT approach, the EDM
force scheme does not affect the collision operator and can be implemented independently
[155]. Moreover, the model parameter 𝐺coh (see Eq. (2.12)) which controls the fluid-fluid
strength is necessary to be defined as the model input parameter. Therefore, two following
goals are expected to be validated in SFIT.

(i) Comparison of the force schemes with SRT and MRT approaches. Especially the SRT-SV,
SRT-EDM and MRT-EDM are compared. A fixed 𝐺coh = 0.06 is chosen for force scheme
comparison.

(ii) Determine a proper model parameter 𝐺coh for water flowing through the GDL simulations.
After decision of a force scheme with SRT or MRT approach, a proper 𝐺coh is determined
for the afterward water flowing through GDL simulations in chapter 5 to 7. In order
to achieve this goal, five different 𝐺coh (𝐺coh = 0.03, 0.04, 0.05, 0.06 and 0.08) are
discussed.

The 3D schematic of SFIT is shown in Fig. 4.7.
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Figure 4.7.: 3D schematic graph of the SFIT test. (Blue: component 1; Red: component 2;
Purple: Z-Z cross section)

The domain size is 100 l.u. × 50 l.u. × 50 l.u. in X, Y and Z coordinate.The component 1 is
located in the center region of whole domain while the component 2 located on the two sides
of domain. The periodic conditions are applied on all boundaries and initial interface thickness
between two components is zero. The initialization of domain is based on the LB model studies
on PEMFC by Chen et al. [45]. The center component 1 region is initialized with 𝜌1,init = 2
l.u. and 𝜌2,init = 10−5 l.u., while the component 2 region is initialized with 𝜌1,init = 10−5 l.u.
and 𝜌2,init = 2 l.u.. Therefore, 𝐺coh,crit = 1

36 according to Eq. (2.15). 𝐺coh = 0.06, which
is approximately twice of 𝐺coh,crit, is chosen to ensure two components are immiscible. The
plots of density and velocity distribution of SFIT (Fig. 4.8 and Fig. 4.9) are based on this
𝐺coh = 0.06 as well.
In theory of immiscible components, the interface thickness between two components should
be the same as initialization because of periodic conditions and mass conservation. There
is no two-phase interface thickness when initializing the domain. Because the interface is in
the molecular or nanometer range, which is much lower than the scales of simulated domain
(micrometer and mesoscopic method)[156]. In this test case, the viscosity ratio between two
components is set to one with the same relaxation time (𝜏1 = 𝜏2, see Eq. (2.5)). Fig. 4.8 and
Fig. 4.9 shows the average density and velocity distribution on the Z-Z cross section for one of
results (𝜏1 = 𝜏2 = 0.6, 𝐺coh = 0.06).
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Figure 4.8.: Density distribution of components (according to Eq. (2.9)) and total fluid
(according to Eq. (2.10)) on the cross section Z-Z. 𝜏1 = 𝜏2 = 0.6, 𝐺coh = 0.06
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Figure 4.9.: a) Velocity distribution of components (according to Eq. (2.9)) on the Z-Z cross
section; b) Velocity distribution of total fluid (according to Eq. (2.10)) on the Z-Z
cross section. (Parameters are set 𝜏1 = 𝜏2 = 0.6, 𝐺coh = 0.06)

It is seen from Fig. 4.8 that immiscible components are distributed in different regions with the
same density value (density ratio between two components is one). The density of total fluid is
lower than that of separate component on the interface region between two components. The
region where the total fluid density is different from initial values, is defined as the interface
in Fig. 4.8. It is seen that the interface (thickness) is different from initialization (interface
thickness is zero). The minimum density of component 2 in the component 1 region is not
zero and it is the density dissolved in another components. This dissolved density is called
intermiscible density 𝜌itm. In our simulations, two phases are assumed two exactly immiscible
components, therefore the dissolved density should be zero. Then the intermiscible density is
one of error sources in simulation. The interface is located at the position where the density
equals (𝜌1,init + 𝜌2,init)/2. The scaled intermiscible density 𝜌itm

* is introduced to normalize the
density with lattice units. The 𝜌itm

* is defined with the ratio between intermiscible density 𝜌itm
and the initial density of whole fluids (𝜌init = 𝜌1,init + 𝜌2,init = 2 + 10−5 l.u.).

From the velocity distribution in Fig. 4.9, velocity of two components separately u1, u2 and
total fluid velocity u are all located on the interface region. In theory, when SFIT is in the
equilibrium state, u should be zero. However, the total fluid density is not zero, the u is called
the total spurious velocity uspu. The maximum total spurious velocity uspu,max are much smaller
than the maximum spurious velocity of two components u1,spu,max and u2,spu,max.

∙ Relaxation time dependence analysis

The impact of 𝜏1 (= 𝜏2) on intermiscible density and maximum total spurious velocity
are shown in Fig. 4.10 and Fig. 4.11 with 𝐺coh = 0.06.
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Figure 4.10.: Relaxation time 𝜏𝛼 (𝜏1 = 𝜏2) against maximum total spurious velocity uspu,max
for different models (𝐺coh = 0.06).
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Figure 4.11.: Relaxation time 𝜏𝛼 (𝜏1 = 𝜏2) against scaled intermiscible density 𝜌itm
* for different

models (𝐺coh = 0.06).

In comparision with these three models, MRT-EDM is the most relaxation time inde-
pendent model and it improves the accuracy and numerical stability of the model [121].
When relaxation time 𝜏𝛼 = 1, the results from these three cases are the same and it
is consistent with the conclusion from Sun et al. [157] that SV scheme is identical to
the EDM scheme when the 𝜏𝛼 = 1. In the SRT-SV and SRT-EDM, both are relaxation
time dependent, the uspu,max and 𝜌itm

* are larger with bigger relaxation time. In another
words, the algorithm error in MRT-EDM is independent of relaxation time while that in
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4.2. Flat interface test

SRT-SV and SRT-EDM are affected by relaxation time. Therefore, the MRT-EDM is
chosen to apply on all the afterward simulations.

∙ Parameter 𝐺coh dependence analysis

As description of cohesive force Fcoh,𝛼 in Eq. (2.12), it is correlated with the parameter
𝐺coh to directly control the strength of Fcoh,𝛼. In the following part, the effect of 𝐺coh
on the uspu,max and 𝜌itm

* are discussed.
The density distribution of component 1 with different 𝐺coh is shown in Fig. 4.12. In
order to ensure the phase separation happens, the relation 𝐺coh(𝜌1,init + 𝜌2,init) > 1/18
has to be fulfilled [129], and 𝐺coh > 0.028 with 𝜌1,init + 𝜌2,init = 2 l.u. in this work.
Therefore, 𝐺coh range from 0.03 to 0.08 are discussed in Fig. 4.12.
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Figure 4.12.: Density distribution of component 1 in the Z-Z interface with different 𝐺coh
(𝜏1 = 𝜏2 = 0.6)

It is seen that with 𝐺coh increase, the 𝜌itm decrease. The interface thickness locate the
density transition region from the minimum to the maximum (see Fig. 4.8). For example
when 𝐺coh =0.03, the density transition region (𝜌1 from approximate 0.5 to 1.5) is from
𝑥* ≈0.18 to 𝑥* ≈0.3 and the total domain length along X direction is 100 l.u., so the
interface thickness can be calculated from the definition of 𝑥* and the interface thickness
is 100 × (0.3-0.18)=12 l.u.. Use the same principle, the interface thickness can be
analyzed from Fig. 4.12 and summarized in Table 4.2

Table 4.2.: Interface thickness with different 𝐺coh. (𝜏1 = 𝜏2 =0.6)
𝐺coh Interface thickness /l.u. 𝐺coh Interface thickness /l.u.
0.03 12 0.04 6
0.05 4 0.06 3
0.08 3 - -
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The interface thickness decreases with bigger 𝐺coh (when 𝐺coh = 0.03, interface thickness
occupy roughly 10% of total length along X direction in this case). Then the results of
𝜌itm

* and the maximum total spurious velocity uspu,max with different 𝐺coh are shown in
Fig. 4.13 and Fig. 4.14
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Figure 4.13.: Scaled intermiscible density 𝜌itm
* changes with different 𝐺coh. (𝜏1 = 𝜏2 = 0.6)
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Figure 4.14.: Maximum total spurious velocity uspu,max changes with different 𝐺coh. (𝜏1 = 𝜏2 =
0.6)

It is seen from Fig. 4.13 that 𝜌itm
* decreases with larger 𝐺coh. When 𝐺coh = 0.08, 𝜌itm

*

is small and very close to zero. When 𝐺coh > 0.08, the negative density may produce
and the program is easily crashed. In Fig. 4.14, the uspu,max increases with bigger 𝐺coh
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when 0.04 < 𝐺coh < 0.08. The uspu,max raised very sharply when 𝐺coh = 0.03, but its
uspu,max is in the same order with that of other 𝐺coh. In summary, it can be concluded
that variation of 𝐺coh will cause different algorithm errors (𝜌itm

* and uspu,max). In this
disseration, the scaled intermiscible density 𝜌*

itm < 0.025 and the maximum total spurious
velocity uspu,max < 10−9 are assumed in the SFIT. 𝐺coh = 0.06 is chosen for all the
afterward validation tests and water flowing through the GDL applications.

In summary, the interface thickness between two fluids and total spurious velocity should be
very small and can be neglected from mesoscopic scale[158]. These two features are the main
error source of the algorithm. However, the LBM algorithm cause some error in the interface
region, such as interface thickness and spurious velocity. The ShanChen MCMP model with
MRT and SRT approaches are compared. The SRT approach is relaxation time dependent. For
MRT approach, the relaxation time 𝜏𝛼 have less effect on the spurious velocity and intermiscible
density than that with SRT approach. When 𝜏1 = 𝜏2 = 1, both SRT and MRT approaches
performed the same result within a certain accuracy. Therefore, the ShanChen MCMP model
with MRT approach is preferred when 𝜏1 = 𝜏2 ≠ 1. The parameter 𝐺coh also has impact on
the accuracy of model. 𝐺coh = 0.06 is chosen to balance the intermiscible density and the
spurious velocity.

4.2.2. External force driving layered Poiseuille flow

In this section, an external force driving layered Poiseuille flow between two parallel plates is
simulated. It is to validate the capability of simulating immiscible components with different
viscosity. The following goals are expected to be achieved within the external force driving
layered Poiseuille flow:

(i) Check if the MRT-EDM ShanChen model is possible to simulate two-phase flow with
different viscosity.

(ii) Check the accuracy of simulating two-phase flow when the viscosity of two phases are
not the same.

As discussed in section 4.2.1, the MRT-EDM model is more independent of the relaxation time
𝜏𝛼 in the SFIT test. Therefore, MRT-EDM is chosen to applied in this layered Poiseuille flow
test. The 3D schematic graph of this validation case is shown in Fig. 4.15 a) and the situation
on Z-Z cross section is shown in Fig. 4.15 b). The density and velocity field are initialized
the same way as that in the SFIT test. The boundary conditions are the same as that in
no-layered Poiseuille flow between plates of section 4.1 (solid walls are set on the 𝑦 = Lplate and
𝑦 = −Lplate boundaries, and the periodic conditions are applied on other boundaries). The two
components interface position fulfilled the relation Lplate = 2Lwet. An external force is acting
on the direction parallel to the X-Z plate. The domain is arranged with 100 l.u. × 50 l.u. ×
50 l.u. in X, Y and Z directions, which is the same as domain size in the SFIT of section 4.2.1
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Figure 4.15.: a) 3D schematic graph of the external force driving layered Poiseuillr flow. b) 2D
Schematic graph of external force driving layered Poiseuille flow between plates
on the cross section in Fig. 4.15 a) (Red: component 1 and wet phase region;
Blue: component 2 and non-wet phase region; Green: solid plate wall; Purple:
cross section)

Here the layered Poiseuille flow between the parallel plates is assumed to be the laminar and
fully developed flow. Its analytical velocity profile in the Z-Z cross section can be calculated by
Eq. (4.10) and Eq. (4.11) [159]

uanal(𝑥,𝑦,𝑧) = F𝛼

2𝜌2𝜈2
(L2

plate − 𝑦2) (4.10)

in the component 2 region where Lwet 6 |𝑦| 6 Lplate, and

uanal(𝑥,𝑦,𝑧) = F𝛼

2𝜌2𝜈2
(L2

plate − L2
wet) + F𝛼

2𝜌1𝜈1
(L2

wet − 𝑦2) (4.11)

in the component 1 region where 0 6 |𝑦| 6 Lwet. F𝛼 is the body force for 𝛼th component
and follows F1 = F2. In this layered Poiseuille flow, F𝛼 considered the Fcoh,𝛼 (see Eq. (2.12))
and Fext,𝛼 (see Eq. (2.14)). As the results in section 4.2.1, Fcoh,𝛼 is affected by 𝐺coh, and
𝐺coh = 0.06 is chosen for this external force driving layered Poiseuille flow and make two
components immiscible. Fext,𝛼 is chosen a value which was used in no-layered Poiseuille flow
in section 4.2.1 to ensure the flow is laminar flow. The dimensionless analytical velocity u*

anal
and dimensionless numerical velocity u* can be computed by Eq. (4.5). The uanal,max is in the
position with 𝑦 = 0 (see Fig. 4.15) and calculated by Eq. (4.11). As discussion in section
4.2.1, the accuracy of no-layered Poiseuille flow is independent of F𝛼

∙ Relaxation time dependence analysis

In this part, the relaxation time dependence is analyzed based on viscosity ratio between
two components equals one (𝜏1 = 𝜏2 and 𝜈1 = 𝜈2, see Eq. 2.5 and Eq. 2.20). The
velocity profile on the Z-Z cross section (see Fig. 4.15 a)) is shown in Fig. 4.16
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Figure 4.16.: Velocity profile of viscosity ratio equals one and relaxation time dependence

It is seen from Fig. 4.16 that when the relaxation time of two components are the same
(viscosity ratio between two components is one), the results of velocity agree well with
the analytical solutions. The obvious errors are observed on the region of 𝑦* = −0.5 and
𝑦* = 0.5 where are the initial two components interface locations. The errors on the
two components interface are larger than other regions. Then the relative error 𝜀𝑟 is
calculated by Eq. (4.6) to compare analytical solutions (according to Eq. (4.10) and Eq.
(4.11)) and numerical solutions in Fig. 4.16. The 𝜀𝑟 with different relaxation time from
Fig. 4.16 are summarized in Table 4.3

Table 4.3.: Relative error 𝜀𝑟 with different relaxation time in the external force driving layered
Poiseuille flow (𝜈1 = 𝜈2)

𝜏1 = 𝜏2 = 3.3 𝜏1 = 𝜏2 = 2 𝜏1 = 𝜏2 = 1.4 𝜏1 = 𝜏2 = 0.8
𝜀𝑟 0.028 0.028 0.029 0.031

It is seen that the external force driving layered Poiseuille flow with MRT-EDM approach
is very relaxation time independent. When relaxation time 𝜏1 and 𝜏2 decrease (from
3.3 to 0.8), the relative error 𝜀𝑟 slightly increases (from 0.028 to 0.031). The velocity
profile when viscosity ratio equals one, agrees very well with the analytical solution
within a certain accuracy (0.028 6 𝜀𝑟 6 0.031, see Table 4.3). It is consistent with the
conclusions in SFIT in section 4.2.1.

∙ Viscosity ratio dependence analysis
Four different non-unit viscosity ratios between two components (𝜈1/𝜈2 = 1/5, 1/10,
5/1, 10/1) are discussed. The simulation setups are the same as that in the relaxation
time dependence analysis part above. The initial two components interface are on the
𝑦* = −0.5 and 0.5. When viscosity ratio between wet and non-wet phase are less than
one, such as 𝜈1/𝜈2 = 1/5 and 1/10. The velocity profiles of two different viscosity ratios
(smaller than one) on the Z-Z cross section (Fig. 4.15 a)) are shown in Fig. 4.17 and
Fig. 4.18
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Figure 4.17.: Velocity profiles of different viscosity ratios which are smaller than one including
𝜈1/𝜈2 = 1/5 and 1/10 on the Z-Z cross section (see Fig. 4.15).

When the viscosity ratio between two components are larger than one such as 𝜈1/𝜈2 = 5/1
and 10/1, the results of velocities are shown in Fig. 4.18 and compared with the analytical
solutions (Eq. (4.10) and Eq. (4.11)).
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Figure 4.18.: Velocity profiles of different viscosity ratios which are bigger than one including
𝜈1/𝜈2 = 5/1 and 10/1 on the Z.Z cross section (see Fig. 4.15).

It can be concluded that the viscosity ratio has an very clear effect on the velocity,
especially on the two components interface region and the solid surface region. The
velocities fluctuations are observed on the two components interface and the solid surface
region. Moreover, the two components interface position is different from the initial
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position (𝑦* = −0.5 and 0.5) and shifted some distances (around 4 or 5 lattices) towards
the larger viscosity component area.

In summary, it is concluded from the external force driving layered Poiseuille flow between
plates that the current model is possible to simulate the immiscible fluids with different viscosity
ratios. But the error is very big (more than 50%). When the viscosity ratio equals one, the
smallest errors were observed in comparison with the case of non-unit viscosity ratios. The
ShanChen MCMP model cannot simulate the large viscosity ratio two-phases and it is one
of important restriction on this model. This conclusion is consistent with previous ShanChen
model literature [110][113]. Therefore, in the afterward simulations, the viscosity ratio is chosen
to be one with the least algorithm errors. From the description of liquid water through GDL,
it is allowed to set viscosity ratio as one because of the flow can be described with ’capillary
fingering’ and it is dominated by the capillary force (Ca<10−4 in section 1.2.1).

4.3. Droplet test

According to the discussions in section 4.2, the MRT approach with EDM force scheme has
the most accurate results and independent of fluid viscosity (relaxation time). Therefore, the
ShanChen MRT-EDM model is applied on all simulations for the droplet test in this section.

4.3.1. Single ideal droplet test

In this section, the single ideal droplet test (SIDT) will be done to validate the capability of
modeling the two phase flow behaviors with non-flat two phases interface [160]. Moreover, the
ShanChen model is a phenomenally based model and the momentum is not conserved locally
and one key two-phase parameters like surface tension has to be estimated by the single ideal
droplet test [124][55]. Therefore, the following goals are expected to be achieved within the
SIDT:

(i) Check the MRT-EDM model is possible to simulate two-phase flow with the no-flat two
phase interface.

(ii) Evaluate the surface tension in the present MRT-EDM model.

(iii) Estimate the accuracy of simulating no-flat two phase interface (single ideal droplet)
problems.

The 3D schematic of the single ideal droplet test is shown in Fig. 4.19 a). A Z-Z cross section
is chosen to check the density and velocity in Fig. 4.20 a) and b).
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Figure 4.19.: a) 3D schematic graph of the single ideal droplet test. b) Three sample angles
(SA) on the Z-Z cross section. Red: air; blue: water

An ideal sphere droplet is located in the center of domain without any external body force. The
simulation domain size is 200 l.u. × 200 l.u. × 200 l.u.. Initially, the velocity field is set to be
zero, the densities inside the droplet are set 𝜌1,init = 2 l.u. and 𝜌2,init = 10−5 l.u., and outside
of the droplet are set 𝜌2,init = 2 l.u. and 𝜌1,init = 10−5 l.u. The periodic boundary conditions
are applied on all boundaries. The cohesive force parameter 𝐺coh in Eq. (2.12) is chosen to
be 0.06 according to the 𝐺coh dependence analysis in section 4.2.1. When the ideal sphere
droplet achieves the equilibrium state, the relation between the pressure jump Δ𝑃 across the
interface and the 𝑟0 follows the Laplace’s law (is also called Young-Laplace equation [161]) as
Eq. (4.12) [162] :

Δ𝑃 = 𝑃inside − 𝑃outside = 2𝜎𝑠

𝑅
= 𝜎𝑠(2/𝑅) (4.12)

where 𝑃inside and 𝑃outside are the pressure of inside and outside of droplet separately and can be
calculated by the Eq. (2.16). 𝑅 is the radius of the ideal sphere droplet and 𝜎𝑠 is the surface
tension between two components. The same as the results of SFIT, the density and velocity
on the Z-Z cross section are shown in Fig. 4.20 a) and b).

Figure 4.20.: a) Density distribution of component 2 on the Z-Z cross section (Fig. 4.19 a)).
b) Total velocity distribution on the Z-Z cross section (Fig. 4.19 a)).

It is seen that the minimum density of component 1 is not zero which is called intermiscible

48



4.3. Droplet test

density 𝜌itm (introduced in section 4.2.1). The intermiscible density 𝜌itm of component 1 locate
inside of droplet while that of component 2 locate outside of the droplet. The maximum
total velocity is observed on the interface region as well. The maximum total velocity is
bigger than the analytical value (zero) and it is so called maximum spurious velocity uspu,max
(introduced in section 4.2.1). Positions of the uspu,max are different on the two-phase interface
but with symmetric distribution. Moreover, the lattice dependence, Laplace’s law consistence
and relaxation time dependence are discussed afterwards.

∙ Lattice dependence analysis

As shown in Fig. 4.19 b) that the radius of sphere are analyzed in three different sample
angles (SA) including 30∘, 45∘ and 90∘. The surface tension 𝜎𝑠 is calculated by Eq.
(4.12) that radius 𝑅 is obtained from simulation result in different SA.
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Figure 4.21.: Lattice dependence of the single ideal droplet test

It is seen that as bigger droplet sizes (or finer grids), the 𝜎𝑠 tends to a certain value.
When the lattice is coarse (like 𝑅init = 20), the maximum error is bigger than that of
other cases. The error of lattice dependence analysis is mainly from the lattice setups.
Then a relationship between the uspu,max and initial radius of ideal droplet 𝑅init is shown
in Fig. 4.22
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Figure 4.22.: The maximum spurious velocity uspu,max in different initial radius of single ideal
droplet 𝑅init in the SIDT

It is seen from Fig. 4.22 that the radius of the initial ideal droplet have slight effect on
the maximum total spurious velocity uspu,max in the SIDT (less than 10% fluctuation).
But it is observed that uspu,max of SIDE is much larger (𝑂(105) higher) than that in the
SFIT (see Fig. 4.10). It can be explained by the Laplace law of Eq. (4.12) and the
velocity is bigger with higher pressure difference Δ𝑃 . When 𝑅 → ∞, the SFIT is more
close to the section of SIDT on the two components interface, and the pressure difference
Δ𝑃 → 0. Therefore, pressure difference Δ𝑃 (with order of 𝑂(10−8)) is very small and
close to the zero in SFIT and much bigger in the SIDT (with order of 𝑂(10−3)).

∙ Laplace law consistence

As description of the SIDT and Eq. (4.12), the result of SIDT should follow the Laplace
law and it can be seen from a Δ𝑃 - 2/𝑅 plot (the intersection on the Δ𝑃 coordinate
should be zero). The relation between Δ𝑃 and 2/𝑅 is shown in Fig. 4.23 of 𝜏𝛼 = 0.7.
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Figure 4.23.: Laplace consistence of the ideal droplet test

It is seen that this model can describe correctly the physical behavior of an ideal droplet.
It means the results of this model can consistent with the Laplace law. The error of the
Laplace law consistence are the same in different 2/𝑅init because of the same two phase
interface thickness (4 l.u., see Table 4.2). It should be care that 𝜎𝑠 may be different
in different ShanChen MCMP model and it depends on the fluids [129]. For example,
𝜌1,init + 𝜌2,init = 2 l.u. + 10−5 l.u. in initialization of the component 1 field.

∙ Relaxation time dependence analysis
In this part, the surface tension 𝜎𝑠 is presented in Fig. 4.24 with different relaxation time
in different initial radius of ideal droplet 𝑅init.
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Figure 4.24.: Relaxation time 𝜏𝛼 dependence of the ideal droplet test
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It is seen from Fig. 4.24 that 𝜎𝑠 tends to a certain value with the bigger 𝑅init. The
standard deviation is bigger when 𝑅init is smaller because of the rougher grids. 𝜎𝑠 is not
exactly the independent of the relaxation time. The similar results are also observed
in SFIT for the relaxation time dependence on uspu,max and 𝜌*

itm in section 4.2.1 (see
Fig. 4.10 and Fig. 4.11). The difference is caused by the relaxation time from the LB
algorithm.
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Figure 4.25.: Relaxation time 𝜏𝛼 dependence of the maximum spurious velocity uspur,max

The relaxation time impact on the uspu,max with different 𝑅init are presented in Fig. 4.25.
The similar conclusion with that from Fig. 4.24 are got, that the result uspu,max is
independent of relaxation time within a certain deviation. By the way, there are slightly
fluctuation (≈ 5% for every relaxation time) of uspu,max when varying the 𝑅init. Therefore,
uspu,max is independent of 𝑅init.

In a summary, the SIDT is more complex than SFIT that the two-phase interface is not flat
and more realistic for the two-phase flow in GDL. The total spurious velocity and intermiscible
densities are also observed in SIDT. The surface tension 𝜎𝑠 is lattice and relaxation time
independent in the MRT-EDM ShanChen MCMP model. This model is consistent with the
Laplace law. It can be concluded that the ShanChen MCMP model is a phenomenally based
model and the surface tension can be estimated by the SIDT.

4.3.2. Cubic initialization test
In this section, the physical effects of the surface tension is checked. In theory, the surface
tension is the elastic tendency of a fluid surface which minimize its surface area. It is also the
reason why the ideal (no external force) single droplet forms the ideal sphere shape not others.
Therefore, the following goals are expected to be fulfilled in the cubic initialization test:

(i) Check the mass conservation of the present MRT-EDM model.

(ii) Check the effect of surface tension force (mimic the two phase interface area).
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4.3. Droplet test

(iii) Check the effect of the relaxation time (viscosity).

In this test, a certain size (25 l.u. × 25 l.u. × 25 l.u.) cubic droplet is set in the center of
the whole domain (50 l.u. × 50 l.u. × 50 l.u.). The initial density field, initial velocity field,
parameter 𝐺coh and boundary conditions are the same as that in SIDT of section 4.3.1. The
3D schematic graph is shown in Fig. 4.26.

Figure 4.26.: 3D schematic of the cubic initialization test

As description above, the droplet shape is transformed from cubic to the ideal sphere when it
reaches the equilibrium state due to the surface tension. The droplet shape evolution process
with different relaxation time 𝜏𝛼 in start period are shown in Fig. 4.27

Figure 4.27.: Droplet shape evolution with different relaxation time (𝜏1 = 𝜏2 = 0.6, 𝜏1 = 𝜏2 =
1.0 and 𝜏1 = 𝜏2 = 1.4) in different time steps (𝑡 = 30 l.u., 𝑡 = 60 l.u., 𝑡 = 100
l.u. and 𝑡 = 150 l.u.)

It is seen that the cubic droplet is developing to the sphere droplet shape. As time goes by,
the droplet shape are developed to the ideal sphere shape but with different evolution speed.
In 𝑡 = 150 l.u., droplet shape of 𝜏1 = 𝜏2 = 0.6 is already quite close the ideal sphere, while
𝜏1 = 𝜏2 = 1 and 𝜏1 = 𝜏2 = 1.4 are keeping evolution. Then the droplet fraction of droplet are
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checked during the evolution time. The analytical volume fraction of droplet 𝑆anal and volume
fraction of droplet in simulation 𝑆 are computed by Eq.4.13

𝑆anal = 𝑉liquid,init
𝑉tot

; 𝑆 = 𝑉liquid
𝑉tot

(4.13)

where 𝑉liquid,init and 𝑉tot are the initial volumes of the liquid droplet and empty region in whole
domain separately. 𝑉liquid is the volume of the liquid droplet from the simulation results. The
𝑆 with three relaxation time 𝜏1 = 𝜏2 (0.6,1,1.4) against time steps and in comparison with the
analytical solution shown in Fig. 4.28.
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Figure 4.28.: Volume fraction of droplets against time steps for different relaxation time
(𝜏1 = 𝜏2 = 0.6, 𝜏1 = 𝜏2 = 1 and 𝜏1 = 𝜏2 = 1.4) and in comparison with the
analytical solution for cubic initialization test

It is seen that 𝑆 is very close to the 𝑆anal and there are some error between them. In theory,
𝑆drop equals to the 𝑆drop,anal when the system achieve the equilibrium state. These error are
caused by the intermiscible density and interface between two phases (see section 4.2) and it
is consistent with bigger errors raises when 𝜏1 (= 𝜏2) is close to the 𝜏1,lowl = 𝜏2,lowl = 0.5 in
section 4.1.
In a summary from the cubic initialization test, the current model can simulate correctly the
single droplet with surface tension effects from the physical side. The relaxation time affects the
accuracy of simulation results. According to the discussed relaxation time cases, 𝜏1 = 𝜏2 = 0.6
have the smallest error. Therefore, in the afterward simulation in the GDL in section 5 and
section 7.1, 𝜏1 = 𝜏2 = 0.6 are chosen for the simulations.

4.3.3. Coalescence test
In this section, the coalescence process is validated. In theory, the coalescence behavior happen
when two or more droplets merge during contact to form a single daughter droplet. When
simulating the liquid water through irregular porous media (like GDL), the liquid droplets with
differnt sizes may be distributed inside and the coalescence will happen when they are neighbors.
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Therefore, it is necessary to validate the capability of simulating the coalescence process. The
following goals are expected to be achieved within the coalescence test:

(i) Check if the coalescence process can be simulated with the present MRT-EDM model.

(ii) Check the mass conservation and effect of the relaxation time (viscosity).

The 3D schematic graph of coalescence initialization is shown in Fig. 4.29.

Figure 4.29.: 3D schematic of the coalescence initialization

Two ideal droplets with certain sizes (radius is 10 l.u.) locate neighborly in the center of whole
domain (domain size is 50 l.u. × 50 l.u. × 50 l.u.) without any external body forces. The
density and velocity field of droplets and outside of that are initialized the same as that in SIDT
validation in section 4.3.1. The periodic conditions are applied on all boundaries. Parameter
𝐺coh = 0.06 is the same as SIDT also. Fig. 4.30 shows the coalescence of two droplets with
three different relaxation time (𝜏1 = 𝜏2 = 0.6, 𝜏1 = 𝜏2 = 1 and 𝜏1 = 𝜏2 = 1.4).

Figure 4.30.: Two droplets coalescence with different relaxation time (𝜏1 = 𝜏2 = 0.6, 𝜏1 =
𝜏2 = 1 and 𝜏1 = 𝜏2 = 1.4) in different time steps (𝑡 = 100 l.u., 𝑡 = 200 l.u.,
𝑡 = 400 l.u. and 𝑡 = 700 l.u.)
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It is observed that two individual small droplets are formed to be a bigger droplet. The time to
achieve the equilibrium state are different. On the beginning period (t=100 l.u. and t=200
l.u.), the droplet shapes are different with different 𝜏1 (= 𝜏2). The cases with 𝜏1 = 𝜏2 = 0.6
and 𝜏1 = 𝜏2 = 1 reach the equilibrium state faster than that with 𝜏𝛼 = 1.4 (when t=700 l.u.,
single ideal droplet is formed for 𝜏1 = 𝜏2 = 0.6 and 𝜏1 = 𝜏2 = 1, but 𝜏1 = 𝜏2 = 1.4 does
not). The droplet of 𝜏1 = 𝜏2 = 1.4 at 𝑡 =700 l.u. is irregular (close to ellipse from the present
camera direction), and it means this case does not achieve the equilibrium state while another
two cases already achieve the equilibrium state. The volume fraction of liquid are compared
with analytical value under different 𝜏𝛼 in Fig. 4.31
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Figure 4.31.: Volume fraction of droplets against time steps for different relaxation time
(𝜏𝛼 = 0.6, 𝜏𝛼 = 1 and 𝜏𝛼 = 1.4) and in comparison with the analytical solution
for coalescence test

When the simulations are converged, the results fitted well with the analytical solution but there
is still slightly difference (6 10%) between the results and the analytical solution. The error
is from the interface thickness and intermiscible density of the algorithm which are discussed
in section 4.2. With different relaxation time 𝜏1 = 𝜏2, their converged simulation results are
slightly different (5% between 𝜏1 = 𝜏2 = 1.4 and 𝜏1 = 𝜏2 = 0.6). It is also seen that the
volume fraction of droplets are different in different time steps before convergence and it means
the shape of droplet are different, which are consistent with droplets coalescence shown in Fig.
4.30.
In a summary of the coalescence test, the droplets coalescence process can be simulated correctly
from the physical aspect. With different relaxation time, the development of coalescence
process to the equilibrium state are slightly different. When the process achieve the equilibrium
state, the case with the smaller relaxation time is more close to the analytical solution within a
certain range of error. This conclusion is consistent with that from the cubic initialization test
and it proves availability of choosing 𝜏1 = 𝜏2 = 0.6 for afterwards water in GDL simulations.
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4.4. Contact angle test
As the conclusion in section 4.2, the MRT-EDM is the most accurate and the least viscosity
(relaxation time) dependent model. Therefore, the MRT-EDM is applied all simulations in
the contact angle test in this section. According to the algorithm description in section 2.1.1
and 2.5, this ShanChen MCMP model is able to simulate the solid surface with different
wettability (from 0∘ to 180∘) by varying parameter 𝐺adh,1 (see Eq. (2.13)). The circle method
is suitable for the symmetric droplet, while SPPF does not have strict limitations on droplet
shape. Therefore, two following goals are expected to be validated with contact angle test
(CAT).

(i) The lattice dependence and relaxation time (viscosity) dependence analysis for the MRT-
EDM ShanChen model. The model parameter 𝐺adh,1 = −0.005 (see Fig. 4.36) is fixed
with different initial droplet sizes for this analysis.

(ii) Capability of simulating different wettability. The MRT-EDM is checked to be able to
simulate different contact angles. The model parameter 𝐺coh,1 is varied from −0.0125
to 0.0125 and the corresponding contact angles are discussed.

(iii) The validation of SPPF method. Comparison with contact angles of the symmetric
droplet with the circle method and SPPF method.

(iv) Determine proper model parameters 𝐺adh,𝛼 to ensure the contact angle on the carbon
material 𝜃carbon and the contact angle on the PTFE material 𝜃PTFE. Afterward, 𝜃carbon and
𝜃PTFE are assumed the material properties for the water flowing through GDL simulations
in chapter 5 to 7.

The circle method and SPPF method will be validated by this contact angle test (CAT). The
schematic graph of CAT is shown in Fig. 4.32a) with domain size 100 l.u. × 100 l.u. × 100
l.u., while the top view is shown in Fig. 4.32b)

Figure 4.32.: a) Schematic graph of CAT ; b) Top view of CAT. Droplet (blue), solid surface
(green), cutting plane of view angles (pink) [149]

Initially, a half-sphere droplet with a certain radius 𝑅init is put on the solid surface without
external force. The periodic conditions are applied on all boundaries. Density and velocity field
in droplet and out of it are initialized the same as that in SIDT in section 4.3.1. The volume of
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semi-sphere droplet is computed with 𝑉init = 2𝜋𝑅3
init/3. Three view angles (VA) (VA=0∘, 30∘

and 45∘) are chosen to get the apparent contact angle 𝜃ap. The CAT consists of three parts.
Firstly, the lattice dependence that the fixed cohesive force parameter 𝐺coh,𝛼 with different
𝑅init are studied. Then effects of VA on the fixed 𝑅init are analyzed and its effects on 𝜃ap are
presented. Finally, the SPPF method are validated.

∙ Lattice dependence analysis
As description the Eq. 2.13, 𝐺adh,1 (= −𝐺adh,2) is the parameter to control the strength
between solid and fluid, and different wettabilities can be achieved by adjusting it. In
this lattice dependence analysis, a fixed 𝐺adh,1 = −0.005 (because of the contact angle
approximation on the smooth flat surface (around 110∘) proposed by Huang et al. [129])
is set to check the contact angles. The relationship between 𝐺adh,1 and the contact
angle is shown in Fig. 4.36.
In theory, a droplet without external force on the smooth surface will be an exactly
symmetric droplet and the contact angle from different VA will be the same as well. The
contact angle of the ideal symmetric droplet is also called the idealized contact angle
𝜃idl. Therefore, the circle method in Eq. 2.32 and Eq. 2.33 can be applied to calculate
apparent contact angle 𝜃ap and it is fulfilled the relation 𝜃idl ≡ 𝜃ap for the ideal symmetric
droplet in the CAT. Fig. 4.33 shows the 𝜃idl with a series of 𝑅init from 13 l.u. to 50 l.u.
in different VAs.
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Figure 4.33.: Idealized contact angles of different initial half-sphere droplet radius 𝑅init.
(𝐺adh,1 = −0.005, 𝜏1 = 𝜏2 = 0.6). [149]

It is seen that 𝜃idl varies in different VAs. The 𝜃idl with VAs are different because of the
LB algorithm (discritized method) and these errors are from grids effects. 𝜃idl under
different VAs are closer with bigger 𝑅init. The maximum absolute error 𝜖max is defined in
Eq.(4.14)

𝜖max = 𝜃idl,max − 𝜃idl,min
2 (4.14)

where 𝜃idl,max and 𝜃idl,min are the maximum and minimum 𝜃idl with the same 𝑅init in
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different VAs. The error from the lattices are analyzed with different 𝑅init and the plot
of 𝜖max against 𝑅init are shown in Fig. 4.34
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Figure 4.34.: The maximum absolute error 𝜖max of different initial half-sphere droplet radius
𝑅init (𝐺adh,1 = −0.005, 𝜏1 = 𝜏2 = 0.6). [149]

It is clear that 𝜖max is smaller with bigger droplet (larger 𝑅init). When 𝑅init 6 30 i.u.,
𝜖max decreased sharply and the error from lattice dominate it. The 𝜖max ≈ 0.5∘ with
𝑅init = 50 l.u. is acceptable in this work.

∙ Relaxation time dependence analysis

The relaxation time impact on the contact angles are studied under this subsection.
The simulation setups are the same as that when analyzing lattice dependence. Model
parameter 𝐺adh,1 = −0.005 is fixed (because of the contact angle approximation proposed
by Huang et al.[129]) and contact angles from three different relaxation time (𝜏1 = 𝜏2 =
0.6, 1, 1.4) are discussed. The droplet with 𝑅init = 50 l.u. is chosen for the initial droplet
in the relaxation time dependence analysis because of the least 𝜖max from the lattice error
(see Fig. 4.34). The idealized contact angle 𝜃idl (𝜃idl ≡ 𝜃ap for the symmetry droplet)
with three relaxation time in different VAs are presented in Fig. 4.35.
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Figure 4.35.: The idealized contact angle 𝜃idl dependence of relaxation time 𝜏1 (= 𝜏2) in
different VAs. (𝐺adh,1 = −0.005 and 𝑅init = 50 l.u.)

It is seen from Fig. 4.35 that the contact angles are fluctuated in different VAs with the
fixed relaxation time, and it is consistent with the conclusions from Fig. 4.33. When
𝜏1 = 𝜏2 = 0.6, the least view angle dependence (close to the theoretical droplet shape
and view angle independent) is observed. This conclusion is consistent with the relaxation
time dependence analysis in last three validation sections (see section 4.1, 4.2 and 4.3).

∙ Wettability simulation

According to the result in Fig. 4.34, the case with 𝑅init = 50 l.u. has the least 𝜖max and
𝑅init = 50 l.u. is chosen in this wettability simulation part. The 𝜃idl of different VAs
against 𝐺adh,1 are shown in Fig. 4.36
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Figure 4.36.: 𝜃idl against a series of 𝐺adh,1 in the CAT. (𝑅init = 50 l.u., 𝜏1 = 𝜏2 = 0.6 and is
calculated by circle method in Eq. 2.32 and Eq. 2.33) [149]
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4.4. Contact angle test

When 𝐺adh,1 varies from 0.012 to -0.013, the solid wettability changes from hydrophilic
(𝜃idl ≈ 30∘) to hydrophobic (𝜃idl ≈ 150∘). The limited values (𝜃idl = 0∘ and 𝜃idl = 180∘)
are not checked here because of the difficulty to achieve accurately these critical values
with the density-based fluid-solid interactions (see Eq. (2.13)) [163]. The 𝜃idl under
three different VAs are almost the same with 𝜖max ≈ 0.5∘ for all tested 𝐺adh,1.
Concerning the application of the two-phase flow through the GDL, two material properties
are needed including the contact angle on the carbon material 𝜃carbon and contact angle on
the PTFE material 𝜃PTFE. The GDL properties are roughly described in the chapter 1, the
values of material properties 𝜃carbon = 90∘ and 𝜃PTFE = 110∘ can be found from the GDL
manufactures [98][5][6]. According to the Fig. 4.36, the corresponding model parameter
𝐺adh,1 (= −𝐺adh,2 in Eq. (2.13)) can be derived for 𝜃carbon and 𝜃PTFE. It is found that
𝐺adh,1 = −0.005 for 𝜃PTFE = 𝜃idl ≈ 110∘ and 𝐺adh,1 = 0 for 𝜃carbon = 𝜃idl ≈ 90∘.
The details of density and velocity plots with three different wettabilities (𝜃ap ≈ 120∘,
90∘ and 30∘) are shown in Fig. 4.37. The density and velocity of the three-phase region
(region with water, air and the solid, yellow frame region in Fig. 4.37) are zoomed and
presented in Fig. 4.37. It is seen from Fig. 4.37 that the interface with certain thickness
are observed between two phases. This is consistent with the conclusion of SFIT in Table
4.2 for the two-phase interface thickness. From the density plot on the zoom region, it is
seen that the water-solid interface thickness increases with the contact angle increases.
The large velocities (spurious velocities) are observed on the water-air interface and
three-phase region. But no large velocities are observed on the water-solid and air-solid
interface.

Figure 4.37.: The macro-view and zoom region of density and velocity plot on the cross section
(purple surface) vertical to the solid surface and through the center of droplets
with three different wettabilities (𝜃ap ≈ 120∘, 90∘ and 30∘). Green: solid; Blue:
liquid. Yellow frame: zoom region.

It can be concluded that the present model is possible to simulate different wettabilities
(contact angles) with varying model parameter 𝐺adh,1. The large spurious velocities are
observed on the water-are interface and three-phase region. The water-solid interface
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4. Model validation

thickness is smaller when contact angle decreases. The spurious velocity on water-solid
interface are not oberved. The interface and spurious velocity on three-phae region cause
the error when the simulations are related with two-phase flow on the solid surfaces.

∙ SPPF method validation
The SPPF method will be validated in this part. In theory, 𝜃ap from circle method and
SPPF method should be the same for symmetric droplet shape. Therefore, the result of
𝜃idl from both methods are compared. According to the description of SPPF method in
section 2.5, two parameters 𝑛 (grids amount for the 1st order polynomial curve fitting)
and 𝑚 (grids amount for the 2nd order polynomial curve fitting) are needed to determine
the contact point and calculate the contact angle. Parameter 𝑛 = 4 is smaller than
9% of available drop boundary length points (≈ 70 l.u. when 𝑅init = 50 l.u.) [147].
The optimum parameter 𝑚 can be selected when 𝜃ap from the circle method and the
SPPF method are the most close. According to the result of lattice dependence in Fig.
4.21, 𝜃idl ≈ 110∘ (𝑅init = 50 l.u. and 𝐺adh,1 = −0.005) is chosen as the true value and
compared with results from SPPF method. The comparison between two methods with
attempting different 𝑚 are shown in Fig. 4.38.
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Figure 4.38.: Apparent contact angles 𝜃ap of VAs against 𝑚 for two 𝑅init done by SPPF method
(𝑛 = 4) [149]

It is seen that 𝜃ap varies with different 𝑚. The variance is caused by the mathematical
algorithms used for 2nd order polynomial curve fitting. It is seen that when 𝑚 = 5, the
results from 𝑅init = 40 l.u. and 𝑅init = 50 l.u. are close to the true value. Therefore, it
is validated that SPPF can be used to calculate the apparent contact angle when the
optimum 𝑚 is chosen and 𝑚 = 5 in this work.

In a summary of the contact angle test, the lattice dependence analysis results are consistent
with that in the external force driving Poiseuille flow between plates in section 4.1. The absolute
error is bigger with the rougher lattices. The contact angle is relaxation time independent and
the most stable result within three VAs are observed when 𝜏1 = 𝜏2 = 0.6 (is also used in the
afterward two-phase in GDL simulations). The current model is capable to simulate a range of
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4.5. Open boundary condition test

wettabilities (30∘ 6 𝜃idl 6 150∘) with adjusting 𝐺adh,1 (= −𝐺adh,2). Concerning the wettability
of GDL, 𝐺adh,1 = −0.005 (𝜃idl ≈ 110∘) is chosen for the GDL with PTFE and 𝐺adh,1 = 0.000
(𝜃idl ≈ 90∘) is chosen for the fresh GDL without PTFE. These 𝐺adh,1 are applied for the water
transport in GDL in section 5 and 7.1. The contact angles processed by SPPF method are
validated by comparing with the result from the circle method. An optimum set of polynomial
parameter 𝑚 = 5 and 𝑛 = 4 are found and applied on the shape of asymmetric liquid droplet
on GDL surface analysis in section 6.1.

4.5. Open boundary condition test
In this section, a dynamic case is validated that component two is replaced by component one
when component one is injected to this two immiscible components system. The MRT-EDM
model is applied on simulations in the open boundary condition test. The 3D schematic graph
of this flat two-phase interface system is shown in Fig. 4.39.

Figure 4.39.: a) 3D schematic plot of the open boundary condition validation. b) 2D schematic
plot on the X-Y surface. Blue: buffer region occupied by water; red: air

The domain size is 50 l.u.×50 l.u. ×10 l.u. in X, Y and Z directions. The periodic conditions
are applied on the Y and Z directions. The velocity condition is adopted to achieve the given
velocity by Zouhe method [150] in inlet (𝑥=0) towards X direction. And the open boundary
condition is applied on the outlet (𝑥 = Xflow). Initially, as shown in Fig. 4.39, a buffer region
(thickness is 5 l.u. in this part) near the inlet is occupied by liquid water (𝜌1,init = 2 l.u. and
𝜌2,init = 10−4 l.u. in buffer region) while the rest region is filled by air (𝜌1,init = 10−4 l.u. and
𝜌2,init = 2 l.u. in other region). In the displacement region, the air will be replaced by the
liquid water as time goes on. The analytical saturation of domain 𝑆anal can be calculated by
Eq.(4.15)

𝑆anal = 𝑉liquid
𝑉tot

(4.15)

with 𝑉liquid = 𝐴inlet𝐿buffer + 𝐴inletuinlet𝑡 ; 𝑉total = 𝐴inletXflow (4.16)

𝑆anal = 𝐿buffer
Xflow

+ uinlet
Xflow

𝑡 (4.17)

where 𝑉liquid and 𝑉tot are volume of liquid and total domain separately, and they are calculated
by Eq. (4.16) . 𝐴inlet is the inlet area, 𝐿buffer is the buffer region length along the flow direction
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4. Model validation

(see Fig. 4.39 b)), uinlet is the inlet velocity and 𝑡 is the time steps. The volume 𝑉liquid is the
sum of the volume of buffer region 𝐴inlet𝐿buffer and the inject liquid volume 𝐴inletuinlet𝑡. The
total domain volume 𝑉total is calculated by Eq. (4.16) and Xflow is the total domain length
along the flow direction (see Fig. 4.39 b)). Finally, combined the Eq. (4.15) and Eq. (4.16),
the analytical solution of liquid saturation can be calculated by Eq. (4.17). In the following
parts, the relaxation time dependence, inlet velocity effects are analyzed. The open boundary
condition is compared with the pressure boundary condition. Finally, a single droplet with
no-flat two-phase interface is checked with the open boundary condition.

∙ Relaxation time dependence analysis

The results of open boundary validation with three different relaxation time 𝜏1 = 𝜏2 =
0.7, 1, 1.4 are shown in Fig. 4.40 and uinlet are the same and equals 0.001 l.u. (Ca = 10−4

according to Eq. (1.8)).
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Figure 4.40.: a) Total saturation 𝑆total against the uinlet𝑡 of different relaxation time 𝜏1 (= 𝜏2)
and in comparison with the analytical solution (uinlet = 0.001 l.u. and Ca = 10−4).
b) Zoom of transient period in Fig. 4.40 a).

The start value of 𝑆total is 0.1 because of the buffer region is taken into account to the
total saturation. The 𝑆total = 1 in the final stage because the whole domain are fully
filled with the water and this result can be achieved by all 𝜏𝛼. It validates the open
boundary condition can correctly simulate the extreme case (domain is fully filled with
water). The relative error 𝜀𝑟 are calculated by Eq. (4.6) but the u is instead by 𝑆total as
shown in Eq. (4.18).

𝜀𝑟 =

√︁
(𝑆total − 𝑆total,anal)2

𝑆total,anal
(4.18)

where 𝑆total,anal is the analytical solution of total saturation. The results of 𝜀𝑟 for different
relaxation time 𝜏1 = 𝜏2 are summarized in Table 4.4

64



4.5. Open boundary condition test

Table 4.4.: Relative error 𝜀𝑟 with different relaxation time in the open boundary condition
validation (summarized from Fig. 4.40 with uinlet = 0.001 l.u.)

𝜀𝑟 /% 𝜏1 = 𝜏2 = 0.7 𝜏1 = 𝜏2 = 1 𝜏1 = 𝜏2 = 1.4
Total 1.70 1.70 1.72

Before 𝑆anal = 1 2.81 2.81 7.08
After 𝑆anal = 1 1.09 1.09 1.45

It is also observed from Fig. 4.40 that the cases 𝜏1 = 𝜏2 = 0.7 and 𝜏1 = 𝜏2 = 1 agree
very well with the analytical solution at the beginning period (0 l.u. < uinlet𝑡 < 450
l.u.). It is seen from the Table 4.4 that the case with 𝜏1 = 𝜏2 = 1.4 has the bigger
error than that with another two relaxation times. In the last period before 𝑆total = 1
(450 l.u. < uinlet𝑡 < 750 l.u.) which can be called the ’transient period’ (critical point
of 𝑆total = 1 is involved) in Fig. 4.40, errors are observed for all relaxation time in this
period. It means the open boundary condition has a restriction on the ’transient period’.

∙ Inlet velocity effect

In this part, different inlet velocities uinlet under the same relaxation time 𝜏𝛼 = 0.7 are
tested and the results are shown in Fig. 4.41.
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Figure 4.41.: a) Total saturation 𝑆total against the uinlet𝑡 of different inlet velocities uinlet and
in comparison with the analytical solution (𝜏1 = 𝜏2 = 0.7). b) Zoom of transient
period region in Fig. 4.41 a)

The cases with three uinlet all agree well with the analytical solution. It means the open
boundary condition validation is independent of uinlet but with some errors. The ’transient
period’ are also observed in the Fig. 4.41. The relative error 𝜀𝑟 with different uinlet𝑡 are
summarized in Table 4.5
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4. Model validation

Table 4.5.: Relative error 𝜀𝑟 with different inlet velocity uinlet in the open boundary condition
validation (summarized from Fig. 4.41 with 𝜏1 = 𝜏2 = 0.7)

𝜀𝑟 /% 𝜏1 = 𝜏2 = 0.7 𝜏1 = 𝜏2 = 1 𝜏1 = 𝜏2 = 1.4
Total 0.93 1.73 1.45

Before 𝑆anal = 1 4.30 2.81 6.40
After 𝑆anal = 1 1.05 1.09 1.45

The uinlet has influence on the accuracy of open boundary condition validation. When
uinlet is smaller (like uinlet = 0.001 l.u.), the bigger error are observed and the error
sources are the spurious velocity uspu (introduced in section 4.2).

∙ Compare with pressure condition

According to the relaxation time dependence analysis above, 𝜏1 = 𝜏2 = 0.6 is chosen in
this part. The inlet velocity uinlet = 10−3 l.u. (Ca = 10−4) is chosen to save computation
time. The results of open boundary and pressure boundary conditions on outlet are
compared. The pressure boundary is achieved by the Zouhe method [150]. The 𝜌1 and
𝜌2 are fixed on the outlet (𝜌1 = 2 l.u. and 𝜌2 = 10−5 l.u. or 𝜌1 = 10−5 l.u. and 𝜌2 = 2
l.u.). The pressure in outlet can be calculated by the Eq. (2.16). It is observed the
cases with pressure boundary are more likely crashed when the two-phase moves close
to the outlet boundary. However, the cases with open boundary conditions have the
results shown in Fig. 4.40 and Fig. 4.41. Therefore, it is possible to conclude that open
boundary condition is numerically more stable than the pressure boundary condition.

∙ No-flat two-phase interface effect

In this section, a suspended single droplet moves out of domain is simulated to check
the influence of no-flat two-phase interface on open boundary condition. The simulation
initialization is the same as that of SIDT in section 4.3.1. But the velocity boundary
condition is adopted on the inlet layer (𝑥=0 l.u.) by the Zouhe method [150]. And the
open boundary condition is applied on the outlet boundary (𝑥 = Xmax). Other boundaries
are applied with the periodic condition. In order to compare the cases with different inlet
velocities uinlet, the snapshots with the same uinlet𝑡 are shown in Fig. 4.42
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4.6. Summary

Figure 4.42.: Single droplet goes out of domain with different velocities to outlet with open
boundary condition

When the inlet velocity uinlet is relatively small, the liquid droplet will keep the sphere
shape near the outlet area and becomes smaller (because liquid is pushed out of domain).
When the uinlet increases, the droplet shape is irregular when it touches the outlet
boundary. As time goes on, the liquid volume is smaller, but the droplet shape still
irregular. Because when the droplet moves out of the domain, the surface tension of the
outer part cannot be considered. Therefore, the remaining surface will change (because
no complete droplet anymore). Another reason of no-flat two-phase interface cannot be
correctly simulated is that the open boundary condition is assumed the flow in outlet is
fully developed which is not the case of no-flat two-phase interface.

4.6. Summary
In a short summary of this chapter, some main conclusions from validation tests are below.

(i) External force driving Poiseuille flow test. Three force schemes (SV, Guo and EDM
schemes) can be implemented in the LB single-phase model and they have the same
accuracy in the LB single-phase model.

(ii) Flat interface test. The LB ShanChen model with MRT approach is more relaxation
time (viscosity) independent than that with SRT approach. The EDM scheme is more
accurate than SV scheme. The MRT-EDM ShanChen model with the model parameter
𝐺coh = 0.06 (in Eq. (2.12) are chosen for the afterward simulations because of interface
thickness accuracy.

(iii) Droplet test. The model can work in the no-flat interface two-phase flow and the
surface tension 𝜎𝑠,𝑙 = 0.1883 l.u. which is independent of the relaxation time (viscosity).
The model can simulate the surface tension force effect and the coalescence process.

(iv) Contact angle test. A series of contact angles can be simulated with varying the model
parameter 𝐺adh,1. The different contact angles have different errors on the three-phase
boundary (Fig. 4.37). The model parameter 𝐺adh,1 = −0.005 to ensure 𝜃PTFE = 110∘,
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4. Model validation

and 𝐺adh,1 = 0 to ensure 𝜃carbon = 90∘. The SPPF method is valid with the symmetric
droplet on the smooth solid surface and the method parameters 𝑚 = 5 and 𝑛 = 4 are
applied on the afterward apparent contact angle analysis in chapter 6.1.

(v) Open boundary condition test. The open boundary can work in the present MRT-
EDM model. In comparison with pressure boundary condition, the cases with open
boundary condition are numerically more stable.

The model parameters determined from model validation are summarized in Table 4.6 and
applied on all the afterward water flowing through the GDL simulations from chapter 5 to 7.

Table 4.6.: Model parameters determined by model validation of chapter 4
Formula Value Reference Section

Cohesive force parameter 𝐺coh 0.06 Eq. (2.12) 4.2.1
Relaxation time 𝜏1(= 𝜏2) 0.6 Eq. (2.20) 4.2.2
Surface tension 𝜎𝑠,𝑙 0.1883 l.u. Fig. 4.23 † 4.3.1

Adhesive force parameter
for PTFE 𝐺adh,1(= −𝐺adh,2) -0.005 Eq. (2.13) 4.4

Contact angle on PTFE 𝜃PTFE 110∘ Manufacture
[5][6] 4.4

Adhesive force parameter
for carbon 𝐺adh,1(= −𝐺adh,2) 0.0 Eq. (2.13) 4.4

Contact angle on carbon 𝜃carbon 90∘ Literature
[98][164] 4.4

Pixel number for the 1st
order polynomial curve

fitting in SPPF
𝑛 4 Literature

[147] 4.4

Pixel number for the 2nd
order polynomial curve

fitting in SPPF
𝑚 5 Fig. 4.38 4.4

In the Table 4.6, the contact angle on materials 𝜃PTFE and 𝜃carbon are all under the temperature
70∘C. When temperature increases, the contact angle on the carbon 𝜃carbon is the same as that
under the ambient temperature [164]. The contact angle is related with the surface tension
(𝛾LG, see Eq. (2.5)), the surface tension decreases with bigger temperature [30].

†The slope of the constraint linear curve fitting in Fig. 4.23 and it is 0.1883 l.u..
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5.Simulation of liquid water through
GDL

As described in section 1.2, the GDL plays a significant role for water management which
maintains the balance between water removal and membrane hydration [16]. In this chapter,
the liquid water flowing through GDL is simulated. The gaseous reactant in the GC which
removes the formed droplets on the GDL surface is not considered. It is assumed that the
steady apparent contact angle is not affected by the components in GC. It is also assumed
that the liquid water and gaseous reactant have nearly no influence on water transport in GDL
[31]. The effects of some basic factors on the water flowing through the GDL are discussed
including the buffer space thickness effect, the domain size effect, the capillary number effect,
the geometry effect and the wettability effect.

5.1. Simulation setups and conditions
From the model side, the MRT-EDM model is applied on the all simulations of liquid water
flowing through the GDL in this chapter. The schematic simulation setup of apparent contact
angles is shown in Fig. 5.1a). The simulation setup consists of three main regions including free
space, GDL and buffer space. The thickness of the free space is big enough to see the situation
after water breaking through GDL (such as formed water droplets on the GDL surface) and it
equals the GDL thickness. The GDL material (carbon) itself is almost neutral hydrophobic
(contact angle is around 90∘) and treated with some hydrophobic agent (like PTFE) to enhance
water removal [42]. The contact angle on the PTFE surface is approximate 110∘ measured by
some GDL manufactures [6][5]. In the section 5 and 6, GDL is assumed to be fully covered
with PTFE, model parameter 𝐺adh,1 = −0.005 and material property (contact angle on the
PTFE material) 𝜃PTFE = 𝜃idl ≈ 110∘ (see Fig. 4.36), except the section 5.6 mentioned the
different wettability.

Figure 5.1.: a) Schematic simulation setup ; b) 3D simulation setup and initialization of the
density field. Water is flowing along X direction [149].

The simulation initialization is shown in Fig. 5.1 b). The buffer space is initially fully occupied
with water (𝜌1 = 2 l.u. and 𝜌2 = 10−5 l.u.) while other spaces (GDL and free space) are
occupied with air (𝜌2 = 10−5 l.u. and 𝜌1 = 2 l.u.) which are based on the work by Chen et al.
[45]. It is independent of mass unit conversion by 𝑚𝑟 because 𝑚𝑟 is calculated from surface
tension 𝜎𝑠 as section 2.4. The inlet boundary is set on the bottom of buffer space (𝑥 = 0).
The velocity condition is adopted to the inlet boundary and the given velocity is achieved by
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5. Simulation of liquid water through GDL

the Zouhe method [150]. The outlet boundary locates on the top of free space (𝑥 = Xmax)
and the open boundary condition (introduced in section 2.3) is adopted on that. The periodic
boundary are applied in the span-wise directions to keep the formed droplets in the region
above the GDL intact [29]. On the solid surface of GDL, the non-slip bounce-back condition is
applied [141][102]. The velocity in inlet is set to 10−3 l.u. to ensure the Ca ≈ 10−4 which may
happen on a small simulation domain area (0.36 × 10−2 cm2) in comparison of whole active
area (14.44 cm2) of PEFC (introduced in section 1.2.1).
In the following water flowing through GDL simulation, the SI unit are used and converted
from LU system according to the description in section 2.4, except for the specific topic the LU
system are reminded. The reference variables and parameters in lattice unit are summarized in
the Table 5.1. The corresponding model parameters (𝐺coh, 𝐺adh,1 and 𝜏1) are summarized in
Table 4.6.

Table 5.1.: Variables and parameters used in the water flow in GDL (Ca ≈ 10−4)

Formula Value Unit Reference

Parameters in lattice unit
Surface tension 𝜎𝑠,𝑙 0.1883 l.u. Table 4.6

kinematic viscosity 𝜈1 (= 𝜈2) 0.033 l.u. Eq. (2.5)
Time 𝑡𝑙 1 l.u. Iteration loop

Inlet velocity uinlet,𝑙 10−3 l.u. Input

Parameters in SI unit
Surface tension 𝜎𝑠,𝑝 0.064 kg·s−2 Table 1.2

Kinematic viscosity (water) 𝜈1 3.6 × 10−7 m2 · s−1 Table 1.1
Inlet velocity uinlet,𝑝

† 6 × 10−3 m·s−1 Table 2.3
Contact angle on PTFE 𝜃PTFE 110 ∘ Table 4.6
Contact angle on carbon 𝜃carbon 90 ∘ Table 4.6

Simulation GDL area 𝐴sim 0.36 × 10−2 cm2 GDL size
Simulation GDL thickness 𝐿sim,GDL 0.195 mm GDL thickness

Current density 𝐼 6.3 × 103 A·cm−2 Eq. (1.6)

Reference parameters
Reference length 𝑙𝑟 1.5 × 10−6 m Image resolution
Reference time 𝑡𝑟 2.06 × 10−7 s Eq. (2.29)
Reference mass 𝑚𝑟 8.6 × 10−13 kg Eq. (2.30)

It should be noticed that the elements in the diagonal matrix Λ𝛼, the 𝑠9,1 = 𝑠9,2 = 1.64 is
calculated according to Eq. (2.20) with relaxation time 𝜏1 (= 𝜏2) in Table 5.1. In comparison
with the current density data in Fig. 1.3 and 𝐼 in Table 5.1, it is seen that 𝐼 in simulation is
already beyond and roughly thousand times larger than the current density up-limit of general
operated PEFC. However, it is still comparable our simulation results and operated PEFC,
because the main dimensionless number Ca ≈ 10−4 which is consistent with the situation in
the actual running fuel cell (see section 1.2.1). But Ca ≈ 10−4 is still higher than the averaged
value Ca = 0.7 × 10−8 (see Table 1.3). This big difference between simulation setup and actual
†The uinlet,𝑝 is converted from uinlet,𝑙 (10−3 l.u. in Table 5.1) by the unit conversion for velocity in Table 2.3.
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5.2. Buffer space thickness effect

operating condition due to the discrete effects (chemical reaction happens in-homogeneous)
in the running PEFC [73] and the computation time (3 hour for 50000 loops of 30 million
grids with 1200 CPU). The liquid flowing breakthrough the GDL will be slower with lower
velocity, the computation time is proportional to the water inlet velocity. Therefore, if the real
water velocity (from the experiments) are applied, the ages of time will be consumed by only
one simulation. As the description of Ca in GDL in the Table 1.3 and Fig. 1.5, Ca ≈ 10−4

is possible in the operated fuel cell. According to the general description for components of
PEFC as shown in Fig. 1.1, there is usually a MPL between the CL and the GDL. The function
of MPL is to make the produced water more homogeneously before the water flowing through
the GDL [31]. In the actual running fuel cell, it was observed that the produced water prefer
to flow through the bigger pore regions [78]. The small cracks on the MPL and GDL were also
observed during in-situ experiments by Markotter et al. [74] and a crack in the MPL and a
GDL pore align to build up a transport path. Finally, these cracks have a localized effect on
water transport property that may be magnified at a bigger inject fluid velocity (the bigger
Ca) [165]. According to the geometry introduction in section 3.2, the GDL geometry with 400
l.u.×400 l.u.×130 l.u. (0.6 mm×0.6 mm×0.195 mm) are created. The GDL area in simulation
is 0.36×10−2 cm2 (0.6 mm×0.6 mm) and it is significant smaller than the actual effective area
(𝐴eff =14.44 cm2, see Table 1.2), which has four orders of magnitude difference. Moreover,
the inhomogeneous chemical reaction happened on the CL. The droplet growth seed position
will be randomly produced on the CL surface and the droplet size will be different in different
timesteps and operation conditions. They were observed in some in-situ experiments by Zhang
et al. [165]. From the computation time side, if the Ca = 10−8 was used instead of Ca ≈ 10−4,
the water inlet velocity uinlet (see Eq. (1.8)) will be 𝑂(10−4) lower. In order to observe water
flowing through the GDL, there will be 𝑂(104) times more time for one simulation case and
the computation time will be much larger (𝑂(104)) than that in the present case. Therefore,
a compromise solution Ca ≈ 10−4 is chosen for afterward simulations, except the section 5.4
mentioned the different capillary numbers.
The MPL and the chemical reaction in the CL (see Fig. 1.1) are not considered in the model,
the GDL surface on the CL side (buffer space in Fig. 5.1 a)) is set the inlet boundary and
assumed to be fully flooded by water. This assumption is allowed because Eikerling’s group
work proved that the interface region between CL and GDL can be assumed to be a film which
is fully flooded with produced water [166]. The counter flowed reactant Oxygen is diffused
through the water film and chemical reaction happens by touching catalyst particles [167].

5.2. Buffer space thickness effect

In order to decrease the influence of velocity boundary layer and first GDL layer on the inlet
side, there should be more than one layer arranged in the buffer space. If the buffer space
consists of only one layer where the velocity boundary is defined on the same layer, and the
first layer of GDL where may include some solid grids, the conflict of boundary conditions
will raise (velocity boundary for inlet and bounce back for the solid neighbor grids) [150].
Considering the interface thickness (introduced in 4.2.1), the flow in the buffer space is even
more inaccurate. Therefore, the influence of the buffer space thickness is checked in this
section. One of geometries (geometry 5) is applied the simulations in this section. The setup
of buffer space thickness effects is shown in Fig. 5.2. The GDL is assumed to be fully covered
with PTFE and the material property (contact angle on the PTFE 𝜃PTFE ≈ 110∘ according to
Table 4.6) is fixed.
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5. Simulation of liquid water through GDL

Figure 5.2.: 3D simulation setup of buffer space thickness (Geometry 5)

The density and velocity fields are initialized as description in section 5.1. The simulation
results for checking buffer space thickness independence are presented when 𝑡 = 5 ms (time is
converted from time steps in lattice system to the SI unit according to description in section
5.1) before water breaks through GDL to save computation cost. The water distribution on
cross plane I and II (see Fig. 5.2) with different buffer space thickness at 𝑡 = 5 ms are shown
in Fig. 5.3

Figure 5.3.: Water distribution on cross plane I and II (see Fig. 5.2) with different buffer space
thickness at 𝑡 = 5 ms. yellow fram: potential ’finger’ region. (Geometry 5) Green:
PTFE; blue: water; red:air.

The potential ’finger’ region is defined the region where may observe the flow ’fingers’ on the
certain cross plane in Fig. 5.3. From the water distribution on cross plane I and II in Fig. 5.3,
the flows with buffer space thickness 10 l.u. and 15 l.u. are quite similar from the macro
point of view. But the case with buffer thickness 5 l.u. is different from them especially in
the potential ’finger’ region (yellow frame region in Fig. 5.3). It means the simulation with
buffer space thickness 5 l.u. is influenced more than another two cases. From the 3D view, the
elevation plot of the liquid water are presented in Fig. 5.4. The water front is shown in the
images (such as Fig. 5.4) colored by the elevation. The elevation of a location is its height
above a fixed lowest reference point, while a fixed highest reference point where presenting the
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5.2. Buffer space thickness effect

up-limit of elevation is also defined. In the Fig. 5.4, the lowest reference point is the geometry
center of the inlet layer and the highest reference point is the geometry center of the layer in
the middle of GDL along the through-plane direction.

Figure 5.4.: Elevation plot of water distribution with different buffer space thickness at 𝑡 = 5
ms. Yellow frame region is the mainly different region. (Geometry 5)

The local saturation 𝑆local and total saturation 𝑆total can be computed by Eq. (4.13) while 𝑉 is
the volume of empty pores in every layer and in whole GDL separately. The dynamic saturation
curves of different buffer space thickness at the begin period (6 5 ms) are shown in Fig. 5.5
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Figure 5.5.: Dynamic saturation curves of different buffer space thickness (5 l.u., 10 l.u. and
15 l.u) (Geometry 5)

It is seen from Fig. 5.5 that dynamic saturation curves with different buffer region thickness
are not exactly the same. In the theory of mass balance, the total saturation curves should
be exactly the same because of the same water volume flux are input in the domain. But the
total saturation difference are mainly from the algorithm and the complex GDL structures. The
algorithm errors are from the two-phase interface thickness (3 l.u. with 𝐺coh = 0.06 in Fig.
4.2). Particularly, when water flows through the pore region which is locally equal or smaller
than the interface thickness, it is hard to distinguish accurately whether the pore is saturated
or not. Besides the algorithm error, this small difference (≈ 5%) are reasonable due to the
density and velocity field initialization. It is seen from Fig. 5.5 that the dynamic saturation
curve is higher with bigger buffer region thickness. It is related with the interface thickness (3
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5. Simulation of liquid water through GDL

l.u. when 𝐺coh = 0.06, see Table 4.2). Because when the buffer region thickness is smaller,
the error from two-phase interface thickness is bigger (interface thickness is close to the buffer
region thickness) and it cause less grids in are taken into account to the water (the less water
means the lower saturation) in the simulation results. The buffer space is fully initialized with
the homogeneous density and zero velocity. Therefore, when simulation starts to run with a
input velocity from the inlet boundary, several time steps are necessary to update the density
and velocity field and move the whole water from the buffer space to the GDL area. It will
redistribute the velocity field on the GDL surface and be more close to the realistic condition.
If the buffer space is small (like 5 l.u.), the flow have less time to redistribute the flow and
some extra flow behavior may happen (see yellow frame region in Fig. 5.4). In order to check
the water details inside of GDL, the saturation along the through-plane direction for different
buffer space thickness (𝑡 =5 ms) is shown in Fig. 5.6.
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Figure 5.6.: Local saturation along the through-plane direction at 𝑡 = 5 ms for different buffer
space thickness (5 l.u., 10 l.u. and 15 l.u.) (Geometry 5)

The through-plane dimensionless position 𝑥* is defined according to the Eq. (5.1).

𝑥* = 𝑥/𝐿sim,GDL (5.1)

Where 𝑥 is the position along the flow direction (X direction) through the GDL and 𝐿sim,GDL is
the simulated GDL thickness (195 µm). The maximum total saturation difference Δ𝑆total and
saturation difference Δ𝑆 for buffer space thickness 5 l.u. and 10 l.u., 10 l.u. and 15 l.u.. are
summarized from data in Fig. 5.5 and Fig. 5.6 to the Table 5.2

Table 5.2.: Maximum total saturation difference Δ𝑆total,max and saturation difference Δ𝑆max
between different buffer space thickness (Geometry 5)

Between which two buffer
space thickness Δ𝑆total,max /% Δ𝑆max /%

5 l.u. and 10 l.u. 0.46 1.65
10 l.u. and 15 l.u. 0.39 1.68
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5.3. Domain size effect

It is seen from Fig. 5.6 and Table 5.2 that the local saturation with different buffer space
thickness are slightly different (≈ 5%). From Δ𝑆total,max, it is seen that the bigger buffer
space thickness have less effects on total flow behavior. Because further distance between inlet
boundary and the first layer of GDL and the velocity condition in inlet has less effect on flow
behavior. The Δ𝑆max is stable as increasing buffer space thickness cases but with a certain
maximum difference (Δ𝑆max ≈ 1.68%). The density field on the cross plane II (see Fig. 5.2)
of buffer space thickness = 15 l.u. of geometry 4 at 𝑡 = 5 ms is shown in Fig. 5.7.

Figure 5.7.: a) Density field without image postprocess on the cross plane II (see Fig. 5.2) of
buffer space thickness = 15 l.u. at 𝑡 = 5 ms (Geometry 5). b) Zoom of yellow
frame region in Fig. 5.7 a).

The Fig. 5.7 a) is also presented in the Fig. 5.3 (buffer space thickness = 15 l.u. of cross
plane II) with a image postprocess to omit the two-phase interface. It is seen from the original
density field in Fig. 5.7 b), the clear two-phase interface with a certain thickness (≈ 4 l.u.,
see Table 4.2) are observed and it is consistent with conclusion from Fig. 4.12. The interface
thickness is close to the diameter of single solid fiber (5 l.u.), therefore some errors due to
interface thickness raises and it is one of explanations why the local saturation are different
in Fig. 5.6. Moreover, the total saturation difference in Table 5.2 is smaller than the relative
error 𝜀𝑟 ≈ 11% when the characteristic length is 8 l.u in Fig. 4.3. It proves the local water
distribution difference is dominated by the local meshes and the algorithm (interface thickness).
But it is clearly seen macro water flow behavior is highly affected by buffer space thickness and
the extra ’flow fingers’ are generated (see Fig. 5.4). The bigger buffer space thickness makes
simulation more expensive and time consuming according to the results in Fig. 3.2.
In a conclusion, the buffer space thickness has effect on the water flow through the GDL. The
small buffer space thickness cause the extra flow behaviors (e.g. the extra flow ’fingers’). The
buffer space thickness of 10 l.u. is chosen for all the afterward simulations to balance the time
consuming and accuracy.

5.3. Domain size effect
In this section the general domain size effect on the water flowing the GDL behavior is studied.
The simulation setup and boundary conditions (in section 5.1) are the same with that in buffer
space thickness effect of section 5.2. One of 22 GDL geometries (geometry 4) is chosen with
different subdomains sizes. The subdomains (300 l.u. × 300 l.u., 200 l.u. × 200 l.u. and 100
l.u. × 100 l.u.) are cut off from the biggest domain (400 l.u. × 400 l.u.) shown in Fig. 5.8.
The domain structures are assumed to be fully covered with PTFE and the material property
(contact angle on the PTFE 𝜃PTFE ≈ 110∘ in Table 4.6) is fixed.
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5. Simulation of liquid water through GDL

Figure 5.8.: The subdomains (300 l.u. × 300 l.u., 200 l.u. × 200 l.u. and 100 l.u. × 100 l.u.)
are cut off from the biggest domain (400 l.u. × 400 l.u.). (Geometry 4)

The porosities of the subdomains are summarized in Table 5.3.

Table 5.3.: Porosity of different subdomains in geometry 4
100 l.u.×100

l.u.
200 l.u.×200

l.u.
300 l.u.×300

l.u.
400 l.u.×400

l.u.
Porosity /- 0.798 0.791 0.796 0.801

It is seen that the porosities of these subdomains are slightly different but the difference is less
than 1%. Therefore, it can be assumed that the porosity difference has a negligible impact
on the transport simulation. The simulation setup and fields initialization are the same as
buffer space thickness independence in section 5.2 but different domain sizes. The dynamic
saturation curves with different domain sizes are shown in Fig. 5.9 a).
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Figure 5.9.: a) Dynamic saturation curves of different domain sizes. b) Gradient of total
saturation of different domain sizes (100 l.u. × 100 l.u., 200 l.u. × 200 l.u., 300
l.u. × 300 l.u. and 400 l.u. × 400 l.u.). (Geometry 4)

Different domain sizes have the quite similar dynamic saturation curve at the beginning period
(𝑡 6 10 ms). Afterward (at 𝑡 ≈ 11 ms), the smallest domain (100 l.u. × 100 l.u.) is slightly
different from others and the 𝑆total keeps growing. In the theory of mass balance, the total
saturation curves should be the same before water flowing breakthrough the GDL. It is observed
that the slope of the dynamic saturation curve decreases due to water breaking through the
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GDL. Then the breakthrough time 𝑡break is defined when the slope starts to decrease. The
breakthrough time for three domains with side length (200 l.u., 300 l.u. and 400 l.u.) are shown
in Fig. 5.9 a) while the domain with side length 100 l.u. did not achieve breakthrough time.
The gradient of total saturation of different cutoff sizes are shown in Fig. 5.9 b). It is observed
that the case with 100 l.u.× 100 l.u. fluctuated more than another three cases. The gradient
of total saturation starts continuously decrease after around 12 ms when subdomain sizes are
bigger than 100 l.u.× 100 l.u.. It is clear that the liquid flowing through the domain with 100
l.u. × 100 l.u. is different from that in other subdomain sizes. It can be explained by the
mean pore size (≈ 100 µm which is 70 l.u.) of this GDL geometries presented by Thiedmann
et al. [168]. The mean pore size is very close to the smallest case of domain size (100 l.u.)
and some mean pores have a higher possibility to be cut off from the original domain size. Due
to the application of periodic condition around the geometries, it makes the GDL structure are
different (the GDL structures are not periodic) from the original case and the water flow will
be affected more from the periodic boundary. Due to the periodic condition, the empty pores
on boundaries are connected. The empty pores may connect with themselves when they are
large. The water can get a completely different 3D flow behaviors through the large empty
pores instead of some small empty pores, and it causes the fluctuation at 𝑡 ≈ 10 ms for 100
l.u. × 100 l.u. in Fig. 5.9. Besides the geometry structure effect, water is also affected by the
water inside of GDL. The formed droplets on GDL have effect back to the water inside of GDL
due to the surface tension force. When the droplets (sphere-like) on the GDL surface keeps
growing, finally the droplets are irregular and reformed because of the surface tension mimic
the two-phase area (shown in geometry 4 in Fig. 5.19 and Fig. 5.25). The droplet coalescence
with water happened close to the GDL surface. In another way, the two-phase interface also
cause this fluctuation which are shown in Fig. 5.7 b). In this certain range of domain sizes,
the bigger domain needs the shorter breakthrough time. In a snapshot time 𝑡snap = 14.3 ms,
the liquid situations are shown in Fig. 5.10

Figure 5.10.: Results of snapshot for different domain sizes (400 l.u. × 400 l.u., 300 l.u. × 300
l.u., 200 l.u. × 200 l.u. and 100 l.u. × 100 l.u.) at 𝑡snap =14.3 ms. (Geometry
4)

The snapshot time is quite close to the breakthrough time of domain with side length 200 l.u.,
therefore liquid water looks ’almost’ breaking through the GDL. For the two bigger domains
(300 l.u. × 300 l.u. and 400 l.u. × 400 l.u.), the same amount of droplets are formed, but
the sizes of the biggest droplet on geometries are different. The droplets sizes are different at
the snapshot time because the water flow inside of two subdomains are different and they have
different breakthrough time. For the case with earlier breakthrough time, the water have more
chance to form bigger droplets on the GDL surface and less water are left inside of GDL. It can
be concluded that the domain sizes have influence on the flow behavior. The local saturation
of different domain sizes on the through-plane direction when 𝑡 = 15 ms are shown in Fig. 5.11
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Figure 5.11.: Local saturation along the through-plane direction at 𝑡snap = 14.3 ms for different
domain sizes (400 l.u. × 400 l.u., 300 l.u. × 300 l.u., 200 l.u. × 200 l.u. and
100 l.u. × 100 l.u.) (Geometry 4)

It is seen from Fig. 5.11 that local saturation of 100 l.u.× 100 l.u. is largely different from
other cases at 𝑡snap = 14.3 ms. As time goes on, this local saturation along the through-plane
direction are different due to water is continuously input. It is clear the case 100 l.u.× 100 l.u.
are different from other cases at this time. It can be concluded that the case 100 l.u.× 100 l.u.
is not big enough to represent the water flow through the GDL. The flow of 300 l.u.× 300
l.u. and 400 l.u.× 400 l.u. are more close than the cases with the smaller domain sizes. At
𝑡snap = 14.3 ms, the flows on 100 l.u.× 100 l.u. and 200 l.u.× 200 l.u. are still not breaking
through the GDL (local saturation on 𝑥* = 1.0 are zero). It is also seen from Fig. 5.11 that
the saturation of 100 l.u.× 100 l.u. is still zero after 𝑥* ≈ 0.65. On the region 0.2 < 𝑥* < 0.4,
the local saturation of 100 l.u. × 100 l.u. is close to 1 while other cases are all lower than 1.
It means the flow in 100 l.u.× 100 l.u. has a higher flooding (local saturation is 1) risk in the
fuel cell.

∙ Conclusion
The amount of formed droplets or breakthrough points are affected by the cut-off
domain sizes. In the chosen case (geometry 4), the smaller cut-off domain sizes have
rare opportunities to observe breakthrough points when some breakthrough points are
already formed on the bigger cut-off domains. According to the pore size distribution
of the created GDL geometries described by Thiedmann et al. [168], geometry 4 is one
realization of that ensemble. Applying these GDL geometries on the simulations, the
simulation domain should not be smaller than 300 l.u. × 300 l.u. within the present
geometry resolution of 1.5 µm.

5.4. Capillary number effect
In this section, the capillary number effect on the water flowing through the GDL is discussed.
The simulation setup is the same as before and described in section 5.1. One of geometries
(geometry 5) is applied on simulations with different Ca. The GDL is assumed to be fully
covered with PTFE and the material property (contact angle on the PTFE 𝜃PTFE ≈ 110∘

according to Table 4.6) is fixed. The different water inlet velocities uinlet are applied to ensure
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different Ca (Eq. (1.8)). In this section, four reference layers (ordered from R.L.1 to R.L. 4
along the flow direction and R.L.4 is on the top of GDL) are set which divides GDL into four
equal parts shown in Fig. 5.12. The positions of them are 𝑋 = 48 µm for R.L.1, 𝑋 = 96 µm
for R.L.2, 𝑋 = 144 µm for R.L.3 and 𝑋 = 195 µm for R.L.4.

Figure 5.12.: Four reference layers (R.L.1 to R.L.4) are averagely set in GDL along the flow
direction and R.L.4 is the top layer of GDL. (Geometry 5)

The simulation initialization and setup are described in section 5.1. The situations of different
Ca are studied. According to the definition of Ca in Eq. (1.8), Ca is related with kinematic
viscosity, velocity and surface tension. In this part, kinematic viscosity 𝜈2 and surface tension 𝜎𝑠

are given as section 5.1 (𝜈2 = 0.037 l.u. and 𝜎𝑠 = 0.1883 l.u.), inlet velocity uinlet is adjusted
to ensure a certain Ca. Ca is studied from 10−4 to 10−2. As time goes on, water are input
through the GDL and breaking through reference layers. The dynamic saturation curves with
different Ca are shown in Fig. 5.13. In order to present the results of different Ca in Fig.
5.13, the uinlet𝑡 is used on the horizontal coordinate. Four different specific snapshot positions
uinlet𝑡 = 30, 43, 73, 90 µm are chosen for four reference layers from R.L.1 to R.L.4.
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Figure 5.13.: Dynamic saturation curves of different Ca (10−4, 10−3 and 10−2). (Geometry 5)

It is seen from Fig. 5.13 that the case with Ca ≈ 10−4 shows the most clear that the slope
of total dynamic saturation curve decreasing (happened on uint𝑡 ≈ 80 µm). At different uint𝑡,
three dynamic saturation curves are different but not in a systematic way. The differences can
be explained by the theory of two-phase in porous media (see Fig. 1.5) and the algorithm error.
With the bigger Ca, the flow are more close to the stable displacement region in Fig. 1.5. It
means the water flow through other routes to break through the GDL. The water front will
be more complex (more flow fingers, see Fig. 5.14) with more flow path, and the two-phase
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interface are formed on these water front positions (see Fig. 5.7 b)). Therefore, it will cause
the bigger errors with the bigger Ca.
In order to compare the cases under different Ca (Ca≈ 10−4, 10−3, 10−2), the water flow
behavior with the different uint𝑡 and breaking through a certain reference layer are compared in
Fig. 5.14. The inlet velocity and time used to present situations on four reference layers in Fig.
5.14 are summarized in Table 5.4

Table 5.4.: The inlet velocity uinlet and time used in Fig. 5.14

Ca uinlet
/ m·s−1

𝑡 for R.L.1
/ ms

𝑡 for R.L.2
/ ms

𝑡 for R.L.3
/ ms

𝑡 for R.L.4
/ ms

10−4 0.0075 4.2 6.2 10.3 12.4
10−3 0.075 0.42 0.62 1.03 1.24
10−2 0.385 0.08 0.12 0.21 0.25

In order to compared the situations at different Ca, the uinlet𝑡 are the same for a specific
reference layer (for example, uinlet𝑡 =30 µm for R.L.1 in Fig. 5.14).

Figure 5.14.: Different Ca with different uinlet𝑡 when water breaking through the certain refer-
ence layer (Geometry 5). Red plane: reference layers; Blue: water; Green: carbon
solid. R.L.4 is the top layer of GDL.

More droplets are formed on the R.L.4 when Ca is bigger. The formed droplets have different
sizes and the smaller Ca have more opportunities to form the main bigger droplet. On the
R.L.4, when the bigger Ca, some new breakthrough points and droplets are observed (the
breakthrough point positions on R.L.4 when Ca ≈ 10−4 are also observed when Ca ≈ 10−3

and Ca ≈ 10−2). When checking the situation on the R.L.1, the clear amount of breakthrough
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points on R.L.1 can be seen and water front are ’finger-shape’. But much more breakthrough
points are observed for Ca ≈ 10−3 and Ca ≈ 10−2. The water front is close to a irregular
’stable-displacement’. It is consist with the experiments observation that more droplets are
formed with the bigger Ca, and the capillary effects are related with the GDL structures and
the injection area [78]. Moreover, it is seen from Fig. 5.14 that with lower Ca, the more clear
’finger’ can be seen and it means the ’finger dominated’ process can be successfully simulated.
The elevation plot of Ca ≈ 10−4 in different time 𝑡 are shown in Fig. 5.15. In the elevation
plot of Fig. 5.15, the lowest reference point for elevation is the geometry center of the inlet
layer and the highest reference point is the geometry center of the GDL surface layer on the
outlet side.

Figure 5.15.: Elevation plot of water distribution with Ca≈ 10−4 at different time 𝑡 (4.2 ms,
6.2 ms, 10.3 ms and 12.4 ms). (Geometry 5)

It validates Ca ≈ 10−4 can describe the ’capillary fingers’ of water flowing through GDL (see
section 1.2.1). It is also consistent with the conclusion from the two-phase flow behavior in
porous media that the smaller Ca number, the more clear ’fingers’ can be observed [34][33].
The local saturation along through-plane direction with different Ca when uinlet𝑡 = 90 µm are
shown in Fig. 5.16.
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Figure 5.16.: Local saturation along the through-plane direction with different Ca (the same
uinit𝑡 = 90 µm, 𝑡 =12.4 ms for Ca ≈ 10−4, 𝑡 = 1.24 ms for Ca ≈ 10−3 and 𝑡 =
0.25 ms for Ca ≈ 10−2) ). (Geometry 5)

It is seen from Fig. 5.16 that the saturation with three Ca near the inlet region (0 < 𝑥* < 0.1)
are very close each other. After the inlet region (0.1 < 𝑥* < 1), the saturation are not
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5. Simulation of liquid water through GDL

systematically related with the Ca. On the GDL surface (𝑥* = 1) of the outlet side, the
Ca ≈ 10−2 has the bigger saturation than another two cases and it has the bigger breakthrough
areas. The local saturation curves are tend to decrease along the through-plane direction and
are consistent with the result from the PNM model and the continuum modeling [169][170].
The similar water saturation tendency through the GDL along through-plane direction from CL
to GC were also observed in high-resolution neutron experiments [86].

∙ Conclusion
Different Ca numbers are achieved by adjusting the inlet velocity uinlet. With the bigger
Ca number, the less ’capillary effect’ (more capillary ’fingers’) can be observed. This
observation is consistent with the experiments observations in phase diagram of two-phase
flow behavior in porous media (Fig. 1.5) [33][34]. The local water saturation along the
through-plane direction of GDL are different with different Ca numbers. In the operating
fuel cell, when the Ca is calculated with the average velocity (Ca ≈ 10−8 ∼ 10−5 in
Table 1.3 and Fig. 1.5), the more clear capillary dominated process will happen and
less fingers are observed. Therefore, the Ca ≈ 10−4 are used in the afterward water
through GDL simulations because it is the most close case to the up-limit (Ca ≈ 10−5)
of capillary dominated process in two-phase flow diagram (Fig. 1.5). The simulation
time with Ca ≈ 10−4 (3 hours for 50 throusand time steps of 30 million grids with 1200
CPU) is acceptable in this thesis. The flow with Ca ≈ 10−2 is different from that with
smaller Ca in GDL (see Fig. 5.14). It can also be concluded that the present model can
only work properly (capillary fingering) on the water flowing through the GDL.

5.5. Geometry effect
As described in section 3.2, 25 different realized GDL geometries are created by the stochastic
method with the similar porosity (≈ 0.8) and binder thickness (18 µm). In this part, 10 of 25
GDL geometries are applied on the water transport through GDL simulations. The porosity of
these 10 GDL geometries are shown in Fig. 5.17. The effects of different geometry structures
are studied.
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Figure 5.17.: Porosity of 10 GDL geometries.
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5.5. Geometry effect

Water flowing through 10 stochastic geometries which are statistical equivalent to the real
structures. The simulation setups and conditions were described in section 5.1 with Ca ≈ 10−4

are simulated. The GDLs are assumed to be fully covered with PTFE and the contact angle on
the PTFE 𝜃PTFE ≈ 110∘ is chosen according to the Table 4.6. The dynamic saturation curves
of these 10 geometries are shown in Fig. 5.18
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Figure 5.18.: Dynamic saturation curves of 10 different geometries. (𝜃PTFE ≈ 110∘ with
𝐺adh,1 = −0.005) [149].

It is seen from Fig. 5.18 that water flowing through 10 different GDL geometries have the quite
similar dynamic saturation curves. They are not exactly the same because of slightly different
porosity (see Fig. 5.17). There will be different total saturation 𝑆total with different empty fluid
grids in whole domain (according to definition of 𝑆total in Eq. (4.13)). In comparison with the
dynamic saturation curves in Fig. 5.13, the curves almost the same before the slope decrease.
It means the errors from the geometries is smaller than that from different flow paths (water
front). The breakthrough time 𝑡break is defined when most of them (7 of 10 geometries) starts
to decrease the slopes of dynamic saturation curves (due to liquid water breaking through the
GDL) and it is around 13 ms. A same snapshot time 𝑡snap = 14.3 ms (2 ms later than 𝑡break)
is defined to catch the situation of droplets on the GDL surface. The snapshot time is taken
during a non-steady state of droplet evolution. The chosen snapshot time ensures the biggest
droplet in every geometry is large enough to allow the further detailed analysis (like apparent
contact in section 6.1) The results of 10 geometries on the snapshot time (𝑡snap = 14.3 ms)
are shown in Fig. 5.19
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5. Simulation of liquid water through GDL

Figure 5.19.: Results of snapshot for 10 different geometries at 𝑡snap = 14.3 ms. (𝜃PTFE ≈ 110∘

with 𝐺adh,1 = −0.005)

It can be seen from Fig. 5.19 that different amount of droplets are formed on random positions
of GDL. It is caused by the irregular structures even with the similar total porosity (see Fig.
5.17) and the similar pore size distribution (in Thiedmann et al. [171]) of GDL geometries.
The breakthrough points are defined with the positions where droplets are formed. The biggest
droplet on every geometry has the similar size and their volumes are bigger than the biggest
droplet used on the contact angle test in section 4.4. But some droplets are formed near
the boundary and touched the boundaries and are so called touching boundary droplets (see
geometry 8, 9 and 10 in Fig. 5.19). The touching boundary droplets are intact due to
the periodic boundary condition, but the region inside the GDL is not realistic (solid carbon
fibers are not periodic) at the boundaries. The droplets which do not touch boundaries are
called non-touching boundary droplets. Particularly, droplets on geometries 8 to 10 are all
boundary-touching droplets and also some of the droplets touch boundaries on geometries 2
and 3. Therefore, when analyzing the droplet shape (section 6.1) or breakthrough points (6.2),
only the non-touching boundary droplets are considered.

∙ Flow details analysis

The flow details are studied by chosen one of geometries (geometry 5). The local
saturation curves along the through-plane direction at different evolution time 𝑡 are
shown in Fig. 5.20
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0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

Sa
tu

ra
tio

n 
S 

/-

Through-plane dimensionless position x* /-

 t = 4.8 ms
 t = 7.1 ms
 t = 9.5 ms
 t = 11.9 ms
 t = 14.3 ms
 t = 16.7 ms

t increases

Figure 5.20.: Local saturation along the through-plane direction at different evolution time 𝑡
(𝜃PTFE ≈ 110∘ with 𝐺adh,1 = −0.005). (Geometry 5 in Fig. 5.19)

For all evolution time, 𝑆 = 1 when 𝑥* = 0 because of the buffer space is fully filled with
water. In the region close to the inlet (0 < 𝑥* < 0.1), the local saturation is more time
independent (saturation does not change too much with time) than other regions along
the through-plane direction of GDL. It is also seen at the earlier time (𝑡 = 4.8 ms) that
the saturation decreases along the through-plane direction, but did not break through
the GDL. Afterwards, irregular ’S’ shape saturation curves are observed because of the
random structures inside of the GDL. It means for geometry 5, the flow are highly affect
by the GDL structures after 𝑡 = 4.8 ms. Particularly, in the position 𝑥* ≈ 0.25 and
𝑥* ≈ 0.6, the local saturation increases. The liquid water breaks through the GDL when
𝑡 = 14.3 ms and 𝑡 = 16.7 ms (saturation 𝑆 > 0 at 𝑋* = 1). In the position 𝑥* ≈ 0.9,
𝑆 are almost the same between 𝑡 = 14.3 ms and 𝑡 = 16.7 ms but 𝑆 are more different
in the outlet (𝑥* = 1). It means in geometry 5, the ’throat’ (also see Fig. 5.21) is most
close to the outlet and located near the 𝑥* ≈ 0.9 position. The more water are injected
through the GDL from the ’throat’ position and enlarge the formed droplet on the GDL
surface [172]. The stream line in geometries 1 and 5 at 𝑡snap = 14.3 ms is shown in Fig.
5.21.

Figure 5.21.: a) Stream line of single formed droplet GDL at 𝑡snap = 14.3 ms. (geometry 1). b)
Stream line of a multiple formed droplets GDL at 𝑡snap = 14.3 ms (geometry 5)
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5. Simulation of liquid water through GDL

It is seen from Fig. 5.21 a) and b) that whatever for single formed droplet GDL and
multiple formed droplet GDL, the ’tree’ shapes of flow path are formed which mainly
flows from partial region on the bottom of GDL. The observation from Fig. 5.21 a) and
b) are consistent with the converging capillary tree water transport mechanism proposed
by Nam and Kaviany [170]. The converging capillary tree presented the flow as an
’upside-down tree’ that water mainly from different positions on the CL side. With water
transporting through the GDL, finally water will flow breakthrough the GDL and water
flows converging to a breakthrough area on the GDL surface. It can also be observed
that the velocity is increased in some droplets ’throat’ positions. These ’throat’ positions
are near the GDL surface regions, but some are also observed inside of GDL (see Fig.
5.21 b)). The elevation plot of water distribution on geometry 1 at different evolution
time 𝑡 are shown in Fig. 5.22. The water front can be represented with the elevation
plot, such as Fig. 5.22 In the elevation plot of Fig. 5.22, the lowest reference point for
elevation is the geometry center of the inlet layer and the highest reference point is the
geometry center of the GDL surface layer on the outlet side.

Figure 5.22.: Elevation plot of water distribution at different evolution time 𝑡. (Geometry 1)

It is seen from Fig. 5.22 that the water front inside of GDL is irregular. The water flows
through some irregular routes. The details of water distribution can be presented on the
cross plane I and II (see Fig. 5.2). The situation on cross plane I and II (see Fig. 5.2) of
geometry 5 at different evolution time 𝑡 are shown in Fig. 5.23

Figure 5.23.: Water distribution on cross plane I and II (see Fig. 5.2) at different evolution
time 𝑡. (Geometry 1) (yellow frames are the region where create ’empty’ (water
around the pore) or backward ’finger’). red: air; green: GDL; blue: water

The water distribution on the cross plane I and II (see Fig. 5.2) are randomly and irregular,
the dynamic water distributions are consistent with the observations from images taken
by the X-Ray from experiments [69]. The ’fingers’ grow in all directions, even backward
(toward the entrance) (the ’empty’ (water around the pore) region may be seen from the
2D cross section) [33]
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5.5. Geometry effect

When comparing the water distribution on R.L.4 (top layer of GDL, see Fig. 5.12) of
geometry 4 at two different evolution time in Fig. 5.24

Figure 5.24.: Water distribution on R.L.4 (top layer of GDL, see Fig. 5.12) from 𝑡 = 11.9 ms
to 𝑡 = 14.3 ms. (Geometry 4) (yellow frames are the regions where breakthrough
areas are smaller). Blue: water; red: air; green: GDL.

It is seen from Fig. 5.24 that saturation on the R.L.4 is bigger and more breakthrough
areas are formed as time goes on (three breakthrough areas at 𝑡 = 11.9 ms and five
breakthrough areas at 𝑡 = 14.3 ms). However, it is observed that some breakthrough
areas (yellow circles in Fig. 5.24) become smaller. The possible reason is that water are
partially sucked back to the GDL and support other neighbor breakthrough areas. This
’shrink’ phenomenon (comparison of the yellow circle regions between 𝑡 =11.9 ms and
𝑡 =14.3 ms in Fig. 5.24) were also observed in other two-phase simulations in GDL by
Chen et al. [45].

∙ Situation after snapshot time

The snapshot time 𝑡snap = 14.3 ms is chosen to check the formed droplets on the GDL
surface. It determines when the biggest droplet on every geometry is bigger than the
biggest droplet (radius = 50 l.u.) used in the contact angle test of section 4.4. The
results of geometries after the snapshot time are shown in Fig. 5.25 at 𝑡 = 16.3 ms (2
ms later than the 𝑡snap = 14.3 ms).

Figure 5.25.: Results of situation after snapshot time for geometries at 𝑡 = 16.3 ms (2 ms later
than 𝑡snap = 14.3 ms)
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5. Simulation of liquid water through GDL

Only results of 9 geometries are shown in Fig. 5.25. Geometry 3 is not included because
the results are unstable with touching outlet boundary in the snapshot time and extremely
irregular structure near the water breakthrough region. In comparison with the results
in Fig. 5.19, the formed droplets in snapshot time keeps growing. The bigger droplets
touches the randomly distributed carbon fibers near the breakthrough point and cause
the irregular shapes. Moreover, the coalescence between quite close neighbor droplets
are observed (e.g. in geometry 4, three formed droplets (see Fig. 5.19) coalescence to a
bigger droplet). For some cases (like geometries 6 and 7), the biggest droplets touch the
outlet boundary and cause the irregular droplets shapes.

∙ Situation after switch-off velocity
In this part, the inlet velocity is switched off to zero after the switch-off time 𝑡off, the
simulation setup and conditions before 𝑡off are the same as description in section 5.1.
This analysis is to study the water in GDL and on the GDL surface when shut off the
fuel cell. The geometry 1 is chosen on the switch-off velocity analysis and switch-off
time 𝑡off = 14.3 ms (the same as the snapshot time in Fig. 5.5) is chosen to switch off
the inlet velocity. The situation on the GDL surface after the 𝑡off are shown in Fig. 5.26.

Figure 5.26.: Results of situation on the GDL surface after switching off inlet velocity at
𝑡off = 14.3 ms.(Geometry 1) (The result at 𝑡 = 14.3 ms is also shown for the
geometry 1 in Fig. 5.19)

It is observed from Fig. 5.26 that the formed droplet keeps growing until an irregular
shape after switching off the velocity at 𝑡off = 14.3 ms. Then the shape of previously
formed droplet on the GDL surface is changed very much (the formed droplet developed
to a ring shape in this specific geometry). Three camera directions on viewing the
situation at 𝑡 = 17.9 ms are shown in Fig. 5.27

Figure 5.27.: Three camera directions on viewing the situation at 𝑡 = 17.9 ms in Fig. 5.26.
(Geometry 1)
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5.5. Geometry effect

It can be seen from the Fig. 5.27 that some irregular droplets leave the GDL surface
to somewhere else at 𝑡 = 17.9 ms. Some droplets even touch the outlet boundary.
According to the validation of open boundary condition in section 4.5, the simulation
results are not accurate when the droplet touches the outlet boundary. In addition, when
the water flowing breakthrough the GDL, the dynamic behavior on the GDL surface (in
GC) is not reliable because the water flow in GC is not capillary force dominated process
and the density ratio and viscosity ratio cannot be negligible [41]. Therefore, the present
model is not valid for the dynamic process out of GDL. The dynamic saturation (total
saturation) curve of the switch-off velocity test is shown in Fig. 5.28
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Figure 5.28.: Dynamic saturation curves of switch off velocity case and non switch off velocity
case. (Geometry 1) (The switch-off velocity time 𝑡off = 14.3 ms (the same as
the snapshot time 𝑡snap in Fig. 5.5)). Black dot line: inlet velocity is switched to
zero after 𝑡off = 14.3 ms, like Fig. 5.26. Red solid line: the inlet velocity keeps
on, like the geometry 1 in Fig. 5.19 and Fig. 5.25.

It is a clear difference on total dynamic saturation curves between the switch off velocity
case and non switch off velocity case after switching off velocity (at 𝑡off = 14.3 ms). The
𝑆total keeps increasing for the non switch off velocity case, but decreasing for the non
switch off velocity. Because in the switch off velocity case, some water inside of GDL is
sucked up to the GDL surface and forms the bigger droplet (compare 𝑡 = 14.3 ms and
𝑡 = 15.5 ms in Fig. 5.26). It is consistent with the conclusions from the results in Fig.
5.26. This observation from the simulation is also consistent with the water flow in GDL
mechanism proposed by Litster et al.[76]. The local saturation curve along through-plane
direction varying with time are shown in Fig. 5.29.
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Figure 5.29.: Local saturation along the through-plane direction of switch-off velocity case at
different evolution time 𝑡. (Geometry 1)

It is seen that the local saturation along the through-plane direction are fluctuated with
time. It means the water inside of GDL are reorganized, particularly the region close to
the outlet (0.6 < 𝑥* < 1), the fluctuation of saturation is not liner (or irregular). The
shape of water distribution inside of GDL is different from the situation before switching
off velocity and some water in GDL are receding. The elevation plot of situation after
the switch-off time (𝑡off = 14.3 ms) are presented on the Fig. 5.30.

Figure 5.30.: Elevation plots of water distribution at different evolution time 𝑡 after the switch-
off time 𝑡off = 14.3 ms. (Geometry 1)

It is observed from Fig. 5.30 that some water is sucked out of the GDL to form the
bigger droplets on the GDL. But the main routes inside of GDL does not change very
much with evolution time. The water distribution details inside of GDL can be checked
on the cross plane I and II (see Fig. 5.2) at different evolution time are shown in Fig.
5.31.
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5.6. Wettability effect

Figure 5.31.: Water distribution on cross plane I and II (see Fig. 5.2) after the switch-off
time 𝑡off = 14.3 ms at different evolution time 𝑡 (3D results are in Fig. 5.26).
(Geometry 1) (yellow frame region: the main changes area on the cross plane)
red: air; green: GDL; blue: water.

This phenomenon were also observed in some experiments and the physical theory behind
were analyzed with schematic figures by Litster et al. [76].

∙ Conclusion
In a summary of geometry effects on liquid water transport through the GDL, the details
are analyzed from different aspects and situations including the macro view of formed
liquid droplets, the flow details, the droplets keep growing without removing and the
situation after switching off input liquid velocity. The saturation curves are different
with different GDL geometries. The saturation curves show an average relation to study
the physical phenomenon. The 3D details are analyzed for formed droplets and water
distribution inside of GDL. Once the liquid water breaks through the GDL, not specific
amount of droplets are formed on random positions on the GDL surface. As time goes
on, water flow through the GDL and saturation curves are presented dynamically. The
water flow routes in GDL are possible to be coalesced each other. When water flowing
breakthrough GDL, the saturation of water throat near the GDL interface does not
change with evolution time and the suck-back effect are observed on the GDL surface.
It is seen from the stream line figures that the droplets on GDL are formed with water
from the ’tree’ shape routes. The droplets are bigger and their shapes will be irregular as
evolution time goes by, because the GC is not considered and the irregular GDL surfaces.
In the switch-off velocity analysis, some liquid water are sucked out from GDL to formed
the bigger droplets on the GDL surface after switching off the inlet water velocity. The
formed bigger and irregular droplets are observed to be randomly distributed on the GDL
surface because of the GDL surface roughness.

5.6. Wettability effect
There were some simulation work using different material wettability to study its effects on the
flow behaviors in fuel cell components. For example, the contact angle on PTFE up to 140∘

was used on LBM water through GDL simulations by Mukherjee et al. [29] and Satjaritanun et
al. [68]. From the material production side, the material hydrophobicity can be improved by
some specific process and produce the super hydrophobic material, the contact angle on these
super hydrophobic surface can be up to 170∘ [148]. So it is worthwhile to study the wettability
effect on the water flowing through the GDL process.
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5. Simulation of liquid water through GDL

In this section, the contact angle on the PTFE materials improves to the 140∘ (𝜃PTFE = 𝜃idl ≈
140∘ with 𝐺adh,1 = −0.01, see Fig. 4.36). Except the contact angle on the PTFE 𝜃PTFE
changes to 140∘, other simulation setup and conditions are the same as before and described in
section 5.1. 10 GDL geometries which were also used to study geometry effect in section 5.5,
are applied on this section. The dynamic saturation curves of 10 geometries with 𝜃PTFE = 140∘

are shown in Fig. 5.32.
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Figure 5.32.: Dynamic saturation curves of 10 different geometries. (𝜃PTFE ≈ 140∘ with
𝐺adh,1 = −0.01)

The definition of breakthrough time 𝑡break and snapshot time 𝑡snap in geometry effects are the
same as that in section 5.5. It is seen from Fig. 5.32 that the breakthrough time is shorter
with 𝜃PTFE ≈ 140∘ than that with 𝜃PTFE = 110∘ (Fig. 5.18). The snapshot time 𝑡snap = 11.9
ms is chosen to analyze the water flow in this dynamic process. The results of 10 geometries
with 𝜃PTFE ≈ 140∘ at 𝑡snap = 11.9 ms are shown in Fig. 5.33

Figure 5.33.: Results of snapshot for 10 different geometries at 𝑡snap = 11.9 ms. (𝜃PTFE ≈ 140∘

with 𝐺adh,1 = −0.01)
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5.7. Summary

It is clear from Fig. 5.33 that material wettability have effects on the water flowing through
GDL. More breakthrough points are observed on the geometries in comparison with the results
in Fig. 5.19. On the snapshot time, some of the formed droplets shapes are irregular (geometry
1 and 8). Some new extra breakthrough points are observed while some same breakthrough
points are also observed in the results of 𝜃PTFE = 110∘. The dynamic local saturation along
the through-plane direction for geometry 5 is shown in Fig. 5.34.
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Figure 5.34.: Local saturation along the through-plane direction at different evolution time 𝑡
(𝜃PTFE ≈ 140∘ with 𝐺adh,1 = −0.01). (Geometry 5 in Fig. 5.33)

In comparison with the Fig. 5.20, it can be concluded the more hydrophobicity can shorten
the breakthrough time. In the region close to the inlet (0 < 𝑥* < 0.1), the local saturation in
different timesteps are quite similar and is less effected with evolution time. In the region close
to the outlet (0.9 < 𝑥* < 1) at 𝑡 = 11.9 ms, the saturation increases because of the droplets
are formed on the GDL surface. After the water breaking through the GDL, the position with
the lowest local saturation can be ’throat’ position and close to the outlet, which is consistent
with the observation in Fig. 5.21.

∙ Conclusion

Some conclusions can be got concerning the wettability effects. With higher hydropho-
bicity, the water flow is affected and it is more easier to flow breaking through the GDL.
The droplets are formed randomly on the GDL surface which are different from that with
other hydrophobicity. More breakthrough points are generated with higher hydrophobicity.
After flowing breaking through GDL, the total saturation inside of GDL is lower with
higher hydrophobicity. It can be concluded the higher hydrophobicity can decrease the
risk of flooding in the PEFC.

5.7. Summary
In this section, main conclusions from some fundamental effects analysis above are summarized.
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5. Simulation of liquid water through GDL

(i) Buffer space thickness effect. The small buffer space thickness (such as 5 l.u.) has
effect on the water flowing through the GDL and will cause the extra flow route. The
buffer space with thickness 10 l.u. is decided to apply on all the afterward water flowing
through the GDL simulations.

(ii) Domain size effect. The domain sizes have effect on the water flowing through the
GDL. In order to observe some phenomenon (such as contact angle and breakthrough
point) of two-phase flow in GDL, the domain size is suggested at least 0.45 mm × 0.45
mm (300 l.u. × 300 l.u.). It is decided the domain size with 0.6 mm × 0.6 mm (400 l.u.
× 400 l.u.). are applied on all water flowing through the GDL simulations.

(iii) Capillary number effect. The capillary number has effect on the water flowing through
the GDL. The capillary ’fingers’ are more clear with the smaller capillary number. Ca≈10−4

is decided to applied on the all water flowing through the GDL concerning the operated
PEFC.

(iv) Geometry effect. The geometry structures have effect on the water flowing through
the GDL. 22 different GDL structures, which are based on the stochastic algorithm and
equivalent to the real GDL structures, are applied to the all water flowing through the
GDL simulations. After water flowing breakthrough the GDL, asymmetric droplets are
formed randomly on the GDL surface.

(v) Wettability effect. The different wettabilities (𝜃PTFE ≈ 110∘ and 𝜃PTFE ≈ 140∘) have
effect on the water flowing through the GDL. The water flowing breakthrough time is
shorter with higher hydrophobicity.
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6.Statistic analysis of liquid water
through GDL

Concerning the application of the simulation results from chapter 5, the irregular droplets will
be randomly formed on the GDL surface after water flowing breakthrough the GDL. Therefore,
the main random results can be analyzed statistically, such as the apparent contact angle
and breakthrough point distance. As one of main motivation summarized in chapter 1.1,
some detailed information are expected from the simulation results to bridge the gap in the
multi-scale simulations of PEFC . In the multi-scale simulations, the apparent contact angle
and breakthrough point distance are output of LBM simulations in GDL, and they are two of
main input parameters in the cell-scale simulations (such as volume of fluid (VOF) simulation)
in GC. In this chapter, the apparent contact angle and droplets positions (breakthrough point
distance are analyzed statistically to describe the droplets shape and positions for application
(bridging the gap in multi-scale simulations of PEFC). The simulation setups and conditions are
discribed in section 5.1 and the GDL are assumed fully covered with PTFE, the 𝜃PTFE ≈ 110∘.

6.1. Apparent contact angle
In most cases in Fig. 5.19, the sphere-shape droplets are formed on GDL surface. Therefore,
a certain apparent contact based on a specific volume can be formed as well. According to
the literature, it is very well known that the roughness or carbon fiber irregularity will cause
the irregular droplet local apparent contact angles [173]. Meiron et al. compared different
contact angle measurement method for droplets on the rough surface [174]. Moreover, as
description in section 1.2.2, contact angle is one of main input parameters in the macro-scale
VOF simulations for GC. The contact angle can be obtained from a micro-scale simulation (like
LBM) and it will support the macro VOF simulations from the modeling side. In most of VOF
in GC cases, the contact angle is usually assumed to be from the ideal droplet on homogeneous
GDL surface [72], or based on the sessile droplet experiments [175], while the breakthrough
area is set to the regular shape with specific sizes [40]. In the sessile drop experiment, a gravity
negligible droplet is put on a sample surface and it is simplified to be a symmetric droplet[176].
The circle method (introduced in section 2.5) is applied to analyze the idealized contact angle
(assume an ideal droplet on the ideal smooth solid surface without any other external force)
based on the symmetry simplification which is not realistic [145]. The VOF simulations in GC
have a certain inaccuracy from mainly two aspects. The one is that the formed droplets on
GDL are asymmetric because of their irregular surface. Another one is the droplet contact
area is affected by the irregular structures inside of the GDL (liquid droplets are not purely
contact GDL surface). Therefore, the apparent contact angles are analyzed in details in this
section. The contact angle can also be measured with the dynamic sessile drop method and
it is similar to the static sessile drop but the drop to be modified. It determines the largest
contact angle possible without increasing the contact area by adding volume dynamically [177].
The maximum angle is the advancing angle and when volume is removed to produce the
smallest angle, the receding angle [178]. In this simulation, water droplets are growing and
the droplet shape is more likely to be the advancing angle. Therefore, the apparent contact
angle can also be understood as the advancing angle and possibly compared with that from the
experiments. The apparent contact angle is the contact angle viewed from a certain direction
which is vertical to the solid surface.
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6. Statistic analysis of liquid water through GDL

As the results of geometry effects in Fig. 5.19 of section 5.5, touching and non-touching
droplets are observed in some geometries (e.g. touching boundary droplet in geometry 9 and
non-touching boundary droplets in geometry 4 of Fig. 5.19). In this section, only the biggest
non-touching droplet in every geometry are considered. Therefore, only the geometries 1 to 7
fulfilled this constraint and geometries 8 to 10 are not taken into account. According to the
results in Fig. 4.34, the maximum error 𝜖max is smaller for the bigger droplet. So only the
biggest droplet on every geometry are discussed. The example case of geometry 5 is shown in
Fig. 6.1 a), the biggest droplet is extracted from the GDL surface and apparent contact angles
are evaluated from view angles (VAs) (0∘, 30∘, 60∘ and 90∘). The droplet shape of VA=0∘

on geometry 5 is shown in Fig. 6.1 b). The breakthrough area on the GDL top layer of the
studied droplet is shown in Fig. 6.1 c).

Figure 6.1.: a) Snapshot of result on geometry 5 (Non-touching boundary droplets) [149];
b) Apparent contact angles of subsection when VA=0∘ in Fig. 6.1 a). c) The
breakthrough area on the GDL top layer of the extracted droplet from Fig. 6.1 a).
Blue: water; green: carbon fiber; purple: subsection for VA; red: air.

There are two apparent contact angles (on the left hand side 𝜃ap,l and on the right hand
side 𝜃ap,r) on a VA in Fig. 6.1 b). The droplet height 𝐻drop is shown in Fig. 6.1 b) and
the breakthrough area 𝐴drop are the water region in Fig. 6.1 c). 𝜃ap,l is not equal to 𝜃ap,r
and it means this droplet is asymmetric when VA=0∘. The apparent contact angles 𝜃ap of 7
geometries in different VAs are shown in Fig. 6.2.
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Figure 6.2.: Apparent contact angles 𝜃ap in four VAs of 7 geometries. [149]

It is observed that 𝜃ap are not equal in every geometry and different VAs. In very a few cases,
droplet shapes are quite close to the symmetric, like geometry 1 with VA=90∘ and geometry 4
with VA=90∘ (𝜃ap,l and 𝜃ap,r are overlaping each other and equals 𝜃ap in Fig. 6.2). All 𝜃ap are
distributed within a certain range. Therefore, 𝜃ap are analyzed statistically and the variation
coefficient 𝑐𝑣 is studied in detail. 𝑐𝑣 is a dimensionless variable and describes the amount of
variability (standard deviation 𝜎𝑠𝑑) relative to the mean value 𝜃. The 𝑐𝑣, 𝜎𝑠𝑑 and 𝜃 can be
calculated by the formulas in Eq. (6.1).

𝑐𝑣 = 𝜎𝑠𝑑/𝜃 ; 𝜎𝑠𝑑 =

⎯⎸⎸⎸⎷ 1
𝑁𝑠

𝑁𝑠∑︁
𝑗=1

(𝜃ap,𝑗 − 𝜃)2 ; 𝜃 = 1
𝑁𝑠

𝑁𝑠∑︁
𝑗=1

𝜃ap,𝑗 (6.1)

where 𝜃ap,𝑗 is the apparent contact angle with the sample order 𝑗. 𝑁𝑠 is the sample amount
and equals 8 for every geometry and in total 56 for all 7 geometries. Then the 𝜃, 𝜎𝑠𝑑 and 𝑐𝑣

concerning geometries (subscript with ’geo’) and VAs (subscript with ’va’) are shown in Table
6.1 and Table 6.2.

Table 6.1.: 𝜃ap,geo, 𝜎𝑠𝑑,geo and 𝑐𝑣,geo concerning geometries [149]
Geometry NO. 𝜃ap,geo /

∘ 𝜎𝑠𝑑,geo /
∘ 𝑐𝑣,geo /-

1 137 3.6 0.026
2 126 5.3 0.042
3 136 10.9 0.080
4 129 8.5 0.066
5 126 9.0 0.072
6 136 8.9 0.065
7 128 8.6 0.067
Average value 131.0 7.8 0.060
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6. Statistic analysis of liquid water through GDL

It is seen from Table 6.1 that the 𝑐𝑣,geo are different in geometries. It shows the variation
according to different positions on the GDL surface.

Table 6.2.: 𝜃ap,va, 𝜎𝑠𝑑,va and 𝑐𝑣,va concerning VA in all geometries [149]
VA /∘ 𝜃ap,va /

∘ 𝜎𝑠𝑑,va /
∘ 𝑐𝑣,va /-

0 133 10.0 0.075
30 132 9.3 0.070
60 129 7.5 0.058
90 130 9.2 0.071
Average value 131.0 9.0 0.069

It is seen from Table 6.2 that 𝑐𝑣,va in different VAs are different. It shows the variation according
to the surface roughness at one breakthrough location. In comparison with 𝑐𝑣,geo and 𝑐𝑣,va,
they fluctuated on different geometries and VAs. But the variance along the VA is in the same
order of magnitude as the variance along the geometries. Both geometries and view angles
affects the apparent contact angle. The average values of 𝑐𝑣,geo (0.060) and 𝑐𝑣,va (0.069) are in
the same range and it means effects mentioned above dominated the apparent contact angles.
In order to compare the results with the idealized contact angle 𝜃idl (with the simplified circle
method), a dimensionless number 𝜂 is introduced in Eq. (6.2).

𝜂 = 𝑉drop,idl
𝐻drop,idl𝐴drop,idl

(6.2)

where 𝑉drop,idl and 𝐻drop,idl (see Fig. 6.1 b)) are the idealized volume and height of droplet
separately, while 𝐴drop,idl is the idealized breakthrough area (see Fig. 6.1 c)) on the GDL
surface). For the idealized droplet (symmetric) on the smooth surface, the droplet shape is an
ideal sphere cap shape and the breakthrough region is an ideal circle. The volume 𝑉drop,idl and
breakthrough area 𝐴drop,idl of idealized droplet can be calculated by Eq. (6.3).

𝑉drop,idl = 𝜋𝐻drop,idl
6

[︃
3
(︂
𝐿drop

2

)︂2
+𝐻2

drop,idl

]︃
; 𝐴drop,idl = 𝜋

(︂
𝐿drop

2

)︂2
(6.3)

𝐿drop is the contact length the same as that in Eq. (2.32). Combined with Eq. (6.2), Eq.
(6.3) and Eq. (2.32), the dimensionless 𝜂 of the ideal spherical cap droplet is

𝜂 = 𝑉drop,idl
𝐻drop,idl𝐴drop,idl

=
[︃
𝜋𝐻drop,idl

6

(︃
3
(︁𝐿drop

2
)︁2

+𝐻2
drop,idl

)︃]︃⧸︃[︃
𝐻drop,idl𝜋

(︃
𝐿drop

2

)︃2]︃

= 1
2 +

2𝐻2
drop,idl

3𝐿2
drop

=
[︃
3 + tan

(︃
𝜃idl
2

)︃]︃⧸︃
6

(6.4)

Then the relation between the idealized contact angle 𝜃idl and 𝜂 can be derived from Eq. (6.5).

𝜃idl = 2arctan(6𝜂 − 3) (6.5)
Assume the droplet volume 𝑉drop and height 𝐻drop in simulation are the same as the idealized
droplet volume 𝑉drop,idl and idealized droplet height 𝐻drop,idl, the equivalent radius of half sphere
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6.1. Apparent contact angle

𝑅eq ( the same as 𝑅init on the contact angle test in section 4.4) follows 𝐿drop/2 = 𝐻drop = 𝑅eq.
The Eq. (6.3) can be reorganized to Eq. (6.6).

𝑅eq =
(︂3𝑉drop,idl

2𝜋

)︂ 1
3

=
(︂3𝑉drop

2𝜋

)︂ 1
3

(6.6)

The height 𝐻drop, breakthrough area 𝐴drop, volume 𝑉drop and 𝑅eq (equivalent with that in CAT
in section 4.4) of the biggest droplet on every geometry is summarized in Table 6.3. The
idealized parameters 𝐻drop,idl, breakthrough area 𝐴drop,idl, volume 𝑉drop,idl are the same as the
parameters 𝐻drop, 𝐴drop and 𝑉drop from the simulation.

Table 6.3.: Height 𝐻drop, breakthrough area 𝐴drop, volume 𝑉drop, and 𝑅eq of the biggest droplet
in seven geometries [149]

Geometry No. 𝐻drop /10−3 mm 𝐴drop /10−3 mm2 𝑉drop /10−3 mm3 𝑅eq /l.u.
1 131 19.7 3.51 79
2 126 9.8 1.43 58
3 84 16.8 1.45 59
4 111 9.3 1.15 54
5 83 11.1 0.94 51
6 104 10.0 1.39 58
7 114 11.5 1.36 58
𝜃𝑎𝑝,𝑔𝑒𝑜 108 12.6 1.60 -
𝜎𝑠𝑑,𝑔𝑒𝑜 18.77 4.02 0.86 -
𝑐𝑣,𝑔𝑒𝑜 0.17 0.319 0.54 -

It is seen that all 𝑅eq in Table 6.3 are larger than the largest 𝑅eq (= 𝑅init=50 l.u. in Fig. 4.34),
so these formed biggest droplet on every geometry is large enough to calculate contact angle
accurately (𝜖 ≈ 0.5∘ caused by discrete lattice). The 𝜎𝑠𝑑,geo and 𝜎𝑠𝑑,va (in Table 6.1 and Table
6.2) are larger than 𝜖max ≈ 0.5∘, it means geometries and regular structures dominate the
droplet shape. The 𝐴 are not uniform because of the stochastic GDL structure and different
breakthrough time. Concerning the breakthrough area, it is in the range from 9.3 × 10−3

mm2 to 19.7 × 10−3 mm2. In the cell-scale VOF simulations of water in GC, the single
breakthrough area is one of input parameters [40]. This work gives a breakthrough area in
quantity ((12.60±4.02)×10−3 mm2). The 𝐻 and 𝑉 are not equal in all geometries due to the
same reasons of non-uniform 𝐴. It is also found in Table 6.3 that the 𝑉 cause the maximum
𝑐𝑣,geo (= 0.17), 𝐻 causes the minimum 𝑐𝑣,geo (= 0.54) while 𝐴 causes the intermediate 𝑐𝑣,geo
(0.319).
Extract some data from Table 6.3, 𝜂 and 𝜃idl (calculated by Eq. (6.2) and Eq. (6.5)) are
reorganized in Table 6.4. Summarize apparent contact angles concerning geometries 𝜃ap,geo,
standard deviation 𝜎𝑠𝑑,geo, maximum and minimum apparent contact angle 𝜃ap,max and 𝜃ap,min
of every geometry in Table 6.4.
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6. Statistic analysis of liquid water through GDL

Table 6.4.: 𝜂, 𝜃idl, 𝜃ap,geo with 𝜎𝑠𝑑,geo, 𝜃ap,max and 𝜃ap,min of the geometries [149]
Geometry NO. 𝜂 𝜃idl /

∘ 𝜃ap,geo ±𝜎𝑠𝑑,geo /
∘ 𝜃ap,max /

∘ 𝜃ap,min /
∘

1 1.3784 133 137±4 143 132
2 1.1702 127 126±5 133 119
3 1.0450 122 136±11 153 123
4 1.1328 126 129±8 147 120
5 1.0433 122 126±9 140 114
6 1.3608 133 136±9 152 122
7 1.0495 122 128±9 140 115
Average value 1.1686 126.9 131.0±7.8 144.0 120.6

𝜃ap,geo and 𝜎𝑠𝑑,geo are extracted from Table 6.1 while 𝜃ap,max and 𝜃ap,min are taken from from Fig.
6.2. 𝜃idl and 𝜃ap,geo are very close and in the same order of magnitude. It observes the relation
𝜃ap,geo > 𝜃idl (except geometry 2 and 3). Especially in geometry 3, the difference between
𝜃ap,geo and 𝜃idl is bigger than the 𝜎𝑠𝑑,geo while this situation is not observed in other geometries.
It can be concluded that the idealized contact angle 𝜃idl can be used in the cell-scale VOF
simulations (the most of previous literature did that). However, the apparent contact angle in
this work can give more accurate detailed information to cell-scale VOF simulations including
the standard deviation. The apparent contact angles are different and the formed droplets are
irregular not only with geometries but also with VA, this conclusion can be got by comparing
the 𝜃ap,max, 𝜃ap,min with 𝜃ap,geo.

∙ Conclusion
The slopes of dynamic saturation curves decrease when liquid water broke through the
GDL. Irregular liquid water droplets are formed randomly on the GDL surface. The
different droplet shapes are proved by the apparent contact angles from different view
angles. Due to a series of VAs, there is a distribution of 𝜃ap for one droplet. The droplets
have different shapes, they are effected by the irregular GDL structures. The optimum
parameters are chosen for the SPPT method to analyze the local apparent contact angle.
The 𝜃ap of the biggest droplet in every geometry were investigated statistically. The
𝐻drop, 𝐴drop and 𝑉drop are not equal in terms of geometries. The idealized contact angle
𝜃idl are not fixed but is instead by a distribution in a certain range. The influence from
geometries and view angles are in a similar range. The output of 𝜃ap can be the one of
the input parameters in the macro-scale two-phase simulations in the GC for PEFC. In
this sense, they can bridge the gap between the mesoscale and cell scale simulations of
PEFC.

6.2. Breakthrough point distance
In this section, breakthrough point distances (BPD) are analyzed. According to the results in
Fig. 5.19, sphere-shape droplets are formed through the breakthrough points (BPs) on the
GDL surface. In the theory of multi-scales simulations, the results from micro-scale simulations
can be the input of cell-scale simulations [179]. In the cell-scale VOF simulations, the same as
the description of contact angle in section 6.1, BPD is one of main simulation setups [39]. In
previous literature, the breakthrough point distance was a variable condition and have influence
on the water flows on GDL-GC interface [70][71][21]. During the experiments, some certain
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breakthrough points were also observed. Djilali’s group [75][76] did the dynamic experiment
to observe water flowing through GDL process under different wettability and compression.
Santamaria et al. [78] observed a series of BPs with a series of GDL thickness, water flux and
input penetration area. Bazylak et al. [73] observed the dynamic BPs in an ex-situ experiment.
Gao et al. [85] and Shahraeeni [83] observed BPs are distributed in different styles of GDL
from in-situ experiments by image postprocessing.
In a summary, the water BPs on GDL were observed during in-situ or ex-situ experiments
but rare literature study it from the simulation side. The results of LBM simulations in this
work is possible to provide the details and support cell-scale VOF simulations. The simulation
setups and initialization were described in section 5.1 to ensure Ca≈10−4. This range of Ca is
reasonable (can happen in the operating PEFC, as discussed in section 1.2.1) and it also used
in some ex-situ water through GDL experiments setups to guide fuel cell development [53]. In
order to ensure a large sample size, 22 realized fully covered PTFE Toray TGP090 GDLs are
used to study the BPD. During this dynamic process, the breakthrough time and snapshot time
are chosen the same as that in Fig. 5.18. The BP position is evaluated based on a snapshot in
a highly dynamic process - as also observed by Bazylak et al. [180]. The results on 10 of 22
geometries were already shown in Fig. 5.19. The breakthrough area are checked in detail for
boundary touching droplets, and only the bigger part of breakthrough area on the boundary
are considered while the smaller part of droplets which appear on the opposite boundary (due
to periodic condition) are not taken into account. Moreover, the BPD is only calculated within
the simulation domain, neglecting the distances to mirrored BPs caused by a checker board
setup due to the periodic boundary condition.
One of geometries (geometry 15) is chosen to present the details of BPD in Fig. 6.3 a). And
the situation on the GC-GDL interface is shown in Fig. 6.3 b) with three BPs (red) and three
BPDs (yellow, marked with I to III).

Figure 6.3.: a) Snapshot of result in geometry 15. b)Breakthrough points (P.1, P.2 and P.3 in
Fig. 6.3 a)) and BPDs (labeled with I, II and III) on GC-GDL interface (Pink: air;
Blue: water; Red: breakthrough points; Yellow: BPD). [181]

BP is on the geometry center (𝑥BP, 𝑦BP and 𝑧BP) of water region on GC-GDL interface and
can be calculated by Eq. (6.7).

𝑥BP =
∑︀𝑁𝑝

𝑗=1 𝑥𝑗

𝑁𝑝

; 𝑦BP =
∑︀𝑁𝑝

𝑗=1 𝑦𝑗

𝑁𝑝

; 𝑧BP =
∑︀𝑁𝑝

𝑗=1 𝑧𝑗

𝑁𝑝

(6.7)

where 𝑁𝑝 is the pixel amount on the breakthrough area, while (𝑥𝑗, 𝑦𝑗 and 𝑦𝑗) is the position
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6. Statistic analysis of liquid water through GDL

of 𝑗th grid in the breakthrough area. Two kinds of BPD are studied in this section:

(i) Specific BPD (S-BPD).

It is defined as normal BPD between two breakthrough points without any constraint in
a specific domain (e.g. three S-BPD are the BPDs shown in Fig. 6.3 b)). It is affected
by the domain size and it will be larger with the bigger domain (more BPs will be formed
on a bigger area).

(ii) Shortest neighbor BPD (SN-BPD).

It is a shortest constraint BPD between every neighbor BP. For every droplet, the distance
to the nearest neighbor is taken. The SN-BPD can be filtered from data of S-BPD and
it is assumed independent of the domain size (e.g. BPD II and III are the two SN-BPDs
for three BPs).

BPs are irregularly produced on geometries from Fig. 5.19, so the BPD length 𝐿𝑘 and the
variation coefficient 𝑐𝑣 are analyzed statistically [182]. The subscript 𝑘 can be replaced by the
abbreviate of two kinds BPD (’sbp’ for S-BPD and ’snbp’ for SN-BPD). 𝑐𝑣,𝑘 is a dimensionless
variable which describes the relative variance to the mean value and can be calculated by the
Eq. (6.1), but 𝜃 is replaced by �̄�𝑘, 𝜃ap,𝑖 and 𝜃 are replaced by 𝐿𝑘,𝑖 and �̄�𝑘 (standard deviation
𝜎𝑠𝑑,𝑘 and mean value �̄�𝑘 are summarized in Eq. (6.8)).

𝜎𝑠𝑑,𝑘 =

⎯⎸⎸⎸⎷ 1
𝑄𝑘

𝑄𝑘∑︁
𝑗=1

(𝐿𝑘,𝑗 − �̄�𝑘)2 ; �̄�𝑘 = 1
𝑄𝑘

𝑄𝑘∑︁
𝑗=1

𝐿𝑘,𝑗 (6.8)

where 𝑄𝑘 is the amount of sample data. For S-BPD, 𝑄𝑘 follows the combinations and can be
calculated by Eq. (6.9)

𝑄sbp = 𝐶(𝑁𝑠,geo, 2) = 𝑁𝑠,geo(𝑁𝑠,geo − 1)
2 (6.9)

where 𝑁𝑠,geo is the number of BP in one geometry and 𝐶(𝑁𝑠,geo, 2) is the number of 2
combinations (because of distance between two BPs) of an 𝑁𝑠,geo-set. For the geometries
which have only one breakthrough point, there will be no BPD (𝑄sbp = 0, see Eq. (6.9)).
There are 5 of 22 geometries which have only one breakthrough point, therefore the following
results are only presented in 17 geometries. The geometry sequence are ordered continuously
from 1 to 18 without the touching-boundary geometries. The result of S-BPD and SN-BPD in
every geometry are shown in Fig. 6.4 a) and Fig. 6.4 b). the �̄�𝑘 and 𝜎𝑠𝑑,𝑘 are calculated by
Eq. (6.8).
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Figure 6.4.: a) The result of S-BPD in geometries. b) The result of SN-BPD in geometries.
[181]

It is seen from Fig.6.4 a) and b) that both S-BPD and SN-BPD are randomly arranged. The
sample size of SN-BPD is smaller than that of S-BPD because SN-BPD is extracted from
S-BPD. Their mean values (�̄�sbp = 215.1 µm and �̄�snbp = 175.6 µm) are in the same range
but with approximate 20% difference. If compare their standard deviation (𝜎𝑠𝑑,sbp = 98.6
µm and 𝜎𝑠𝑑,sbp = 81.8 µm), they are also different but in the similar range. But if compare
the standard deviation on every geometry with all geometries, they are in the same order of
magnitude for most cases except some cases with only one BPD or BPs are very close on
the geometry (geometry 7). The 4-quartile are analyzed for all data, the 1st quartile and 3rd
quartile are shown as well in Fig. 6.4 a) and Fig. 6.4 b). The 1st quartile and 3rd quartile
means 25% and 75% of total amount of samples are less than less than 1st quartile and 3rd
quartile separately. The range between 1st and 3rd quartile is called the interquartile range.
These statistical properties are summarized in Table 6.5

Table 6.5.: 1st, 3rd quartile and interquartile range of S-BPD and SN-BPD
1st quartile /µm 3rd quartile /µm Interquartile range /µm

S-BPD 151.8 274.8 123.0
SN-BPD 106.9 226.9 120.0

It can be seen from Table 6.5 that their 1st quartile and 3rd quartile are different, but the
interquartile range are quite similar. It shows that the extreme values for the S-BPD distribution
were cut off to get the SN-BPD. The 𝑄sbp and 𝑄snbp of every geometry are shown in Fig. 6.5
a) and the total values are summarized in Table 6.6.
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Figure 6.5.: a) Amount of S-BPD (𝑄sbp) and SN-BPD (𝑄snbp) in geometries. b) Cumulative
probability plot of S-BPD and SN-BPD [181].

It is clear that 𝑄sbp > 𝑄snbp in every geometry. For the geometry with only one S-BPD, they
have the relation 𝑄sbp ≡ 𝑄snbp, 𝐿sbp ≡ 𝐿snbp and 𝜎𝑠𝑑,sbp ≡ 𝜎𝑠𝑑,snbp ≡ 0. For the geometries
with three S-BPD, they have the general relation 𝑄𝑠𝑑,snbp = 𝑄𝑠𝑑,sbp − 1 = 2, and it means
three BPs are not distributed with a equilateral triangle style (𝑄𝑠𝑑,snbp ≡ 1) on the GC-GDL
interface. For the geometries with more than three S-BPD, the difference between 𝑄𝑠𝑑,sbp and
𝑄𝑠𝑑,snbp are not fixed and follow the quite general rule 𝑄𝑠𝑑,snbp < 𝑄𝑠𝑑,sbp. It tells us that four
or five BPs on every geometry are distributed even more complex and irregular than that with
three BPs. (see geometries 3, 16 and 17 in Fig. 6.5 a)). It is also seen three geometries with
many BPs (geometries 3, 16 and 17) and they have a large impact on the S-BPD than the
other geometries. For even large domain size (≫ 0.6 mm × 0.6 mm), the BPs will increase
and it will affect the S-BPD but not the SN-BPD.
It can be concluded from Fig. 6.4 a) and Fig. 6.4 b) that S-BPD and SN-BPD are distributed
irregularly. Therefore, the Lilliefors test is done to evaluate statistically whether S-BPD and SN-
BPD follow a normal distribution or not [183]. It tests the normal distribution that data come
from a normal distributed population which the expected value and distribution variance are
not specified [184]. The Lilliefors tests are all proceeded by the function ’[𝐵𝑘,𝜙𝑘,𝐷𝑘=lillietest]’
in MATLAB2009 [185]. The returned 𝐵𝑘 is a binary parameter presenting the test conclusion.
𝐵𝑘 = 0 indicates that the null hypothesis cannot be rejected at the 5% and 𝐵𝑘 = 1 means
that the null hypothesis can be rejected at the 5% [186]. The 𝜙𝑘 is returned the value in the
range (0 1) and presents the probability of observing a test statistic as extreme as (or even
more extreme than) the observed value under the null hypothesis [185]. 𝐷𝑘 is the maximum
discrepancy between the empirical distribution function (EDF) and cumulative distribution
function (CDF), which can be defined by the formula in Eq. (6.10)

𝐷𝑘 = max
16𝑖6𝑄𝑘

|CDF(𝑖) − EDF(𝑖)| (6.10)

where 𝑖 is the sample order number. The EDF and CDF of the S-BPD and SN-BPD are shown
on the cumulative probability plot in Fig. 6.5 b). It can be seen that both EDF and CDF are
fitted very well for both S-BPD and SN-BPD. The results of the Lilliefors test are Summarized
in Table 6.6 and it is possible to analyzing whether the 𝐷𝑘 is large enough to be statistically
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6.2. Breakthrough point distance

significant (5%) and requiring rejection of the normal distribution.

Table 6.6.: Results of the Lilliefors test for S-BPD and SN-BPD [181]

𝑘 𝑄𝑘 �̄�𝑘

/µm
𝜎𝑠𝑑,𝑘

/µm 𝑐𝑣,𝑘 𝐵𝑘 𝜙𝑘 𝐷𝑘

S-BPD ‘sbp’ 56 215.1 98.6 0.46 0 0.68 0.07
SN-BPD ‘snbp’ 36 175.6 81.8 0.47 0 0.49 0.11

S-BPD and SN-BPD have different 𝑄𝑘. It should be care that in the application on the larger
domain or even cell-scale VOF simulations in GC, bigger 𝑄sbp have to be considered because
𝑄sbp will increase with a big order of magnitude (𝑂(𝑄2

𝑘,geo)), see Eq. (6.9). 𝑄snbp may also
raise in a bigger domain but the statistic characteristics of SN-BPD is independent of domain
size, and SN-BPD can be one of input cell-scale modeling setups. It is also seen from Table
6.6 that S-BPD and SN-BPD have the quite similar relative variability 𝑐𝑣,𝑘. �̄�𝑘 and 𝜎𝑠𝑑,𝑘 of
them have the same order of magnitude but different values (because of different sample sizes
and SN-BPD are filtered from S-BPD). Both S-BPD and SN-BPD can be characterized by a
normal distribution (𝐵𝑘 = 0). S-BPD has the bigger 𝜙𝑘 and smaller 𝐷𝑘 than that of SN-BPD
because S-BPD has a bigger sample size. But both can be compared with the similar problem
with the same sample size from experiments.

∙ Conclusions
In order to observe the formed droplets or breakthrough points on the geometries used
in breakthrough point distance analysis, the domain size is suggested to be at least equal
or bigger than the mean SN-BPD with deviation (175.6±81.8 µm). This conclusion
explained the reason no droplets or breakthrough points formed in the smaller cut-off
domain sizes (see Fig. 5.10 200 l.u.×200 l.u. (300 µm×300 µm) and 100 l.u.×100 l.u.
(150 µm×150 µm)) in section 5.3. SN-BPD was identified to be independent for the
domain size. The quantities of S-BPD and SN-BPD are different in geometries. The
S-BPD which is based on the certain domain size, are randomly distributed on geometries.
The SN-BPD usually has less quantity than S-BPD. In comparison with the cumulative
probability plot of S-BPD and SN-BPD, their shapes are different but their EDF are fitted
with CDF separately. The both distributions of S-BPD and SN-BPD can be described by
the normal distribution according to the Lilliefors test. They can be characterized with
different mean value and the standard deviations, but they are in the similar order of
magnitude. The SN-BPD can provide more useful information on quantity and quality
for input simulation setups of cell-scale simulations in GC. From the application and
characterization of water flowing through the GDL side, the SN-BPD is preferred because
of its independence from the domain size. Simulation on stochastic geometries create
results which have statistical variations because of the variation in the geometry data.
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7.PTFE effects on water through GDL

In this chapter the PTFE effects on liquid water breaking through GDL are studied. As
introduced in section 1, the GDL is usually processed by coating hydrophobic material PTFE on
it to improve the hydrophobicity of GDL. The PTFE is assumed to cover with fixed thickness
on the carbon fiber surface. In the present geometry model, the cover fraction (c.f.) of PTFE
(𝛽cover) can be specified, then the PTFE is randomly cover to the certain region until it reaches
the defined cover fraction (explained in section 3.2). It is the definition of how much area of
carbon fibers are covered with PTFE. Usually the weight fraction (w.f) is given in literature as
well as by the manufactures [5].

7.1. Simulation setups and conditions

In this section, the ShanChen MRT-EDM model is applied on all simulations of water flowing
through GDL with different PTFE distributions. One of geometries (geometry 5) is applied on
simulations. The simulation setups and boundary conditions are the same as that of dynamic
simulation of liquid water through GDL in section 5.1. The graphic representation of simulation
setups are shown in Fig. 5.1. The fixed velocity is defined on the inlet to ensure the Ca≈ 10−4.
The open condition is applied on the outlet of domain. Besides inlet and outlet boundaries,
periodic condition are applied on the other boundaries. The GDL properties (domain area is
0.6 mm× 0.6 mm, GDL thickness is 0.195 mm and porosity is 0.8) are the same as that used
in the section 5 of dynamic simulation of liquid water through GDL. On the GDL structure,
PTFE are distributed with different styles including :

(i) In-plane PTFE distribution. PTFE are distributed in-plane direction. In the half of GDL
in-plane direction is fully covered with PTFE and another half is fully non-PTFE region.
Four styles with c.f.50% (called S.1 to S.4) in-plane PTFE distribution are discussed.

(ii) Whole-GDL PTFE distribution. Different content of PTFE are distributed in whole GDL.
Five cases are discussed concerning whole GDL including: whole-GDL c.f.0%, whole-GDL
c.f.33%, whole-GDL c.f.50%, whole-GDL c.f.66% and whole-GDL c.f.100%.

(iii) Two-sections-through-plane PTFE distribution. The whole GDL is divided into two
sections along the through-plane direction. PTFE is fully covered on one of sections.

(iv) Sandwich-through-plane PTFE distribution. The whole GDL is divided into three sections
along the through-plane direction to create a ’sandwich’ style. The PTFE are distributed
on the two outer sections or the inner section.

(v) Quasi-linear-through-plane PTFE distribution. The whole GDL is divided into ten
sections to simplify the linear-through-plane PTFE distribution. PTFE on ten sections
are distributed with four different gradient (grad.-5%, grad.-2%, grad.2% and grad.5%).

The discussed PTFE distribution cases in this chapter are summarized in the Table. 7.1
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7. PTFE effects on water through GDL

Table 7.1.: Summary of discussed PTFE distributions in chapter 7 (Geometry 5)
Sections Title PTFE distributions Short description

7.2 In-plane PTFE
distribution

S.1 Half of GDL along in-plane
direction are fully covered with
PTFE, only total PTFE c.f.50%
are discussed. See Fig. 7.2

S.2
S.3
S.4

7.3
Whole-GDL
PTFE
distribution

whole-GDL c.f.0% Whole GDL is distributed with
different content of PTFE
including c.f.0%, c.f.33%, c.f.50%,
c.f.66% and c.f.100%. See
description in section 7.3

whole-GDL c.f.33%
whole-GDL c.f.50%
whole-GDL c.f.66%
whole-GDL c.f.100%

7.4
Two-sections-
through-plane
PTFE
distribution

Half of GDL along through-plane
direction are fully covered with
PTFE, only total PTFE c.f.50%
are discussed. See Fig. 7.11

Inlet-half c.f.50%
Outlet-half c.f.50%

7.5
Sandwich-
through-plane
PTFE
distribution

Inner c.f.33% PTFE distribution with sandwich
way including outer (fully PTFE in
two outer sections) and inner styles
(fully PTFE in one inner section).
Total PTFE c.f.33%, 50% and 66%
are discussed. See Fig. 7.17

Inner c.f.50%
Inner c.f.66%
Outer c.f.33%
Outer c.f.50%
Outer c.f.66%

7.6
Quasi-linear-
through-plane
PTFE
distribution

Four quasi-linear PTFE distribution
on ten section through-plane
direction. Four PTFE gradient
(grad.-5%, -2%, 2% and 5%) with
a fixed total PTFE c.f.66% are
discussed. See Fig. 7.26 a) †

Q-lin Grad.-5% c.f.66%
Q-lin Grad.-2% c.f.66%
Q-lin Grad.2% c.f.66%
Q-lin Grad.5% c.f.66%

The macro average flow behavior and the water distribution are studied in details. It is useful
as the standard unit to characterize GDL with certain PTFE, such as weight fraction and
cover fraction [93]. In this work, PTFE with a specific cubic volume (30 µm×30µm×30µm) is
distributed randomly on the carbon fiber surfaces until it reaches the defined cover fraction.
An algorithm is introduced to convert between weight fraction and cover fraction. The schematic
graph of how PTFE is coated on the endless single carbon fiber which is asymptotically equivalent
to the fibers of the GDL (all of them are connected each other), is shown in Fig. 7.1 b)

†The quasi-linear function of PTFE distribution along the through-plane direction is shown in Fig. 7.26 a)
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7.1. Simulation setups and conditions

Figure 7.1.: a) 3D realization GDL with 50% PTFE cover fraction. b) Schematic graph of
PTFE covered on the single carbon fiber. Green: PTFE; yellow: carbon fiber

It is assumed all carbon fibers in GDL can be mapped to one straight single cylinder carbon
fiber and the PTFE is covered on its surface with the uniform thickness. In the present
geometry model, the PTFE content does not change the porosity (because the average PTFE
thickness (<1 µm) is smaller than the geometry resolution (1.5 µm)) and it is allowed to do
this simplification according to experiments observation by Santamaria et al. [78] (the porosity
keeps almost constant at around 0.65 when PTFE content increases from w.f.20% to w.f.40%).
As shown in Fig. 7.1, single carbon fiber has the radius 𝑅carbon and PTFE is covered with
thickness 𝑅PTFE. According to this simplification, the cover fraction 𝛽cover can be calculated by
the ratio between PTFE height 𝐻PTFE and carbon fiber height 𝐻carbon as shown in Eq. (7.1).

𝛽cover = 𝐻PTFE
𝐻carbon

(7.1)

The weight fraction 𝜁weight is related with PTFE mass 𝑚PTFE and GDL mass 𝑚GDL presented
as Eq. (7.2).

𝛽weight = 𝑚PTFE
𝑚GDL

= 𝜌PTFE𝑉PTFE
𝜌GDL𝑉GDL

(7.2)

The PTFE density 𝜌PTFE = 2.2 g · cm−3 and GDL density 𝜌GDL = 0.44 g · cm−3 from the GDL
manufactures and literature [187][94]. The 𝜌GDL is used instead of pure carbon density because
usually how much of pure carbon included in GDL is very hard to know, and the carbon content
can be estimated by porosity from the GDL [187]. The porosity 𝜁 is usually known and can
be computed from the empty pore volume 𝑉pore and total GDL volume 𝑉GDL according to Eq.
(7.3).

𝜁 = 𝑉pore
𝑉GDL

= 𝑉GDL − 𝑉PTFE − 𝑉carbon
𝑉GDL

(7.3)

In combination with Eq. (7.2) and Eq. (7.3), we got the Eq. (7.4).

𝛽weight = 𝑚PTFE
𝑚GDL

= 𝜌PTFE𝑉PTFE

𝜌GDL
𝑉PTFE+𝑉carbon

1−𝜁

(7.4)

Then the volume of single carbon fiber cylinder 𝑉carbon and PTFE annulus 𝑉PTFE can be
calculated by Eq. (7.5).

𝑉carbon = 𝜋𝑅2
carbon𝐻carbon ; 𝑉PTFE =

(︁
𝜋(𝑅carbon +𝑅PTFE)2 − 𝜋𝑅2

carbon
)︁
𝐻PTFE (7.5)

Subtitute Eq. (7.5) to Eq. (7.4), it is possible to get the relation between 𝛽weight, 𝑅carbon and
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7. PTFE effects on water through GDL

𝑅PTFE as Eq. (7.6).

𝛽weight = 𝜌PTFE
𝜌GDL

(1 − 𝜁)(2𝑅carbon𝑅PTFE +𝑅2
PTFE)𝐻PTFE

(2𝑅carbon𝑅PTFE +𝑅2
PTFE)𝐻PTFE +𝑅2

carbon𝐻carbon
(7.6)

The ratio Γ = 𝑅carbon/𝑅PTFE is defined, its substitution in Eq. (7.6) and leads to the Eq.
(7.7).

𝛽weight = 𝜌PTFE
𝜌GDL

(1 − 𝜁)(2Γ + 1)𝐻PTFE
(2Γ + 1)𝐻PTFE + Γ2𝐻carbon

(7.7)

Combine the Eq. (7.7) with Eq. (7.1), the relation between 𝛽weight and 𝛽cover is shown in Eq.
(7.8).

𝛽weight = 𝜌PTFE
𝜌GDL

(1 − 𝜁)(2Γ + 1)𝛽cover
(2Γ + 1)𝛽cover + Γ2 (7.8)

The 𝛽weight and 𝛽cover can be freely converted to each other according to Eq. (7.8) when other
variables are known. In the literature, the PTFE are inhomogeneously distributed on the carbon
fiber surface. Its average thickness is less than 1 µm [188] and it was set 𝑅PTFE = 0.6 µm in
one of previous LBM simulation done by Chen et al. [153]. The 𝑅carbon ≈ 3.5 µm of Toray
TGP090 GDL [189]. Therefore, the ratio Γ = 𝑅carbon/𝑅PTFE ≈ 5.8 is defined. The porosity
𝜁 ≈ 0.8 is given in this work [32][190]. For example, when 𝛽cover = 50% then 𝛽weight ≈ 16%
according to Eq. (7.8). For the GDL manufacturers, the up-limit of weight fraction of PTFE
is not beyond 35% to compromise the industry (coating process) difficulties and porosity (the
bigger weight fraction will highly decrease GDL porosity) [78][91].
In the following parts under this section, five cover fractions of PTFE are mentioned and their
corresponding weight fractions are summarized in Table 7.2 according to Eq. (7.8).

Table 7.2.: Summary of cover fraction and weight fraction conversion. (𝜁 ≈ 0.8 and Γ ≈ 5.8)
Cover fraction (c.f.) 𝛽cover /% Weight fraction (w.f.) 𝛽weight /%

0 0
33 11
50 16
66 20
100 27

7.2. In-plane PTFE distribution

In this section, the water flow behaviors are studied with different In-plane PTFE distributions
with total c.f.50%. The PTFE is fully distributed (c.f.100%) on the half of GDL along the
in-plane direction, while another half is no-PTFE region (c.f.0%). The schematic graph of the
PTFE distribution on the four different in-plane PTFE distributions (two styles S.1 and S.2 are
related with the Z coordinate and another two styles S.3 and S.4 are for Y coordinate) are
shown in Fig. 7.2. Then the total PTFE c.f. is 50%. The PTFE transition interface is located
on the layer between PTFE and no-PTFE region, which is parallel to the X − Y or X − Z
surfaces. In theory, water flows preferably in the hydrophilic region because of less ’resistance’
on the water.
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7.2. In-plane PTFE distribution

Figure 7.2.: GDL with in-plane c.f.50% PTFE. (Geometry 5) Green: PTFE region; yellow:
no-PTFE. (S.1 and S.2: PTFE is covered in-plane along Z direction; S.3 and S.4:
PTFE is covered in-plane along Y direction.

The dynamic saturation curves of four in-plane PTFE distributions are shown in Fig. 7.3 a)
and the zoom of region near the snapshot time are shown in Fig. 7.3 b).
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Figure 7.3.: a) Dynamic saturation curves of different in-plane PTFE distributions (c.f.50%).
S.1 to S.4 are in-plane PTFE distributions in Fig. 7.2. b) Zoom of frame region in
Fig. 7.3 a). (Geometry 5)

It is seen that 𝑆total keeps growing with the same speed (slope of the dynamic total saturation
curves). The breakthrough times of S.1 to S.4 are evaluated in Fig. 7.3 b), when the slope of
total saturation curves decreases and their breakthrough time are quite similar and between
14 ms and 15 ms. The 𝑆total after water breaking through the GDL are slightly different
(Δ𝑆total ≈ 0.1) because of irregular structures in GDL. The snapshot time 𝑡snap = 14.4 ms is
chosen to check the water flow details. The results of PTFE c.f.50% along in-plane direction are
shown in Fig. 7.4 with a reference cross section which is vertical to the PTFE and non-PTFE
interface and passes through the axis of the square GDL geometry. The reference cross section
is to check the water distribution details within PTFE and no-PTFE regions.
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7. PTFE effects on water through GDL

Figure 7.4.: Results of snapshot for four in-plane PTFE distributions (c.f.50%) at 𝑡snap = 14.4
ms. (Geometry 5) Green: PTFE; yellow: no-PTFE; blue: water; red: reference
cross section (vertical to transition layer between PTFE and no-PTFE region).

From the Fig. 7.4, water flowing breakthrough the GDL are observed on the no-PTFE regions.
But the breakthrough point positions are not fixed (in cases S.2 and S.4, they are close to
the transition interface between PTFE and no-PTFE regions while S.1 and S.3 are not). The
elevation plot of water distribution on the four in-plane PTFE c.f.50% at 𝑡snap = 14.4 ms are
shown in Fig. 7.5 to check the water flow inside of GDL.

Figure 7.5.: Elevation plot of water distribution on the with four in-plane PTFE distributions
(c.f.50%) at 𝑡snap = 14.4 ms. (Geometry 5) (S.1 to S.4 are the in-plane PTFE
distributions the same as shown in Fig. 7.2)

It is seen that the no-PTFE regions are almost fully flooded (the elevation of water in the
no-PTFE region is larger than that in PTFE region). The boundary between PTFE and
no-PTFE can be seen from the water elevation plot. But the water flows from PTFE to
no-PTFE region are irregular and does not strictly follow the PTFE transition layer position.
This irregular water flows on the PTFE transition layer because of the different wettability in
the different pores formed by the irregular GDL structures. It can be explained with the critical
pressure 𝑃𝑐 of pores formed in GDL and it can be defined with formula in Eq. (7.9) [191].

𝑃𝑐 = 2𝜎𝑠cos𝜃
𝑅𝑝

(7.9)

with 𝜎𝑠 is the surface tension, 𝜃 is the contact angle and 𝑅𝑝 is the radius of pore. 𝑃𝑐 can be
positive (hydrophilic and cos𝜃>0), negative (hydrophobic and cos𝜃<0) or zero (cos𝜃=0). 𝑃𝑐 is
a vector which presents how much pressure is needed to flow through the pore. The imbibition
can happen spontaneously when 𝑃𝑐 is positive. The drag resistance drives on the fluid flow
when 𝑃𝑐 is negative. It is seen that the 𝑃𝑐 depends on the local wettability (contact angle 𝜃)
and pore structures (radius 𝑅𝑝). In hydrophobic situation and cos𝜃<0, it means the surface
tension force is driven opposite of the flow direction and it increase the flow resistance. As
description in section 3.2 and 7.1, the PTFE does not change the pore size distributions of GDL
geometries but only the local wettability are different. Therefore, 𝑅𝑝 does not change from the
macro-view (average) of the whole GDL, and the flow is only affected by the wettability from
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7.2. In-plane PTFE distribution

the macro-view. For the local flow inside of GDL, it is affected by both local wettability and
local pore size (see Eq. (7.9)). In the Fig. 7.5, the total water flows prefer the no-PTFE region
(cos𝜃 = 0), so the total water flow is dominated by the wettability. In the PTFE transition
position, the pore structure have influence and it cause the water on the PTFE transition
position is not exactly fixed with the PTFE transition layer.

The local void fraction along the through-plane direction is shown in Fig. 7.6 a) and the local
saturation along the through-plane direction at 𝑡snap = 14.4 ms are shown in Fig. 7.6 b).
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Figure 7.6.: a) Local void fraction along the through-plane direction of geometry 5 (PTFE
distribution S.1, S.2, S.3 and S.4 in Fig. 7.2 are based on this geometry). b) Local
saturation along the through-plane direction with four in-plane PTFE distribution
(c.f.50%) at 𝑡snap = 14.4 ms. (Geometry 5) (S.1 to S.4 are the in-plane PTFE
distributions the same as shown in Fig. 7.2)

It is seen from the local void fraction distribution in Fig. 7.6 a) that the local void fraction are
different due to the irregular structures. The macro porosity of GDL is calculated by the average
of local pore fraction. The water distribution in Fig. 7.6 b) decreases along the through-plane
direction close to a linear relation but not an exactly linear decreasing. The saturation in the
local position does not decrease linear (like case S.4), 𝑆 increases from 𝑥* ≈ 0.5 to 𝑥* ≈ 0.7)
because of irregular GDL local structures. It is observed that 𝑆 ≈ 1 in the inlet (𝑥* = 0)
due to the simulation setups and the buffer space is initially fully occupied by water (see Fig.
5.1 b)). In the outlet (𝑥* = 1), saturation of these four cases are the same. It means the
in-plane PTFE c.f.50% distribution perform the same breakthrough area on the GDL surface
at 𝑡snap = 14.4 ms. The water distribution on the cross section (shown in Fig. 7.4) for four
in-plane PTFE c.f.50% styles are shown in Fig. 7.7
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7. PTFE effects on water through GDL

Figure 7.7.: Water distribution on the reference cross section (red surface in Fig. 7.2). (Geom-
etry 5) (S.1 to S.4 are in-plane PTFE distributions the same as shown in Fig. 7.7.
Green: PTFE; yellow: no-PTFE; blue: water; red: air.

According to the water distribution shown in Fig. 7.7, water prefers the no-PTFE region and
the no-PTFE regions are almost fully flooded on the cross sections. Therefore, there is a higher
flood risk in the no-PTFE region. From the stochastic view point, the scenarios S.1 to S.4
(in Fig. 7.7) should show the same result because of the nature of the underlying the same
stochastic model. But the in-plane dimension of the uniform PTFE region in S.1 to S.4 is only
200 l.u. (0.3 mm) which is smaller than the minimum size of 300 l.u. suggested in section 5.3.
Therefore, the destination in the results of S.1 to S.4 can be influenced by this domain size.
The water flows through GDL is a highly dynamic process as described in section 5. So the
elevation plot of the water through one of in-plane PTFE c.f.50% GDL (case S.3) in Fig. 7.2)
at four different timesteps (4.8, 9.5, 14.4 and 19.2 ms) are shown in Fig. 7.8.

Figure 7.8.: Elevation plot of water distribution with one of in-plane PTFE distributions (S.3
in Fig. 7.2) at different evolution time 𝑡 (4.8 ms, 9.5 ms, 14.4 ms and 19.2 ms).
(Geometry 5) Green: PTFE; yellow: no-PTFE

It is seen from Fig. 7.8 that the water flows preferably in the no-PTFE region. As time goes
on, the water flow in the PTFE region is slower than that in the no-PTFE region. According
to the Eq. (7.9), the total water flow follows the general physical principle and prefer the
hydrophilic region. The PTFE and no-PTFE regions occupied half of whole GDL in-plane
direction separately, so it can be assumed that these two regions have the similar porosity
(or pore size distribution) and 𝑅𝑝 in Eq. (7.9) can be assumed the same. Therefore, two
regions have different critical pressure 𝑃𝑐 due to different wettability. 𝑃𝑐 = 0 in no-PTFE
region (cos𝜃=0), so it has less resistance than 𝑃𝑐 < 0 in PTFE region (cos𝜃<0) for flowing
and water prefer no-PTFE region. Moreover, the irregular water distribution are also observed
on the PTFE (hydrophobic) region and this inhomogeneous are caused by the different pore
sizes (different 𝑅𝑝 according to Eq. (7.9)). After water flowing breakthrough the GDL, the
formed droplets coalesce on the GDL surface (𝑡 = 19.2 ms in Fig. 7.8). It is consistent with
the observation in experiments by Bazylak et al. that the loss of PTFE creates localized
hydrophilic routes that became preferable pathways for the water transport in the GDL [75].
In comparison with the results in Fig. 5.15 (same GDL geometry is fully covered with PTFE
c.f.100%), the water distribution are different in different timesteps and water is prefer flooded
in the no-PTFE region.
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∙ Conclusion
It is concluded from the water flowing through in-plane PTFE c.f.50% distributions, the
water prefers flowing through the no-PTFE region. When water flows breakthrough the
GDL, the breakthrough point are irregular formed on the GDL surface. The breakthrough
points can be formed near the PTFE transition interface and within no-PTFE region.
The four in-plane PTFE c.f.50% cases perform the similar dynamic total saturation
curves. The water flow inside of GDL are studied on a cross section vertical to the PTFE
transition layer with choosing a fixed snapshot. It is observed that some water flowing
through the PTFE transition boundary.

7.3. Whole-GDL PTFE distribution
In this section, the PTFE is distributed in the whole GDL with different cover fractions including
33%, 50% and 66% with the process shown in flow chart of Fig. 3.5. And they are compared
with two extreme cases that fresh GDL ( c.f.0% PTFE) and perfectly processed GDL ( c.f.100%
PTFE, carbon fibers are fully covered with PTFE). The dynamic saturation curves against the
evolution time 𝑡 are shown in Fig. 7.9 a). The snapshot time 𝑡snap = 14.4 ms is chosen before
the water flowing breakthrough phenomenon is observed in case whole-GDL c.f.100%. The
region after the snapshot time are zoomed and shown in Fig. 7.9 b).
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Figure 7.9.: a) Dynamic saturation curves of five whole-GDL PTFE distributions (c.f.0%,
c.f.33%, c.f.50%, c.f.66% and c.f.100%). (Geometry 5) b) Zoom of frame region
in Fig. 7.9 a).

The PTFE is distributed in the whole GDL with five different contents (c.f.0%, c.f.33%, c.f.50%,
c.f.66% and c.f.100%). For the dynamic saturation curves in Fig. 7.9 a), when the hydrophobic
case (c.f.100%) flows breakthrough the GDL and the hydrophilic case (c.f.0%) have not broken
through the GDL. The total saturation curves of these different PTFE distributions are not
exactly the same before 𝑡snap = 14.4 in Fig. 7.9 a). According to the theory of mass balance,
the total saturation should be the same because of the same mass flux in simulations. But
this difference is from the LB algorithm and local structures which can be observed in contact
angle test of Fig. 4.37 and coalescence test of Fig. 4.28. There is a two-phase interface with
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certain lattice (3 l.u. with 𝐺coh = 0.06 from Table 4.2) and intermiscible density. The error
were also happened on the solid surfaces with different wettability and structures (in Fig. 4.37
and Fig. 5.7). It is also observed from Fig. 7.9 a) that the total dynamic saturation curves of
whole-GDL c.f.0% and whole-GDL c.f.100% are very close while other cases are different, it
can also be explained by Eq. (7.9). For cases whole-GDL c.f.0% and whole-GDL c.f.100%, the
GDL with the same local structures (with the same local wettability) are applied and 𝑅𝑝 are
the same. The flow only depend on the different wettability and the difference between these
two cases are only from the interface thickness between solid and water (see Fig. 4.37). But
for other cases whole-GDL 33%, whole-GDL 50% and whole-GDL 66%, the errors are from
different local structures (local PTFE distribution are different). So these three intermediate
PTFE cases (c.f.33%, 50% and 66%) have the bigger errors than those two extreme PTFE
cases (c.f.0% and 100%).
The hydrophobic case has the shorter breakthrough time while the water in hydrophilic case
contains water inside of GDL (𝑆total keeps growing with the constant curve slope) [83]. The
more PTFE, the more obvious difference between dynamic saturation curves are (such as whole-
GDL c.f.66% and whole-GDL c.f.100%). But for the cases with less PTFE (like whole-GDL
c.f.33% and whole-GDL c.f.50%), the dynamic saturation curves are very close. The local
saturation along the through-plane direction with different whole-GDL PTFE distributions at
𝑡snap = 14.4 ms are shown in Fig. 7.10
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Figure 7.10.: Local saturation along the through-plane direction with five different whole-GDL
PTFE distributions ( from c.f.0% to c.f.100%) at 𝑡snap = 14.4 concerning whole
GDL. (Geometry 5)

It is seen from Fig. 7.10, the case whole-GDL c.f.100% is the earliest to achieve the breakthrough
time and it already break through the GDL at the snapshot time. On the inlet region
(0 < 𝑥* < 0.1), the local saturation is lower with higher PTFE content. In the case whole-GDL
c.f.0%, almost fully flooded (𝑆total ≈ 1) near the inlet region are observed because of the
simulation setups on the inlet layer and the hydrophilicity. In the area after the inlet region
(𝑥* > 0.1), the tendency of c.f.66% and c.f.100% are close each other, while another three
cases (c.f.0%, c.f.33% and c.f.50%) perform the similar local saturation along the through-plane
direction at 𝑡snap = 14.4 ms. It means when PTFE content beyond c.f.50%, the saturation
along the through-plane direction can be systematic characterized (the more PTFE, the lower
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local saturation). Otherwise, the local saturation along the through-plane direction are affected
more by the GDL structures and cannot be systematic characterized. Except the irregular
structures effect, the random algorithm of distributing PTFE (in Fig. 3.5) has effect on the
local water flow.

∙ Conclusion

When different content of PTFE is distributed on the whole GDL, the water flows
breakthrough the GDL earlier with more PTFE. In the inlet region (0 < 𝑥* < 0.1),
the local saturation is lower with more PTFE. The local saturation of case whole-GDL
0% is close to 1 and it has a higher flood risk than other cases. The local saturation
for different PTFE content are different because of irregular structures and randomly
distributed PTFE.

7.4. Two-sections-through-plane PTFE distribution

It is observed in Fig. 7.7 that the water flow are different on the PTFE transition layers and
PTFE content have effect on the water flow as well in section 7.3. Therefore, under this section
the c.f.50% PTFE with the same PTFE transition position (𝑥* = 0.5) are discussed. PTFE is
fully distributed on the half of GDL along through-plane direction including the inlet-half and
outlet-half two styles. The schematic graph of the inlet-half c.f.50% and outlet-half c.f.50%
are shown in Fig. 7.11

Figure 7.11.: GDL with two two-sections-through-plane PTFE distributions (inlet-half and
outlet-half with c.f.50%). (Geometry 5) Green: PTFE; yellow: no-PTFE; red:
cross plane I and II.

The PTFE distribution of inlet-half c.f.50% and outlet-half c.f.50% along the through-plane
direction are shown in Fig. 7.12 a) and compared with the whole-GDL c.f.50% PTFE style.
The inlet-half c.f.50% means the total PTFE cover fraction is 50%, in half of inlet side put
100% PTFE and in outlet half put 0% PTFE. The outlet-half c.f.50% is covered by 100%
PTFE on half of outlet side and 0% on half of inlet side and in total it is 50% for whole GDL.
The dynamic total saturation curves of flow through the two-sections-through-plane PTFE
distributions (inlet-half c.f.50% and outlet-half c.f.50%) are shown in Fig. 7.12 b) and compared
with whole-GDL c.f.50%. The whole-GDL c.f.50% is to put 50% PTFE randomly in whole
GDL.

117



7. PTFE effects on water through GDL

0 2 4 6 8 10 12 14 16 18 20 22 24
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

 Whole-GDL, c.f.50%
 Inlet-half, c.f.50%
 Outlet-half, c.f.50%

To
ta

l S
at

ur
at

io
n 

S to
ta

l /-

Evolution time t /ms

 Whole-GDL, c.f.50%
 Inlet-half, c.f.50%
 Outlet-half, c.f.50%

Snapshot time

Zoomed region

0.0 0.2 0.4 0.6 0.8 1.0
0

20

40

60

80

100
b)

PT
FE

 c
.f.

 /%

Through-plane dimensionless position x* /-

a)

Figure 7.12.: a) Two two-sections-through-plane and whole-GDL PTFE distributions (c.f.50%)
along the through-plane direction. (Geometry 5) b) Dynamic saturation curves of
two two-sections-through-plane (inlet-half and outlet-half) and whole-GDL PTFE
distributions (c.f.50%). (Geometry 5)

It is seen from Fig. 7.12 b) that the total flow behavior of whole-GDL c.f.50% and inlet-half
c.f.50% are quite similar. But in different time, their slopes starts to decrease. A snapshot time
𝑡snap = 14.4 ms is chosen which is the same that in the section 7.5 to study the water flow in
this dynamic process. In order to check the accurate breakthrough time, the total dynamic
saturation curves (Fig. 7.12 b)) after the snapshot time are zoomed and presented in Fig. 7.13
a).
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Figure 7.13.: a) Zoom of frame region in Fig. 7.12 b). b) Local saturation along the through-
plane direction with two two-sections-through-plane (inlet-half and outlet-half)
and whole-GDL PTFE distributions (c.f.50%) at 𝑡snap = 14.4 ms. (Geometry 5)

It is seen from Fig. 7.13 a), the slope of dynamic saturation curve for outlet-half c.f.50% starts
to decrease earlier than that of whole-GDL c.f.50% and inlet-half c.f.50%. It can be estimated
that the breakthrough time for inlet-half c.f.50% is 𝑡 ≈ 20 ms, whole-GDL c.f.50% is 𝑡 ≈ 19 ms
and outlet-half c.f.50% is 𝑡 ≈ 16 ms. The inlet-half c.f.50% break through GDL already while
the random and outlet-half c.f.50% cases did not break through the GDL yet. It is concluded
that the GDL with outlet-half c.f.50% is the easiest case to allow water flowing breakthrough
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7.4. Two-sections-through-plane PTFE distribution

the GDL. The local saturation along the through-plane direction of two-sections-through-plane
PTFE distribution (inlet-half c.f.50% and outlet-half c.f.50%) at the snapshot time are shown
in Fig. 7.13 b) and in comparison with whole-GDL c.f.50%. The ’S’ shape is observed for
inlet-half c.f.50% case while the ’k’ shapes are seen for random and outlet-half c.f.50% cases.
It is concluded that the ’S’ shape can happen on the PTFE transition (from PTFE to no-PTFE)
layer in the inlet-half c.f.50% style. The outlet-half c.f.50% has the lowest displacement speed
and no water flows over 𝑥* ≈ 0.82. The whole-GDL c.f.50% has the intermediate displacement
speed and no water flows over 𝑥* ≈ 0.95. In comparison with the water distribution of inner
c.f.50% near the PTFE transition layer I (𝑥* = 0.25) in Fig. 7.22 b), the more clear ’S’ shape
can be seen in the PTFE transition layer I.
The elevation plot of water through two-sections-through-plane PTFE distributions (inlet-half
c.f.50% and outlet-half c.f.50%) at different evolution time are shown in Fig. 7.14 to study
flow details in a dynamic process.

Figure 7.14.: Elevation plot of water distribution with two two-sections-through-plane PTFE
distributions (inlet-half and outlet-half (c.f.50%) at different evolution time (4.8
ms, 9.6 ms, 14.4 ms, 16.8 ms, 19.2 ms and 21.6 ms). (Geometry 5)

It is seen from Fig. 7.14 that inlet-half c.f.50% and outlet-half c.f.50% performed the different
dynamic water flow behavior. At the beginning period (𝑡 = 4.8 ms), the water in both two
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cases shows the similar flow ’fingers’. For the inlet-half c.f.50%, from 𝑡 = 9.6 ms to 𝑡 = 14.4
ms, water flow breakthrough the GDL and the whole GDL is not fully flooded. Some empty
pores are left at 𝑡 = 14.4 ms. From 𝑡 = 14.4 ms to 𝑡 = 16.8 ms, the droplets formed on the
breakthrough points keeps growing, but the area of empty pores do not change much. From
𝑡 = 19.2 ms to 𝑡 = 21.6 ms, it is observed the empty pore regions are still left and the area
does not change much, but the formed droplets keeps growing and coalesce with neighbor
droplets. For the outlet-half c.f.50% from 𝑡 = 9.6 ms to 𝑡 = 16.8 ms, the water flows with
’surface’ way and no clear ’finger’ are observed. At 𝑡 = 19.2 ms, the water flows breakthrough
the GDL. Finally at 𝑡 = 21.6 ms, more than one breakthrough points are observed and sphere
shaped droplets are formed on these breakthrough points. Especially at the 𝑡 = 14.4 ms and
𝑡 = 16.8 ms for outlet-half c.f.50%, the elevation the ’fingers’ shaped flow route does not
increase with time because some water from the ’fingers’ are sucked back to other regions.
This suck-back observation is consistent with the conclusions from the Fig. 5.24. The dynamic
process in Fig. 7.14 can also be compared with the dynamic process in fully covered PTFE
(c.f.100%) cases in Fig. 5.22. The water with c.f.100% case already breaking through the GDL
at 𝑡 = 11.9 while that with c.f.50% breaking through the GDL later.

In order to see the flow details inside of GDL, the water distribution on the cross plane I and
II (see Fig. 7.11) at 𝑡snap = 14.4 ms are shown in Fig. 7.15 and compared with the random
PTFE 50%.

Figure 7.15.: Water distribution on the cross plane I and II (see Fig. 7.11) of two two-sections-
through-plane (inlet-half and outlet-half) and whole-GDL PTFE distributions
(c.f.50%) at 𝑡snap = 14.4 ms. (Geometry 5) Yellow: no-PTFE; green: PTFE;
blue: water; red: air

In comparison with inlet-half c.f.50% and whole-GDL c.f.50% cases in Fig. 7.15, the water
distribution in the PTFE region lower than PTFE transition layer are similar. But the water
near the PTFE transition layer are different. In comparison with all three cases in Fig. 7.15,
different breakthrough positions on the PTFE transition layer. The elevation plot of the half
GDL along through-plane direction are shown in Fig. 7.16.
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Figure 7.16.: Elevation plot of water distribution within the GDL for two two-sections-through-
plane (inlet-half and outlet-half) and whole-GDL PTFE distributions (c.f.50%)
at 𝑡snap = 14.4 ms. (Geometry 5)

It is seen from Fig.7.16, three cases perform different breakthrough area on the PTFE transition
layer. The inlet-half c.f.50% has the least breakthrough area and the outlet-half c.f.50% has
the biggest breakthrough area within three cases. The random c.f.50% has the intermediate
situation. It means the case inlet-half c.f.50% has the lowest flooding risk in the operating fuel
cell. The reactant from the GC has more chance to flow to the catalyst layer and make the
reaction continuously happen.

∙ Conclusion

It is concluded that the inlet-half c.f.50% and outlet-half c.f.50% PTFE distributions have
effect on the water flow through GDL. Outer-half c.f.50% shorten the breakthrough time
but there is a higher flood risk than inlet-half c.f.50% near the inlet region. The inlet-half
c.f.50% has lower flood risk than outlet-half c.f.50%. On the PTFE transition layer, the
inlet-half c.f.50% has the lowest flood risk in comparison with outlet-half c.f.50% and
whole-GDL c.f.50% PTFE distributions.

7.5. Sandwich-through-plane PTFE distribution

In the processed GDL with PTFE, the PTFE are distributed inhomogeneously along the
through-plane direction [90]. The GDL was divided into three sections along the through-plane
direction shown in Fig. 7.17 including two outer regions and one inner region with PTFE
transition layer I and II. In this section, two extreme cases are discussed including outer styles
and inner styles. For the outer style PTFE distribution, the c.f.100% PTFE is distributed on
the outer regions of GDL and c.f.0% PTFE is in inner section of GDL as shown in Fig. 7.17
a). The outer style of sandwich-through-plane PTFE distribution is the simplification of the
fresh PTFE processed GDL in application [92]. Another extreme case is called inner style that
distribute c.f.100% on inner of GDL and c.f.0% on outer of GDL as shown in Fig. 7.17 b).
The inner style of sandwich-through-plane PTFE distribution is the simplification of the aged
GDL (the GDL is used after fuel cell running a long time), the PTFE on the outer of GDL are
easier to lose than that in the inner of GDL [93].
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Figure 7.17.: GDL with two sandwich-through-plane PTFE distributions (outer and inner style).
(Geometry 5) Green: PTFE; yellow: no-PTFE; red: cross plane I and II.

The positions of PTFE transition layer I and II are not fixed and depend on the PTFE content.
The position of PTFE transition layer can be seen from the plot of PTFE content distribution
along the through-plane direction shown in Fig. 7.18 a) and Fig. 7.21 a). For example,
𝑥* = 0.26 is the position of PTFE transition layer I and 𝑥* = 0.75 is the position of PTFE
transition layer II of outer c.f.50% style in Fig. 7.18. The details of water flowing through outer
and inner styles of sandwich-through-plane PTFE distribution are discussed separately below.

∙ Outer styles of PTFE distribution

According to the experiments on studying PTFE distribution, the produced GDL with
PTFE are inhomogeneously distributed inside and more PTFE are distributed on outer
sections (GDL surfaces sides) while the inner region is distributed less PTFE [89][88].
The positions of PTFE transition layers are varied with different PTFE content to ensure
the extreme PTFE distributions (outer sections c.f.100% and inner section c.f.0%).
The Fig. 7.18 a) shows how the three different outer styles distribute PTFE along the
through-plane direction.
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Figure 7.18.: a) Three sandwich-through-plane (outer style) PTFE distributions along the
through-plane direction with different content (c.f.33%, c.f.50% and c.f.66%).
(Geometry 5) b) Dynamic saturation curves of three sandwich-through-plane
(outer style) PTFE distributions with different content (c.f.33%, c.f.50% and
c.f.66%). (Geometry 5)
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7.5. Sandwich-through-plane PTFE distribution

The dynamic saturation curves of three outer styles are shown in Fig. 7.18 b) and they
are systematic presented. With more PTFE, the dynamic saturation curve achieve the
earlier time when slope of total saturation curves decrease. Then the gradient (slope) of
total saturation are shown in Fig. 7.19 a). It is seen that the gradient of three different
outer PTFE styles continuously decrease sharply after certain different evolution time
which is called breakthrough time. It can be seen from Fig. 7.19 that the more PTFE,
the shorter breakthrough time are needed (𝑡 ≈ 15 ms for outer c.f.66%, 𝑡 ≈ 16.7 ms for
outer c.f.50% and 𝑡 ≈ 19 ms for outer c.f.33%).
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Figure 7.19.: a) Gradient of dynamic saturation curves for three sandwich-through-plane (outer
style) PTFE distributions with different content (c.f.33%, c.f.50% and c.f.66%).
(Geometry 5) b) Local saturation along the through-plane direction with three
sandwich-through-plane (outer style) PTFE distribution with different content
(c.f.33%, c.f.50% and c.f.66%) at 𝑡snap = 14.4 ms. (Geometry 5)

𝑡snap = 14.4 ms is chosen before all three cases break through GDL to check the local
saturation along the through-plane direction. The local saturation curves along the
through-plane direction of outer PTFE style cases at 𝑡snap = 14.4 ms) are shown in Fig.
7.19 b). Three outer PTFE styles show roughly the ’S’ shape water distribution along the
through-plane direction. In the outer section of the inlet side, water saturation decrease
due to the fully hydrophobic in this region. Different transition positions (𝑥* ≈ 0.1 for
outer c.f.33%, 𝑥* ≈ 0.15 for outer c.f.50% and 𝑥* ≈ 0.25 for outer c.f.66%), where
saturation start to increase, are observed because different positions of PTFE transition
layer I (see Fig.7.17 and Fig. 7.18 a)). The saturation increase after the positions of
PTFE transition layer I and achieve the peak values (close to fully saturated 𝑆 = 1).
Positions of the peak saturation are not fixed but locate in the inner hydrophilic region.
The peak saturation on the hydrophilic region are not systematically fixed. The peak
saturation of outer c.f.50% is lower than those of outer c.f.33% and outer c.f.66%
because the local structures of GDL are varied (see Fig. 7.6 a)).

The elevation plot of water flowing through the outer style PTFE distribution (c.f.50%)
at different evolution time are shown in Fig. 7.20 to study flow details in the dynamic
process.
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Figure 7.20.: Elevation plot of water distribution with a sandwich-through-plane (outer style,
c.f.50%) at different evolution time (4.8 ms, 9.6 ms, 11.9 ms, 14.4 ms, 16.8 ms
and 19.2 ms). (Geometry 5)

It is seen from Fig. 7.20, the water flows along some ’finger’ routes at the beginning
period (𝑡 =4.8 ms and 9.6 ms). After that, the water start to flow with a ’surface’ way
(𝑡 = 11.9 ms, 14.4 ms and 16.8 ms). But the GDL inside are still not flooded and some
empty pores are left. Finally at 𝑡 = 19.2 ms, the water flows breakthrough the GDL and
one droplet is formed on the GDL surface.

∙ Inner styles of PTFE distribution

The aged GDL loss some PTFE after operating fuel cell several times [36][37]. The
PTFE on the GDL surfaces are easier to be lost than those inside of GDL [38]. So the
aged GDL can be represented with an extreme sandwich-through-plane PTFE distribution
styles in simulations. The extreme sandwich-through-plane PTFE distribution is PTFE is
distributed with c.f.100% in the inner section and c.f.0% in the two outer sections. The
PTFE distribution along the through-plane direction with different cover fractions are
shown in Fig. 7.21 a).
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Figure 7.21.: a) Three sandwich-through-plane (inner style) PTFE distributions along the
through-plane direction with different content (c.f.33%, c.f.50% and c.f.66%).
(Geometry 5) b) Dynamic saturation curves of three sandwich-through-plane
(inner style) PTFE distributions with different content (c.f.33%, 50% and 66%).
(Geometry 5)

The PTFE transition layer positions of three inner styles can be seen from Fig. 7.21 a).
For example, 𝑥* = 0.18 is the position of PTFE transition layer I for inner c.f.33%. The
total saturation against the evolution time for inner styles PTFE distribution are shown
in Fig. 7.21 b). It is seen that they performed the similar macro flow behavior. A fixed
snapshot time 𝑡snap = 14.4 ms is chosen to study the flow details. The total dynamic
saturation curves after the snapshot time are zoomed and shown in Fig. 7.22 a). It is
seen that they have quite similar total saturation after flowing breakthrough (the time
when the slope of total saturation curves starts to decrease) the GDL (especially inner
c.f.50% and inner c.f.66%, see the zoomed region in Fig. 7.22 a), the total saturation
curves of inner c.f.50% and inner c.f.66% are very close each other). The difference
of total saturation are caused by the PTFE distribution (see Fig. 3.5) and two-phase
interface thickness (see Fig. 4.37). The local saturation along the through-plane direction
at 𝑡snap = 14.4 ms for three inner PTFE cases are shown in Fig. 7.22 b).
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Figure 7.22.: a) Zoom of frame region in Fig. 7.21 b). b) Local saturation along the through-
plane direction of three sandwich-through-plane (inner style) PTFE distribution
with different content (c.f.33%, c.f.50% and c.f.66%) at 𝑡snap = 14.4 ms. (Ge-
ometry 5)

It is seen from Fig. 7.22 b), three inner cases show the fully flood (𝑆 ≈ 1) in the outer
hydrophilic region (0 < 𝑥* < 0.3). The water are distributed with a ’k’ shape along
the through-plane direction. The saturation decreases sharply at the similar position
(𝑥* ≈ 0.3). It can be concluded that the fully saturated area near the inlet is independent
of PTFE transition layer I position for inner styles. But after the PTFE transition layer II
position, the water saturation decrease slower than that in the inner hydrophobic section
because of the transition from hydrophobicity of inner section to the hydrophility of
outer section. It can be concluded that the local saturation curve is more sensitive on
the PTFE transition layer II positions ( see Fig. 7.21 a), 𝑥* ≈ 0.65 for inner c.f.33%,
𝑥* ≈ 0.78 for inner c.f.50% and 𝑥* ≈ 0.85 for inner c.f.66%).

Figure 7.23.: Elevation plot of water distribution with a sandwich-through-plane (inner style)
PTFE distribution (c.f.50%) at different evolution time (4.8 ms, 9.6 ms, 11.9 ms,
14.4 ms, 16.8 ms and 19.2 ms). (Geometry 5)
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7.5. Sandwich-through-plane PTFE distribution

In this dynamic process, the elevation plot of water flowing through the inner style PTFE
distribution (c.f.50%) in different timesteps are shown in Fig. 7.23. It is seen from
Fig. 7.23, the flow ’surface’ and no clear flow ’fingers’ are observed at the beginning
period (𝑡 =4.8 and 9.6 ms). After that at 𝑡 = 11.9 ms and 14.4 ms, some individual
breakthrough points are formed and the water flow through the breakthrough points.
The droplets on the breakthrough points keep growing. At the time 𝑡 =16.8 ms, a new
breakthrough point is observed. Finally at 𝑡 = 19.2 ms, the bigger droplets are formed
with coalesce of neighbor droplets. From 𝑡 = 11.9 ms to 𝑡 = 19.2 ms after water flowing
breakthrough the GDL, the water below the GDL surface does not change too much.

∙ Comparison of outer and inner styles of PTFE distribution
In this part, the outer and inner styles of PTFE distributions are compared. An interme-
diate PTFE content (c.f.50%) is chosen to be discussed. The total dynamic saturation
curves of outer c.f.50% and inner c.f.50% are already shown in Fig. 7.18 b) and Fig. 7.21
b) separately. It can be seen their flows are different. In both cases, the same snapshot
time 𝑡snap = 14.4 ms is chosen to study the water flow on the PTFE transition layers
(I and II) and GDL surface (see Fig. 7.17). The elevation plot of outer style (c.f.50%)
and inner style (c.f.50%) on the two PTFE transition layers (I and II, see Fig. 7.17) and
GDL surface at 𝑡snap =14.4 ms are shown in Fig. 7.24

Figure 7.24.: Elevation plot of water distribution within different GDL positions (PTFE transi-
tion layer I, II (see Fig. 7.24) and GDL surface layer) of two sandwich-through-
plane (outer style and inner style) PTFE distributions (c.f.50%) at 𝑡snap =14.4
ms. (Geometry 5)

It is seen from Fig. 7.24 that the situations on the PTFE transition layer I, II and GDL
surface layer are different. On the PTFE transition layer I, it is fully flooded with the
inner style PTFE distribution, while some empty pores are left with the outer style PTFE
distribution. On the PTFE transition layer II, more water are distributed with outer style
PTFE distribution. On the GDL surface layer, three individual breakthrough points are
observed. For the outer style, the water flows with the ’surface’ under the GDL surface
layer and does not flow breakthrough the GDL at the snapshot time.
In a further step, the water distribution on the cross plane I and II (see Fig. 7.17) at
𝑡snap = 14.4 ms are studied and shown in Fig. 7.25
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7. PTFE effects on water through GDL

Figure 7.25.: Water distribution on the cross plane I and II (see Fig. 7.17) of two sandwich-
through-plane (outer style and inner style) PTFE distributions (c.f.50%) at
𝑡snap = 14.4 ms. (Geometry 5) Yellow: no-PTFE; green: PTFE; blue: water; red:
air

It is seen from the situation of outer style PTFE distribution in Fig. 7.25 that fully flood
are observed on the no-PTFE region of outer styles on both cross plane I and II. In the
inner style PTFE distribution, the no-PTFE region near the outlet is not fully flooded,
while the no-PTFE region near the inlet is fully flooded.

∙ Conclusion

It is concluded from the water flows through the sandwich-through-plane PTFE distri-
bution that flows in the outer and inner styles are different. The flow can be analyzed
systematically in the outer styles. The more PTFE, the water flows breakthrough GDL
faster. The ’S’ shape local saturation curves are observed on the outer styles. For the
outer styles PTFE distribution, the outlet region is easier to be flooded. For the inner
styles PTFE distribution, more droplets are formed on the GDL surface, but it has a
high flood risk near the inlet region. In comparison with outer and inner styles, the water
distribution on PTFE transition layers and GDL surface layer are different. The water
flows in inner style is easier breaking through the GDL and form droplets on the GDL
surface. But the inner style has a higher fully flood risk near the inlet region than the
outer style.

7.6. Quasi-linear-through-plane PTFE distribution

In this section, four patterned PTFE distribution styles which divide the GDL into ten equal
sections along through-plane direction are discussed. The several-sections-through-plane PTFE
distribution are the simplification of PTFE is distributed with a linear relation. The total
amount of PTFE are the same for the four cases and the PTFE are distributed on ten sections
with different gradient. Four PTFE distribution with different PTFE gradient are studied,
including gradient 5%, 2%, -2% and 5%. Four different quasi-linear-through-plane PTFE
distributions are shown in Fig. 7.26 a). Their dynamic saturation curves are shown in Fig. 7.26
b).
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Figure 7.26.: a) Four quasi-linear-through-plane PTFE distributions along the through-plane
direction (c.f.66%) of different gradient (grad.-5%, grad.-2%, grad.2% and
grad.5%,). (Geometry 5) b) Dynamic saturation curves of four quasi-linear-
through-plane PTFE distributions (c.f.66%). (Geometry 5)

It is seen from Fig. 7.26 b), four quasi-linear-through-plane cases performed the similar flow
behaviors. The flow behavior are different after water flowing breakthrough the GDL. 𝑡snap =
14.4 ms is the same as that in Fig. 7.12 b) to study the flow details. The region after the
snapshot time in the total dynamic saturation curves in Fig. 7.26 b) are zoomed and presented
in Fig. 7.27 a). It is seen from Fig. 7.26 b), the dynamic total saturation curves are quite close
but have different breakthrough time. The detailed breakthrough times can be checked from
the Fig. 7.27 a), the breakthrough time cannot be not systematically analyzed. It is concluded
that the gradient of quasi-linear-through-plane PTFE distribution have no systematic effects
on the macro flow behaviors (total saturation). In order to analyze the water situation locally
along the through-plane direction, the local saturation along the through-plane direction of four
quasi-linear-through-plane PTFE distributions at the snapshot time are shown in Fig. 7.27 a).
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Figure 7.27.: a) Zoom of frame region in Fig. 7.26 b). b) Local saturation along the through-
plane direction with four quasi-linear-through-plane PTFE distributions (c.f.66%)
of different gradient (grad.-5%, grad.-2%, grad.2% and grad.5%) at 𝑡snap = 14.4
ms. (Geometry 5)
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7. PTFE effects on water through GDL

It is seen from Fig. 7.27 b) that the water in all cases already break through (the saturation
at 𝑥* = 1 are larger than 0) the GDL except the case with grad.5% at the snapshot time.
It is concluded that more water are accumulated in GDL and harder to break through the
GDL for Q-lin Grad.5% PTFE distribution. Therefore, the quasi-linear-through-plane PTFE
distribution with grad.5% has the highest flooding risk within four PTFE distributions in this
section. It is also systematically observed from Fig. 7.27 b) that the more PTFE perform the
lower saturation when 𝑥* < 0.5. In the half of GDL to the outlet side (𝑥* > 0.5), no regular
relations between four curves are observed because of irregular GDL structures and randomly
PTFE distributions.

∙ Conclusion
It is concluded that the quasi-linear-through-plane PTFE distributions with different
gradient have no systematic effects on the water flow behavior. When checking the
local water saturation along through-plane direction, the more PTFE distribution cause
the lower water saturation in the half of GDL to the inlet side (𝑥* < 0.5). The PTFE
distribution with grad.5% has the highest flooding risk within four discussed cases in this
section. The water flowing through the GDL is a dynamic process, therefore the local
variation in the breakthrough time is to be expected.
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8.Discussion

In the motivation of section 1.1, some goals of this work are declared including suitable
model development to better understand water flowing through the GDL, bridging the gap in
multi-scale simulations of PEFC and a first sight of PTFE effect on water flow. These goals
are all achieved in this dissertation with certain accuracy or limitations.
The LB ShanChen MCMP model is chosen due to some intrinsic benefits on the simulation in
porous media and parallel computing from the algorithm side. The present ShanChen MCMP
model has two main limitations (viscosity ratio and density ratio are one) which are allowed for
the water flow through the GDL process. According to the analysis of Ca for water through
the GDL, it is found this process is a capillary force dominated process with Ca ≈ 10−8 (the
operating conditions are in Table 1.2). In the capillary force dominated process, the density
ratio and viscosity ratio between two phases can be neglected.
The LBM is a discritized simulation method, so it is well known to discuss the lattice dependence
and a particular issue - the relaxation time (viscosity) dependence. Results are converged and
the absolute error are less with the finer lattices. It is consistent with the principle of discritized
method that the result with certain accuracy can be achieved with specific lattice amount. For
the relaxation time dependence, the MRT approach is more independent of relaxation time
in comparison with that with SRT approach, particularly on the main algorithm error sources
like spurious velocity and intermiscible density. The LB ShanChen model are also affected
with different forces schemes. In comparison with different force schemes, the results highlight
the strong recommendation of MRT with EDM scheme in model. Therefore, the MRT-EDM
ShanChen MCMP model is applied on the water flowing through the GDL.
In the selected model, some model parameters (𝐺coh and 𝐺adh,1) are chosen to achieve the
phase separation and wettability. The phase separation is controlled by 𝐺coh. But with larger
𝐺coh, two main algorithm errors have different effects that spurious velocity is bigger and
intermiscible density is smaller. A suitable value has to be chosen to balance the spurious
velocity and intermiscible density. According to the literature from Mohamad et al. [119], 𝐺coh
is in different range with different fluids and we determined 𝐺coh based on one of LBM PEFC
work done by Chen et al. [45]. The 𝐺coh must be re-evaluated from the spurious velocity and
intermiscible density sides when applying different fluids. The different wettability (contact
angles) can be simulated with adjusting 𝐺adh,1. It is similar with the determination of 𝐺coh and
is also related with fluid. Therefore, 𝐺adh,1 must be re-calculated for different fluids. When
simulating water through the GDL with PTFE or without PTFE, two different specific 𝐺adh,1
are needed. As development of the GDL industry, GDL may be produced with other materials
or other coating materials on the original GDL surface. Then the different 𝐺adh,1 can be chosen
from Fig. 4.36 for different material wettability (material properties can be obtained from the
textbooks).
For the water through the GDL, the dominated physical behaviors behind can be analyzed by
checking the Ca. With the definition of Ca in Eq. (1.8), the flow velocity can be achieved
with defining the velocity boundary condition, and the viscosity can be derived from the input
relaxation time by Eq. (2.20). Within the present model, the surface tension 𝜎𝑠 can only be
obtained from the single ideal droplet test. Therefore, for different fluids, the correlated 𝜎𝑠

must be re-calculated by the single ideal droplet test. For the GDL geometries, different styles
of GDL (not limited to the Toray090 GDL carbon paper) can be applied and only the binary
images of the structures are needed. The buffer space thickness and domain size effects should
be discussed to check the influence from boundary conditions (inlet boundary and circumjacent
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8. Discussion

boundary). The buffer space in simulations is to solve the conflict between velocity boundary
condition and the bounce back condition of the first solid layer on the inlet side. The simulation
results are independent of buffer space thickness. The buffer space thickness is suggested not
too large to save computation time. For the domain size effects, a suitable domain size should
be chosen to ensure some main flow phenomenon (e.g. water breakthrough location) can be
observed. The domain size can be any big size but the CPU memories will be proportional to
the domain size.
Then some preliminary work were done to discuss the capillary number, the geometry and
the wettability effects. Different capillary numbers are achieved with different water inlet
velocities. It is observed the capillary numbers affect the water flow in GDL. In the PEFC, the
local water produced velocity is inhomogeneous and the local water flow behavior is different,
and they can be one of reasons for inhomogeneous local current distribution. The water
flow breakthrough the GDL and formed droplets on breakthrough locations. The droplets
shapes and breakthrough locations are influenced by the geometry structures. With irregular
GDL structures, the breakthrough location are randomly distributed on the simulated GDL
domain and droplet shape are asymmetric from different sight camera directions. With the
development of GDL manufacture, the GDL may be coated with another more hydrophobic
material than PTFE to improve the wettability. The GDL wettability affect the water flow and
the higher wettability (bigger contact angle) cause more breakthrough locations. Concerning
the application to the PEFC, the higher wettability is helpful to generate more breakthrough
locations and form droplets on the GDL/GC interface. Concerning the application of the
simulation results, some stochastic created GDL structures are applied on the simulation.
Because one geometry may not be representative but a series of geometries which are all
stochastic equivalent. It can create results which can be relevant for material characteristics.
In the results, droplets are formed on the breakthrough locations after water flowing breakthrough
the GDL. The breakthrough locations are randomly distributed on the GDL and droplet
shape are irregular due to the stochastic GDL structures. Therefore, the contact angle and
breakthrough locations can be analyzed statistically. For the asymmetric (irregular) droplet,
the SPPF method is used to calculate the local apparent contact angle. The irregular droplets
and random breakthrough locations are from the stochastic geometries. In the multi-scale
simulation of PEFC, the output of LBM two-phase simulations in GDL can be the input of the
cell-scale simulations in GC. Particularly, the apparent contact angle and breakthrough location
distances are two main characteristics which can bridge the gap in multi-scale simulations
of PEFC. The apparent contact angle is compared with the idealized case, they are in the
similar range but the apparent contact angle is more accurate. Therefore, it can be proved the
assumption of symmetric droplet shape is reasonable in the two-phase cell-scale simulations in
GC. This dissertation gives the future GC two-phase cell-scale simulation a more realistic range
of contact angle. The contact angle in cell-scale simulation can use a range value instead of a
fixed idealized value.
It is similar with the apparent contact angle, the breakthrough location distance is another
output which can bridge the gap in multi-scale simulations of PEFC. The breakthrough location
distance are randomly distributed on the GDL geometries. Particularly, the shortest neighbor
breakthrough point distance (SN-BPD) is more valuable than the specific breakthrough point
distance (S-BPD). According to the definition of SN-BPD and S-BPD, SN-BPD is geometry
size independent but the S-BPD is not. The SN-BPD distribution is analyzed by the Lilliefors
test and it is proved that SN-BPD is distributed with normal distribution. This result is due to
the irregular GDL structures and is consistent with the stochastic GDL model. Concerning
the application of GDL, different styles of GDL can be used except carbon paper, such as
carbon cloth. Therefore, the water through the carbon cloth can be simulated as well and the
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SN-BPD can be the characterization of different porous media. Moreover, the breakthrough
point distances on stochastic geometries have statistical variations because of the variation in
the geometry data. In the future, the experiments of water invasion through GDL can be done
and evaluate the SN-BPD from the experiment side. In one way, the experiments results may
be compared with the results in this dissertation. In another way, the SN-BPD on different
types of GDL can be a characterization of porous material property.
Finally, the PTFE effects on the water flowing through the GDL are discussed. Water flow is
affected by the PTFE content (cover fraction) and its distribution (in-plane and through-plane).
(i): For the PTFE content, the water flowing breakthrough GDL time is shorter with higher
content PTFE. The total water saturation in GDL before flowing breakthrough the GDL is
bigger with less PTFE content and have a higher flooding risk. Therefore, the fully covered
PTFE style is encouraged to minimize the flooding risk in GDL concerning the application
of PTFE. In no-fully covered PTFE cases, the distribution styles (mainly include in-plane,
through-plane and whole GDL random distribution) have impact on the water flow. (ii): For
the in-plane PTFE distribution, it is not preferred because it will cause fully flood in the specific
no-PTFE region and water distribution in GDL is inhomogeneous which is not benefit for the
chemical reaction. (iii): For the through-plane PTFE distribution, we discussed two styles
including two-sections-through-plane, sandwich-through-plane and quasi-linear-through-plane
PTFE distributions. In the two-sections-through-plane case, it is observed that the PTFE
content on the GC side does not affect too much on the water flow behavior. So it is suggested
to put more PTFE on the CL side than that on the GC side. In the actual manufacture
process of GDL, more PTFE is distributed on external of GDL (outer style) and forms the
sandwich-through-plane style. This style causes the higher flood risk in the center region of
GDL. In comparison with the ideal aged GDL that PTFE is fully distributed in the center along
the through-plane direction of GDL (inner style). When checking the water distribution in outer
and inner PTFE styles in a snapshot time, water is distributed along the through-plane direction
with the ’S’ shape and the ’k’ shape in the outer and inner PTFE styles separately. Moreover,
the GDLs of PTFE distribution along through-plane direction with quasi-linear functions
(different gradient) are applied on simulation. The PTFE distribution with grad.5% has the
highest flooding risk within four quasi-linear-through-plane cases. The local water saturation
are similar under the different quasi-linear-through-plane styles (with different gradient of
the quasi-linear functions). They are slightly different because of the different local PTFE
distribution. Therefore, in the future work the dependence of PTFE distribution algorithm can
be studied. In this dissertation, the PTFE effect on water flow behaviors are only studied in one
GDL geometry and the results are analyzed in quantity. Due to the stochastic GDL structure,
the PTFE effect on the water flowing through the GDL with different PTFE distribution can
be analyzed from the statistical way. Several stochastic equivalent GDL geometries can be
applied with the same PTFE distribution style and the results have chance to be analyzed
statistically in quality.
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9.Conclusion

According to the discussions above, it is seen the work in this thesis concentrate on the LB
two-phase model development and model applications on the PEFC. Some main conclusions
concerning the four achievements are summarized below:
Model development: In this work, the LB MRT-EDM ShanChen two-phase model is
developed. Some conclusions concerning model development are below:

(i) The ShanChen two-phase model with MRT approach is more independent of fluid viscosity
(relaxation time) than SRT approach. The finer grids can decrease the lattice errors.

(ii) The force schemes (SV scheme, Guo scheme and EDM scheme) can be implemented
in the LB single-phase model and they are equivalent with the same accuracy. But the
EDM scheme is more accurate and independent of fluid viscosity than SV scheme in the
two-phase model.

(iii) The spurious velocity, the intermiscible density and the two-phase interface thickness are
the error sources from the algorithm. The algorithm errors can be decreased with an
optimum model parameter 𝐺coh.

(iv) The density ratio and viscosity ratio between two phases are limited to 1. The present
MRD-EDM ShanChen two-phase model is only valid on the capillary force dominated
process (like water transport in GDL), which the density ratio and viscosity ratio can be
negligible.

(v) The model can simulate different wettabilities (contact angles from 30∘ to 150∘) by varying
model parameter𝐺adh,1(= −𝐺adh,2). The SPPF method is valid to compare with the circle
method for the symmetric droplet. The contact angle on PTFE material 𝜃PTFE = 110∘

with 𝐺adh,1 = −0.005 and the contact angle on carbon material 𝜃carbon = 90∘ with
𝐺adh,1 = 0.

Effects of water flowing through GDL: The developed LB-MRT-EDM ShanChen two-
phase model is applied on simulating the water flowing through GDL with fully covered with
PTFE (𝜃PTFE ≈ 110∘). Some fundamental effects are studied and get some main conclusions:

(i) Buffer space thickness effect. The buffer space with thickness 10 l.u. is applied on
simulations to balance the accuracy and computation consumption.

(ii) Domain size effect. Flow behaviors are affected by domain sizes. The simulation domain
size is necessary to be larger than 300 l.u.× 300 l.u to catch the main output information
(such as apparent contact angle and breakthrough point distance).

(iii) Capillary number effect. The bigger capillary number leads the more breakthrough points.

(iv) Geometry effect. The water flow are affected by different stochastic GDL geometries.
When water flowing breakthrough the GDL, droplets are randomly formed on the GDL
surface.

(v) Wettability effect. The more hydrophobic GDL lead the more breakthrough points and
shorter breakthrough time.
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9. Conclusion

Statistical analysis of results: After water flowing breakthrough the GDL, the contact
angles of the formed droplets on GDL and the breakthrough point distances are analyzed
statistically. Some conclusions are below:

(i) The water flowing through GDL is a capillary force dominated process which the density
ratio and viscosity ratio between water and air can be negligible and equal to one.

(ii) When water flowing breakthrough the GDL, droplets are formed randomly in different
positions.

(iii) Formed droplets on the GDL surface are irregular and asymmetric because of irregular
GDL structures. The local apparent contact angles are analyzed by SPPF method from
different view directions.

(iv) The local apparent contact angles can be one of input parameters in the cell-scale
two-phase flow simulations in GC. The apparent contact angle can bridge the gap in the
multi-scale simulations of PEFC.

(v) In comparison with the idealized contact angle, the local apparent contact angle is more
accurate but both contact angles are in the same order of magnitude.

(vi) The shortest neighbor breakthrough point distance (SN-BPD) follow the normal distribu-
tion according to the Lilliefors test. It is independent of domain size and more useful
than S-BPD for the cell-scale two-phase simulations in GC. The information of SN-BPD
bridges the gap in the multi-scale simulations of PEFC.

PTFE effect: The GDL with different PTFE distributions are applied on simulations with
two material properties 𝜃PTFE = 110∘ and 𝜃carbon = 90∘. Some main conclusions are below:

(i) The PTFE cover fraction and weight fraction can be converted with a simplified model.

(ii) The water flows prefer the hydrophilic (no-PTFE) regions inside of GDL. The water flows
with the ’finger’ style in the fully PTFE region and the ’surface’ style in the completely
no-PTFE region.

(iii) More PTFE cause more breakthrough points and shorter breakthrough time.

(iv) Distribute more PTFE on the inlet region can decrease the flood risk in the PEFC.

(v) The water are distributed with the ’S’ shape on the PTFE to no-PTFE transition layer,
while the ’k’ shape on the no-PTFE to PTFE transition layer inside of GDL.

(vi) The gradient of quasi-linear-through-plane PTFE distribution have small effect on the
water flow through the GDL.

In a summary, the following highlights are main contribution to the PEFC development.

∙ A LB ShanChen MRT-EDM two-phase model is developed to simulate water flowing
through the stochastic GDL geometries.

∙ The statistical information of droplet apparent contact angle and water breakthrough
point distance can bridge the gap in multi-scale simulations of PEFC

∙ The effects of PTFE with different content and distribution styles on the water through
GDL are analyzed in quality.
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A.Appendix

A.1. Transformation matrix in MRT

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
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0 0 1 −4 1 0 −1 4 −1 0 0 1 0 −1 0 0 1 0 −1
0 0 0 0 0 0 0 0 0 −1 −1 −1 −1 −1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 4 −1 −1 −1 −1 −4 1 1 1 1
0 2 1 −1 1 2 1 −1 1 −1 1 −2 1 −2 −1 1 −2 1 −2
0 −4 1 2 1 −4 1 2 1 2 1 −2 1 −2 2 1 −2 1 −2
0 0 1 1 1 0 1 1 1 −1 −1 0 −1 0 −1 −1 0 −1 0
0 0 1 −2 1 0 1 −2 1 2 −1 0 −1 0 2 −1 0 −1 0
0 0 1 0 −1 0 1 0 −1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 1 0 −1
0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 1 0 −1 0
0 0 1 0 −1 0 −1 0 1 0 −1 0 1 0 0 −1 0 1 0
0 0 −1 0 −1 0 1 0 1 0 0 1 0 −1 0 0 1 0 −1
0 0 0 0 0 0 0 0 0 0 −1 1 −1 1 0 1 −1 1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

M−1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
19 − 5

399
1
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1
19 − 11

2394 − 1
63

1
10 − 1

10 0 0 0 0 1
18 − 1

18 0 0 0 0 0 0 0 0
1
19

4
1197

1
252

1
10

1
40

1
10

1
40 0 0 1

36
1
72

1
12

1
24

1
4 0 0 1

8 −1
8 0

1
19 − 11

2394
1
63 0 0 1

10 − 1
10 0 0 − 1

36
1
36

1
12 − 1

12 0 0 0 0 0 0
1
19

4
1197

1
252 − 1

10 − 1
40

1
10

1
40 0 0 1

36
1
72

1
12

1
24 −1

4 0 0 −1
8 −1

8 0
1
19 − 11

2394 − 1
63 − 1

10
1
10 0 0 0 0 0 1

18 − 1
18 0 0 0 0 0 0 0

1
19

4
1197

1
252 − 1

10 − 1
40 − 1

10 − 1
40 0 0 1

36
1
72

1
12

1
24

1
4 0 0 −1

8
1
8 0

1
19 − 11

2394 − 1
63 0 0 − 1

10
1
10 0 0 − 1

36
1
36

1
12 − 1

12 0 0 0 0 0 0
1
19

4
1197

1
252

1
10

1
40 − 1

10 − 1
40 0 0 1

36
1
72

1
12

1
24 −1

4 0 0 1
8

1
8 0

1
19 − 11

2394 − 1
63 0 0 0 0 − 1

10
1
10 − 1

36
1
36 − 1

12
1
12 0 0 0 0 0 0

1
19

4
1197

1
252

1
10

1
40 0 0 − 1

10 − 1
40

1
36

1
72 − 1

12 − 1
24 0 0 −1

4 −1
8 0 −1

8
1
19

4
1197

1
252 0 0 1

10
1
40 − 1

10 − 1
40 − 1

18 − 1
36 0 0 0 −1

4 0 0 1
8

1
8

1
19

4
1197

1
252 − 1

10 − 1
40 0 0 − 1

10 − 1
40

1
36

1
72 − 1

12 − 1
24 0 0 1

4
1
8 0 −1

8
1
19

4
1197

1
252 0 0 − 1

10 − 1
40 − 1

10 − 1
40 − 1

18 − 1
36 0 0 0 1

4 0 0 −1
8

1
8

1
19 − 11

2394 − 1
63 0 0 0 0 1

10 − 1
10 − 1

36
1
36 − 1

12
1
12 0 0 0 0 0 0

1
19

4
1197

1
252

1
10

1
40 0 0 1

10
1
40

1
36

1
72 − 1

12 − 1
24 0 0 1

4 −1
8 0 1

8
1
19

4
1197

1
252 0 0 1

10
1
40

1
10

1
40 − 1

18 − 1
36 0 0 0 1

4 0 0 1
8 −1

8
1
19

4
1197

1
252 − 1

10 − 1
40 0 0 1

10
1
40

1
36

1
72 − 1

12 − 1
24 0 0 −1

4
1
8 0 1

8
1
19

4
1197

1
252 0 0 − 1

10 − 1
40

1
10 − 1

40 − 1
18 − 1

36 0 0 0 −1
4 00 −1

8 −1
8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

151



A. Appendix

A.2. Example of unit conversion
According to the theory description of LBM in section 2.4, the parameters with SI and LU can
be converted each other. In this section, a detailed example of unit conversion is explained. The
following explaination are for the simulations in section 5 and 7.1 concerning water transport
through GDL.
The reference parameters 𝑙𝑟, 𝑡𝑟 and 𝑚𝑟 are calculated according to the following steps:

1. Calculate reference length 𝑙𝑟. The resolution of images are given and equals the reference
lenght. So the refernce length 𝑙𝑟 = 1.5 µm = 1.5 × 10−6 m.

2. Calculate reference time 𝑡𝑟. The relaxation time 𝜏𝛼 is defined in MRT-EDM ShanChen
model. According to the relaxation time dependence discussions in section 4. The
MRT-EDM is relaxation time independent and 𝜏1 = 𝜏2 = 0.6 (the subscript 1 is for water
and 2 is for air) is choosen for water through GDL simulations. According to the Eq.
(2.5), the kinematic viscosity of water with LU can be calculated and 𝜈𝑙,1 = 0.033 l.u..
The kinematic viscosity of water in SI unit is known and 𝜈𝑝,1 = 3.6 × 10−7 m2 · s−1 (see
Table 1.1). Then the reference time 𝑡𝑟 for water is calculated according to Eq. (2.29)
and reorganized in Eq. (A.1).

𝑡𝑟 = 𝜈𝑙𝑙
2
𝑟

𝜈𝑝

= 𝜈𝑙,1𝑙
2
𝑟

𝜈𝑝,1
= 0.033 × (1.5 × 10−6)2

3.6 × 10−7 = 2.06 × 10−7 s (A.1)

3. Calculate reference mass 𝑚𝑟. The reference mass 𝑚𝑟 is calculate from Eq. (2.30). The
surface tension with SI unit is given and 𝜎s,p = 0.072 kg · s−2 (see Table 1.2). The
surface tension with LU is obtained from the SIDT in section 4.3.1 and 𝜎𝑠,𝑙 = 0.1883 l.u.
(see Fig. 4.23). The 𝑚𝑟 is calculated according to Eq. (2.30) and reorganized as Eq.
(A.2).

𝑚𝑟 = 𝜎𝑠,𝑝 · 𝑡2𝑟
𝜎𝑠,𝑙

= 0.072 × (1.5 × 10−6)2

0.1883 = 8.6 × 10−13 kg (A.2)

Finally, other parameters with SI unit and LU can be converted according to the relations listed
in the Table 2.3.

A.3. SPPF method in MATLAB
For the SPPF method calculating the local contact angle introduced in section 2.5, the
method can be achieved by the commercial software MATLAB. Three steps of SPPF including
dectecting the droplet boundary, finding the contact point and contact angle calculation can
be achieved by Paraview 5.0 and MATLAB R2009b.
In the first step, the droplet boundary has to be selected. This step was done in Paraview. The
output results of simulation including density and velocity fields, are import to the Paraview.
The data of all fields on a 2D cross section from a specific view direction are extracted by the
’Slice’ function and exported to the ’.csv’ files in Paraview. The data of density field in ’.csv’
files are read by MATLAB and a threshold value is defined to detect the droplet boundary
points positions (see Fig. 2.4 a)). In the second step, the 1st order polynomial curve fitting
is done by function ’polyfit(𝑥, 𝑦, 𝑐)’ in MATLAB. The function ’polyfit’ is to fit polynomial
to data and the commend line in MATLAB can be shown as 𝑓=polyfit(𝑥, 𝑦, 𝑐). It finds the
coefficient of a polynomial 𝑓(𝑥) of degree 𝑐 that fits the data 𝑦 best in a least-squares sense.
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(𝑥, 𝑦) shows the data positions on the rectangular coordinate. 𝑓 is a row vector of length
𝑐+ 1 containing the polynomial coefficients in descending powers [192]. In the third step, the
constrained polynomial curve fitting is done by the ’𝑓=polyfix(𝑥, 𝑦, 𝑐, �̂�, 𝑦)’. The parameters
of curve fitting are found in the least-squares sense the same as ’polyfit’ and a constraint of
fitted curve pass through point (�̂�, 𝑦) [192]. Afterward, the slope of the constraint fitted curve
𝑓 is calculated by ’polyder(𝑓)’ command that returns the derivative of the polynomial whose
coefficients are the elements of vector a. Finally, the contact angle in degree is converted from
slope by arc-tangent with command ’atan’ [192].
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B.Abbreviate

B.1. Acronyms
ADSA Axisymmetric drop shape analysis

BiP Bipolar plate

BP Breakthrough point

BPD Breakthrough point distance

BGK Bhatnagar-Gross-Krook

Bo Bond number

CFD Computational fluid dynamics

CDF Cumulative distribution

CAT Contact angle test

Ca Capillary number

C-S Carnahan-Starling

CL Catalyst layer

c.f. Cover fraction

EDF Empirical distribution function

EDM Exact difference method

EOS Equation of state

GDL Gas diffusion layer

GC Gas channel

grad. Gradient

HOR Hydrogen oxidation reaction

HCZ He-Chen-Zhang

HT High temperature

IEK Institute of energy and climate research

Kn Knudsen number

LBE Lattice Boltzmann equation

LBM Lattice Boltzmann method
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B. Abbreviate

LB Lattice Boltzmann

LU Lattice unit

l.u. Lattice unit (dimension)

MPL Microporous layer

MCMP Multi-component multi-phase

MRT Multi-relaxation time

NS Navier-Stokes

ORR Oxygen reduction reaction

PLT Poisson line tessellations

PTFE Polytetrafluoroethylene

PNM Pore net-work model

PEFC Polymer Electrolyte fuel cell

P-R Peng-Robinson

Q-lin Quasi-linear-through-plane PTFE distribution

Re Reynolds number

RK Rothman-Keller

R.L. Reference layer

S-BPD Specific breakthrough point distance (BPD)

SN-BPD Shortest neighbor breakthrough point distance (BPD)

SA Sample angle

SI International system of units

SPPF Sub-pixel polynomial fitting

SCMP Single component multi-phase

SRT Single-relaxation-time

SV Shift velocity

SEM Scanning electron microscopy

SIDT Single ideal droplet test

SFIT Steady flat interface test

S. Style
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B.1. Acronyms

VA View angle

VOF Volume of fluid

We Webber number

w.f. Weight fraction

XTM X-ray tomographic microscopy

Greek symbols
𝛼 Component number

𝛼𝑔 Angle of single fiber in the stochastic geometry model

𝛽cover Cover fraction of PTFE

𝛽weight Weight fraction of PTFE

𝜔𝑖 Weight factor on 𝑖th discrete velocity direction

𝜏𝛼 Relaxation time of 𝛼th component

𝜏𝛼,upl up limit of the 𝛼th component relaxation time

𝜏𝛼,lowl low limit of the 𝛼th component relaxation time

𝜈 Kinematic viscosity

𝜈𝛼 Kinematic viscosity of 𝛼th component

Δ𝑡 Time difference

Δ𝑃 Pressure difference

𝜆 Stoichiometry number

𝜆𝑓 Mean free path length

𝜌 Total density

𝜌𝛼 Density of 𝛼th component

𝜌𝛼,init Initial density of 𝛼th component

𝜌itm Intermiscible density

𝜌*
itm Scaled intermiscible density

𝜌0 Reference density concerning EOS

𝜌GDL Density of GDL

𝜌PTFE Density of PTFE
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B. Abbreviate

𝜓𝛼 Effective number density of 𝛼th component

𝜓0 Reference effective number density concerning EOS

Λ𝛼 Diagonal matrix of 𝛼th component

𝜁 Porosity

𝜁𝛼 Bulk viscosity of 𝛼th component

𝜎𝑠 Surface tension

𝜎𝑠,𝑝 Surface tension in SI unit

𝜎𝑠,𝑙 Surface tension in lattice unit

𝜎𝑠𝑑 Standard deviation

𝜎𝑠𝑑,𝑘 Standard deviation of 𝑘 in BPD (𝑘 is ’sbp’ or ’snbp’)

𝜎𝑠𝑑,sbp Standard deviation of specific breakthrough point distance

𝜎𝑠𝑑,snbp Standard deviation of shortest neighbor breakthrough point distance

𝜎𝑠𝑑,geo Standard deviation concerning geometry effects

𝜃 Contact angle

𝜃 Mean value of contact angle

𝜃idl Idealized contact angle

𝜃idl,max Maximum idealized contact angle

𝜃idl,min Minimum idealized contact angle

𝜃ap Apparent contact angle

𝜃ap,max Maximum apparent contact angle

𝜃ap,min Minimum apparent contact angle

𝜃ap,geo Average apparent contact angle concerning geometry effects

𝜃ap,av Average apparent contact angle concerning view angles

𝜃ap,l Apparent contact angle on the left hand side

𝜃ap,r Apparent contact angle on the right hand side

𝜃ap,𝑗 𝑗th apparent contact angle

𝜃PTFE Contact angle on the PTFE material

𝜃carbon Contact angle on the carbon material

𝜇 Dynamic viscosity
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𝜇H2O Dynamic viscosity of water

𝜇O2 Dynamic viscosity of oxygen

𝜀𝑟 Relative error

𝜀limit Limited error

𝜖max Maximum absolute error

𝛾LG Interfacial energy between liquid and gas phase

𝛾SG Interfacial energy between solid and gas phase

𝛾SL Interfacial energy between solid and liquid phase

Γ The ratio between single fiber radius 𝑅carbon and PTFE thickness 𝑅PTFE

𝜂 Dimensionless number to convert to idealized contact angle 𝜃idl

𝜙𝑘 Parameter of Lilliefors text function for 𝑘 BPD in MATLAB (𝑘 is ’sbp’ or ’snbp’)

B.2. Latin symbols
𝐴inlet Inlet area

𝐴drop Breakthrough area on the GDL surface

𝐴drop,idl Idealized breakthrough area on the GDL surface

𝐴sim Simulation GDL area

𝐴eff Effective reaction area

𝐴trans, GC Transport area in gas channel

𝐴trans,GDL Transport area in GDL

𝐵𝑘 Binary parameter of the Lilliefors test function in MATLAB

𝑐𝑠 Sound velocity

𝑐𝑣 Variation coefficient

𝑐𝑣,va Variation coefficient concerning view angles

𝑐𝑣,geo Variation coefficient concerning geometry effects

𝐷𝑘 Maximum discrepancy between EDF and CDF of 𝑘 in BPD (𝑘 is ’sbp’ or ’snbp’)

𝑑𝑔 Distance for single fiber on one layer in the geometry model

e𝑖 Discrete velocity on 𝑖th discrete velocity direction

𝑓 Single particle distribution function
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B. Abbreviate

𝑓 𝑒𝑞
𝛼 Equilibrium distribution function of 𝛼th component

𝑓𝛼,𝑖 Distribution function of 𝛼th component in 𝑖th discrete velocity direction

𝑓𝛼,𝑖,out Distribution function of 𝛼th component in 𝑖th discrete velocity direction on the
outlet layer

𝑓𝛼,𝑖,out-1 Distribution function of 𝛼th component in 𝑖th discrete velocity direction on the
layer next to the outlet

𝐹 Faraday’s constant

F𝛼 Total Body force acting on 𝛼th component

Fcoh,𝛼 Cohesive body force acting on 𝛼th component

Fadh,𝛼 Adhesive body force acting on 𝛼th component

Fext,𝛼 External body force acting on 𝛼th component

g𝛼 Gravity acceleration of 𝛼th component

𝑔 Range of values along iteration steps

𝐺coh Parameter to control cohesive body force

𝐺coh,crit Critical value of 𝐺coh

𝐺adh Parameter to control adhesive body force

𝐻 Height

𝐻drop Height of droplet

𝐻PTFE Height of PTFE for PTFE content conversion

𝐻carbon Height of single carbon fiber for PTFE content conversion

𝑖 Discrete velocity direction

𝑖𝑡 Iteration steps

𝐼 Electric current

𝐼 Current density

𝑗 Sample order

𝑘 Kind of BPD (’sbp’ for S-BPD and ’snbp’ for SN-BPD)

𝑙 Length

𝑙𝑟 Reference length

�̄�𝑘 Breakthrough point distance of kind 𝑘 of BPD

�̄�sbp Mean value of specific breakthrough point distance
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B.2. Latin symbols

�̄�snbp Mean value of shortest neighbor breakthrough point distance

𝐿 Representative physical length scale (characteristic length)

𝐿GC Characteristic length of gas channel

𝐿GDL Characteristic length of gas diffusion layer

𝐿𝑏 Base length

𝐿buffer Buffer length (thickness of buffer region)

𝐿sim,GDL Simulated GDL thickness

𝐿drop Droplet base length

𝐿plate Half distance between two parallel plates

𝐿wet Half distance of wet phase region

𝐿𝑘,𝑗 Breakthrough point distance 𝑘 of the 𝑗th sample

𝑚 Pixel number for the 2nd order polynomial curve fitting in SPPF method

𝑚PTFE Mass of PTFE

𝑚GDL Mass of GDL

m𝛼 Distribution function in the momentum space of 𝛼th component

m𝑒𝑞
𝛼 Equilibrium distribution function in the momentum space of 𝛼th component

�̇� Mass flux

�̇�𝑟 Mass flux of component 𝑟 (𝑟 is ’H2O’ for water and ’O2’ for oxygen)

M Dynamic viscosity ratio

M Transformation matrix for D3Q19

M−1 Inverse transformation matrix for D3Q19

𝑀 Molar mass

𝑛 Pixel number for the 1st order polynomial curve fitting in SPPF method

𝑁 Amount of exchanged electrons

𝑁𝑠 Sample amount

𝑁 − 𝑝 Pixel amount on the breakthrough area

𝑁𝑠,geo Amount of breakthrough point on one geometry

𝑂 Order of magnitude

𝑃 Pressure
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B. Abbreviate

𝑃𝑐 Critical pressure

𝑃inlet Pressure in inlet

𝑃inside Pressure inside of droplet

𝑃outlet Pressure in outlet

𝑃outside Pressure outside of droplet

𝑄𝑘 Sample amount of 𝑘th kind of BPD (𝑘 is ’sbp’ for S-BPD and ’snbp’ for
SN-BPD)

𝑄sbp Amount of specific breakthrough point distances

𝑅 Radius of sphere droplet

𝑅𝑝 Radius of pore

𝑅eq Equivalent radius of droplet

𝑅init Initial radius of droplet

𝑅carbon Radius of carbon fiber

𝑅PTFE PTFE thickness on the single carbon fiber

𝑆 Saturation

𝑆total Total saturation

𝑆total,anal Analytical solution of total saturation

𝑆local Local saturation

𝑆𝛼 Source term of 𝛼th component

𝑆anal Analytical saturation (analytical water fraction)

𝑠𝑖,𝛼 𝑖th element in the diagonal matrix of 𝛼th component

𝑇 Temperature

𝑡 Time

𝑡𝑙 Time in lattice unit

𝑡off Switch-off time

𝑡snap Snapshot time

𝑡break Breakthrough time

𝑡𝑟 Reference time

𝑡* Dimensionless time

𝑡cal Calculation time
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B.2. Latin symbols

𝑡cal,min Minimum calculation time

u Velocity

u𝛼 Velocity of 𝛼th component

u𝑖𝑡 Velocity in the iteration step 𝑖𝑡

u𝑖𝑡−𝑔 Velocity in the iteration step 𝑖𝑡− 𝑔

u* Dimensionless velocity

uanal Analytical solution of velocity

u*
anal Dimensionless analytical solution of velocity

uanal,aver Average analytical solution of velocity

uanal,max Maximum analytical solution of velocity

u𝑒𝑞
𝛼 Equilibrium velocity of 𝛼th component

uspu Spurious velocity

uspu,max Maximum spurious velocity

u𝛼,spu,max Maximum spurious velocity of 𝛼 component

u′ Velocity common to the various components

ū Average velocity

ū𝑟 Average velocity of component 𝑟 (𝑟 is ’H2O’ for water and ’O2’ for oxygen)

uinlet Inlet velocity

uinlet,𝑙 Inlet velocity in lattice unit

uinlet,𝑝 Inlet velocity in SI unit

�̇� Volume flux

�̇�𝑟 Volume flux of component 𝑟 (𝑟 is ’H2O’ for water and ’O2’ for oxygen)

𝑉tot Total volume

𝑉drop Droplet volume

𝑉drop,idl Idealized droplet volume

𝑉liquid Volume of liquid

𝑉liquid,init Initial volume of liquid

𝑉PTFE Volume of PTFE

𝑉GDL Volume of GDL
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B. Abbreviate

𝑉carbon Volume of carbon

Xflow Channel distance along the flow direction

Xmax Maximum position along the X direction

𝑥 Position in X direction

𝑥* Dimensionless position in X direction (flow direction)

𝑥𝑗 Position of 𝑗th sample in X coordinate

𝑥BP Breakthrough point position in X direction

𝑦 Position in Y direction

𝑦𝑗 Position of 𝑗th sample in Y coordinate

𝑦BP Breakthrough point position in Y direction

𝑦* Dimensionless position in Y direction

𝑧 Position in Z direction

𝑧𝑗 Position of 𝑗th sample in Z coordinate

𝑧BP Breakthrough point position in Z direction
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