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It is fair to state that we are not going to
experiment with single particles any more than
we will raise dinosaurs in the zoo.

—Erwin Schrödinger
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Introduction

As the technological needs of today’s global society continue to increase, the pres-
sure to develop more powerful, more efficient and above all more compact electronic
devices increases simultaneously. In 1965 Moore [1] exhibited a correlation between
the number of transistors on an integrated circuit and the number of years following
the invention of the integrated circuit in 1958 — the transistor count seemed to be
roughly doubling every year. This prediction was modified to doubling every two
years, which until several years ago had been fulfilled rather exactly. However the
miniaturization limit of the current field effect transistor technology is gradually be-
ing reached [2], and a shift in the electronics paradigm will soon be required. There
are several promising avenues currently at the focus of research for next-generation
information technology; 2D materials, multiferroics and spin- and valleytronics form
several examples [3–6]. A further example is the exciting field of molecular-scale elec-
tronics, where single molecules forming functional electronic devices is the ultimate
goal [7, 8].

Aviram and Ratner’s calculation of electronic transport through a single molecule
[9] is often heralded as the beginning of modern molecular electronics. Their idea
was that a single, polar molecule could act as a rectifier, which converts an alternat-
ing current into a direct current. However they were ahead of their time; the lack of
appropriate technology prevented their ideas from being built upon in experiment.
The advent of scanning tunnelling microscopy (STM) in the early 1980s [10] was the
stimulus that molecular-scale electronics needed. Several seminal STM as well as
mechanically controllable break junction experiments were the first to demonstrate
transport through single molecules [11, 12]. In the years since then, a wide variety of
functions have been demonstrated using single molecules, including transistor func-
tionality [13–15] and rectification [16, 17], but also electromechanical amplification
[18], switching [19, 20], memristance [21] and directional, mechanical motion [22].
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Introduction

The central challenges, besides economic considerations, that the integration of
molecular electronic components into real world applications faces can be summa-
rized into two general categories: control of electronic properties and control of geo-
metrical properties. The understanding of electron transport through molecules is a
key point where much research effort has been focused in the last decade [23]. How-
ever as Ratner [7] stated, with the estimated number of possible molecular structures
at ∼1060 for small organic molecules, there is still much to be discovered in this area.
As far as control over the geometry of a molecular system is concerned, bottom-up
rather than top-down fabrication processes must be employed in order to allow for
the tuning of of the properties of individual molecules. Here there are two main
approaches: allowing molecules to arrange themselves into a pre-designed structure,
known as self-assembly, or building a structure with the molecules as the ‘building
blocks’. Both approaches can in principle lead to extended structures defined at the
molecular scale, and can even be employed in conjunction as will be displayed in this
thesis. Seminal works, where single CO as well as C60 molecules were individually
positioned on surfaces, demonstrated the feasibility of STM for molecular manipu-
lation [24, 25]. However deterministic control over complex molecules at all stages
of the manipulation procedure, vital for molecular-scale construction, has not yet
been presented.

In this thesis, the atomically precise, mechanical manipulation of single molecules
with the tip of a scanning probe microscope (SPM) is demonstrated. The prereq-
uisites for controlled manipulation are twofold: firstly, the molecule must have a
‘handle’ by which it can be manipulated, for example a functional group. Secondly,
the handle between the microscope tip and the molecule must be sufficiently stable
throughout the manipulation, such that the molecule can be controllably taken from
its initial state into a final state. The organic semiconductor perylene tetracarboxylic
dianhydride (PTCDA), and its sister molecules naphthalene- and tetrylene tetracar-
boxylic dianhydride (N- and TTCDA), fulfils these two conditions. In this case the
functional group is the carbonyl group, found at the four corners of the molecule,
which forms a stable mechanical bond to the tip of the SPM. Particular favourable
conditions are achieved by depositing the molecules onto an Ag(111) substrate, which
is the substrate used for all experiments in this thesis. Chap. 2 demonstrates a single
molecule manipulation procedure used to pattern a self-assembled PTCDA layer by
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the controlled removal of single molecules. Molecules were individually contacted
by the sharp microscope tip at a carboxylic oxygen atom, withdrawn from the layer
and re-deposited to the surface in a highly reproducible fashion.

The degree of control exercised during the manipulation procedure was such that
the intermediate stage was entirely stable and the molecule remained on the tip, in
a well-defined metastable configuration, until deliberately returned to the surface.
This made the development of a new microscopy method possible, based on the
functionality of a single molecule. The method, dubbed scanning quantum dot mi-
croscopy (SQDM), uses single electron charging events of the tip-attached molecule,
acting as a quantum dot (QD), to map the electrostatic potential present in the
microscope junction. The SQDM sensor is therefore an example of a single molecule
device. Since the functionality of the device is added to existing capabilities of the
SPM, the microscope tip is described as being functionalized. A large advantage
of tip functionalization is the spatial localization of the tip section contributing to
the detected effect. In SQDM this results in a high spatial resolution in the mea-
sured electrostatic potential that is independent of the tip height. The electrostatic
potentials, mapped using SQDM, of a single molecule and even a single atom are
presented in Chap. 3.

The single electron charging events central to SQDM are a manifestation of the
Coulomb blockade, an energy barrier stemming from interelectronic repulsion that
prevents more than one electron hopping on or off the QD at any given instant. In
order to develop SQDM as a measurement technique, the key parameters affecting
this Coulomb blockade realization must be fully understood. An evaluation of the
application of the orthodox theory of the Coulomb blockade [26] to our experimental
data is presented in Chap. 4. This involves treating the microscope junction as a
system of capacitors, from which the electrostatic force acting in the junction can
be derived as a function of the charge state of the QD. However we show that the
model is insufficient to explain our experimental data. Subsequently an intuitive,
experimentally inspired model is developed to further our understanding of the data.
Analyzing the energies of the QD’s charge states, the key electronic properties of
the QD can be expressed in terms of experimentally observable quantities. A com-
parison of the two approaches provides us with deeper insight into the application
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Introduction

of the models to such a system, especially with respect to QDs with small spatial
dimensions.
Finally, a truly quantitative SQDM experiment is showcased in Chap. 5. It is

shown that when measuring the surface potential of flat, extended structures, the
measurement becomes independent of the structural properties of the tip. This
allows for a highly quantitative measurement of the change in surface potential and
therefore change in work function due to a surface structure. This is demonstrated
for a layer of PTCDA molecules on Ag(111) where the change in work function due
to PTCDA adsorption comes out at (145±10) meV. We discuss the unprecedentedly
high lateral resolution, a particular advantage of SQDM used for this purpose.
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1. Theoretical background and experimental techniques

1.1. Introduction to scanning tunnelling microscopy

The cornerstone of the original scanning probe technique, scanning tunnelling mi-
croscopy (STM) [10], is the quantum tunnelling effect. Tunnelling refers to electrons
passing through classically forbidden barriers. It is a result of the wave-like de-
scription of electrons and comes about when two conducting objects are brought
within close proximity of each other. The one-dimensional potential barrier model
can be used to intuitively understand the process, a schematic diagram of which
is provided in Fig. 1.1. Electrons in the system must satisfy the one-dimensional
time-independent Schrödinger equation (TISE):

−~2

2m
∂2Ψ
∂z2 (z) + U(z)Ψ(z) = EΨ(z) (1.1)

Ψ is the electronic wave function, which must be continuous. Since we are considering
the TISE, Ψ is also referred to as a stationary state. U(z) is a potential that a
propagating electron experiences and E is the energy eigenvalue of the particular
stationary state that satisfies the equation. If a negative voltage Vb is applied to
the sample, electrons are biased to move from the sample to the tip. Eq. 1.1 can be
solved for both in- and outside the vacuum barrier between the tip and sample:

z < 0 : Ψs(z) = eikz +Ae−ikz where k =
√

2m
~2 (E − U) (1.2a)

0 < z < ztip : Ψb(z) = Be−κz + Ceκz where κ =
√

2m
~2 (U − E) (1.2b)

z > ztip : Ψt(z) = Deikz (1.2c)

Eq. 1.2a shows that the solution when E > U corresponds to freely propagating
electrons, travelling in both directions since a certain proportion are reflected from
the potential barrier. By demanding continuity at the edges of the potential barrier,
Eqs. 1.2(a–c) can be solved for the four unknowns A, B, C, D and the reflection
and transmission coefficients can be determined. The coefficient of transmission T
depends on the barrier height and width, and if κztip � 1, then

T = 16k2κ2

(k2 + κ2)2 e
−2κztip (1.3)

6



1.1 Introduction to scanning tunnelling microscopy

sample
tip

z0 ztip

ψs

ψt
Φ

ψb

Vb

U

Figure 1.1: Schematic diagram of the quantum tunnelling effect. The Schrödinger equa-
tion solution in the electrodes is a plane wave; inside the potential barrier the electron
wave function decays exponentially.

We therefore see that the probability of an electron tunnelling through the barrier
decreases exponentially with the width of the barrier. An important result for the
practical application of STM however is the size of the barrier decay constant κ.
The barrier height U − E is related to the work functions of the electrodes. If the
two work functions are the same, i.e. φs = φt = φ, then κ =

√
2mφ/~2. The work

function of a metal is typically ∼5 eV, which corresponds to κ ' 1 Å−1. This means
that per ångström of electrode separation, the probability of an electron tunnelling
reduces by approximately one order of magnitude. This result is why the spatial
resolution of STM can be so high, and also implies that in fact only the final atom
of the tip contributes to the tunnelling current.

Bardeen [27] realized that Fermi’s golden rule, the probability of an electron in
one quantum state scattering into another, was key to the problem of quantum
tunnelling. The tunnelling current within his formalism can be written as such,
summing over all initial and final states:

I = 4πe
~
∑
i,f

f(Ei)[1− f(Ef + eVb)]|Mfi|2δ(Ei − Ef ) (1.4)

7



1. Theoretical background and experimental techniques

f(E) is the Fermi-Dirac distribution for fermions, evaluated at both the initial and
final state energies. δ(Ei−Ef ) is a delta function of the final state energy Ef for each
initial state energy Ei. The sum of delta functions represents the density of states
(DOS) at Ef for each Ei. |Mfi|2 is the tunnelling matrix element between initial and
final states, representing the wave function overlap between tip and sample states
with respect to tunnelling. Bardeen showed this could be written as

Mfi = ~2

2m

∫
S

(Ψ∗i∇Ψf −Ψf∇Ψ∗i ) · dS (1.5)

The term in brackets is the current density operator, and the integral is performed
over an arbitrary surface which lies entirely inside the barrier region. Eq. 1.4 can be
expressed in a more intuitive manner by including a low-temperature approximation:
in this case the Fermi-Dirac functions in Eq. 1.4 become step functions and the
current can be expressed directly in terms of the densities of states in tip and sample,
ρt,s:

I = 4πe
~

∫ eVb

0
ρt(E′ − eVb)ρs(E′)|M(E′)|2dE′ (1.6)

The matrix element is now a function of energy instead of wave function. Note that
since the Fermi-Dirac distributions are now step functions, we only integrate over
the window of the applied bias voltage. Here it is explicitly seen how the tunnelling
current depends on the DOS of tip and sample, plus the energy-dependent matrix
element. Eq. 1.6 in fact encapsulates the most important principle of STM: the
tunnelling current is a combination of topographic information, since the matrix
element modulus decreases exponentially with tip-sample distance, and electronic
information, since it is proportional to the DOS of tip and sample. While it is
possible to use Eq. 1.6 to calculate the tunnelling current, the detailed electronic
structure of the tip is however unknown. Tersoff and Hamann [28] developed on the
Bardeen theory and modelled the tip as a single point, localized at a position rt. By
carrying out this approximation at low temperature and low voltage, they showed
that the tunnelling matrix element is proportional to the value of the sample wave
function Ψs at the position of the tip rt. In other words, the square of the matrix
element is equal to the probability of a sample electron being at the position of the
tip. From this they constructed a new expression for the tunnelling current:

8



1.1 Introduction to scanning tunnelling microscopy

eVb sEf

t
Ef

tEvac

s
Evac

Φs

Φt

eV +ΔΦb

+Vb

Figure 1.2: Energy diagram of the tunnelling junction. If a positive bias voltage is
applied to the sample, the Fermi level or electrochemical potential of the sample is
lowered with respect to the tip, and tunnelling can occur from the tip to the sample.
In this case, unoccupied electronic states of the sample contribute to the tunnelling
current (see text). Note that the vacuum levels are shifted by eVb + ∆φ with respect
to each other, where ∆φ = |φt−φs| represents the contact potential difference between
the tip and sample.

I = 4πe
~
eVb

∑
n

|Ψn(rt)|2δ(En − EF) (1.7)

The sum is in fact equal to the local density of states (LDOS) at the position of the
tip. Tersoff and Hamann showed that this expression holds assuming that the tip
exhibits spherical symmetry, which is true if for example the tip apex is a spherical
s-orbital. At low bias voltage the current is thus proportional to the voltage, from
which it follows that the differential conductance is a direct measure of the LDOS:

dI

dV
∝ ρs(EF, rt) (1.8)

Therefore by recording a spectrum of the differential conductance, the LDOS of the
sample at the Fermi level EF and position rt of the tip can be probed. Fig. 1.2
displays the tunnel junction in a schematic energy diagram. When a positive bias
voltage is applied to the sample, its Fermi level is lowered as the electronic potential
energy is lowered. If tip and sample are close, this results in tunnelling from the

9



1. Theoretical background and experimental techniques

tip into unoccupied states of the sample (occupied states are highlighted in orange).
The reason why the current and differential conductance are primarily sensitive to
the LDOS at the Fermi level of the tip EF is that the tunnelling probability for
electrons with lower energies is exponentially higher according to Eq. 1.3, illustrated
by the arrows in Fig. 1.2.

It is however nigh-on impossible to guarantee spherical tip symmetry in the ex-
perimental realization of STM. Chen [29] showed with his derivative rule what the
effect of p- or d-wave tips would be, and was able to explain the extraordinary lateral
contrast that had been observed in experiment [30, 31], which was beyond the limits
of what the Tersoff-Hamann model predicted. In fact, determining the exact struc-
ture of the tip remains one of the main obstacles in scanning probe microscopies,
since it often influences measurement in a profound and non-trivial way.

1.2. Introduction to atomic force microscopy

The idea for a microscope capable of detecting forces at the atomic level came soon
after the advent of the STM, and in fact the first design concept of the atomic force
microscope (AFM) used an STM to detect microscopic changes in the deflection of
a cantilever due to tip-sample forces [32]. The ubiquitous presence of tip-sample
forces forms the key advantage of AFM over STM: its ability to characterize not
only electrically conducting samples such as metals and semiconductors but also
insulators, in solid or liquid phases. The force acting between tip and sample has
several contributions at several different length scales. The long range force acting
between tip and sample consists of the electrostatic as well as the dispersion or van
der Waals interactions, which are both attractive. The electrostatic force is due to
the surface charges on the two electrodes and has a simple form:

Fel = −1
2
∂C

∂z
V 2
b (1.9)

where C is the capacitance of the macroscopic tip-sample junction. The exact form
of ∂C∂z therefore depends on the junction geometry. If the tip and sample can be mod-
elled as infinite parallel planes, then Fel ∝ z−2

tip (see the definition of ztip in Fig. 1.1).
The van der Waals interaction between a sphere and an infinite plane, a relatively

10



1.2 Introduction to atomic force microscopy

F  + Fel vdW

F  + F  (+ F )vdW exc el

Figure 1.3: Forces acting in the scanning probe microscope junction.

good approximation to the AFM junction geometry, was shown by Hamaker [33] to
be

FvdW = − AR

6z2
tip

(1.10)

R is the radius of the sphere, ztip is the distance between the edge of the sphere and
the plane and A is the Hamaker constant, which depends on the density of the mate-
rials and the atomic pair-potentials between them. Fel and FvdW will therefore have
similar distance dependences and typically are of similar sizes, in the nN range [34].
The exact geometry and tip-sample distance define which contribution dominates.

The long range forces most often make up the background of an AFM measure-
ment, while the medium to short range forces are of greater interest. The dispersion
or van der Waals interaction between two neutral atoms is proportional to the in-
verse of the sixth power of the distance between them, i.e. EvdW ∝ r−6 and therefore
FvdW ∝ r−7. At very short range, this attractive force competes with the repulsive
force based on the Pauli exclusion principle, which states that fermions are forbidden
from occupying the same quantum state. Often termed Pauli repulsion, this appar-
ent force comes about when the electronic wave function overlap between atoms
becomes high at separations of a few ångströms. The combination of these two
contributions is often summarized in a single interatomic potential, the most simple
and frequently used variety of which is the Lennard-Jones potential:

11



1. Theoretical background and experimental techniques
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Figure 1.4: The interatomic Lennard-Jones potential, highlighting the transition from
the attractive to the repulsive force regime.

VL-J = 4ε
[(

σ

z

)12
−
(
σ

z

)6
]

(1.11)

ε is equal to the potential minimum and σ refers to the z value at the minimum.
The power of twelve in the repulsive contribution is empirically derived. Eq. 1.11 is
plotted in Fig. 1.4, where the crossover between attractive and repulsive force regimes
is highlighted. Since the overall force at this length scale changes dramatically with
distance, it is often the regime where the desired experimental information is drawn
from. However when the objects in question possess permanent electric charge,
the longer range Coulomb interaction between them can also form the quantity of
interest.
Three different operating regimes of AFM can be distinguished. In contact mode,

or static deflection mode, the deflection of the AFM cantilever is detected as it is
scanned across a surface while in the repulsive force regime [32]. The deflection itself
can be used as the output signal, however small changes in height can lead to the
cantilever tip ‘snapping out’ of contact, or undesirably large forces being applied
to the sample. For this reason a feedback loop is usually utilized to maintain the
deflection at a constant value. To get around the problem of high forces damaging
the sample, tapping mode was created, whereby a cantilever is driven to oscillate at
its resonant frequency, at an amplitude of several to hundreds of nanometres, while
the sample is scanned [35]. Over the large oscillation cycle the entire force curve is
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1.3 Experimental details

sampled, from weakly attractive to strongly repulsive. For this reason the cantilever
is said to ‘tap’ the sample. The third imaging mode, which can achieve the highest
lateral resolution, is the non-contact mode. In non-contact mode the AFM sensor
oscillates at its resonant frequency, at a distance range from several nanometres
above the surface, with soft (low stiffness) sensors, to several ångströms above the
surface, where very stiff sensors must be employed to stop the tip from snapping into
contact and the resonance being interrupted. Here the force is no longer the output
signal, rather the resonant frequency of the sensor, which is related to the stiffness
i.e. the force gradient of the junction. Two sub-modes can be employed: amplitude
modulation and frequency modulation. In the amplitude modulation (AM) mode,
the sensor is driven at a frequency slightly off resonance, and detected changes in
the amplitude are used to reconstruct the shift in the sensor’s resonant frequency
[36]. Frequency modulation (FM) on the other hand directly tracks changes in the
resonant frequency by demodulating the oscillation output [37], often with a phase
locked loop [38]. An additional feedback loop is used in FM-AFM to keep the
oscillation amplitude constant, from which the energy dissipation in the experiment
can be reconstructed. FM-AFM has proved to be the ultimate AFM mode for
sensitivity, and was thus the first of the measurement schemes to achieve atomic
resolution [39].

1.3. Experimental details

1.3.1. Experimental setup

The scanning probe microscope used in this work is a combined non-contact atomic
force microscope / scanning tunnelling microscope (nc-AFM/STM). The microscope
head is based on the Besocke beetle-type design [40] and the system is produced by
CreaTec Fischer & Co. GmbH. Throughout the work presented in this thesis the
microscope was operated in ultrahigh vacuum conditions and at low temperatures.
The system consists of a series of chambers with gate valves to separate them.
Pressures of ∼ 10−7 mbar are achieved by initial evacuation with a scroll pump,
followed by the addition of a turbomolecular pump. The system must also be baked
such that water evaporates, after this pressures of ∼ 10−9 mbar can be achieved.
The final base pressure of 1 ∗ 10−10 mbar is reached with the use of two titanium
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Figure 1.5: Schematic diagram of the SPM setup. The microscope tip is attached to a
ramp ring, supported by three piezotubes (not shown). The ramp ring can be moved in
three dimensions by extending the piezotubes, and coarse movement is possible through
slip-stick motion of the ramp ring. Tunnelling current or the tuning fork’s resonant
frequency shift can be recorded, either separately or simultaneously.

sublimation pumps and two ion getter pumps. Low temperatures are achieved by
surrounding the microscope head by two bath cryostats, separated by insulating
shields. The outer cryostat is filled with liquid nitrogen (T = 77 K) and the inner
with liquid helium (T = 4.2 K); in our setup the base temperature is 5 K. The
cryopumping effect of the cryogens means that the base pressure in the measurement
chamber is < 3∗10−11 mbar. Additionally, to isolate the microscope from mechanical
disturbance, the entire system is suspended on four passive air dampers.

The microscope tip is connected to a ramp ring, supported by three piezotubes.
Lateral motion in the xy-plane is achieved by lateral extension of the piezotubes.
Motion in the z-direction is possible through vertical piezotube extension, and coarse
motion (within a range of 1 mm) is facilitated by slip-stick rotation of the ramp ring.
The tip is in fact attached to a fourth piezotube in the middle of the ramp ring that
can be used for xyz-motion, however we utilize this piezotube to excite the AFM
sensor. We use a quartz tuning fork of the qPlus type as a sensor [41]. In this design,
one of the fork prongs is firmly connected to the tip holder and the second prong is
free to oscillate.
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1.3 Experimental details

Principle of STM operation

The STM uses tunnelling current to detect features on the surface. For this reason,
a conducting tip and sample are required. In our setup the bias voltage is applied
to the sample and the tip is grounded. The measured tunnelling current is directed
from the tip to a transimpedance amplifier, the gain of which is set between 106 and
109, i.e. 1 nA ≡ {0.001, 0.01, 0.1, 1} V. The signal is then recorded by the digital
signal processor (DSP) and attributed to the scan pixel in question, before the tip
is moved onto the next pixel of the image. There are two main scan modes available
for STM measurement:

1. Constant current mode. Here the height of the tip is adjusted at each pixel to
keep the tunnelling current constant. This is done by employing a PI feedback
loop with a set point defined by a certain bias voltage and certain desired
tunnelling current. This mode is useful for initial surface characterization:
large surface protrusions or defects can cause the tip to crash into the surface,
however with feedback that is fast enough this can be avoided. The image is
composed of the tip height required to hold the current constant as a function
of lateral tip position. However this does not correspond directly to the surface
topography since the electronic structure also plays a role.

2. Constant height mode. This mode entails opening the current feedback loop
and holding the tip height constant while recording the current as a function of
lateral tip position. Due to its simplicity, constant height measurement allows
for fast scanning, however the sample must be atomically flat or tip crashes
will occur. Additionally, piezo creep and thermally induced drift mean that
constant height scanning is more suitable for cryogenic temperatures.

Principle of AFM operation

AFM has in the last several years found a wider scope of application than STM
since the detection of forces does not require the tip or sample to be conducting.
Nevertheless, the detection scheme is somewhat more involved than that of STM.
In the following we briefly introduce the key features of our non-contact, frequency
modulated AFM setup. The qPlus tuning fork is excited piezoelectrically by broad-
band pulses, and in the absence of interactions with the sample, oscillates at its
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resonant frequency f0. However when the tip begins to interact with the sample,
the force acting on the tuning fork affects its oscillation and perturbs its resonant
frequency. The new frequency of oscillation can be written as fres = f0 + ∆f , where
∆f is the frequency shift due to tip-sample interaction. Giessibl [42] described how
tip-sample stiffness and force can be reconstructed from this frequency shift, which
we will utilize in Chap. 4.
The deflection signal of the qPlus is also read out piezoelectrically, and the signal is

internally amplified before being input into the phase-locked loop (PLL). The basic
functionality of the PLL is as follows: its locks the phase of a reference oscillation,
with a specific phase and frequency, to that of the experimental oscillation. When
the frequency of the input signal changes, its phase diverges from that of the refer-
ence signal. By adjusting the frequency of the reference signal in order to match the
phases, the PLL tracks the change in resonant frequency when tip-sample interac-
tions are present [43]. In addition, a PI controller is utilized to maintain a constant
oscillation amplitude. If dissipative processes have taken place during the oscillation
cycle of the tuning fork (e.g. vibrational excitations of a surface structure), then
the energy stored in the tuning fork reduces and the excitation amplitude must be
temporarily increased to maintain the set point amplitude. The energy that is lost
is recorded and referred to as the energy dissipation.
Similar to STM, there are again two main imaging modes within nc-AFM:

1. Constant frequency shift mode. A feedback loop is employed to keep the res-
onant frequency shift of the tuning fork constant during imaging. As the
force-distance relationship at an atomic level is non-monotonic (see Fig. 1.4),
the chance of a tip crash in this mode is high. Since the complexity of the PLL
tends to limit the scan speed, an additional feedback loop for frequency shift
means that scanning is typically rather slow.

2. Constant height mode. The feedback loop is opened and the tip-sample dis-
tance is kept constant while the frequency shift is recorded. Due to the afore-
mentioned drawbacks of constant frequency shift scanning, constant height
mode is the more popular of the two.

A further frequently used function in AFM is approach curve spectroscopy: the
distance between the tip and the sample is varied while the frequency shift is moni-
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Substance Tevap (K) tdep (s) Tcrys (K) Tann (K)

NTCDA 450 60–120 300 400

PTCDA† 570 120–240 300 470

PTCDA‡ 570 30–60 100 230

TTCDA 670 180–300 300 470

NaCl 610 10–30 300 400

Table 1.1: Parameters for molecular deposition. Annealing took place over 60–120 sec-
onds. †Extended layers. ‡Small islands.

tored. In this way the force and interaction energy between tip and sample can be
reconstructed.

1.3.2. Sample and tip preparation

The preparation of the Ag(111) crystal used in this thesis was carried out by cycles
of sputtering and annealing, which took place in the preparation chamber, separated
from the main measurement chamber. Depending on the cleanliness of the crystal,
the following procedure was carried out 1–4 times: 15 minutes of Ar+ ion bombard-
ment at 0.8 keV to remove layers of material from the surface, and 15 minutes of
annealing to 800 K to create atomically flat terraces.

The deposition of molecules onto the crystal is summarized in Tab. 1.1. The im-
portant parameters are the evaporation temperature Tevap, the deposition time tdep,
the crystal temperature during deposition Tcrys and the annealing temperature Tann.
Except for PTCDA, each other substance was evaporated from a crucible mounted
on a sample holder, direct from the sample storage rack within the preparation cham-
ber. PTCDA was evaporated from a homebuilt Knudsen cell. Annealing the crystal
was necessary either to order the molecules or to remove unwanted surface adsor-
bates. In the case of sodium chloride, instead of wetting layers, three-dimensional
ionic crystals are formed upon annealing, therefore the annealing temperature plays
a crucial role.

The microscope tips used in this thesis were 15 µm-thick PtIr wires, glued onto
qPlus tuning forks by CreaTec. The tips were cut and sharpened by focused ion

17
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beam (FIB) milling with the help of D. Park and J. Mayer from RWTH Aachen
University. Once cut, the resonant frequencies of the sensors used in this work
were between 30.3 kHz and 31.8 kHz, with Q-factors between 20000 and 120000.
The tips were not otherwise treated before being transferred into the microscope.
To prepare the tip in experiment, a combination of voltage pulses and gentle dips
into the metal surface was used. For large, structural changes on the mesoscopic
scale, voltage pulses up to 10 V and dips of up to several tens of nanometres were
carried out. The tip was deemed to be stable once pulses of ∼ 6 V at a height of
∼1 nm no longer changed the structure of the tip, signalled by abrupt jumps in the
current-voltage trace. To sharpen the tip on the atomic level while simultaneously
covering it with silver, dips of up to a nanometre into the surface were employed.
The sharpness of the tip was judged in two ways: the sharpness of the features
in an STM image and the resonant frequency shift at ∼ 1 nm above the surface.
The STM image quality is self-explanatory. In order to reliably perform the single
molecule manipulation experiments to be discussed in this thesis, it was observed
that a negative frequency shift of < |5|Hz was required. This corresponds to a tip
that is sharp on the mesoscopic scale.
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2. Patterning a hydrogen-bonded molecular monolayer with a hand-controlled SPM

Introduction

With the advent of the SPM in the early 1980s, it became clear that the precise
manipulation of surface objects was something that the SPM would be well suited
to. In the early 1990s, the first seminal works exhibited the arrangement of single
atoms and small single molecules on surfaces using the tip of the microscope [44–
46]. This attracted worldwide attention to the technique and since then atomic
manipulation has become a standard procedure: most SPM groups have written their
institute’s name or logo in atoms at some point and many fascinating experiments
have been presented [47–51]. Vertical manipulation, i.e. the transfer of an atom
or molecule to the tip and back to the surface, as well as lateral manipulation, the
lateral shifting of the particles, are both well-developed. However the manipulation
process is in these cases essentially a two-stage operation. The initial state is the
atom or molecule at a certain surface adsorption site and the final state is either
at a certain tip adsorption site or another surface site, with no control over the
intermediate state. This manipulation scheme has proved successful for point-like
particles without internal, spatial degrees of freedom, however it is clear that with
a more complex object, the probability of controlling each of its degrees of freedom
during such a manipulation process is minimal.

In this chapter a method for atomically precise single molecule manipulation is
presented, with which complex molecules can be controllably and reversibly manip-
ulated between various geometric configurations. A commercial three-dimensional
motion tracking device is combined with the standard SPM electronics, such that
the tracked coordinates of an object in the lab are translated in real time to move-
ments of the SPM tip. This apparatus is applied to the problem of patterning a
PTCDA monolayer by removing molecules, where the molecules are tightly bound
by their mutual hydrogen bonds. The overall intermolecular potential is a complex
function of many contributions, including van der Waals interactions. There exists
a path, or trajectory, along which the intermolecular forces are minimized, however
the computation of this path is prohibitively costly, especially since the exact tip
structure is unknown. For this reason the motion tracking approach is taken, where
custom trajectories can be dynamically tested and selectively varied. This trial-and-
error approach led to the successful manipulation of 47 PTCDA molecules from a
monolayer, whereby the word ‘JÜLICH’ was patterned into the monolayer. We be-
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lieve that this transferable method could help significantly on the way to functional
molecular design, as a learning procedure as well as a training set for an automated
process.
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2.1. Patterning a hydrogen-bonded molecular monolayer
with a hand-controlled scanning probe microscope

The journal article in this section was published in the Beilstein Journal of Nan-
otechnology [52]. The author contributions were as follows: M.F.B.G., C.W., R.T.
and F.S.T. conceived the experiments. M.F.B.G. and P.L. performed the experi-
ments. M.F.B.G. and A.G. installed the motion tracking system. M.F.B.G., T.E.
and P.L. wrote the software to incorporate the motion tracking system. M.F.B.G.
and R.T. analyzed the data. M.F.B.G., R.T. and F.S.T. wrote the paper and all
authors discussed the manuscript throughout.
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Abstract
One of the paramount goals in nanotechnology is molecular-scale functional design, which includes arranging molecules into com-

plex structures at will. The first steps towards this goal were made through the invention of the scanning probe microscope (SPM),

which put single-atom and single-molecule manipulation into practice for the first time. Extending the controlled manipulation to

larger molecules is expected to multiply the potential of engineered nanostructures. Here we report an enhancement of the SPM

technique that makes the manipulation of large molecular adsorbates much more effective. By using a commercial motion tracking

system, we couple the movements of an operator's hand to the sub-angstrom precise positioning of an SPM tip. Literally moving the

tip by hand we write a nanoscale structure in a monolayer of large molecules, thereby showing that our method allows for the

successful execution of complex manipulation protocols even when the potential energy surface that governs the interaction behav-

iour of the manipulated nanoscale object(s) is largely unknown.
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Introduction
The scanning probe microscope (SPM) is an excellent tool for

the manipulation of atoms and molecules on surfaces due to its

high spatial imaging resolution and atomic-scale precision

[1-7]. Today, controlled SPM manipulation of individual atoms

and small molecules is a routine operation [6-8]. It has been

recognised that the outcome of such manipulations is fully
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defined by the microscopic interactions between the manipu-

lated atom or molecule, the surface and the tip [5].

If the manipulated object is an individual atom or a small mole-

cule its internal degrees of freedom can be neglected (as for a

point-like particle) such that the state of the particle is fully

described by its three spatial coordinates. Since the position of

the tip apex is also defined by a set of three coordinates, the full

state space of an SPM junction that contains one point-like

particle essentially has at least six independent dimensions [9].

Therefore in order to perform a successful SPM manipulation

one ideally needs to know the junction potential function

defined over the whole 6-D state space. Because most of the

detailed studies of SPM manipulation have been performed on

individual atoms or small molecules adsorbed on surfaces with

a highly symmetric structure, their success can be explained to a

large extent by the fact that the high symmetry of the surface

considerably simplifies the potential of the junction in multi-

functional state space [5,8]. At the same time it is clear that the

realisation of more advanced nanoscale functions will eventu-

ally rely on highly controlled manipulations with molecular

objects of larger size, possessing numerous internal degrees of

freedom and adsorbed on surfaces with a more complex and

thus less symmetric structure.

Unfortunately, the behaviour of large molecules on surfaces is

generally not well understood. Despite the fact that studies of

complex molecular adsorption are progressing quickly, even in

the best-studied model cases a full and quantitatively precise

picture of the molecular adsorption potential (even in the

absence of the SPM tip) is not yet available. For systems that

contain a larger number of molecules that may simultaneously

interact with the surface, the SPM tip and each other, recon-

struction of the potential does not seem realistic in the nearest

future.

How can we nevertheless manipulate large molecules success-

fully, despite lacking full knowledge of their complex inter-

action potential? Generally, the manipulation act is defined as a

trajectory that connects the initial and the final states of the

junction in its multidimensional state space. In SPM such trajec-

tories can only be executed by controlled changes of the spatial

coordinates of the tip. The other degrees of freedom of the junc-

tion, namely the centre of mass and the internal degrees of

freedom of the manipulated molecule, cannot be directly

controlled; instead they relax spontaneously as the tip is moved

along its 3-D trajectory. Their relaxations are always directed

such that they minimize (locally) the total potential of the junc-

tion. For a manipulation to be "successful" the sequence of

spontaneous relaxations of molecular degrees of freedom must

steer the junction into the final state of the manipulation. If the

potential of the system were known at each point of its state

space, the identification of the desired tip trajectory would

become a mathematical problem. In reality, since the potential

is not known “successful” trajectories can only be determined

with the help of an experiment in which the relevant regions of

the potential landscape are explored in a “trial and error”

fashion and the obtained information is finally used for

learning. In future one could envision a computer-driven SPM

that automatically learns successful manipulation protocols

through performing specific experiments on single molecules

and analysing their outcomes. Here we demonstrate the prin-

cipal possibility of such learning by substituting a computer-

driven system with a human operator controlling the position of

the SPM tip with their hand. Our experiments directly show that

the operator efficiently finds trajectories for the intentional

manipulation of large organic adsorbates without prior knowl-

edge of the potential to which the manipulated system is

subjected.

Experimental
For the demonstration of our manipulation technique we chose

one of the best-studied cases of the adsorption of complex

organic molecules: the well-ordered interface formed by the

archetypal organic semiconductor 3,4,9,10-perylene tetracar-

boxylic acid dianhydride (PTCDA) on a single-crystalline

Ag(111) surface [10] (see Figure 1a). An Ag(111) single crystal

was cleaned by repeated Ar-sputtering and annealing cycles. A

small coverage of PTCDA molecules (less than 10% of a mono-

layer) was subsequently deposited from a custom-built

Knudsen-cell onto the freshly prepared Ag(111) surface kept at

room temperature. Immediately after deposition the sample was

moved into the microscope and cooled to 5 K. Prior to the

imaging and manipulation experiments the SPM tips were

prepared by voltage pulses of 3–6 V (applied to the sample) and

by crashing 10–30 Å deep into the clean Ag(111) surface whilst

simultaneously applying a voltage of 0.1–1 V. The cleanness of

the tip was validated by STM imaging of the former lowest

unoccupied molecular orbital (LUMO) of PTCDA [10] and

spectroscopy of the Ag(111) surface state. All PTCDA images

shown were made with STM at I = 0.1 nA and with an applied

bias voltage of V = −0.34 V that facilitates the intramolecular

resolution corresponding to the LUMO. All of the reported

experiments were performed in situ under ultra high vacuum

conditions.

The adsorption mechanics of PTCDA on Ag(111) is well under-

stood: a PTCDA molecule binds to the metal surface through an

extended bond that involves charge transfer into its LUMO and

also locally with its four carboxylic oxygen atoms [10,11]

(marked by white circles in Figure 1a). The same atoms enable

SPM manipulation with the molecule, since an individual
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Figure 1: (a) 13 × 8 nm2 STM image of a PTCDA island grown on an
Ag(111) surface and of an isolated PTCDA molecule detached from it.
The white rectangle marks the unit cell of the monolayer. The struc-
ture of the PTCDA/Ag(111) layer is displayed on the right. The posi-
tions of the carboxylic oxygen atoms of PTCDA are marked by white
circles. All of the STM images were post-processed with WSxM soft-
ware [14]. (b) I(z) curves measured upon tip approach and subse-
quent retraction executed over one of the carboxylic oxygen atoms of
PTCDA with the applied bias voltage of V = 5 mV. Black arrows
superimposed on the red and green curves show the direction of the
tip movement. The contact event is observed as a sharp increase of
I(z). The isolated PTCDA molecule can be pulled away from the
surface simply by retracting the tip vertically (green curve). PTCDA
molecules that reside inside monolayer islands resist pulling, which
breaks their contact to the tip prematurely (red curve). The relative
tip–surface distance scale (z) was aligned such that the contact point
defined its zero value.

carboxylic oxygen atom can bind the molecule to the SPM tip
[12]. For a molecule residing within a compactly ordered mono-
layer, the same carboxylic groups are involved in hydrogen-
bonds with the C–H side groups of neighbouring PTCDA mole-
cules [10,11]. These intermolecular interactions bind the mole-
cules to each other, holding them tightly within the molecular
islands [13].

An attempt to manipulate PTCDA thus faces a conspicuous
practical problem: while an isolated molecule that has no neigh-
bours can be contacted and lifted from the surface with the SPM
tip in a straightforward manner, the interactions between the
molecules foil most of the attempts to remove a molecule
residing inside the compact molecular monolayer [15,16] (see

Figure 1b). Although the nature of the forces that hold the layer
together is qualitatively understood, due to the lack of quantitat-
ive information it is not clear a priori how to remove a mole-
cule from the layer with the SPM tip; because of the prohibi-
tively large state space it would also be impossible to calculate
this with reasonable effort. As will be shown here, hand-
controlled manipulation (HCM) using the SPM tip allows us to
find a manipulation protocol that removes single PTCDA mole-
cules from the molecular monolayer very reliably.

We performed the molecular manipulation with a commercially
available SPM. Our instrument, the low-temperature combined
non-contact atomic force/scanning tunnelling microscope (NC-
AFM/STM) from CREATEC, allows for a stable and precise
positioning of the tip, while simultaneously measuring the
current flowing through the junction (I) and the frequency shift
of the oscillating tip ( f). Measuring f provides additional
information about the microscopic junction structure [15,16].
For the AFM functionality we used a qPlus sensor [17] manu-
factured by CREATEC. The AFM/STM tip was made from a
0.3 mm long and 15 m thick PtIr wire glued to the tuning fork
of the qPlus sensor, and sharpened with a gallium focused ion
beam (FIB). The resulting resonance frequency of the qPlus
sensor was f0 = 30,300 Hz with a quality factor of Q  70,000.
Contacting and manipulation were performed with the qPlus
sensor oscillating with an amplitude of A0  0.2–0.3 Å. Interac-
tions in the junction were monitored by measuring the
frequency shift f(z)  (f0/2k0)dFz/dz, where k0 = 1800 N/m is
the stiffness of the quartz tuning fork used.

The essence of our approach lies in the coupling of the sub-
angstrom precise positioning of the tip of our instrument to the
motion of the operator's hand [18]. This is achieved with the
help of a commercial motion tracking system from VICON (see
Figure 2). The VICON software was used to obtain Cartesian
coordinates of a marker attached to the hand of the operator and
feed them into a high precision power supply from STAHL
ELECTRONICS that generated three voltages, vx, vy and vz,
which were added to the voltages ux, uy, uz used by the scan-
ning probe software to control the position of the SPM tip. The
system was calibrated such that 5 cm of hand motion corre-
sponded to 1 Å of tip movement, and calibration constants were
chosen to be the same for x, y, and z directions. The tip manipu-
lation speed did not exceed 0.2 Å/s. This limitation was
imposed by the latency time of the communication channel
between the tracking software and the power supply generating
the voltages vx, vy, vz (see Figure 2). The spatial uncertainty
introduced by the motion tracking software was equal to 0.01 Å
along each of the axes (x, y, z). The uncertainty introduced by
the electrical noise in the low- and high-voltage amplifiers was
about 0.01 Å along z and 0.05 Å along x and y directions. The
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coupling latency time was 50 ms. The contacting and molec-

ular manipulation was performed at Vb = −5 mV. In total

48 molecules were extracted from the monolayer. Each HCM

was preceded by an attempt to lift the molecule by moving the

tip straight up from the surface; only five molecules were

removed in this manner.

Figure 2: Scheme of the set-up for manual control of the SPM tip.
Lamps mounted on the front of the two cameras emit infrared light that
is reflected by a single marker fixed rigidly to the hand of the operator.
The reflected light is captured by the cameras; with two cameras full
three-dimensional triangulation is achieved. At the system output the
real-time x(t), y(t), z(t)-coordinates of the marker are extracted. These
coordinates are converted into a set of three voltages vx, vy, vz that are
further added to the ux, uy, uz voltages of the SPM software used to
control the scanning piezo-elements of the microscope. In this way
when the feedback loop is closed the position of the SPM tip is
controlled by the SPM software, but when the feedback loop is open
the tip is controlled by the hand of the operator. During the manipula-
tion vx + ux, vy + uy and vz + uz voltages are sampled at a frequency of
1 kHz.

Each individual HCM started by acquiring a constant current

STM image of the molecule to be manipulated. The tip was then

parked over the carboxylic oxygen atom of PTCDA that had

been selected for contacting and the current feedback loop of

the SPM software was opened. The contact to the molecule was

established by approaching the tip vertically towards the

surface; this approach was effected by downward movement of

the hand of the operator. Over the course of HCM the current I

flowing through the junction and the frequency shift Δf were

displayed on the screen of an oscilloscope and served as feed-

back signals for the operator. Formation (loss) of the contact

was monitored in real time by a sharp increase (decrease) of I

(cf. Figure 1b) or a kink in Δf [15,16]. After establishing the

contact between the tip and the molecule, the operator retracted

the tip along an arbitrary three-dimensional trajectory. If the

contact to the molecule was lost prematurely, the tip was moved

back to the initial parking position by zeroing the vx, vy and vz

voltages and the manipulation was re-initiated. If contact was

maintained up to retraction distances of 10–15 Å, the tip was

moved, with the help of the SPM software, laterally at constant

height to a clean silver surface area. There an attempt to

re-deposit the molecule from the tip back to the surface was

made. Re-deposition was performed by approaching the tip with

the removed PTCDA molecule hanging on its apex towards the

Ag(111) surface and applying a voltage pulse of 0.6–1 V. After-

wards the current feedback loop was closed and the manipula-

tion area was scanned in constant current STM mode (a movie

that was made of the scanned STM images can be found in the

Supporting Information). If the state of the tip apex was

changed during HCM it was reshaped by gentle dipping into the

surface.

With this approach and without any prior experience it took

about 40 minutes to remove the first molecule from the layer.

Repeating the experiment, we observed that the average time

necessary to remove one molecule decreased to 13 minutes after

about 10 successful attempts. We stress here that this learning

was based entirely on rather sparse information about the junc-

tion, namely the conductance at a fixed bias voltage and the

frequency shift Δf related to the z-gradient of the vertical force

[15,16].

Results and Discussion
Inspecting Figure 3a, which displays the 3-D trajectories that

successfully extracted the PTCDA molecules from the layer, we

note several interesting observations. First we see that all of the

successful trajectories tend to “bunch” in a relatively narrow

solid angle. The correct determination of that angle thus largely

defines the success of the manipulation. Here the operator deter-

mines the required solid angle by using the fact that unsuc-

cessful trajectories terminate prematurely with the tip-molecule

bond rupture. As Figure 3b shows, many of the trajectories

“survive” the first 3 Å of pulling, although the ones that are

going to become successful start to concentrate in the upper

right quadrant. As the tip moves further away from the surface

many unsuccessful traces get terminated due to the premature

breaking of the tip–molecule contact. Indeed Figure 3c shows

that at a distance of 7 Å most of the successful trajectories lie

within the solid angle Ω (cf. Figure 3c), the direction of which

suggests that the molecule is peeled off the surface starting from

the corner at which the contact to the tip was established [19].
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Figure 3: a) A perspective view on a set of 34 3-D manipulation trajectories that resulted in the removal of PTCDA molecules from the monolayer. In
order to facilitate plotting, the density of recorded data was reduced by a factor of 100 to a sampling frequency of 10 Hz. Each point of the trajectory is
plotted as a sphere with a radius of 0.2 Å, corresponding to the amplitude of the oscillations of the AFM/STM tip. The colour of the sphere reflects the
value of I(x, y, z) measured at the given point of the manipulation trajectory. The black circle shows the boundary of the sphere from Figure 3c. For a
more detailed view of the displayed 3D trajectories download the 3D animation or the interactive 3D model from Supporting Information. b,c) Full
statistics of manipulation trajectories (including unsuccessful ones) (top view). The circle marks the boundary of a sphere with the radius 3 Å (b) and
7 Å (c) the center of which was placed at the position of the carboxylic oxygen atom through which the molecule was contacted by the tip. Red (black)
points mark locations where the successful (unsuccessful) trajectories penetrate the sphere. Bunching of the successful trajectories in a narrow solid
angle is visible at larger tip–surface distances.

We remarked previously that the effectiveness of peeling stems

from the fact that it promotes gradual (vs simultaneous)

cleavage of the existing molecule–surface bonds [12,16]. In

contrast to the case of an isolated molecule, when the molecule

is peeled out of the compact layer the intermolecular bonds also

need to be cleaved. Therefore extraction of the molecule from

the layer needs a much more carefully chosen trajectory which

“schedules” the cleavage of the molecule–surface bonds as well

as the bonds between molecules in such a manner that the total

force acting on the tip–molecule bond is kept under a critical

threshold. The identification of such trajectories is performed

here by the operator carrying out HCM and we find that the

success of the peeling is largely defined by the direction along

which the tip is moved for the first 7 Å.

Notably, after reaching a retraction distance of about 7 Å the

trajectories shown in Figure 3a start to diverge from each other.

This suggests that the majority of the bonds that hold the mole-

cule within the monolayer have been cleaved by that point, thus

reducing the importance of the shape of the trajectory substan-

tially. Interestingly, the process of gradual bond cleavage is also

reflected by the initial increase in the current I(x, y, z) flowing

through the junction (cf. the red sections of the successful

trajectories in Figure 3a). This observation is in agreement with

previously published data that relate the increase of conduc-

tance through the tip–PTCDA–Ag(111) junction with the

effects of de-population and de-hybridization of the LUMO of

PTCDA, which occur upon the gradual breaking of the

PTCDA–Ag(111) bonds [12,20,21].

Finally, to illustrate the reliability of the HCM, we present a

structure “stencilled” into PTCDA/Ag(111) by sequentially

removing single molecules from the layer (Figure 4). Impor-

tantly, the images report the very first attempt, with no previous

experience and without training. A movie, assembled from

constant current STM images scanned after each removal step,

can be downloaded as Supporting Information. It shows that

48 molecules were extracted from the layer in a sequence

defined by the will of the operator. Remarkably, it was possible

to re-deposit 40 of the removed molecules onto the clean

Ag(111) surface nearby, showing that the molecules are not

damaged during their extraction [22]. Therefore, as Figure 4
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shows, manual manipulation can also be used to “correct” errors

by filling a created vacancy with a molecule that has been

extracted from a different location.

Figure 4: Constant current STM image of a structure consisting of
47 vacancies that were created by removing individual PTCDA mole-
cules from the PTCDA/Ag(111) monolayer. The sequence of inter-
mediate steps recorded during writing can be downloaded from the
supplement. The three insets show the “repair” of a vacancy created
by mistake. The black arrow marks the position of the error vacancy.
The white arrow marks the position of the molecule at the edge of the
molecular monolayer island that was used to fill the error vacancy. The
molecule from the edge was removed by using the same manipulation
protocol as for all other vacancies and was then placed into the error
vacancy by approaching the tip to the vacancy and increasing the
voltage steadily to 0.6 V.

Conclusion
In summary, HCM allows for the straightforward manipulation

of single molecules of large organic adsorbates in bound assem-

blies. The strength of the method derives from the direct manual

control of the AFM/STM tip. This allows the operator to

explore the unknown potential in the state space of the manipu-

lated system, quickly determining the manipulation trajectories

that steer the system into the desired final state(s). By using

HCM we were able to find the trajectories of the AFM/STM tip

that break the intermolecular bonds in the molecular monolayer

of PTCDA/Ag(111) and write the first ever complex structure

with large molecules.

The HCM method reported here brings us a step closer to the

possibility of building functional nanoscale molecular struc-

tures. In particular, it shows that in spite of the limited informa-

tion about the junction that is accessible in real time, it is never-

theless possible to efficiently learn along which paths through

the multidimensional state space with its highly complex poten-

tial molecules can be manipulated successfully. In future

applications of the method, this learning could be delegated

to a suitable computer algorithm. At the same time, the data

collected with this method may promote a deeper under-

standing of interactions in complex adsorption systems and thus

eventually help us to make another step towards machine-

controlled molecular-scale functional design.

Supporting Information
The paper is accompanied by a ZIP archive containing the

following files: The file “Manipulation-sequence.avi”

contains the sequence of intermediate images recorded

during the manipulation, the final result of which is shown

in Figure 4. The file “3Dmovie.avi” contains an animation

exhibiting the 3-D model of the recorded manipulation

trajectories shown in Figure 3 (for details cf. the caption of

Figure 3). The file “3Dmodel.html” contains an interactive

3-D model of the recorded manipulation trajectories. To be

viewed it must be placed in the same directory as the file

“CanvasMatrix.js” (included in the ZIP archive) and

opened with a browser. Use the mouse to rotate or zoom

the field of view of the 3-D model.

Supporting Information File 1
Additional experimental data

[http://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-5-203-S1.zip]

Acknowledgements
RT acknowledges support from the Helmholtz Association. CW

acknowledges support from the European Union by a Marie-

Curie Fellowship.

References
1. Eigler, D. M.; Schweizer, E. K. Nature 1990, 344, 524–526.

doi:10.1038/344524a0
2. Heller, E. J.; Crommie, M. F.; Lutz, C. P.; Eigler, D. M. Nature 1994,

369, 464–466. doi:10.1038/369464a0
3. Heinrich, A. J.; Lutz, C. P.; Gupta, J. A.; Eigler, D. M. Science 2002,

298, 1381–1387. doi:10.1126/science.1076768
4. Sugimoto, Y.; Pou, P.; Custance, O.; Jelinek, P.; Abe, M.; Perez, R.;

Morita, S. Science 2008, 322, 413–417. doi:10.1126/science.1160601
5. Ternes, M.; Lutz, C. P.; Hirjibehedin, C. F.; Giessibl, F. J.;

Heinrich, A. J. Science 2008, 319, 1066–1069.
doi:10.1126/science.1150288

6. Gomes, K. K.; Mar, W.; Ko, W.; Guinea, F.; Manoharan, H. C. Nature
2012, 483, 306–310. doi:10.1038/nature10941

7. IBM Research: A Boy And His Atom.
http://researchweb.watson.ibm.com/articles/madewithatoms.shtml
(accessed July 8, 2014).

8. Hla, S. W. Rep. Prog. Phys. 2014, 77, 056502.
doi:10.1088/0034-4885/77/5/056502



Beilstein J. Nanotechnol. 2014, 5, 1926–1932.

1932

9. Effectively the number of independent degrees of freedom of the
junction is higher if one accounts for the applied electric bias and, e.g.,
vibrational motion of a cantilever.

10. Tautz, F. S. Prog. Surf. Sci. 2007, 82, 479–520.
doi:10.1016/j.progsurf.2007.09.001

11. Kilian, L.; Hauschild, A.; Temirov, R.; Soubatch, S.; Schöll, A.;
Bendounan, A.; Reinert, F.; Lee, T.-L.; Tautz, F. S.; Sokolowski, M.;
Umbach, E. Phys. Rev. Lett. 2008, 100, 136103.
doi:10.1103/PhysRevLett.100.136103

12. Toher, C.; Temirov, R.; Greuling, A.; Pump, F.; Kaczmarski, M.;
Cuniberti, G.; Rohlfing, M.; Tautz, F. S. Phys. Rev. B 2011, 83,
155402. doi:10.1103/PhysRevB.83.155402

13. Rohlfing, M.; Temirov, R.; Tautz, F. S. Phys. Rev. B 2007, 76, 115421.
doi:10.1103/PhysRevB.76.115421

14. Horcas, I.; Fernández, R.; Gómez-Rodriguez, J. M.; Colchero, J.;
Gómez-Herrero, J.; Baro, A. M. Rev. Sci. Instrum. 2007, 78, 013705.
doi:10.1063/1.2432410

15. Fournier, N.; Wagner, C.; Weiss, C.; Temirov, R.; Tautz, F. S.
Phys. Rev. B 2011, 84, 035435. doi:10.1103/PhysRevB.84.035435

16. Wagner, C.; Fournier, N.; Tautz, F. S.; Temirov, R. Phys. Rev. Lett.
2012, 109, 076102. doi:10.1103/PhysRevLett.109.076102

17. Giessibl, F. J. Rev. Mod. Phys. 2003, 75, 949–983.
doi:10.1103/RevModPhys.75.949

18. In contrast to the previous attempts to bring the AFM or STM tip under
manual control, which mostly concentrated on providing a direct force
feedback to the operator [23-25], our system is optimized for a precise
positioning of the tip in all three dimensions rather than for haptic
feedback. Note that since we use a dynamic version of the AFM, the
true force-feedback is in fact impossible in our set-up since our AFM
detects the first derivative of the force dFz/dz only.

19. To get an idea how the junction structure evolves during the PTCDA
peeling please refer to the supplementary section of [15].

20. Temirov, R.; Lassise, A.; Anders, F. B.; Tautz, F. S. Nanotechnology
2008, 19, 065401. doi:10.1088/0957-4484/19/6/065401

21. Greuling, A.; Rohlfing, M.; Temirov, R.; Tautz, F. S.; Anders, F. B.
Phys. Rev. B 2011, 84, 125413. doi:10.1103/PhysRevB.84.125413

22. In all cases in which a molecule was damaged this occurred during the
attempt to deposit it back to the surface.

23. Guthold, M.; Falvo, M. R.; Matthews, W. G.; Paulson, S.; Washburn, S.;
Erie, D. A.; Superfine, R.; Brooks, F. P., Jr.; Taylor, R. M.
IEEE/ASME Trans. Mechatronics 2000, 5, 189–198.
doi:10.1109/3516.847092

24. Perdigão, L. M. A.; Saywell, A. Rev. Sci. Instrum. 2011, 82, 073704.
doi:10.1063/1.3600572

25. Jobin, M.; Foschia, R.; Grange, S.; Baur, C.; Gremaud, G.; Lee, K.;
Forró, L.; Kulik, A. Rev. Sci. Instrum. 2005, 76, 053701.
doi:10.1063/1.1891346

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/2.0), which

permits unrestricted use, distribution, and reproduction in

any medium, provided the original work is properly cited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(http://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.5.203



30



3
Scanning Quantum Dot Microscopy

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1. Scanning Quantum Dot Microscopy . . . . . . . . . . . . . . . 33

3.2. Scanning Quantum Dot Microscopy: Supplemental Information 39

3.3. A quantitative method to measure local electrostatic potential
near surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

31



3. Scanning Quantum Dot Microscopy

Introduction

In the last decade the advantages of functionalizing the SPM tip have been es-
tablished: by attaching a single, well-defined object to the tip, resolution can be
improved and new physical effects can become accessible [53–60]. These benefits
stem from the additional degrees of freedom (DoF) that the functionalizing object
introduces [61]. For example, it was shown that the contrast enhancement in SPM
images with a tip functionalized by a small probe particle came from the additional
spatial DoF of the probe particle [62–64]. The principle can however be extended
to different types of DoF, for example spin (spin-polarized STM [65]) or electronic
DoF. These DoF of a different nature can be influenced by the microscope junction
and induce previously unobservable effects, expanding the quantity of information
that can be drawn from experiment.
Here we augment the SPM tip with the electronic degrees of freedom of a gateable

QD, attached to the tip by controlled single molecule manipulation. The electronic
coupling between the tip and QD is sufficiently weak such that discrete electronic
states can exist on the QD, which can be populated and depopulated by gating.
These charging events change the charge distribution in the microscope junction,
leading to a change in the electrostatic force acting between tip and sample, which
in turn can be detected in the AFM frequency shift signal. We go on to show how
the gating is affected by local electrostatic potentials, leading to the invention of
the new microscopy method, SQDM, where the charging events of a QD are used
to map electrostatic potentials near surfaces. The method is demonstrated by the
measurement of the potential of a single PTCDA molecule adsorbed on Ag(111),
with quadrupolar (from the partial charges) and dipolar (from the charge transfer)
contributions. This measurement compares favourably to a microelectrostatic simu-
lation of the potential, which suggests that the potential is detected at a well-defined
point below the apex of the metal tip. The quantitative nature of the technique is
thereafter displayed by the measurement of the Smoluchowski dipole of a single sil-
ver adatom, which follows a z−2 decay law as expected. Finally, the detection of
the Smoluchowski potential at ∼7 nm from the atom demonstrates the outstanding
sensitivity of SQDM. Since the active element of the SQDM sensor is the molecular
QD, it can be described as a single molecule device.

32



3.1 Scanning Quantum Dot Microscopy

3.1. Scanning Quantum Dot Microscopy

The journal article in this section was published in Physical Review Letters [66]. The
author contributions are as follows: C.W., M.F.B.G., R.T. and F.S.T. conceived the
experiments. M.F.B.G. and P.L. performed the experiments. C.W., M.F.B.G. and
R.T. analyzed the data. T.D., P.K. and M.R. performed the DFT calculations.
C.W., M.F.B.G., R.T. and F.S.T. wrote the paper and all authors discussed the
manuscript.
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We introduce a scanning probe technique that enables three-dimensional imaging of local electrostatic
potential fields with subnanometer resolution. Registering single electron charging events of a molecular
quantum dot attached to the tip of an atomic force microscope operated at 5 K, equipped with a qPlus
tuning fork, we image the quadrupole field of a single molecule. To demonstrate quantitative
measurements, we investigate the dipole field of a single metal adatom adsorbed on a metal surface.
We show that because of its high sensitivity the technique can probe electrostatic potentials at large
distances from their sources, which should allow for the imaging of samples with increased surface
roughness.

DOI: 10.1103/PhysRevLett.115.026101 PACS numbers: 68.37.-d, 73.23.Hk, 82.37.Gk, 85.65.+h

The atomic structure of matter inevitably leads to local
electrostatic fields in the vicinity of nanoscale objects even
if they are neutral [1]. Hence, electrostatic forces often
dominate the interactions between nanostructures, but
experimental access to such local electrostatic fields is a
challenge, Kelvin probe force microscopy (KPFM) being
the most promising attempt to address it so far [2–4].
However, since KPFM measures the contact potential
difference between surfaces, which by definition are
extended objects, it inevitably involves lateral averaging,
especially for larger probe-to-surface distances. True three-
dimensional imaging of local electrostatic fields in a broad
distance range is therefore difficult with KPFM [5].
Here we introduce a scanning probe technique, scanning

quantum dot microscopy (SQDM), that provides a contact-
free measurement of the electrostatic potential in all three
spatial dimensions, without the drawback of distance-
dependent averaging. This is possible because SQDM,
unlike KPFM, directly probes the local electrostatic poten-
tial at a well-defined subnanometer-sized spot in the
junction. SQDM also shows a remarkable sensitivity that
allows, e.g., the detection of the electrostatic potential
∼6 nm above a single adatom on a metal surface.
We start by describing the general working principle of

SQDM, independent of the specific nature of the employed
quantum dot (QD). We image the electrostatic potential
using a nanometer-sized QD attached to the apex of a
scanning probe tip [Fig. 1(a)]. In the experiment, the
electronic levels of the QD are gated with respect to the

Fermi level EF of the tip by applying a bias voltage to the
tip-surface junction [Fig. 1(b)] [6–10]. In this way, the
charge state of the QD can be changed, e.g., if the bias
voltage V applied to the junction reaches a critical value V−

that aligns one of the QD’s occupied electronic levels with
EF, this level is depopulated [Fig. 1(b)]. With this device,
the measurement of a local electrostatic potential field

FIG. 1 (color). Working principle of SQDM. (a)–(c) Energy
diagrams showing the QD attached to a scanning probe tip. (a) In
the absence of a sample bias, a given level of the QD is occupied
(QD charge state N). (b) When a critical sample bias V− is
reached, one electron tunnels from the QD into the tip (QD charge
state N − 1). (c) If a local charge at the surface modifies the
potential in the junction, the QD level shifts and becomes
reoccupied (QD charge state N). (d) STM image of monolayer
PTCDA islands on Ag(111). Here, and on all further images, a
5 nm scale bar is shown. (e) Const. height Δf image of the area in
(d) recorded at ztip ¼ 3 nm [for definition, see Fig. 2(a)] and
V ¼ −990 mV. Prominently visible in red are lines where the
QD changes its occupation between N and N − 1. The charge
states of the QD in the different regions are labeled. (f) Same as
(e), but recorded at V ¼ −910 mV.
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Φðx; y; zÞ, caused for example by a surface adsorbate, is
possible because the electronic levels of the QD shift in
response to any perturbation of the potential at the position
ðx; y; zÞ of the QD. These shifts can be detected by their
effect on the charge state [Fig. 1(c)]. Detecting charging
events of the QD while scanning the three-dimensional
half-space above the surface is the working principle of our
method.
Figures 1(e) and 1(f), recorded 3 nm above islands of

perylene tetracarboxylic dianhydride (PTCDA) on the
Ag(111) surface, provide an initial illustration of SQDM
imaging. The red contours in Figs. 1(e) and 1(f) mark
locations where the QD changes its charge state. Note that
these contours follow the shape of the standing wave
pattern [Fig. 1(d)], which is formed by the surface state
as it is scattered by the perturbed electrostatic potential in
the surface [11]. This is an indication that the QD is indeed
sensitive to the electrostatic potential created by the sample.
In the remainder of the Letter, we present experimental
results that unambiguously confirm this conjecture.
We now turn to a description of the QD used in the

present work. Since the spatial resolution of SQDM is
related to the size of the QD, we chose a single molecule as
the QD to optimize it. Two questions then arise: is it
possible to controllably attach a single molecule to the tip
of the scanning probe microscope, and does this molecule
indeed exhibit the properties of a QD?
Regarding the first question, we were able to attach both

single PTCDA and naphthalene tetracarboxylic dianhy-
dride (NTCDA) molecules [Figs. 2(a) and 2(b)] to the apex
of the tip of a CREATEC qPlus tuning fork [12] noncontact
atomic force/scanning tunneling microscope (NC-AFM/
STM), operated at 5 K and in ultrahigh vacuum. This is
achieved with a well-documented manipulation routine
[13–16]: an isolated PTCDA or NTCDAmolecule, adsorbed
on Ag(111), is approached by the silver-terminated
AFM/STM tip directly above one of its corner oxygen
atoms. At a tip-surface distance of ∼6.5 Å, the chosen
oxygen atom flips up by ∼1.4 Å to establish a chemical
bond to the apex of the metal tip [13]. By this oxygen-silver
bond, the entire molecule can be lifted off the surface
[13,14]. As the final bond between the molecule and the
surface is broken, the attractive interaction with the surface
aligns the molecule perpendicularly to the surface [15,16] in
a configuration in which the molecule is hanging from the tip
by its oxygen-silver bond [Fig. 2(a)] [17].
The tip-suspended PTCDA and NTCDA molecules

behave as QDs because their frontier orbitals have π
character and a weak amplitude at the corner oxygen
atoms. Moreover, in the given configuration, the lobes
point in a direction that minimizes overlap with the tip;
hence, the bond to the tip acts as an insulating spacer, which
prevents their hybridization with the tip. This results in very
sharp line widths [13,18] and, equally importantly, in the
possibility to gate these levels because a sizeable fraction of

the applied bias voltage drops over the insulating oxygen-
tip bond. It should be noted, however, that in some respects
the properties of our molecular QDs differ from those of
more conventional QDs: first, due to large (and size-
dependent) intramolecular Coulomb repulsion, the charg-
ing energies are in the eV rather than the meV range, and
second, particle-hole symmetry is broken [19]. In fact,
while both NTCDA and PTCDA show the same function-
ality, the actual level alignment and smaller level spacing in
PTCDA [Fig. 2(b)] make it more convenient to work with.
Therefore, we focus on experiments with the PTCDA QD
tip. The data obtained with NTCDA can be found in the
Supplemental Material [18].
Since electrostatic potential measurements in SQDM are

based on changes of the QD’s electron occupation, a
sensitive detection of charging events is crucial. Here this
is accomplished by registering abrupt steps in the tip-
sample force that accompany the change of the QD’s
charge state [6–8,10]. In the qPlus NC-AFM, these steps
show up as sharp dips in the frequency shift curve ΔfðVÞ
[Fig. 2(c)] [12,20,21].
Based on our detection method, SQDM images can be

recorded either by mapping Δf [Figs. 1(e) and 1(f)] or by
plotting constant-height maps of charging voltages V−

[Fig. 2(c)]. If only one Δf feature is used, the resulting
SQDM contrast contains a combination of electrostatic and
topography effects. Fortunately, we are able to detect two

FIG. 2 (color). SQDM with a molecular QD and a NC-AFM.
(a) Schematic view of the QD sensor: A single PTCDA molecule
is chemically bonded to the AFM tip via a corner oxygen atom.
The definitions of ztip; z, and d are indicated. The calibration of
ztip was performed as described in Ref. [16]. (b) Schematics of the
energy level alignment of the PTCDA and NTCDA QD tips.
(c) ΔfðVÞ spectra taken with the PTCDA QD tip at ztip ¼ 3 nm
above the clean Ag(111) surface (blue) or above a PTCDA island
(orange). The center of each dip determines V−. The voltages
used for scanning Figs. 1(e) and 1(f) are indicated at the top.
(d) ΔfðVÞ spectra, recorded with PTCDA (red) and NTCDA
(blue) QD tips above the bare Ag(111) surface. The NTCDA
spectrum is multiplied by 4. For the PTCDA spectrum, recorded
at ztip ¼ 26 Å, the QD charge states N − 1, N, and N þ 1 are
indicated.
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ΔfðVÞ features (at V− and Vþ), corresponding to the N →
N − 1 and N → N þ 1 transitions of the QD [Fig. 2(d)]
[22]. The simultaneous analysis of both ΔfðVÞ features
allows for a straightforward disentanglement of topography
and electrostatics.
The fact that topographic signatures in the surface can

change the charge state of the QD if it is scanned at constant
height (i.e., fixed z) across the surface is naturally explained
by changes of the junction capacitance with the distance
between tip and sample [7]. The effect is illustrated in
Fig. 2(d) by the observation that the absolute values jVþj
and jV−j increase with ztip. We describe this behavior in
terms of a “gating efficiency” α. A smaller value of α
implies that a larger bias is needed to align any given
QD level with EF. In contrast to the topography, a
local electrostatic potential Φ� at the position of the QD
shifts V− and Vþ rigidly on the voltage axis
(ΔV ≡ Vþ − V− ¼ const). For a fixed z, the separation
of Φ� from topography can be achieved straightforwardly
by writing down the charging conditions Ehole þ αeV− þ
eΦ� ¼ 0 and Eel − αeVþ − eΦ� ¼ 0 (Eel and Ehole are the
electron and hole charging energies of the QD) for
transitions N → N − 1 and N → N þ 1, respectively, and
solving for α and Φ�. The result is α ¼ C=ΔV and
Φ� ¼ −CV−=ΔV þ Φ�

0, where C and Φ�
0 are constants that

can be determined by a calibration experiment where Φ� ¼
0 (see below). Details can be found in the Supplemental
Material [18]. The fact that ΔV is inversely proportional to
α shows that it primarily carries information about the
topography [23].
We now demonstrate the power of SQDM by mapping

out the local electrostatic potential field of a nanostructure.
As the latter, we choose a single PTCDA molecule on
Ag(111). Its field is expected to contain two major
contributions, a quadrupolar field, produced by the internal
charge distribution of the molecule [Fig. 3(a)], and a dipolar
field due to the electron transfer from Ag(111) to PTCDA
upon adsorption [24].
Using the PTCDA QD, we measure V− and Vþ on a

grid above the adsorbed PTCDA molecule and plot in
Figs. 3(a)–3(f) the experimental quantities ΔVðx; yÞ,
related to the topography, and V−=ΔVðx; yÞ, proportional
to the electrostatic potential (up to a constant offset).
Figures 3(d)–3(f) bear a close resemblance to the expected
molecular quadrupole field. This is reinforced by a com-
parison to the results of a microelectrostatic simulation,
in which the internal charge distribution of a gas-phase
PTCDA, as calculated by density functional theory (DFT),
its screening by the metal, and a homogeneous charge
transfer from the metal to the molecule have been taken
into account. The simulated images in Figs. 3(g)–3(i) were
obtained by fitting the experimental data from Figs. 3(d)–3(f)
with a two-parameter model, the first parameter being the
charge transfer from Ag(111) to PTCDA (q ¼ −0.09 e), and
the second parameter the distance z from the surface at

which the simulated potential is plotted [16 Å, 22 Å, and
28 Å in Figs. 3(g), 3(h), and 3(i), respectively]. Remarkably,
comparing the obtained distances zwith the experimental ztip
[24 Å, 28 Å, and 36 Å in Figs. 3(d), 3(e), and 3(f)], we obtain
an estimate of d ¼ ð7� 1Þ Å in Fig. 2(a). This shows that
the electrostatic potential is probed at a point approximately
7 Å below the tip apex, hence at the position of the PTCDA
QD, as expected from the proposed junction geometry
[Fig. 2(a)].
We now choose the Smoluchowski dipole [1], created

here by a single Ag atom adsorbed on Ag(111)
[Figs. 4(a)–4(c)], to demonstrate that SQDM can deliver
quantitative three-dimensional electrostatic potential imag-
ing. To this end, reference measurements V−

0 ðzÞ and Vþ
0 ðzÞ

(for a fixed set of heights z) at locations where the local
electrostatic potential Φ� is taken to be zero, e.g., above bare
Ag(111), can be used to eliminate the z-dependent constants
C and Φ�

0. In this way, Φ� can be evaluated from
Φ�ðx; y; zÞ ¼ −α0ðzÞf½V−ðx; y; zÞ=ΔVðx; y; zÞ�ΔV0ðzÞ−
V−
0 ðzÞg [18], where α0ðzÞ is the z-dependent gating effi-

ciency when the QD tip is above bare Ag(111). In the
simplest case, α0ðzÞ ¼ d=ðzþ dÞ, if a plate capacitor
geometry is assumed. Figure 4(d) shows the experimental
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FIG. 3 (color). PTCDA on Ag(111): separation of topographic
and electrostatic contrasts in SQDM. (a)–(c) Experimental
ΔVðx; yÞ maps (related to topography, cf. text) recorded with
the PTCDAQD tip above an isolated PTCDA molecule adsorbed
on the Ag(111) surface. (a) Awhite rectangle outlines the size of
the PTCDA molecule. In the upper right corner, an enlarged
structure formula, on which the quadrupolar charge distribution is
indicated, is displayed. The inset in the bottom left corner shows
an STM image [scale as in (a)]. (d)–(f) Experimental
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electrostatic potential vertically above the adatom, evaluated
by the above formula, in comparison to the result of a
DFT calculation [25].
Before making the comparison, one should note that DFT

yields the electrostatic potentialΦ in the absence of the tip. It
is clear that the grounded tip screens the local electrostatic
potential Φ to a smaller value Φ�. Taking into the account
this screening [28], we obtain an experimental Φ that is
∼70% of the DFT values. We consider this agreement a
remarkableverification of quantitative electrostatic potential
mapping in SQDM. The remaining discrepancy between
theory and experiment can be explained by an increase of α
(in comparison to the plate capacitor model), caused by the
curvature of the metal tip used in the experiment. We note
that this influence can be quantified bymeasuring a structure
whose electrostatic potential is known and then transferred
to any other experiment with the same tip.
Finally, we comment on the sensitivity of our electro-

static potential field measurement. An accuracy of ∼1 mV
in measuring V−, Vþ translates into Φ�ðzÞ from the adatom
being detectable at z up to ∼4 nm. The inset in Fig. 4(d)
shows that, imaging Δf directly, the Smoluchowski dipole
field of the adatom is observed even at a distance of 6.3 nm
from the surface.
In conclusion, we have reported a scanning probe

technique that is able to provide truly three-dimensional,

so far elusive, maps of the electrostatic potential field with
nanometer resolution. Since the QD serves as a sensor of
the electrostatic potential that at the same time transduces
this signal to a charging event, the technique is a particu-
larly interesting variant of the general sensor-transducer
concept for scanning probe microscopy introduced earlier
[29–31]. Here, however, the transduction involves elec-
tronic rather than the mechanical degrees of freedom that
were utilized in previous work.
As a consequence of its high sensitivity, SQDM may in

the future be applied to the characterization of rough and
high-aspect-ratio samples such as semiconductor devices or
large biomolecular structures [18]. Moreover, the combi-
nation of high sensitivity and spatial resolution suggests the
possibility of reading nanoscale electric memory cells
entirely contact and current free. Finally, we stress that
the molecular QD realization of SQDM reported here,
although particularly attractive, does not exhaust all pos-
sibilities [32]. SQDM probes with nano-fabricated QDs on
standard silicon AFM cantilevers may in the future extend
the applicability beyond ultrahigh vacuum and cryogenic
temperatures.
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3.2 Scanning Quantum Dot Microscopy: Supplemental Information

3.2. Scanning Quantum Dot Microscopy: Supplemental
Information

The supplemental information to the journal article ‘Scanning Quantum Dot Mi-
croscopy’ is presented in this section.
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Figure S1: Interaction between the PTCDA quantum dot and the tip electrode, as de-
termined from charge transport between the tip and the Ag(111) surface through the PTCDA
quantum dot. The black data points show a sharp increase of the tunneling current I that occurs
when the occupied level of the quantum dot crossesEF of the tip at the bias voltage V − and thus
moves inside the bias window, becoming a channel for charge transport. The red curve shows
the corresponding peak in the differential conductance dI/dV , the width of which is directly
related to the width of the PTCDA level. Taking into account a thermal broadening of 5.4 kT ,
the Figure reveals that the broadening of the occupied PTCDA level through the interaction with
the tip is smaller than 3.5 mV.
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Figure S2: SQDM imaging (with a PTCDA QD tip) of a PTCDA/NaCl/Ag(111) surface.
Size of the images 60 × 50 nm2. Left panel: constant current STM image taken at V = 2 V
and I = 12 pA with a clean metal tip. Right panel: constant height ∆f image taken with
the PTCDA QD tip, scanning the surface at ztip ≈ 4 nm and V = −2.07 V. The sharp black
boundaries mark the areas where the PTCDA QD changes its charge state. In the STM image,
the lower part of the frame was not scanned, because in this area a large number of unstable
islands, which are prone to be disturbed by the tip in conventional STM scanning conditions, is
located. Note that, because of the large distance to the surface, imaging such unstable areas is
no problem in SQDM. This illustrates the potential of SQDM to provide images of rough and
delicate samples, as mentioned in the paper.
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Figure S3: SQDM imaging (with a NTCDA QD tip) of disordered NTCDA islands grown
on the Ag(111) surface at 110 K. Size of the images 60 × 60 nm2. Left panel: const. current
STM image taken at V = 50 mV and I = 50 pA. The black arrow points to an isolated NTCDA
molecule that was used as the QD to acquire the image shown in the right panel. After imaging,
the molecule was deposited back to the shown location by applying a 0.6 V pulse to the tip in
the close vicinity of the surface. Right panel: const. height ∆f image taken with the NTCDA
QD tip scanning the surface at ztip ≈ 3 nm and V = −1.32 V. The sharp black boundaries mark
the areas where the NTCDA QD changes its charge state.
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Figure S4: Schematic diagram of the SQDM junction. In a, the dot is positively charged with
one hole (total number of electrons N − 1), while in b the dot is negatively charged with one
electron (total number of electrons N + 1). V is the bias applied to the tip-surface junction. In
both figures the bias V is positive. The thick dotted lines shows the energy of a hole (panel a,
charge +e) or the energy of an electron (panel b, charge −e) as a function of z. The positive
bias V tends to stabilize the electron in the dot (panel b), but to destabilize the hole in the dot
(panel a). The stabilization and destabilization energies are shown in blue and red, respectively.

1 Extraction of constant height Φ∗(x, y) and α(x, y) images
Considering the diagrams shown in Figs. S4a-b, the energies of the states of the junction can be
written as follows:

E(N − 1) = Ehole + αeV + eΦ∗ (S1)

and

E(N + 1) = Eel − αeV − eΦ∗, (S2)

where Ehole (Eel) is the energy needed to create a hole (electron) in the quantum dot when no
bias voltage V is applied to the junction. ±αeV is the energy associated with the position of
the hole or electron in the electrostatic potential created by the bias voltage V . α is the gating
efficiency which determines which fraction of the bias voltage V drops between the tip and
the quantum dot. Finally, Φ∗ is an additional electrostatic potential present at the position of
the quantum dot, created, e.g., by a nanostructure in the vicinity. In our experiment Φ∗ is the
measured quantity.
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The charging conditions can be written as E(N − 1) = 0 and E(N + 1) = 0. This leads to
a pair of equations

Ehole + αeV − + eΦ∗ = 0 (S3)

Eel − αeV + − eΦ∗ = 0, (S4)

in which V + and V − are the charging voltages measured in the experiment (cf. main text). From
eqs. S3 and S4 we obtain

α =
Ehole + Eel

e(V + − V −)
=
Ehole + Eel

e∆V
(S5)

Φ∗ = − V −

e∆V
(Ehole + Eel) −

Ehole

e
(S6)

Assuming that neitherEhole norEel changes when the tip is scanned at constant height (i.e. fixed
z) across the surface, eqs. S5 and S6 show that from the measured V +(x, y), V −(x, y) at a given
z we can obtain maps of the gating efficiency α(x, y) and the potential Φ∗(x, y) at this z, up
to a scaling factor and an offset. In Figs. 3a-c of the main paper we plot the measured ∆V ,
related to α−1, and in Figs. 3d-f of the main paper we plot the measured dimensionless quantity
V −/∆V , related to Φ∗.

2 Reference Measurement at constant z
The unknown scaling factor (Ehole +Eel)/e (appearing in the main text as C) and offset Ehole/e
(appearing in the main text as Φ∗

0) in eqs. S5 and S6 can be eliminated by a reference measure-
ment at a point (x0, y0) at which the local electrostatic potential Φ∗ is zero, e.g. above the bare
Ag(111) surface. It is important that this reference measurement is carried out at the same z at
which α(x, y) and Φ∗(x, y) are evaluated. If the local electrostatic potential Φ∗ is zero, eqs. S3
and S4 become

Ehole = −α0eV
−
0 (S7)

Eel = α0eV
+
0 (S8)

where α0 = α(x0, y0), V −
0 = V −(x0, y0) and V +

0 = V +(x0, y0) determined at the chosen fixed
z.

Using eqs. S7 and S8, eqs. S5 and S6 become

α(x, y) = α0

(
∆V0

∆V (x, y)

)
(S9)

6



and

Φ∗(x, y) = −α0

(
V −(x, y)

∆V (x, y)
∆V0 − V −

0

)
(S10)

where ∆V0 = V +
0 − V −

0 . According to eqs. S9 and S10, both the gating efficiency α and the
potential Φ∗ can be fully expressed in terms of measurable quantities, up to a common scaling
factor α0.

3 Measurement of Φ∗(x, y, z)

Eq. S10 can be directly applied to the measurement of Φ∗ at an arbitrary location (x, y, z) if
the reference data V −

0 (z) and V +
0 (z) are available. Since the scaling factor α0 in eq. S10 is

generally z-dependent, we obtain

Φ∗(x, y, z) = −α0(z)

(
V −(x, y, z)

∆V (x, y, z)
∆V0(z) − V −

0 (z)

)
. (S11)

If we assume the junction geometry to be that of a plate capacitor, where the potential drops
linearly between the electrodes and therefore α0(z) = d/(d+ z) (for definitions of d, z and ztip
see Fig. 2a of the supplement), we finally obtain

Φ∗(x, y, z) = − d

d+ z

(
V −(x, y, z)

∆V (x, y, z)
∆V0(z) − V −

0 (z)

)
(S12)
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3.3 A quantitative method to measure local electrostatic potential near surfaces

3.3. A quantitative method to measure local electrostatic
potential near surfaces

The review article in this section was published in the Japanese Journal of Applied
Physics [67]. The author contributions are as follows: C.W., M.F.B.G., R.T. and
F.S.T. conceived the experiments. M.F.B.G. and P.L. performed the experiments.
C.W., M.F.B.G. and R.T. analyzed the data. T.D., P.K. and M.R. performed the
DFT calculations. M.F.B.G. and R.T. wrote the paper and all authors discussed
the manuscript.
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In this paper we review a recently introduced microscopy technique, scanning quantum dot microscopy (SQDM), which delivers quantitative maps
of local electrostatic potential near surfaces in three dimensions. The key to achieving SQDM imaging is the functionalization of a scanning probe
microscope tip with a π-conjugated molecule that acts as a gateable QD. Mapping of electrostatic potential with SQDM is performed by gating the
QD by the bias voltage applied to the scanning probe microscope junction and registering changes of the QD charge state with frequency-
modulated atomic force microscopy. © 2016 The Japan Society of Applied Physics

1. Introduction

Scanning probe microscopy (SPM) has established itself as
the premier tool for real-space, nanoscale surface analysis.
The early success of scanning tunnelling microscopy
(STM)1,2) was quickly followed by the development of
atomic force microscopy, including frequency-modulated
AFM (FM-AFM),3,4) and since then the field has burgeoned,
not only in scope of application but also into many different
technical variations.5–12) The beautiful simplicity of the SPM
principle makes this possible: as the tip is brought within the
close vicinity of the surface, a physical interaction is driven
and observed, where the interaction itself determines what
information can be extracted from the data. With STM, the
best known realization of SPM, the tunnelling current that
flows through the sub-nanometre gap between the tip and the
surface is used to probe the surface properties. The spatial
degrees of freedom introduced by the piezoelectric tip-
positioning system of the STM are used to scan the tip
over the surface. This then enables the STM to detect the sur-
face topography and electronic structure with sub-Ångström
lateral resolution.

Recent years have seen the emergence of new SPM
approaches exploiting controlled tip functionalization, where
an atom or small molecule is attached to the tip.13–16) Placing
a point-like particle at the apex of the tip introduces
additional spatial degrees of freedom into the SPM junction,
due to which previously unobservable effects may become
accessible.17–28) Here we review a new SPM-based measure-
ment technique that makes a further step and employs a tip
functionalized with a complex, π-conjugated molecule (see
Fig. 1). Remarkably, the large molecule attached to the tip in
a particular, well-defined configuration displays properties of
a gateable quantum dot (QD), thus introducing additional
electronic degrees of freedom into the SPM junction. This
gives birth to a new imaging method— scanning quantum
dot microscopy (SQDM)— that can be used to characterize
electrostatic potentials of various surface structures. The
capabilities of SQDM have been demonstrated by mapping
the electrostatic potential of a perylene tetracarboxylic
dianhydride (PTCDA) molecule, and a quantitative measure-
ment of the dipole potential of a single silver adatom, both
adsorbed on a Ag(111) surface.29)

2. Tip functionalization

Functionalization of the SPM tip with a large organic
molecule that facilitates SQDM measurements is achieved by
controlled manipulation, in which the molecule is contacted
and lifted from the surface with the SPM tip. Until now, three
members of the tetracarboxylic dianhydride family: naph-
thalene-, perylene-, and tetrylene tetracarboxylic dianhydride
(N-, P-, and TTCDA) [see Fig. 2(a)] have been shown to
provide SQDM functionality when attached to a silver-
covered SPM tip. To achieve the silver termination of the tip,
the experiments were performed on the Ag(111) surface.
Adsorption of PTCDA and NTCDA on Ag(111) has been
studied extensively in the past (see Refs. 30–32 and refer-
ences within). The single-molecule manipulation scheme
used to prepare the SQDM tip is also based on previously
reported data.33–39) It proceeds as follows: a qPlus tuning
fork atomic force=scanning tunnelling microscope (AFM=
STM),40) operated at 5K and in ultrahigh vacuum is used to
contact a single, isolated molecule. The molecule, adsorbed
flat on Ag(111), is approached by the silver-terminated
AFM=STM tip directly above one of its corner oxygen atoms
[see Figs. 2(a) and 2(b)]. At a tip–oxygen distance of ∼3.8Å,
the chosen oxygen atom flips up by ∼1.4Å to establish a
chemical bond to the apex of the metal tip.34) By this
oxygen–silver bond, the entire molecule can be lifted from

V

e
d

zztip

A0sin2π(f 0+Δf t)

Ag(111)

Fig. 1. (Color online) Schematic diagram of the SQDM junction
geometry with a large, π-conjugated molecule attached to the SPM tip. With
the tuning fork oscillating at an amplitude A0 at its resonant frequency f0, bias
voltage applied to the sample can induce electron tunnelling events between
tip and molecular QD, which can be detected by changes in the resonant
frequency Δ f. The definitions of d, z, and ztip are displayed.
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the surface into an upstanding configuration, bound via a
single Ag–O bond to the tip on one side and the surface on
the other side.34,35) Experiments show that in the majority of
cases the tip Ag–O bond has a higher mechanical stability
than the Ag–O bond to the surface, which can thus be cleaved
by further retraction of the tip from the surface. As the bond
between the molecule and the surface is ruptured, the
attractive interaction with the surface aligns the molecule
into a configuration perpendicular to the surface,37,39) in
which the molecule hangs from the tip by its oxygen–silver
bond as shown in Fig. 1. This configuration has been
supported by experiments and force-field simulations,37,39)

together with, as will be seen later, the QD behaviour of the
molecule attached to the tip, since any overlap of the
molecular π electron system with the metal tip’s electronic
states would destroy these properties.

In order to keep the molecule stable on the SPM tip the
current feedback loop is kept open over the whole course of
SQDM experiments. By manually applying voltage to the
piezo-actuators with an external power supply [see Fig. 3(a)],
the molecule suspended from the tip can be stabilized at any
chosen tip–sample separation,42) where SQDM measure-
ments can subsequently be performed. This then demands a
careful z-axis calibration, which is performed according to
Ref. 39: a frequency shift Δ f (z) approach curve measured
above the silver substrate with the molecule suspended from
the tip [see Fig. 3(b)] is compared with a Δ f (z) curve
obtained from a force-field simulation. The point where Δ f (z)
crosses zero, corresponding to the maximum attractive force
between tip and sample, is attributed to the cleavage of the
last bond between the molecule and the surface. Simulations

show that the cleavage of this bond occurs in a geometry
where the diagonal of the molecule is perpendicular to the
surface. Since the size of the molecule is well known, the
tip–surface distance ztip can be deduced according to the
following expression: ztip = ztip–O + zdiagonal + zO–surf, where
ztip–O = 2.2Å is the length of the oxygen–metal bond that
binds the molecule to the tip and zdiagonal = 12.4Å is the
diagonal length of the molecule [see the inset of
Fig. 3(b)].37,39) By aligning the simulation to the experimen-
tal curve, it is found that zO–surf = 2.9 ± 0.5Å at the point
of cleavage, with the estimated uncertainty stemming from
the fact that the simulation was performed on a Au(111)
substrate.

3. Single molecule as a QD

QD properties of the molecule hanging from the silver-
covered tip were revealed with transport measurements. This
was done by bringing the molecule into tunnelling contact a
few ångströms above the surface, as shown in the inset of
Fig. 3(b). The tip–surface distance was set such that the
maximum current flowing through the tip–molecule-surface
junction during the transport measurement never exceeded
∼20 pA, as it was found that the molecule’s adsorption
geometry on the tip was unstable to larger currents. The
necessary junction geometry was recognized by a negative
frequency shift of several Hertz in the absence of a
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Fig. 3. (Color online) Scheme of SPM electronics, extended by an
external power supply, and z-axis calibration method. (a) The voltage output
of standard AFM=STM electronics for z-axis control uz is combined with an
externally generated voltage vz, which are then amplified and applied to the
piezo-actuator of the AFM=STM tip. This allows for manual positioning and
stabilization of the tip, even when the feedback loop is open. (b) Black
curve— fragment of a Δ f (z) approach curve, recorded on Ag(111) with a
PTCDA molecule hanging vertically from the silver-covered SPM tip. The
green curve is the result of a force-field simulation obtained for the case of
the Au(111) surface and PTCDA attached to a gold-covered SPM tip. The
curve is vertically scaled by a factor of 2.5. Differences in the absolute values
of Δ f (z) are explained by the different strength of interaction between the
molecule and gold and silver surfaces. The highlighted region indicates the
ztip values where stable measurements of the transport feature described in the
main text are possible.

EF

PTCDANTCDA

tiptip

TTCDA

tip

a

PTCDA on Ag(111)

b

tip

Fig. 2. (Color online) (a) Proposed qualitative level alignment of N-, P-,
and TTCDA molecules hanging vertically from the SPM tip. (b) Schematic
depiction of the functionalization of the SPM tip with a π-conjugated
molecule. The three molecules described adsorb in a buckled geometry due
to the interaction between the corner carboxylic oxygen atoms and the silver
substrate.41) By approaching one of these oxygen atoms with a silver-
terminated tip, a chemical bond is formed that can then be used to lift the
molecule from the surface.
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measurable tunnelling current at low bias (∼10–20mV).
Inspection of Fig. 3(b) suggests that the transport was
measured in an asymmetric configuration with the coupling
to the tip stronger than the coupling to the surface since
ztip–O = 2.2Å and zO–surf ≈ 5–10Å.

The transport measurement was performed with tuning
fork oscillation deactivated by sweeping the bias voltage
applied to the sample. The measurement revealed a feature
displayed in Fig. 4: a sharp, sudden step in current, i.e., a
narrow peak in the differential conductance. This feature is
reminiscent of transport through QDs, which occurs when the
applied bias window spans over one of the QD’s electronic
levels.43,44) Since in this case negative bias corresponds to the
tip being at a positive potential with respect to the surface, the
transport feature is interpreted as tunnelling of an electron
from the QD into the tip, followed by the tunnelling of an
electron from the surface into the QD. The width of the
transport feature is thus defined by the hybridization Γ of the
QD state with the states of the tip and the thermal broadening
of the tip’s Fermi energy, equal to 3.52kBT at 5K. More
precisely, a convolution of a Cauchy–Lorentz distribution,
with full width at half maximum (FWHM) = 2Γ, with the
derivative of the Fermi–Dirac distribution f (E), describes the
experimental lineshape:45)

dI

dV
ðEÞ /

Z 1

�1

df

dE
ðE0Þ �

�½ðE0 � EÞ2 þ �2� dE
0: ð1Þ

Since zO–surf is significantly larger than ztip–O, the hybrid-
ization of the QD state with the states in the sample surface is
negligible. Additionally, the voltage drop in the junction
needs to be taken into account. We introduce α, the “lever
arm”, as the ratio between the voltage that drops over the tip–
molecule bond and the total bias applied to the sample, and
in the limiting case of a symmetric junction, α = 0.5. To
account for α, Eq. (1) is modified to

dI

dV
ðEÞ /

Z 1

�1
�
df

dE
ð�E0Þ ��

�½ð�E0 � EÞ2 þ ��2� dE
0: ð2Þ

By comparing the expected FWHM from Eq. (2) in the limit
of α = 0.5 with the experimental FWHM, an upper limit for Γ
is obtained: Γα=0.5 = 0.9meV. Note that in reality α < 0.5 and
therefore Γ < 0.9meV. This narrow energy linewidth despite

the strong chemical bond between molecule and tip is
unexpected. More studies are needed to understand this effect
in detail. At this moment it might be rationalized by the
following arguments: the molecular frontier orbitals have π
character with small amplitude at the corner oxygen atoms,
and furthermore the orbital lobes extend perpendicularly to
the tip–molecule bond, minimizing the overlap with the tip.

The transport-based detection of QD charging discussed
above is impractical, mainly since the distance range where
detection is possible is very narrow, defined both by the
limited stability of the QD’s adsorption geometry on the tip
and the short distance scale of the tunnelling regime. An FM-
AFM-based detection mode proves to be more convenient.46)

There the distance between QD and surface can be far larger
than a typical tunnelling gap, so electrons can only enter and
leave the molecular QD tunnelling through the tip–QD bond
[see Fig. 1(a)]. In the following this detection mode is
explained. With tuning fork oscillation activated, the bias
voltage is swept and the shift in the tuning fork’s resonant
frequency Δ f is monitored, recording a Δ f (V) curve with the
familiar parabolic shape (see Fig. 5), where the parabolic
nature of the curve stems from the electrostatic interaction
between the two macroscopic electrodes— the tip and the
sample.47,48)

Charging the molecular QD results in sudden changes of
the tip–sample force that are detected by the FM-AFM as
sharp dips in the parabolic Δ f (V) curve.45,46,49) Denoting the
QD charge state at V = 0V as N, two dips observed at
positive and negative bias in Fig. 5 are attributed to the
transitions between QD states N, N − 1 and N + 1, effected
by the gating of the QD energy levels through the Fermi level
of the tip (see Refs. 50, 51 and references within).

In comparison to a conventional QD the charging features
of this molecular QD demonstrate two interesting differences.
First of all it is apparent that particle–hole symmetry is
broken since ∣V−∣ < ∣V+∣, where V− (V+) is the voltage at
which the transition from N to N − 1 (N to N + 1) state
occurs. This asymmetry points towards the existence of a
dipolar potential at the tip–molecule bond. The orientation of
this dipole is such that its negative end points towards the
molecule, thus creating an additional energy barrier for an
electron moving from the tip to the QD, while providing an
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energy gain for a hole moving in the same direction. Another
interesting feature of the molecular QD is its on-site Coulomb
repulsion energy U, which is expected to be significantly
larger than that of a larger (e.g., semiconductor) QD.46)

Figure 5 shows that ΔV ≡ V+ − V− ∼ α−1U scales inversely
with the size of the molecular QD, as to be expected
[see Fig. 2(a)].

4. Qualitative mapping of electrostatic potential with
SQDM

In order to explain how electric potential is mapped with
SQDM, a simple model can be considered. First, the energies
of the QD in its different charge states are written down:

EðNÞ � 0; ð3Þ
EðN � 1Þ ¼ Ehole þ �eV þ e��; ð4Þ
EðN þ 1Þ ¼ Eel � �eV � e��; ð5Þ

where Ehole (Eel) is the energy required to add a hole
(electron) to the QD in charge state N at zero bias voltage. As
has been discussed above Ehole and Eel are defined by the size
of QD and the properties of the tip–molecule bond. +αeV
(−αeV) is the energy of a hole (electron) in the QD due to
the bias voltage applied to the junction (see Fig. 6). Finally,
+eΦ+ (−eΦ+) is the energy of a hole (electron) in the QD due
to the electrostatic potential of a charged structure located
on the surface. Φ+ is simply the electrostatic potential of that
structure evaluated at the position of the QD in the presence
of the SPM tip. Note that the true electrostatic potential of
the structure Φ in the absence of the SPM tip will be higher
due to the screening properties of the bulk metal tip. Thus
for a qualitative picture of the electrostatic potential of a
nanostructure it is enough to map the variations of Φ+ along
the surface, but for quantitative measurements the potential Φ
must be evaluated.

Qualitative images of Φ+ are obtained by noting that the
QD charge state transitions occur when E(N) = E(N + 1) = 0
or E(N) = E(N − 1) = 0. For these conditions a system of
linear equations is obtained:

Ehole þ �eV� þ e�� ¼ 0; ð6Þ
Eel � �eVþ � e�� ¼ 0: ð7Þ

Solving Eqs. (6) and (7) with respect to Φ+, the following
expression is obtained:

�� ¼ � V�

e�V
ðEhole þ EelÞ � Ehole

e
; ð8Þ

where ΔV ≡ V+ − V−. The expression shows that Φ+ is
proportional to the measurable quantity V−=ΔV. Extracting
V−=ΔV from experimental spectra like those shown in Fig. 5
measured at different locations over the surface therefore
reveals a qualitative map of electrostatic potential.

The ability of SQDM to deliver qualitative maps of Φ+ was
demonstrated by imaging the potential of a single PTCDA
molecule. Note that the single PTCDA molecule adsorbed flat
on the Ag(111) surface was imaged by using another PTCDA
molecule hanging on the tip, acting as the QD. The meas-
urement was performed in the form of grid spectroscopy
where at every ðx; yÞ coordinate in a grid, at a certain ztip, a
single Δ f (V) spectrum was acquired. From each Δ f (V) spec-
trum the values of V+ and V− were obtained and consequently
the quantity V−=ΔV was plotted on the same ðx; yÞ grid.

The electrostatic potential of PTCDA on Ag(111) is
expected to have two major components shown in Fig. 7:
a quadrupole due to the negatively polarized oxygen atoms
and a positively polarized perylene backbone as well as a
dipolar contribution stemming from a weak net charge
transfer between Ag(111) and PTCDA.52) The quantity
V−=ΔV plotted in Figs. 8(a)–8(c) is dominated by the
quadrupole potential at ztip = 24Å and the dipole potential
at ztip = 36Å; to be expected since the quadrupole component
decays faster with distance from the surface.

The images of experimentally mapped potentials are
corroborated by a comparison to the results of a micro-
electrostatic simulation [shown in Figs. 8(d)–8(f)], in which
the internal charge distribution of a gas-phase PTCDA
molecule, as calculated by density functional theory (DFT),
its screening by the image charges located inside the metal
surface, and a homogeneous charge transfer from the surface
into the molecule were taken into account. The simulated
images in Figs. 8(d)–8(f) were obtained by fitting the charge
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Fig. 6. (Color online) Above: schematic display of the SQDM junction.
Below: the electrostatic potential energy for a positive test charge in the
junction at an applied bias voltage V. If the tip and surface electrodes are
assumed to form a parallel plate capacitor, the voltage drops linearly in the
junction. The potential of any local charge distribution decays with distance
away from the surface and is detected at the position of the QD (Φ+). Here the
QD is assumed to be a point particle at a distance d from the tip.
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Fig. 7. (Color online) (a) Top view: quadrupolar charge distribution
formed by the partial charges of PTCDA, originating from its functional
groups. (b) Side view: dipole moment due to the net charge transfer to
PTCDA from the Ag(111) surface and the consequently formed image
charge distribution in the surface.
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transfer from Ag(111) to PTCDA (q ≃ −0.1e) and the
distance z from the surface at which the simulated potential
is plotted.53) Remarkably, comparing the obtained distances
z = 16, 22, and 28Å of Figs. 8(d)–8(f) with the experimental
ztip = 24, 28, and 36Å of Figs. 8(a)–8(c), an estimate for d
was obtained: d ¼ ztip � z ¼ ð7 � 1ÞÅ. This shows that the
electrostatic potential is probed at a point approximately
7Å below the tip apex, hence at the position of the PTCDA
QD, as expected from the proposed junction geometry shown
in Fig. 1(a).

5. Quantitative measurements of electrostatic
potential with SQDM

Returning to the expression given for Φ+ [Eq. (8)], one notes
that it contains constants Ehole and Eel that are however
unknown. For quantitative determination of the potential
these constants must be eliminated from the formula. This is
done by performing a calibration measurement at a position
above the clean Ag(111) surface where Φ+ = 0. According to
Eqs. (6) and (7) obtained above, Ehole ¼ ��0eV

�
0 and Eel ¼

�0eV
þ
0 , where α0, V

�
0 , V

þ
0 are the values of �; V�; Vþ above

clean Ag(111). This results in a quantitative expression for
Φ+:

��ðx; y; zÞ ¼ ��0ðzÞ V�ðx; y; zÞ
�Vðx; y; zÞ�V0ðzÞ � V�

0 ðzÞ
� �

: ð9Þ

Note that to obtain Φ+ at a particular distance from the
surface z the calibration values V�

0 ; V
þ
0 have to be measured

at the same z, while α0(z) can be crudely approximated by the
expression d=(z + d), valid for the case of a parallel plate
capacitor.

To demonstrate a quantitative SQDM measurement the
Smoluchowski dipole potential of a single silver adatom on
Ag(111) was characterized. The effect stems from the
incomplete screening of the atomic nucleus by the delocal-
ized surface electrons, leading to the formation of a charge

dipole, with its positive pole pointing away from the
surface.54) The adatom was produced by gently indenting
the clean Ag-terminated tip into the surface.55) Grid Δ f (V)
spectroscopy was performed above an Ag adatom on the
Ag(111) surface at three different tip–surface distances
ztip = 28, 36, and 44Å. Calibration measurements of V�

0

and Vþ
0 were performed at the same set of three ztip values

over clean Ag(111) at a lateral distance of ∼100Å away from
the adatom. Φ+ was then obtained from Eq. (9). Finally, the
value of the Smoluchowski dipole potential in the absence of
the tip Φ was determined by approximating the screening
effect of the tip by the presence of an image potential Φimage,
with its origin in the bulk of the tip electrode. The measured
Φ+ is thus a sum of Φ and Φimage. The screening ratio Φ+=Φ
was determined for the model of a single point charge as well
as for a single point dipole in front of an infinite metal
surface, an approximation for the tip. The two values of Φ
determined in this way, Φpoint charge and Φdipole respectively,
are plotted in Fig. 9(d). Although for the precise treatment of
the tip influence an infinite series of image potentials from
the tip and the sample needs to be taken into account, the
correction to the potential that this provides is significantly
smaller than the uncertainty in Φ itself.

The obtained maps of Φdipole are shown in Figs. 9(a)–9(c).
Evaluating the maximum of Φdipole at every measured z =
ztip − d [see Fig. 1(a)], the distance dependence Φdipole(z) is
obtained [see Fig. 9(d)]. Φdipole(z) shows excellent agreement
to the expected 1=z2 decay rate for a dipole potential.
Quantitatively, values of Φdipole come at about 60% of the
result of a DFT calculation. This degree of correspondence
is outstanding, taking into account the crudeness of the plate
capacitor approximation used in determining α0(z) (see
above). Note that the good agreement between Φpoint charge

and the DFT values is most likely a cancellation of errors,
since the dipole model provides a more realistic picture of the
actual screening strength.
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Fig. 8. (Color online) Potential of a single, surface-adsorbed molecule (adapted from Ref. 29). (a–c) The quantity V−=ΔV, proportional to electric potential,
is plotted above a single PTCDA molecule. A 5 nm scale bar is shown; this applies to all images. Image (a) was measured at ztip = 24Å, (b) at 28Å, and (c) at
36Å. (d–f) Results of electrostatic simulations as described in the text with z = 16Å (d), 22Å (e), and 28Å (f).
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6. Constant height SQDM imaging

The high sensitivity of SQDM, originating in the fact that
it uses sharp charging transitions of the QD to measure
electrostatic potential, helps in locating small surface features
quickly and without bringing the tip, functionalized with a
molecular QD, too close to the surface. Fast SQDM imaging
is done by recording Δ f while scanning the surface at
constant height with the sample bias set close to either V+ or
V−. As was explained above, every topographic feature or a
perturbation of the surface electrostatic potential shifts V+

and V− and therefore creates a contrast in the Δ f constant
height scan.29) In the inset of Fig. 9(d), the presence of an
adatom is detected by a constant height Δ f scan recorded at
z = 6.3 nm and V = 9.6V.

7. Summary and outlook

In conclusion, we have reviewed the recently developed
microscopy technique SQDM which delivers quantitative
maps of electrostatic potential in 3D with sub-nanometre
resolution. SQDM functionality stems from the introduction
of additional electronic and spatial degrees of freedom into
the junction, which appear as a result of functionalizing the
tip with a nanometre-sized molecular QD.29) The combina-
tion of quantitative, 3D measurement capability and high
sensitivity for electrostatic potential measurements makes
SQDM a promising new technique for surface analysis. The
properties of SQDM could make it suitable for the character-
ization of samples with larger surface roughness, thus
possibly expanding the scope of application beyond that
of conventional scanning probe techniques. Importantly, the
concept of SQDM is not limited to the molecular realization
of a QD discussed here. One could envision SQDM sensors

with other types of QDs (e.g., small metal clusters or silicon
micro-fabricated QDs), possibly on standard silicon AFM
cantilevers. Compared with a molecular SQDM sensor,
sensors of this kind could bring the technique beyond the
confines of ultrahigh vacuum and cryogenic temperatures.
They could also prove to be more robust and help to bring
new insights to the studies of chemically complex surfaces
and interfaces in chemistry, biology and nanoelectronics.
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4. Quantitative modelling of single electron charging events

Introduction

Single electron charging is a fundamental physical phenomenon involving by defini-
tion the transfer of the smallest possible quantity of electronic information. Har-
nessing control over individual electrons is of great importance for next-generation
electronics, where quantum dots [68–70], single molecules [13, 14, 71–73] or single
atoms [74–77] may form the building blocks for functional design. While it seems
natural to employ tunnelling methods for the detection of single electron charging
events, force microscopy has in fact emerged as the most versatile and sensitive
method for this purpose [78–82], where the force, frequency shift or energy dissipa-
tion can make up the output signal. With respect to this thesis, as seen in previous
chapters, single electron charging events also form the basis of SQDM.
A prerequisite for the observation of single electron charging of an object is the

Coulomb blockade, the regime that constrains electronic charging events to occur
sequentially, separated by an energy barrier. This occurs due to the Coulombic
repulsion of individual electrons — when a single electron enters the object, the
next electron has to overcome this repulsion energy before it can enter. In this
chapter we introduce the single electron box model, an example of the orthodox
theory of the Coulomb blockade [70, 83, 84], and apply this to our experimental
system. The realization of the Coulomb blockade discussed here is the SQDM tip,
introduced in the previous chapters. The single electron box model is then applied
to the experimental data and discussed.
Next, the point charge model, introduced in the previous chapters, is developed

further and used to extract the energy level positions and intramolecular Coulomb
repulsion energy of the QD from experimental data. The accuracy of this simple
and intuitive model is proved by a comparison to the single electron box model,
where the two models are shown to be equivalent in their predictions of the charging
features. Moreover, the breakdown of the models as applied to our experiments is
revealed and discussed. This result is of significant interest for future investigations
of single electron charging, especially for objects with small spatial dimensions.
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4.1 Single electron box model

4.1. Single electron box model

In order to model the single electron charging features in our system, we begin this
chapter by explaining the principle of the single electron box (SEB). Due to the
Coulomb blockade the SEB is populated by an integer multiple of electronic charge,
and the charge state of the SEB can be modified by gating. There is an extensive
body of literature on this topic (see Refs. [26, 70, 79, 83–88], references within and
citing articles), however we will provide a comprehensive introduction such that the
reader grasps the key concepts from this text alone.
An example of a single electron box is a QD situated between two electrodes,

with a tunnelling barrier on one side and a vacuum gap on the other side between
the QD and the so-called gate electrode. This geometry is depicted in Fig. 4.1(a),
where in this case the AFM tip forms the tunnelling electrode and the sample surface
the gate electrode. The capacitance between the QD and the tip is referred to as

Cg

Ct

QD

+Vb

tunnel 
junction Ct

gate
 capacitor Cg

quantum
 dot QD

a b

tip
 electrode

sample electrode

+Qg

-Qg

-Qt

+Qt

Figure 4.1: (a) Schematic diagram of the tip-QD-sample junction. The QD is attached
to the tip via a tunnel barrier with a capacitance Ct, across which electrons can tunnel
to and from the QD. The QD interacts (no electronic tunnelling) with the sample via
the gate capacitor with capacitance Cg. (b) Circuit diagram of (a). Bias voltage Vb is
applied to the sample and polarization charges Qt,g build up on the capacitors due to
the rearrangement of charge carriers in the electrodes.
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4. Quantitative modelling of single electron charging events

Ct and between the QD and the surface as Cg. There is a residual capacitance
between the macroscopic tip and sample electrodes, however this is not relevant to
the results in this chapter and we will not discuss it. Note that in this chapter, unless
otherwise explicitly stated, we will exclusively discuss the regime where the distance
between the gate capacitor plates is large enough such that quantum tunnelling is
only possible between the QD and the tip electrode.

Observing the Coulomb blockade

In order to observe Coulomb blockade phenomena in experiment, several conditions
must be fulfilled. For the following description we will utilize three representative
quantities: (1) a total capacitance CΣ between the QD and its environment, and the
energy required to charge the QD with an electron, e2/CΣ, where e = 1.602·10−19 C is
the electronic charge; (2) the difference in energy between two neighbouring quantum
states of the QD, ∆E; (3) the thermal energy of the system in equilibrium, kBT .
There are in general three possible energy regimes:

1. kBT � e2/CΣ. In this case thermal fluctuations are large enough to
charge or discharge the QD and no Coulomb blockade phenomena
will be observed. Since all experiments were conducted at 5 K the
condition can be written as CΣ � 10−16 F, while for our QD, ∼1 nm
in size, the total capacitance is expected to be significantly smaller
[89].

2. e2/CΣ � kBT � ∆E. This is known as the classical limit of the
Coulomb blockade: single electron charging events can be controllably
induced, however ∆E is negligible and thermal fluctuations cause
many energy levels to be excited.

3. e2/CΣ,∆E � kBT . In the quantum limit of the Coulomb blockade
the QD’s single particle energy levels are sequentially populated.

The spacing of our molecular QD’s energy levels means that we are certainly in the
quantum limit where only one energy level is accessible for the tunnelling electron.
In addition, to be able to consider the charge on the QD as an integer multiple
of e, the tunnelling resistance between tip and QD must be much greater than the
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4.1 Single electron box model

resistance quantum, i.e. Rtun � h/e2 ' 25.8 kΩ. This ensures that electrons from the
tip electrode have vanishing probability of being on the QD. A very large resistance
is equivalent to a very small wave function overlap between the levels of the QD
and electronic states in the tip and so the condition can also be expressed as a weak
electronic coupling Γ between tip and QD.

4.1.1. Experimental data

Before we apply the SEB model to our QD attached to the AFM tip, we present
experimental data in order to gain qualitative understanding of several key points.
From simple electrostatics it follows that a change in the charge state of the QD will
lead to a modified electrostatic interaction between tip and sample. The interaction
of a single electron with the electric field in the tip-sample junction is minimal
(fN–pN [78, 79]) compared to the long range forces in the experiment, of which
the main contributions at nanometre tip height are the electrostatic and van der
Waals interactions between the macroscopic tip and sample electrodes (> nN [34]).
However the change in force upon charging occurs over a distance on the order of
∼ 0.1 nm, while the electrostatic background forces vary much more slowly. Since
FM-AFM is sensitive to the spatial gradient of the force between tip and sample, it is
an excellent technique for detecting the charging events. The change in electrostatic
force between tip and sample when the QD’s charge state is changed therefore forms
the basis of our signal.

We have access to two independent parameters that can shift the energy levels
of the QD with respect to the electrodes: the bias voltage Vb and the tip-sample
distance z (defined in the inset of Fig. 4.2(b) and denoted as ztip in the previous
chapter). Applying bias voltage to the surface results in a voltage drop between the
tip and QD, shifting the QD’s levels with respect to the Fermi level of the tip (see
Chap. 3). By varying Vb while holding z constant, the charging events of the QD
can be detected in the frequency shift output, i.e. in a ∆f(Vb, z = c) spectrum,
where c is a constant.
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Figure 4.2: Single electron charging events measured by ∆f(Vb, z = c) spectroscopy.
(a) and (b) display two separate datasets, spectra close to the surface (a) and far from
the surface (b). The change in the QD’s charge state is signalled by a sharp dip in
∆f(Vb, z = c), corresponding to a sharp step in the tip-sample force. The QD loses an
electron to the tip at V − and gains a further electron at V +. Increasing z decreases the
fraction of bias that drops across the tip-QD bond α — this has the effect of pushing
the charging features to higher absolute bias voltages. The inset of (b) displays the
definition of z. The oscillation amplitudes were 0.04 nm (a) and 0.08 nm (b). The
curves are vertically shifted for clarity.
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4.1 Single electron box model

Displayed in Fig. 4.2 are ∆f(Vb, z = c) curves from two datasets† at a range of
different z values, (a) close to the surface and (b) far from the surface. In the absence
of the QD, the ∆f(Vb, z = c) curve has a parabolic shape due to the electrostatic
interaction between the tip and sample [90, 91]. The position of the maximum of this
parabola corresponds to the contact potential difference (Vcpd) between the tip and
sample electrodes, stemming from their different work functions. Vcpd is displayed in
green in Fig. 4.2 and is seen to depend on z as observed many times before [92–94]‡.
As seen in Chap. 3, when the electron occupation of the QD N is suddenly changed,
the additional charge on the QD leads to a sudden change in the electrostatic force
between tip and sample. This leads to sharp ‘dips’ in ∆f(Vb, z = c). We do not
observe any considerable dissipation of the tuning fork oscillation energy during the
charge state transitions. This is likely since the tunnelling rate between tip and
QD is far higher than the oscillation frequency of the tuning fork, leading to a
non-hysteretic force-distance relationship [95]. In our experiments we observe two
charging features close to zero bias, one at negative bias voltage (V −) and one at
positive bias voltage (V +), marked in Fig. 4.2. At V − the electron occupation of
the QD N is decreased by one and at V + N is increased by one. Here, and in all
following experimental data, the z axis was calibrated in the same way as described
in Sec. 3.3.
When a bias voltage is applied to the surface, only a certain fraction of it drops

across the tip-QD bond, determined by the tip-sample distance z. It follows that by
modifying z, this fraction can be altered and the energy levels of the QD gated in
this way. To isolate the effect of changing z on the measured frequency shift, we hold
Vb constant and therefore acquire ∆f(Vb = c, z) spectra. This detection scheme
will in fact be preferred in this chapter: since the nc-AFM frequency shift signal is
proportional to the spatial force gradient (see Eq. 4.1), measuring ∆f(Vb = c, z)
spectra is essential when the reconstruction of absolute forces is desired.
Fig. 4.3(a–b) show examples of data collected in this detection mode at V + and

V − respectively. Each trace represents a single spectrum with a different bias volt-

† The different datasets were recorded several months apart, with many tip preparations sepa-
rating them. For this reason the shape of the mesoscopic tip apex was likely very different in
both cases.

‡ This effect stems from the distance dependence of the relative contribution of the macroscopic
tip to the signal and will be discussed in more detail in Chap. 5.
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Figure 4.3: Distance dependence of ∆f(Vb = c, z) spectra. Dips very similar to those
in Fig. 4.2 are observed, since instead of bias voltage, z is now the gating parameter.
A step in ∆f(Vb = c, z) after the dip can be seen, especially in spectra measured close
to the surface. The shifting of the curves comes from the effect that further away from
the surface, more bias voltage must be applied to gate the QD and this increases the
electrostatic background force in the junction. In (b), the four curves measured closest
to the surface are displayed in differing colours in order to distinguish them more easily
from another.

age — the ranges are displayed for the V + spectra (a) and the V − spectra (b).
The inclination of the individual spectra comes from the increasing van der Waals
attraction between tip and surface as z is decreased. The displacement of the curves
relative to each other on the ∆f axis is due to the fact that further away from the
surface more bias voltage must be applied to gate the QD’s levels through the Fermi
level of the tip, which increases the electrostatic background force in the junction.

The sudden dip in tip-sample force gradient with respect to distance indicates a
change in tip-sample force. Indeed, the area under a ∆f(Vb = c, z) dip is directly
proportional to the associated change in force, as we will show here. We call this force
∆F±t-s, where ∆F+

t-s is the change in tip-sample force at V + and ∆F−t-s corresponds
to V −. Zoomed in examples of ∆f(Vb = c, z) spectra are exhibited in Fig. 4.4, the
charging feature at V + in (a) and the feature at V − in (b). Giessibl [96] showed that
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Figure 4.4: ∆f(Vb = c, z) spectroscopy for extraction of the charging force. Solid black
lines: typical ∆f(Vb = c, z) dips at V + (a) and V − (b) respectively. The shaded area
under the dip represents the change in tip-sample force ∆F±

t-s. ∆F±
t-s are defined to be

negative since the change in force going from charge state N to N ± 1 is negative, i.e.
it becomes more attractive. The background frequency shift contributions from longer
range electrostatic and van der Waals forces have been subtracted from the spectra.
Both spectra were measured with an oscillation amplitude of ∼0.08 nm. The differing
shapes in the ∆f(Vb = c, z) curves can be explained by the fact that a small change in
tip-sample separation, provided by the oscillating tuning fork, alters the voltage drop
across the tip-molecule bond by an amount proportional to the applied bias voltage.
At a higher absolute bias voltage (i.e. at V + as opposed to V −), the lineshape is then
much closer to the semi-circular weight function that the tuning fork oscillation imposes
(see Eq. 4.60).

in the limit of small oscillation amplitude, where the tip-sample interaction does not
vary during the oscillation cycle, a simple expression for ∆f results:

∆f ' f0
2k0

kt-s = f0
2k0

dFt-s
dz

(4.1)

If the oscillation amplitude of the tuning fork is small enough such that kt-s does
not appreciably change during the oscillation cycle, ∆f and kt-s have the same line
profile and are simply scaled by f0/2k0. However in our case the oscillation amplitude
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dip shape changes with amplitude, the area underneath it remains constant, i.e. the
step in force remains constant. The spectra were all recorded at Vb = 4.2 V.

is not necessarily this small: Fig. 4.5 shows how oscillation amplitude affects the dip
shape and at large oscillation amplitudes the dip shape is close to the semi-circular
weight function imposed by the oscillation (see Eq. 4.60). Nevertheless, the area
under the dip remains constant regardless of amplitude, since the amplitude cannot
affect the size of the force. It is then clear that while the lineshapes of frequency
shift and stiffness differ, integrating over the area of the dip leads to the same force
independent of the oscillation amplitude, with the inclusion of the scaling factor
f0/2k0 to translate between frequency shift and force.

∆f(Vb = c, z) spectra therefore provide us with the means to analyze both V ±

and ∆F±t-s as functions of z. In the coming sections this will help us gain considerable
insight into the system.

4.1.2. Free energy of the system

We now turn to a theoretical description of the system, based on the SEB model.
The starting point for this is the free energy of the system. The definition of free
energy is the available energy in the system to do work, and as such it consists of
the total energy in the system Es(N) subtracted by the work done by the voltage
source in charging the QD with N electrons W (N):

A(N) = Es(N)−W (N) (4.2)
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Referring to Fig. 4.1(b), the electrostatic contribution to Es(N), Eel(N), is

Eel(N) = Q2
t

2Ct
+

Q2
g

2Cg
(4.3)

where Qt,g are the polarization charges on the plates of the capacitors due to the
applied bias voltage Vb. In the case that the QD is neutral, it is clear that Qt = Qg,
since otherwise an electric field would exist between the inside plates of the two
capacitors, i.e. where the QD is situated. However if confined, integer charge Ne is
located on the QD, this is expelled to its surface, i.e. the inner capacitor plates in
Fig. 4.1(b), where it adds to the polarization charges induced by the control charge
Qg that is located on the sample surface, i.e. the outer plate of the gate capacitor.
For the total charges on the inner (and consequently outer) capacitor plates we
therefore have

Qt −Qg = −Ne. (4.4)

Qg on the outer plate of the gate capacitor acts as the control charge of the quantum
dot, because by moving this charge from ground, i.e. the tip electrode, through the
voltage source to this plate all other charges are controlled, either by gating the
QD (Ne) or by polarization (Qt). The voltage drop in the SEB can be written as
follows†:

Qt
Ct

+ Qg
Cg

= Vb (4.5)

With this, we now express Eq. 4.3 in a more useful form. Starting at Eq. 4.5:

Vb = Qg −Ne
Ct

+ Qg
Cg

Qg = NeCg
CΣ

+ CtCgVb
CΣ

(4.6)

⇒ Eel(N) = (Ne)2

2CΣ
+ CtCgV 2

b
2CΣ

(4.7)

where CΣ = Ct + Cg (4.8)

† The right-hand side of Eq.4.5 should include Vcpd, however it is irrelevant to the results pre-
sented in this chapter and thus we exclude it for simplicity.
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4. Quantitative modelling of single electron charging events

CΣ represents the total capacitance of the QD with its environment†. The work done
in charging the QD is the integral of the power output of the source over time, i.e.
the time integral of the current drawn multiplied by the voltage supplied. Because
in the present case Qg acts as the control charge, W (N) can also be written as

W (N) = QgVb

= Ne
Cg
CΣ

Vb + CtCgV 2
b

CΣ
(4.9)

If the system were classical, combining Eqs. 4.7 and 4.9 would provide us with A(N).
However since we are in the quantum limit of the Coulomb blockade, a further term
enters Es to account for the QD’s discrete energy levels. This takes the form of
a sum of single particle energies En of all occupied quantum levels relative to the
Fermi level of the tip, resulting in a final expression for A(N):

A(N) =
N∑
n=0

En + (Ne)2

2CΣ
−NeCg

CΣ
Vb −

CtCgV 2
b

2CΣ
(4.10)

This expression forms the basis of the derivations in the following sections, where
we will discuss the individual terms in Eq. 4.10 in further detail.

4.1.3. Charging events of the QD

Voltage drop

As mentioned in Sec. 4.1.1, only a certain fraction of the applied bias voltage drops
across the tip-QD bond, while the rest drops in the vacuum between the QD and the
sample. Without charging effects this fraction would simply depend on the junction
capacitances, but here it also depends on N . Utilizing Eqs. 4.5–4.6:

† There is in principle a contribution to the total capacitance of the QD with its environment
CΣ from the self-capacitance of the QD, i.e. the capacitance between the QD and ground at
infinity, which scales with the size of the QD [97]. The close presence of the electrodes however
reduces this contribution significantly [89]. Furthermore, the QDs discussed here are ∼ 1 nm
in length, thus we expect the self-capacitance to be negligibly small as seen in similar systems
[89].
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4.1 Single electron box model

Vt = Vb − Vg

= Vb −
Qg
Cg

= Vb

(
1− Ct

CΣ

)
− Ne

CΣ

Vt = Cg
CΣ

Vb −
Ne

CΣ

= αVb −
Ne

CΣ
(4.11a)

& Vg = Ct
CΣ

Vb + Ne

CΣ

= (1− α)Vb + Ne

CΣ
(4.11b)

Here we have defined

α ≡ Cg
CΣ

. (4.12)

According to Eqs. 4.11(a–b), α represents the voltage drop fraction across the tip-QD
bond in the absence of charging effects. α is a parameter of great importance and
will be discussed at length later in the chapter. Fig. 4.6(c) displays Eqs. 4.11(a–b)
as functions of Vb, where the sharp jumps in Vt/g upon changes in N are apparent.

Electrochemical potential

The Fermi level of the tip, i.e. the electrochemical potential of the electrons in
the tip, is the quantity that determines at which energies the QD charging events
occur. As the electrochemical potential of the QD crosses that of the tip, it becomes
energetically favourable for an electron to hop either on or off the QD. By analyzing
the QD’s electrochemical potential we can therefore gain further insight into the
charging events.
From thermodynamics, the electrochemical potential of a QD with N electrons

µ(N) is defined as the partial derivative of the free energy A with respect to particle
number N , evaluated at constant volume V and temperature T . Due to its first
term, Eq. 4.10 is however discontinuous in N , taken as an element of R, so instead
we use a finite difference approximation:
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4. Quantitative modelling of single electron charging events

µ(N) = ∆A
∆N

∣∣∣∣
N

= A(N)−A(N − 1)
N − (N − 1)

= EN +
(N − 1

2)e2

CΣ
− Cg
CΣ

eVb

= EN +
(N − 1

2)e2

CΣ
− eαVb (4.13)

Fig. 4.6(b) shows µ(N) for N = 0, N = 1, N = 2 and N = 3 as a function of Vb, as
in Eq. 4.13. µ(0), µ(1), µ(2) and µ(3) are seen to continually decrease with positive
bias voltage, where the slope is described by α — the fraction of bias voltage that
drops between the tip and the QD at N = 0 is naturally responsible for shifting the
QD’s electrochemical potential. At V (N) the chemical potential of the QD charged
with N electrons drops below the chemical potential µtip of the tip. At this point,
an additional electron hops onto the quantum dot, raising its charge from N − 1 to
N . V + and V − as defined in Sec. 4.1.1 correspond to V + = V (2) and V − = V (1), as
shown in the figure. As Fig. 4.6(b) shows, for any bias voltage Vb the actual chemical
potential of the QD is the one given by the largest µ(N) for which µ(N) < µtip.
This yields the sawtooth variation of the QD’s chemical potential as a function of
the bias voltage [bold line in Fig. 4.6(b)]. The size of the jump in µ(N) at V (N) can
be determined as follows:

µ(N + 1)− µ(N) = EN+1 − EN + e2

CΣ
(4.14)

The third RHS term in Eq. 4.14 is known as the charging energy Ec = e2/CΣ, as
asserted in Sec. 4.1, and represents the minimum quantity of energy required to add
an additional electron to the QD. Since for a molecule, single-particle energies EN are
pairwise equal, i.e. E1 = E2, E3 = E4 etc., the jump in µ(N) will alternate between
the minimum and a larger value (note that the larger values are not unique) as the
QD’s energy levels are sequentially filled, with a respective maximum population of
two electrons; this is exhibited in Fig. 4.6(b). Similarly, the bias voltage difference
between successive charging events will alternate; for example, the difference V (1)−
V (0) will be larger than V (2)−V (1), since in this example E1−E0 6= 0. Similarly, the
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Figure 4.6: (a) The electron occupation of the QD as a function of Vb is shown schemat-
ically. (b) The QD’s corresponding electrochemical potential µ. The step in µ(N) at
the charging features consists of the difference in single particle energies as well as the
charging energy Ec. Since every second electron to occupy the QD fills an orbital, the
following electron must enter a new orbital and the step in µ(N) will alternate between
the minimum and a non-unique larger value. For example if N = 1 at Vb = 0, there
would be a large step in µ(N) at V (1) and V (3) and the minimum step at V (2). (c) The
voltage across the tunnel and gate capacitors as functions of Vb [see Eqs. 4.11(a–b)]. As
Vb is increased the voltage across Vg increases faster than Vt since a larger fraction of
Vb drops across the gate capacitor. At V ± the voltage across the capacitors jumps by
an equal and opposite value, e/CΣ.



4. Quantitative modelling of single electron charging events

μtip

sampletip

V negativeb 

V positiveb 

Figure 4.7: Schematic of molecular energy levels and charging energies close to the Fermi
level of the tip.

bias voltage difference between successive charging events will alternate. A schematic
of the molecular energy levels and charging energies is shown in Fig. 4.7.

Voltage and free energy at charge transitions

We now determine analytical expressions for the bias voltages at which the charge
transitions occur, i.e. V ±. Fig. 4.8(a) shows example free energy curves: Eq. 4.10
plotted as a function of Vb for N = 0, 1, 2. The reason for these values of N is our
assertion that N = 1 at Vb = 0. We will qualify this assertion later in the chapter.
The points at which the curves cross are the points at which the charge transitions
occur. Since they represent the lowest energy states, the bold curves portray the
states in which the system is in at any given bias voltage. The fourth term in
Eq. 4.10, quadratic in Vb, is responsible for the parabolic shape of the curves in
Fig. 4.8(a). However it is not dependent on N , and omitting this term should result
in the ‘linearized’ free energy curves crossing at the same Vb values. Fig. 4.8(b)
demonstrates that this is indeed true; the relevance of this aside will become clear
later in the chapter.
We can find expressions for V ± by comparing A(1) to A(1± 1) using Eq. 4.10:
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Figure 4.8: Free energy of the QD. (a) A(0), A(1) and A(2) according to Eq. 4.10. Since
the QD always remains in the lowest energy state, electrons tunnel to and from the QD
at V ±; bold lines represent the favoured charge state at that particular bias voltage.
The parabolic shape of A comes from the fourth term in Eq. 4.10. (b) Eq. 4.10 plotted
without its fourth term, i.e. ‘linearized’ free energy Alin. The plotting parameters,
chosen to approximately match our experimental data, were: Ct = 0.2 aF, Cg = 0.02 aF,
E0 = −0.4 eV, E1 = −0.6 eV and E2 = −0.6 eV.
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4. Quantitative modelling of single electron charging events

A(0, V −) = A(1, V −)

E0 −
CtCg(V −)2

2CΣ
= E0 + E1 + e2

2CΣ
− Cg
CΣ

eV −

− CtCg(V −)2

2CΣ

V − = 1
eα

(
E1 + e2

2CΣ

)
(4.15a)

Performing the same analysis for V +:

A(1, V +) = A(2, V +)

E0 + E1 + e2

2CΣ
− Cg
CΣ

eV − − CtCg(V −)2

2CΣ
= E0 + E1 + E2 + 4e2

2CΣ
− 2Cg

CΣ
eV +

− CtCg(V +)2

2CΣ

V + = 1
eα

(
E2 + 3e2

2CΣ

)
(4.15b)

At this point we can in fact prove that E1 = E2 is by far the most likely scenario. As
discussed above in Sec. 4.1, we are in the quantum limit of the Coulomb blockade.
This can be seen from the characteristic energy level spacings of the QD, in the eV
range, and the charging energy for a QD of this size, also in the eV range [98–101].
For this reason there are two options as to the value of ∆E = E2 − E1: ∼ 1 eV or
0. We now argue that the case ∆E = 0 is highly probable. We can construct the
difference between the charging features, ∆V = V + − V −, using Eqs. 4.15(a–b):

∆V = 1
eα

(
∆E + e2

CΣ

)
(4.16)

If the tip and sample electrodes formed a parallel plate capacitor, then the voltage
would drop linearly between them. Although this is certainly an over-simplification,
we do not expect our situation to deviate too far from this. We can also assume that
to first order, our QD does not affect this potential distribution. In this case the
voltage drop fraction α can be described geometrically as d/z, where d is the effective
distance between the point charge QD and the tip. In Sec. 3.1, d was shown to be
equal to ∼0.7 nm for a PTCDA QD. The innermost curve in Fig. 4.2 was measured
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4.1 Single electron box model

at z = 4.2 nm and displayed a value for ∆V of ' 6 V. From our simple geometric
expression we see that α ' 0.15, meaning that

∆E + e2

CΣ
' 0.15 · 6 eV ' 1 eV (4.17)

Since e2/CΣ must be on the order of 1 eV, the only possible conclusion is that ∆E = 0,
i.e. that the charging features at V − and V + correspond to the first and second
electrons entering the same molecular orbital. In this case we see that V ± are
separated by 1

eα
e2

CΣ
, corresponding to the charging energy of the QD scaled by eα.

We also observe from Eqs. 4.15(a–b) that V ± are offset on the bias voltage axis by
E1 = E2. If the charging energy were to dwarf the single particle energy levels, the
charging events would be symmetric around zero bias voltage, as demonstrated in
other systems [79]. We can simplify Eq. 4.16 further:

∆V = 1
eα

e2

CΣ

= CΣ
Cg

e

CΣ

= e

Cg
(4.18)

This illustrates the interesting situation that if E1 = E2, the gate capacitance alone
determines the bias voltage spacing of the charging features, regardless of the ca-
pacitance between the tip and the QD.

4.1.4. Charging force

As Stomp et al. [79] stated, the force acting between the single electron box and
the sample is −∂A/∂z. Before the differentiation is performed, we must determine
which quantities are dependent on z. Since the QD is several nanometres above
the surface, we assume that the nature of its bond to the tip is not dependent on
distance and therefore Ct is constant. It is however clear that Cg = Cg(z), since
the interaction between the QD and the surface does depend on the tip-sample
separation. Computing the derivative and recalling Eq. 4.11(b):
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Vb

Ft-sV - V+

Figure 4.9: Schematic diagram of the total force between tip and sample as a function of
Vb and N and at constant z. The solid line represents the charge state that the QD is in
and therefore the force that acts between tip and sample in experiment. It is important
to note that the charge transitions are of course not infinitely sharp in experiment; see
Sec. 4.A.2 for more details.

Ft-s(N, Vb, z) = − ∂A

∂z

= − ∂

∂z

[
N∑
n=0

En + (Ne)2

2CΣ
−NeCg

CΣ
Vb −

CtCgV 2
b

2CΣ

]

= 1
2C2

Σ

∂Cg
∂z

[
(Ne)2 + 2NeVbCt + V 2

b C
2
t
]

= 1
2
∂Cg
∂z

V 2
g (4.19)

We note that because of the steps in Vg at the charging events [see Fig. 4.6(c)], Ft-s
also has steps, as indicated schematically in Fig. 4.9. Eq. 4.19 provides us with the
entire force acting between the QD and the sample, but as shown in Sec. 4.1.1, the
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4.1 Single electron box model

quantity accessible in experiment is ∆F±t-s, i.e. the change in tip-sample force when
the QD’s charge state is changed. However we can use Eq. 4.19, Eqs. 4.15(a–b) and
Eq. 4.11(b) to obtain expressions for ∆F±t-s:

∆F−t-s = Ft-s(0, V −, z)− Ft-s(1, V −, z)

= 1
2
∂Cg
∂z

{
(1− α)2(V −)2 −

[
(1− α)V − + e

CΣ

]2
}

= − e

CΣ

∂Cg
∂z

[
(1− α)V − + e

2CΣ

]
= − 1

αCΣ

∂Cg
∂z

[
(1− α)E1 + e2

2CΣ

]
(4.20a)

& ∆F+
t-s = Ft-s(2, V +, z)− Ft-s(1, V +, z)

= 1
2
∂Cg
∂z

{[
(1− α)V + + 2 e

CΣ

]2
−
[
(1− α)V + + e

CΣ

]2
}

= e

CΣ

∂Cg
∂z

[
(1− α)V + + 3e

2CΣ

]
= 1
αCΣ

∂Cg
∂z

[
(1− α)E2 + 3e2

2CΣ

]
(4.20b)

We can obtain two independent expressions for ∂Cg/∂z in terms of ∂V ±/∂z, which
are experimentally accessible:

∂V −

∂z
= ∂

∂z

[
1
eα

(
E1 + e2

2CΣ

)]

= − 1
e

∂Cg
∂z

Ct
C2
g

(
E1 + e2

2CΣ

)
− 1
e

CΣ
Cg

e2

2
1
C2

Σ

∂Cg
∂z

∂Cg
∂z

= − eαCg

(1− α)E1 + e2
2CΣ

∂V −

∂z
(4.21a)

& ∂V +

∂z
= ∂

∂z

[
1
eα

(
E2 + 3e2

2CΣ

)]

= − 1
e

∂Cg
∂z

Ct
C2
g

(
E2 + 3e2

2CΣ

)
− 1
e

CΣ
Cg

3e2

2
1
C2

Σ

∂Cg
∂z

∂Cg
∂z

= − eαCg

(1− α)E2 + 3e2
2CΣ

∂V +

∂z
(4.21b)
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We then substitute Eqs. 4.21(a–b) into Eqs. 4.20(a–b) respectively and arrive at the
following system of equations:

V − = 1
eα

(
E1 + e2

2CΣ

)
(4.22a)

V + = 1
eα

(
E2 + 3e2

2CΣ

)
(4.22b)

∆F−t-s = eα
∂V −

∂z
(4.22c)

∆F+
t-s = eα

∂V +

∂z
(4.22d)

This system of four equations connects the four independent model parameters E1,
E2, Cg and Ct to the measurable quantities V +, V −, ∆F+

t-s, ∆F−t-s, ∂V +/∂z and
∂V −/∂z. In principle, this system is sufficient to determine E1, E2, Cg and Ct.
However, since we know from experiment that E1 = E2, the system is overdeter-
mined. Furthermore, Eqs. 4.22(c–d) provide us with two independent results for
α:

α = ∓∆F±t-s
e∂V

±

∂z

(4.23)

If our assumptions so far are correct, the two expressions for α in Eq. 4.23 will be
equivalent†. The testing of this prediction using experimental data will be carried
out in the following section.

4.1.5. Applying the theory to experimental data

In Sec. 4.1.1 we showed how ∆f(Vb = c, z) spectroscopy can provide us with V ±

as well as ∆F±t-s as functions of z. In this section we therefore employ this detec-
tion mode in order to extract the two quantities required to determine α: ∆F±t-s
and ∂V ±/∂z (see Eq. 4.23). Fig. 4.10 displays the result of four ∆f(Vb = c, z)
datasets, represented by different colours. Three of the datasets were measured

† Note the sign in Eq. 4.23: in experiment, ∆F±
t-s is always negative, whereas ∂V +/∂z is always

positive and ∂V −/∂z always negative. As a result α is positive in both cases, as it must be.
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Figure 4.10: Dip positions and forces from four separate ∆f(Vb = c, z) spectroscopy
datasets. (a–b) V + and V − respectively, which in ∆f(Vb = c, z) spectra correspond
to the value of Vb held constant while z is swept. As shown, the absolute values of V ±

can vary strongly between datasets due to differences in the adsorption characteristics
of the QD on the tip. (c–d) ∆F+

t-s and ∆F−
t-s respectively, determined by integrating

∆f(Vb = c, z) spectra as demonstrated in Fig. 4.4. The colours represent the same
datasets in the remainder of this section.

above clean Ag(111), while the dataset represented by light blue symbols was mea-
sured above PTCDA/Ag(111). The light and dark red datasets were measured with
the same QD, however the light red dataset was recorded four days after the dark
red dataset. The liquid nitrogen and helium cryostats were in fact refilled between
the two datasets, i.e. the QD remained attached to the tip during this procedure
and afterwards the sample surface was re-approached and the z-axis re-calibrated
according to the procedure described in Sec. 3.3. Nevertheless the two datasets are
non-identical, suggesting that the adsorption characteristics of the QD on the tip
were modified in the time between the recording of the datasets. The light and dark
blue datasets were also measured with the same QD (although different from the
QD used in the red datasets); the difference between these two datasets is discussed
further later in the section. In each case, the bias voltage was set to a specific value
and the tip-sample distance set to a certain value such that a distance sweep of a
few ångströms would be sufficient to detect the dip. In (a) and (c) the filled circles
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Figure 4.11: ∂V ±/∂z computed numerically from the V ± data in Fig. 4.10(a–b). Nearest
neighbours on each side were used to compute the derivatives except for the dataset
represented by light red symbols — in dense graph regions all points within 1 nm on
either side of each point were used to determine the derivative and in sparse graph
regions the nearest neighbour method was employed.

represent the V + values and the size of the corresponding force step ∆F+
t-s respec-

tively. In (b) and (d) the unfilled triangles represent the V − values and the size of
the corresponding force step ∆F−t-s. In the rest of this section the colours represent
the same datasets and the filled circles and unfilled triangles represent data derived
from spectra at V + and V − respectively. ∆F±t-s were determined by integrating
over the measured ∆f(Vb = c, z) spectra as in Fig. 4.4. The size of the force step
increases monotonically as the surface is approached, since the interaction between
the QD and the polarization charge in the surface as well as the attractive image
force between QD and surface increases. We observe variation between datasets in
both dip position and force due to differing tip-QD bonding characteristics between
experiments as mentioned in Sec. 4.1.1, however the distance dependence for both
quantities remains similar in both cases.
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Figure 4.12: The fraction of bias voltage drop without charging effects, α, determined
according to Eq. 4.23. Since the interaction between the surface and the QD decreases
as z increases, α decreases. The same z trend is observed for all datasets with small
variations in absolute values. The discrepancy between the two branches, consistent
across the datasets, may be due to a different value of α for different charge states. The
values of α in the dataset displayed by red symbols differ strongly from those in the
other three datasets; this again points to differing tip-QD adsorption characteristics.
Note that the QD in the light blue dataset, measured above PTCDA/Ag(111), displays
a slightly larger α than the same QD above plain silver (dark blue). This can be
understood by recalling Eq. 4.12 — the presence of the dielectric PTCDA layer increases
the gate capacitance Cg, leading to an increase in α.

Besides ∆F+
t-s, the second piece of experimental information that is required to

determine α is the derivatives of V ± with respect to distance. These derivatives
can be computed numerically from Fig. 4.10(a–b) and are shown in Fig. 4.11(a–b).
The data were determined using the method of finite differences. In graph regions
where the data were dense with respect to z, using only nearest neighbour differences
results in large noise. For the dataset represented by light red symbols, we therefore
used all points within 1 nm on either side of each point to determine the derivative,
while assuming that the curve is linear in that region. 1 nm was found empirically to
be the best compromise between noise reduction and oversmoothing, i.e. distortion
of the true shape of the derivative. In sparse graph regions and all other datasets
the nearest neighbour on each side was used to compute the derivatives.

Since ∆F±t-s and ∂V ±/∂z have been determined, it is now possible to evaluate α.
Fig. 4.12 shows α with both branches displayed. We observe a systematic discrep-
ancy: α computed from ∆F−t-s and ∂V −/∂z is always smaller than from the branch
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4. Quantitative modelling of single electron charging events

derived from ∆F+
t-s and ∂V +/∂z. To the best of our knowledge, this is the first

time that a discrepancy in α has been observed in such a system. This could point
towards a breakdown in the SEB model and the systematic discrepancy suggests
that there is a physical effect responsible, especially since the size of the discrepancy
is very similar for all datasets.
More precisely, the data suggest that the bias voltage fraction α depends on the

electron population of the QD, contradicting the assumptions of the SEB model,
where Cg/CΣ is assumed to be uniform regardless of the number of electrons on the
QD. Within the framework of the SEB model this corresponds to capacitances that
are dependent on N , i.e. Ct,g = Ct,g(N). In fact the problem of nanoscale capaci-
tance in small systems has been treated both quantum mechanically, considering the
electrochemical potential of the system as above [102–104] and classically, by con-
sidering direct Coulomb and polarization interactions in few-electron systems [105].
Both approaches can be shown to produce an equivalent result, that the difference
in electrochemical potential between the state with N + 1 electrons and that with
N electrons determines the capacitance of state N , CΣ(N):

e2

CΣ(N) = µ(N + 1)− µ(N) (4.24)

The constant interaction model then goes on to assume that CΣ(N) is constant as a
function of N , leading to Eq. 4.14, i.e. that the electrochemical potential changes by
the same amount every time an electron is added to the system. However numerical
simulations have shown this not to be a good assumption for systems with only a few
electrons [102, 105], which when considered on the level of interelectronic Coulombic
interactions is intuitively expected. It is therefore worthwhile to investigate the
consequences of deriving the results in this section with CΣ = CΣ(N), i.e. α = α(N).
As will be seen in the next section, this is best carried out with the point charge
model.
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4.2 Point charge model

4.2. Point charge model

In this section we describe how the model introduced in Chap. 3 can also be used
to understand the tip-QD-sample junction. The single electron box model in the
previous section can be applied without modification to a system in the classical
limit of the Coulomb blockade; including the single particle energies allowed it to
be applicable in the quantum limit as well (Eq. 4.10). However we saw at the
end of the previous section that in our case the SEB model seems to break down.
The model described in this section on the other hand is empirically inspired by
the SQDM experiments described in this thesis. The degree of control we exercise
over the junction allows us to construct the model based on a very well defined
geometry: the QD is modelled as a point at a certain location beneath the tip. For
this reason we refer to this model from here on as the point charge (PC) model.
As we will see, experimental information is combined in the PC model such that
the electronic properties of the QD can be obtained directly. More precisely, the
energy level positions and interelectronic Coulomb repulsion of the QD are the free
parameters in the model and applying the model to experimental data helps us
reconstruct these fundamentally important quantities. However most importantly,
in the present section the model is extended to deal with the case that α = α(N),
and the results of this presented and discussed.

4.2.1. Predictions of the point charge model

Energy of the system

The system energy with N electrons in the PC model requires an expression for
every single charge state of interest of the QD. The energy equations expressed in
general terms are then as follows:

E(N − 1) =
N−1∑
n=0

En + Er(N − 1)− α(z)(N − 1)eVb (4.25a)

E(N) =
N∑
n=0

En + Er(N)− α(z)NeVb (4.25b)

E(N + 1) =
N+1∑
n=0

En + Er(N + 1)− α(z)(N + 1)eVb (4.25c)
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The first term in each equation is the sum of single particle energies as seen earlier in
the chapter. Er(N) is the total intramolecular, Coulombic repulsion energy due to
the presence of N electrons. α(z) is the fraction of Vb that drops across the tip-QD
bond as in Eq. 4.12. α(z)NeVb is then the electrostatic energy of a QD occupied by
N electrons in the electric field between tip and sample at bias voltage Vb.

We can further simplify Eqs. 4.25(a–c) by considering which molecular orbital(s)
are involved in the charging features. In the following we argue that the LUMO
of the molecular QD is the orbital involved in both charging features. The LUMO
of PTCDA adsorbed flat on Ag(111) has an occupation of ∼ 1.8 e−, and loses one
electron as the QD is lifted from the surface, which is signalled by a Kondo-like
transport resonance during retraction [106, 107]. This leads us to believe that the
LUMO is singly occupied when the molecular QD is hanging from the tip; this has
also been predicted in a DFT-LDA-based calculation [107]. We cannot categorically
exclude that a second electron leaves the QD when the tunnelling current is already
too small to detect; the absence of any experimental signatures however provides
us with confidence that this does not occur. We therefore assert that the charging
feature at V − is the singly occupied LUMO becoming fully depopulated. We define
the position in energy of the LUMO relative to the Fermi level of the tip as ε0, where
ε0 < 0 since the LUMO is below the Fermi level of the tip. In Sec. 4.1.3 we also
argued that the energy level separation between the features at V − and V + was
zero, i.e. ∆E = 0. This therefore means that the feature at V + corresponds to the
LUMO of the QD gaining a second electron and thereby becoming fully occupied.
The second electron possesses the same single particle energy as the first, ε0, but the
intramolecular Coulomb repulsion between the first and second electrons also affects
the energy of this charge state. We describe this repulsion as U . The result of this
is that the LUMO of the QD is singly occupied at zero bias voltage, i.e. that the
QD is neutral when the LUMO is singly occupied. We can disregard the electrons in
lower lying orbitals due to the positive ionic cores of the QD’s atoms and therefore
state that due to the singly occupied LUMO, N = 1, as asserted earlier in the
chapter. Incorporating this information into Eqs. 4.25(a–c) and setting E(0) = 0
for simplicity, while recognizing that E1 = E2 ≡ ε0 as explained above and that
Er(0) = Er(1) = 0, we come to our final energy equations
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Figure 4.13: Energy diagram of the QD’s accessible charge states in the PC model.
The electrostatic energy of the QD in the electric field is proportional to Vb and the
proportionality constant changes depending on the electron number N [see Eqs. 4.26(a–
c)]. Again the bold lines represent the favoured charge state at that particular bias
voltage; note the similarity to Fig. 4.8(b). Here, the N -independent constant offset to
the energies, present in Fig. 4.8(b), has been set to zero for simplicity.

E(0) = 0 (4.26a)

E(1) = ε0 − αeVb (4.26b)

E(2) = 2ε0 + U − 2αeVb , (4.26c)

where the z dependence of α is implicit.

Voltage at the charging features

Eqs. 4.26(a–c) are visualized in Fig. 4.13 as functions of Vb; note the similarity to
Fig. 4.8(b). As discussed, the lowest energy state at zero bias is E(1). Since the
system will always be in the state of least energy, at the intersections between E(1)
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and E(0) and E(2) the charge state will be changed — the bold lines indicate which
state the QD is in, dependent on Vb. The voltages at which these changes in charge
state occur are simply V ±, the voltage values at which the frequency shift dips are
observed. ε0 and U are also graphically defined in the y-intercepts of the QD’s
energies. As in Sec. 4.1.3 we can deduce the voltages at which the charge transitions
occur by equating the respective equations from Eqs. 4.26(a–c):

E(1, V −) = E(0, V −)

ε0 − αeV − = 0

V − = ε0
eα

(4.27a)

Again performing the same analysis for V +:

E(1, V +) = E(2, V +)

ε0 − αeV + = 2ε0 + U − 2αeV +

V + = ε0 + U

eα
(4.27b)

Eqs. 4.27(a–b) show us that if we can access α, we can utilize the experimental
values of V ± to obtain ε0 and U .

Force in the point charge model

The PC model can also provide us with expressions for the change in tip-sample force
at a charge state transition ∆F±t-s(z). Although the overall force acting between
tip and sample has several contributions, ∆F±t-s(z) stem solely from the modified
electrostatic interaction due to the change in charge state of the QD. For this reason
we can use the energies described in Eqs. 4.26(a–c) to predict ∆F±t-s(z). To this end
we assert that

∆F±t-s(z) =
[
−∂E(1± 1)

∂z
(z) + ∂E(1)

∂z
(z)
]∣∣∣∣
V ±

(4.28)

The only ostensible z-dependence in Eqs. 4.26(a–c) is α(z). However in principle the
binding energy ε0 and Coulomb repulsion U can also change with z, due to the change
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in image charge interactions with the surface. For this reason the differentiation is
performed allowing ε0 and U to be functions of z:

∆F−t-s =
[
−∂E(0)

dz
(z) + ∂E(1)

dz
(z)
]∣∣∣∣
V −

= 0− ∂α

∂z
eV − + ∂ε0

∂z

= − ∂α

∂z

ε0
α

+ ∂ε0
∂z

(4.29a)

& ∆F+
t-s =

[
−∂E(2)

∂z
(z) + ∂E(1)

∂z
(z)
]∣∣∣∣
V +

= 2∂α
∂z
eV + − 2∂ε0

∂z
− ∂U

∂z
− ∂α

∂z
eV + + ∂ε0

∂z

= ∂α

∂z

ε0 + U

α
− ∂ε0

∂z
− ∂U

∂z
(4.29b)

As before, we compute the derivatives of Eqs. 4.27(a–b):

∂V −

∂z
= 1
eα

(
−∂α
∂z

ε0
α

+ ∂ε0
∂z

)
(4.30a)

∂V +

∂z
= −1
eα

(
∂α

∂z

U + ε0
α

− ∂ε0
∂z
− ∂U

∂z

)
(4.30b)

Comparing these equations to Eqs. 4.29(a–b):

∂V ±

∂z
= ∓ ∆F±t-s

eα

α = ∓ ∆F±t-s
e∂V

±

∂z

(4.31)

This equation, identical to Eq. 4.23, remarkably shows us that the SEB and PC
models are, in their predictions of the charging features, entirely equivalent. This
equivalence became apparent from the comparison between Fig. 4.8(b) and Fig. 4.13
— the PC model is in fact a ‘linearized’ version of the SEB model. However because
of this, the PC model in this form also fails to account for the discrepancy in α (see
Fig. 4.12). As mentioned in the previous section, it is likely that the discrepancy
stems from an N -dependence in α. In the following section we therefore investigate
an extension of the point charge model to account for this.
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4.2.2. Discrepancy in α

We begin by modifying Eqs. 4.26(a–c) for the general case, where α = α(N) and
E1 6= E2, i.e. ε0(1) 6= ε0(2):

E′(0) = 0 (4.32a)

E′(1) = ε0(1)− α(1)eVb (4.32b)

E′(2) = ε0(1) + ε0(2) + U − 2α(2)eVb (4.32c)

Determining V ± from these equations:

E′(1, V −) = E′(0, V −)

ε0(1)− α(1)eV − = 0

V − = ε0(1)
eα(1) (4.33a)

& E′(1, V +) = E′(2, V +)

ε0(1)− α(1)eV + = ε0(1) + ε0(2) + U − 2α(2)eV +

V + = ε0(2) + U

e[2α(2)− α(1)] (4.33b)

Utilizing Eq. 4.28 we can again determine expressions for the change in tip-sample
force at the charging features:

∆F−t-s =
[
−∂E

′(0)
∂z

+ ∂E′(1)
∂z

]∣∣∣∣
V −

= 0− ∂α(1)
∂z

eV − + ∂ε0(1)
∂z

= − ∂α(1)
∂z

ε0(1)
α(1) + ∂ε0(1)

∂z
(4.34a)

& ∆F+
t-s =

[
−∂E

′(2)
∂z

+ ∂E′(1)
∂z

]∣∣∣∣
V +

= 2∂α(2)
∂z

eV + − ∂ε0(1)
∂z

− ∂ε0(2)
∂z

− ∂U

∂z
− ∂α(1)

∂z
eV + + ∂ε0(1)

∂z

=
[
2∂α(2)

∂z
− ∂α(1)

∂z

]
ε0(2) + U

e[2α(2)− α(1)] −
∂ε0(2)
∂z

− ∂U

∂z
(4.34b)
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Figure 4.14: (a) α(2) and α(1), determined with Eqs. 4.36(a–b). Interestingly, compared
with (b) (taken from Fig. 4.12), the two sets of points for each dataset are closer together,
meaning that the discrepancy in α may not be as large as Fig. 4.12 suggests. However
a systematic difference between the two branches [α(2) > α(1)] still remains.

As before we can calculate the spatial derivatives of Eqs. 4.33(a–b):

∂V −

∂z
= 1
eα(1)

[
−∂α(1)

∂z

ε0(1)
α(1) + ∂ε0(1)

∂z

]
(4.35a)

∂V +

∂z
= − 1

e[2α(2)− α(1)]

{[
2∂α(2)

∂z
− ∂α(1)

∂z

]
ε0(2) + U

e[2α(2)− α(1)] −
∂ε0(2)
∂z

− ∂U

∂z

}
(4.35b)

Finally, we again notice a correspondence between Eqs. 4.34(a–b) and Eqs. 4.35(a–
b):

∆F−t-s = eα(1)∂V
−

∂z
(4.36a)

∆F+
t-s = − 2α(2)e∂V

+

∂z
+ α(1)e∂V

+

∂z
(4.36b)

Hence we again arrive at a system of 4 equations:
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V − = ε0(1)
eα(1)

V + = ε0(2) + U

e[2α(2)− α(1)]

∆F− = eα(1)∂V
−

∂z

∆F+ = − 2α(2)e∂V
+

∂z
+ α(1)e∂V

+

∂z

This system of equations can be solved for the model parameters α(1), α(2), ε0(1)
and ε0(2) + U :

α(1) = 1
e

∆F−t-s
∂V −

∂z

(4.37)

α(2) = 1
2e

[
∆F−t-s
∂V −

∂z

− ∆F+
t-s

∂V +
∂z

]
(4.38)

ε0(1) = V + ∆F−t-s
∂V −

∂z

(4.39)

ε0(2) + U = V −
∆F+

t-s
∂V +
∂z

(4.40)

Fig. 4.14(a) shows Eqs. 4.37–4.38 plotted as functions of z. Note that for all datasets
α(2) > α(1) by a constant factor of approximately 0.01. Intriguingly, α(2) is closer
to α(1) than the two branches of α in Fig. 4.12. The physical significance of this
observation can be seen in the framework of the SEB model. In Fig. 4.15(a) we
have plotted the total charges on the capacitor plates according to Eqs. 4.4 and 4.6
for the cases N = 0, N = 1, and N = 2, and in Fig. 4.15(b) the corresponding
voltages Vt and Vg [Eqs. 4.11(a–b)] are shown. For N = 0, only the polarization
charges ±VbCseries are present, where Cseries = CtCg

Ct+Cg
is the total capacitance of the

gate and tip capacitor in series. As soon as charge is present on the QD [shown in
orange in Fig. 4.15(a)], it moves to the surfaces of the QD (the inner plates), from
where it induces screening charges on tip and the substrate surface [shown in teal in
Fig. 4.15(a)]. Note that the sum of the surfaces charges on the QD is −Ne, as it must
be according to Eqs. 4.6. Comparing the cases N = 1 and N = 2, Fig. 4.15(a) shows
that if two electrons are present on the QD, the per-electron screening charge in the
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substrate surface is larger than when only one electron is present [α(2) > α(1)]. In
other words, for the doubly charged QD the charges move away from the tip. While
such a movement is intuitively clear from the strong confinement of the charges in the
nanoscale quantum dot, formally this is a consequence of a decreased tip capacitance
relative to the gate capacitance when N = 2. As Fig. 4.15(b) shows, this corresponds
to a larger voltage drop over the tip-QD bond, since less screening takes place there.
In the following section we present an explanation for this possible N -dependence
based on the breakdown of Koopmans’ approximation, where the geometry of the
QD is no longer fixed.

Non-rigid QD

So far in this chapter we have considered a ‘rigid’ QD, i.e. the confinement potential
of the QD is independent of its electron population. However it is conceivable that
when interelectronic repulsion is strong, e.g. in few electron structures, this potential
could be affected. This modification was discussed as a ‘contraction correction’ to
orbital energies by Koopmans in his seminal work [108], and later mentioned in
several investigations of small QDs [70, 81, 102, 109, 110]. In this section we show
how a modification of this kind could explain the N -dependence of α we may be
observing in experiment.

Fig. 4.16(a) illustrates the situation. The repulsion between the first and second
electrons on the QD causes the confinement potential, or orbital shape, to change, as
discussed in connection with Fig. 4.15. Assuming for simplicity a spherical orbital,
the mean positions of the electrons move away from the tip as the size of the orbital
increases, leading to an increased value of α. Note that since the orbital size has
increased U is also lower than it otherwise would be and that ε0(2) > ε0(1).

Eqs. 4.32(a–c) are the applicable energy equations here, and Eqs. 4.36(a–b) de-
scribe the difference in α depending on the electron population of the QD. However
by applying several simplifying approximations, we can relate α(1) and α(2) to
each other and gain further physical insight. We define α(1) = α(z, x), where x
is the mean distance between the electrons on the QD and the tip, as shown in
Fig. 4.16(a). If x is changed by a small amount ∆x as in Fig. 4.16(a), α becomes
α(2) = α(z, x+ ∆x). We perform a Taylor expansion:
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Figure 4.15: The charges and voltage drops in the junction as functions of N . In (a)
the polarization charges of the two capacitors are shown; the additional charge on the
surface of the QD when N = 1 or N = 2 is shown in orange and the induced charge
on the tip and surface when N = 1 or N = 2 in teal. In (b) the voltage drops in the
tip and gate capacitors are displayed. Since α(2) > α(1) [see Fig. 4.14(a)], the figure
shows that the induced screening charge per electron is larger for N = 2 than that when
N = 1.

α(z, x+ ∆x) ' α(z, x) +
(
∂α

∂x

)
z

∆x

∆x ' α(2)− α(1)(
∂α
∂x

)
z

(4.41)
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Figure 4.16: An explanation for the measured discrepancy in α. (a) Sketch of how
a breakdown in Koopmans’ approximation can explain the discrepancy. Adding the
second electron to the QD alters the confinement potential of the QD, leading to a
modified mean distance between the electrons and the tip. (b) Δx as determined from
Eq. 4.41. Its value is seen to be essentially constant across the experimental distance
range in all datasets.

We can therefore determine Δx using α(2) and α(1) from experiment. Performing
a straight line fit on the logarithm of the data shown in Fig. 4.14, one sees that
α(1) ∝ z−y, where y = 0.5 ± 0.1 for the four datasets. As an approximation, we
thus assume that α ∝ 1/

√
z. However α is also dependent on x. When it comes to

the form of α, we have three boundary conditions: (1) α → 0 as z → ∞, (2) α → 0
as x → 0 and (3) α → 1 as z → x. Considering these conditions, we come to

α(z, x) =
√

x

z
(4.42)

&
∂α

∂x
(z, x) =

1
2
√

xz
. (4.43)

Naturally we have no experimental access to x, however for the set of experiments in
Sec. 3.1 x was determined to be 0.7 nm. Fig. 4.16(b) displays the result of Eq. 4.41,
plotted using Eqs. 4.36(a–b) and Eq. 4.43 with x = 0.7 nm. Δx is seen to take on
a similar value across the datasets between 0.05 and 0.15 nm. This value is a small
fraction of the size of the QD and could be a realistic approximation for the change
in electronic structure of the QD upon a change in charge state. The detection of a
possible breakdown in Koopmans’ approximation is highly interesting and certainly
merits future investigation.
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4.2.3. Energy level position and Coulomb repulsion

As mentioned in Sec. 4.2.1, with knowledge of α we can reconstruct ε0 and U .
Utilizing Eqs. 4.33(a–b) and Eqs. 4.36(a–b):

ε0(1) = ∆F−t-s
dV −

dz

V − (4.44)

U = − ∆F+
t-s

dV +
dz

V + − ε0(2) (4.45)

Although an explanation where α = α(N) has been shown to be more viable than
α = const., it can be seen from Eqs. 4.44–4.45 that ε0(2) and U are in this case
not uniquely determinable. Fig. 4.17(a) displays ε0(2) + U as according to Eq. 4.45
and Fig. 4.17(b) displays ε0(1) from Eq. 4.44, which represents the energy of the
LUMO of the molecular QD relative to the Fermi level of the tip. For all four
datasets ε0(1) was between −0.15 eV and −0.3 eV. There also appears to be a slight
tendency towards more negative binding energies as the surface is approached, which
can be expected as the surface image charge attraction increases [111]. The trend
is however weak and may simply be experimental noise. However from our data
we cannot distinguish ε0(2) and U . Nevertheless, if we assume that ε0(1) = ε0(2),
Eqs. 4.44–4.45 become identical to those derived in the case of constant α. While the
use of a uniform ε0 as opposed to ε0(N) may lead to an uncertainty in U of several
hundred millielectronvolts, we nevertheless proceed with this assumption, since from
it we can gain further insights into the behaviour of U .
In Fig. 4.18(a) we see a plot of the intramolecular Coulomb repulsion U between

two electrons on the QD according to Eqs. 4.44–4.45 with ε0(1) = ε0(2). Intriguingly,
U displays a slight increase close to the surface, which is very unlikely since the
screening effect of the surface should lead to a lower value of U . As mentioned
in the previous section, if the Koopmans breakdown were to be implemented, the
resulting single particle energy of the electrons in the doubly filled orbital ε0(2) would
be higher than that in a singly occupied orbital ε0(1). This would have the effect of
reducing U , possibly by several hundred meV [as exemplified in Fig. 4.17(a)]. While
this point of contention increases the uncertainty on the accuracy of the values of
U , the dependence of U on z would be unlikely to change, since ε0(2) would have a
similar z-dependence to ε0(1).
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Figure 4.17: ε0(1) and ε0(2) + U as determined from Eqs. 4.44–4.45. ε0(1) appears to
become more negative close to the surface as the orbital is stabilized further by image
forces. We observe variations between experiments of up to ∼100 meV in ε0(1).

The mean value of U from the four datasets is ∼ 1.35 eV, which compares
favourably to a value from a DFT calculation by Greuling et al. [98], where U
was calculated during the retraction of the PTCDA molecule from the Ag(111) sur-
face (U ≥ 1.4 eV). Our measured value of U is also significantly smaller than the
gas phase PTCDA value of 3 eV quoted in [98], indicating the strong screening
effect of the metal tip. Both ε0 and U display scattering of several hundred milli-
electronvolts between datasets, again most likely due to differing tip structures and
therefore screening and adsorption characteristics. This is an interesting finding in
itself, since it reveals the range in which changes of the precise geometry affect the
model parameters ε0 and U .

In this section we have exhibited an intuitive approach to modelling the single
electron charging events present in our experiment that does not require any fit
parameters to extract the desired information from the data. We also showed the
remarkable fact that the SEB and PC models are fully equivalent in their predictions
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Figure 4.18: ε0 and U as determined from Eqs. 4.44–4.45 with ε0(1) = ε0(2). Across
the distance range accessible in experiment, U remains at essentially a constant value.
There is a hint of a slight upturn in U close to the surface, which would be highly
surprising since the renormalization due to surface screening should in fact lower U .
We observe variations in U of several hundred millielectronvolts between experiments.
U is significantly smaller than the gas phase value for PTCDA of 3 eV given by Greuling
et al. [98] due to the screening effect of the metallic tip.

of α. In the following discussion we continue the comparison between the models in
order to gain further insights into the results from both models.

94



4.3 Discussion

4.3. Discussion

The most natural starting point for a comparison between the SEB and the PC
models is at their energy equations. The free energy in the SEB is calculated as

ESEB(N) =
N∑
n=0

En + Q2
t

2Ct
+

Q2
g

2Cg
−W (N).

Here

Q2
t

2Ct
+

Q2
g

2Cg
= Eel(N)

is the electrical energy of the charged tip and gate capacitors and W (N) = VbQg

the work done by the voltage source to charge them. As shown in Eq. 4.10, this is
equivalent to

ESEB(N) =
N∑
n=0

En + (Ne)2

2CΣ
−NeCg

CΣ
Vb −

CtCgV 2
b

2CΣ
. (4.46)

This can be compared to the energy expression for the QD in the point charge model

EPC(N) =
N∑
n=0

En + Er(N)−NeαVb. (4.47)

The first terms in Eqs. 4.46–4.47 are clearly equivalent. The second term in Eq. 4.47
represents the electrostatic energy of the QD due to the Coulomb repulsion between
the electrons. We notice that this is precisely what the second term in Eq. 4.46 also
represents, i.e. Er(N) = (Ne)2

2CΣ
. This can be seen in the following argument. The

chemical potential specifies the change in internal energy when one particle is added
to the system, keeping entropy and volume constant. According to Eq. 4.13, this is
given by

µ(N) = EN +
(N − 1

2)e2

CΣ
− eαVb.

Clearly, only the second term originates from interparticle repulsions. Since each new
electron on the quantum dot is repelled by all existing ones, this term is essentially
linear in N . The total repulsion energy is obtained by integrating this repulsion
term over N :
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Er(N) =
∫ N

0

(n− 1/2)e2

CΣ
dn

= (Ne)2

2CΣ
− Ne2

2CΣ
. (4.48)

In the thermodynamic limit, i.e. for N → ∞, we can ignore the second term. We
will do this for now and turn back to it at the end of the chapter. The third terms in
Eqs. 4.46–4.47 are also equivalent, since as shown in Eq. 4.12, α = Cg/CΣ. Hereafter
we refer to these terms as field terms Efield = −Ne Cg

CΣ
Vb. Thus the only ostensible

difference between the two models appears in the fourth term of Eq. 4.46, since
Eq. 4.47 only contains three terms. We recognize this term as a subtraction of the
energy stored in the equivalent series capacitor Cseries of Ct and Cg at Vb:

1
Cseries

= 1
Ct

+ 1
Cg

= Ct + Cg
CtCg

Cseries = CtCg
CΣ

(4.49)

& Eseries = 1
2CseriesV

2
b

= Eel(0) (4.50)

where we have referred to Eseries as the electrostatic energy of the uncharged (N = 0)
system Eel(0). The two models therefore differ only by Eel(0):

ESEB(N) =
N∑
n=0

En + Eel(N)−W (N)

=
N∑
n=0

En + N2e2

2CΣ
−NeCg

CΣ
Vb −

CtCgV 2
b

2CΣ

=
N∑
n=0

En + Er(N) + Efield − Eel(0)

= EPC(N)− Eel(0) (4.51)

We now recast the energy equation of the PC model to illustrate the implications
of this. Recognizing that from Eq. 4.9, W (N) = −Efield + 2Eel(0), we find from
Eq. 4.51:
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EPC(N) = ESEB(N) + Eel(0)

=
N∑
n=0

En + Eel(N)−W (N) + Eel(0)

=
N∑
n=0

En + Eel(N) + Efield − 2Eel(0) + Eel(0)

=
N∑
n=0

En + [Eel(N)− Eel(0)] + Efield (4.52)

Comparing Eq. 4.52 to Eq. 4.47, we see, rather intuitively, that the repulsion energy
is Er(N) = Eel(N)−Eel(0). We can understand these equations as follows: the PC
model does not take the uncharged system energy into account and only includes
the change in energy upon charging, i.e. Er, the energy of the electrons in the elec-
tric field and the single particle energies. As such, it in fact ignores all polarization
energies in the system, whereas the semi-classical SEB model includes them by con-
struction. However, this importantly does not affect the predictions of the positions
of the charging features as presented in this thesis, since we have seen in Fig. 4.8(b)
that the linearized version of the SEB (which is equivalent to the PC) yields the
same charging voltages as the full SEB. Nevertheless, it must be noted that polar-
ization as such (not the polarization energy) is implicitly contained in the linearized
version of the SEB and the PC model through the parameter α = Cg/CΣ, because
the capacitances Cg and Ct are immediate consequences of the polarizability of tip,
QD and sample. This is also the reason we employed the mathematically simpler
PC model to derive the expressions for α = α(N); the PC model offers the possibil-
ity to include the effect of charging on the polarizabilities which affect the charging
voltages, without having to worry about the polarization energies, irrelevant for the
voltages.

There is a further, crucial difference between the models when it comes to the
charging energy of the QD. Returning to Eq. 4.46 and evaluating the expression for
N = 0, N = 1 and N = 2:
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ESEB(0) = E0 −
CtCgV 2

b
2CΣ

(4.53a)

ESEB(1) = E0 + E1 + e2

2CΣ
− eαVb −

CtCgV 2
b

2CΣ
(4.53b)

ESEB(2) = E0 + E1 + E2 + 4e2

2CΣ
− 2eαVb −

CtCgV 2
b

2CΣ
(4.53c)

If we set E0−
CtCgV 2

b
2CΣ

= 0, i.e. linearize the SEB model, and E1 = E2 as before then
we obtain:

ESEB(0) = 0 (4.54a)

ESEB(1) = E1 + e2

2CΣ
− eαVb (4.54b)

ESEB(2) = 2E1 + 4e2

2CΣ
− 2eαVb

= 2
(
E1 + e2

2CΣ

)
+ e2

CΣ
− 2eαVb (4.54c)

By identifying

E1 + e2

2CΣ
≡ ε0 (4.55)

& e2

CΣ
≡ U (4.56)

we see that the SEB energy equations [Eqs. 4.53(a–c)] are fully equivalent to the
PC energy equations [Eqs. 4.26(a–c)]. Eq. 4.56 displays the intuitive result that the
Coulombic charging energies of the two models are equal. However in Sec. 4.2.1
we asserted that E1 ≡ ε0, which is contradicted by Eq. 4.55. The reason for this
inconsistency can be seen in Tab. 4.1. The values for Er(N) in the second column
follow when we make the transition from the general expressions for the PC model in
Eqs. 4.25(a–c) to the ones for N = 0, N = 1, and N = 2 [Eqs. 4.26(a–c)]. The entries
in the third column follow from Eq. 4.10 for N = 0, 1, 2. Given that the repulsive
interaction between two electrons is e2/CΣ, when calculating Er(N) with the formula
(Ne)2

2CΣ
every electron interacts with all electrons including itself. The factor 1/2, which
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Er PC
SEB with

(Ne)2

2CΣ

SEB with
N(N−1)e2

2CΣ

Er(0) 0 0 0

Er(1) 0 e2

2CΣ
0

Er(2) U 4e2
2CΣ

e2

CΣ

Table 4.1: Expressions for the electronic repulsion energy in the SEB and PC models as
a function of N .

corrects for double counting, does not correct for this self-interaction. As the fourth
column in Tab. 4.1. shows, there is a formulation of the SEB that avoids the self-
interaction, which becomes particularly severe for small N (in the thermodynamic
limit of infinite N self-interaction is clearly negligible). The expression N(N−1)e2

2CΣ
was

suggested by Averin et al. [112]. It can be motivated by noticing that N(N−1)
2 =

(N
2
)

is the number of electron pairs if the QD contains N electrons, or alternatively by
starting at the expression for the chemical potential in Eq. 4.13 and integrating from
zero to N , as was mentioned at the beginning of this section. Referring to Eq. 4.56,
with this formulation the repulsion terms in the two models match exactly.
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Conclusion and outlook

This chapter provided a comprehensive overview of the single electron box model,
the conventional model employed when interpreting single electron charging, i.e.
Coulomb blockade phenomena. We showed that the SEB model within the constant
interaction approximation breaks down when applied to our experimental data. The
alternative, intuitive point charge model was thereafter introduced and shown to be
equivalent to the SEB model in its predictions of the charging features. The PC
model was then extended to facilitate an explanation for the breakdown based on
the premise that α = α(N). To the best of our knowledge, the experimental evidence
presented here for the breakdown of the SEB and constant interaction models in a
single QD is the first of its kind, and is significant for the understanding of single
electron charging effects in small molecules.

The work presented here opens opportunities for the investigation ofN -dependence
in such systems. It may be possible to determine capacitances that are dependent
on N and utilize these in the classical electrostatic theory of the SEB; in order to
do this a full quantum mechanical solution of the system could be required. If the
capacitance between the QD and its environment were dependent on N , the voltage
drop profile in the junction would also be dependent on N , which could help to
explain the discrepancy observed between the two branches of α. This is therefore
an avenue well worth exploring. However as mentioned, there are many unknown
parameters in the SEB model that play a role, leading to an ambiguity which may
be hard to conquer.

For this reason, developing the PC model further to account for dependence on
N may prove to be the more fruitful option. Since the PC model does not express
the problem in terms of capacitance, a new framework must be developed. One
instance of this was introduced in this chapter with the breakdown of Koopmans’
approximation. This approach does not however deal with the lack of polarization
energies in the PC model. Instead, a promising idea is to allow α to be dependent
on the polarizability of the molecular QD in the PC model. By allowing α, itself
a result of the polarizability of the molecule, to be dependent on polarizability,
we would obtain a natural N -dependence in α and would have a framework to
include the polarization energies in the model. This may be the avenue to further
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understanding of this particular application of the Coulomb blockade and ultimately
a stepping stone to optimizing the SQDM technique.
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4.A. Appendix

4.A.1. Interplay of frequency shift and tunnelling current

As we have seen in Secs. 3.2 and 3.3, it is also possible to detect the charging
features with tunnelling spectroscopy. In this case a double barrier tunnel junction
forms and the Coulomb blockade is lifted when the electrochemical potential of
the QD is situated between that of the tip and the sample. An electron can then
tunnel from the sample onto the QD and to the tip or in the opposite direction.
Since the tuning fork oscillation amplitudes used are small, it is possible to acquire
both tunnelling and frequency shift data simultaneously — the tunnelling current
spectrum however becomes smeared. Fig. 4.A.1(a) shows ∆f(Vb, z = c) data in
black with the charging feature at V − displayed. The parabolic backgrounds of
the spectra have been subtracted and the spectra vertically offset for clarity. In
this dataset the data were measured down to the smallest possible z values, within
the regime of tunnelling. It is important to note that measuring the V + charging
feature near the tunnelling regime is impossible without destroying the SQDM tip —
it is likely that the high current flowing through the QD destabilizes its adsorption
geometry on the tip. During the four spectra close to the surface, a tunnelling
current becomes detectable at the moment that the QD’s charge state is changed.
We also notice that as the size of the step in tunnelling current ∆It increases, the
size of the ∆f(Vb, z = c) dip decreases.

This is quantified in Figs. 4.A.1(b–c): (b) shows the size of ∆It dependent on z
and (c) shows the area under the frequency shift dip. The current step was fitted by
a cumulative Gaussian distribution function and the area under the frequency shift
dips was determined by numerical integration. A clear trend is observed: the step
in tunnelling grows exponentially with decreasing z as the wave function overlap
between the electronic states of the QD and surface increases. This coincides with
a decrease [highlighted by the red oval in Fig. 4.A.1(c)] in the area under the dip
in frequency shift. The frequency shift is related to spatial force gradient which
means that the integral over voltage does not result directly in the force. For this a
conversion factor between the two gating mechanisms (by changing either z or Vb) is
required, which is unknown. However the area under the dip is related to the change
in tip-sample force upon charging, which decreases as the size of ∆It increases. The
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Figure 4.A.1: Interplay of frequency shift and tunnelling current. (a) Black: parabolic-
background-subtracted ∆f(Vb, z = c) spectra displaying the charging feature at V −.
The range of z values is displayed. The curves are vertically shifted for clarity. Red:
the step in tunnelling current ∆It that occurs close to the surface at V −. The scale is
arbitrary. (b) Size of ∆It, extracted by a cumulative Gaussian fit to the experimental
data. The expected exponential increase with decreasing z is apparent. (c) The area
under the ∆f(Vb, z = c) dip, integrated numerically. A decrease in the area, coinciding
with the tunnelling current onset, is observed. The results of the full dataset is shown
in (c), whereas (a) shows a sample for clarity. (d) Zoom of ∆It and corresponding
∆f(Vb, z = c) curves, with the size of the step closest to the surface displayed.

103



4. Quantitative modelling of single electron charging events

most likely explanation for this is the decrease in time spent by the electron on the
QD. The electronic coupling between the states of the QD and those in the tip and
surface is inversely proportional to the lifetime of electrons on the QD. The lifetime
thus decreases as the surface is approached, however the probability of tunnelling
increases, seen in the rise in ∆It. Although close to the surface more electrons hop
onto the QD in unit time, it is apparent that the time integral of the QD’s occupation
is lower than immediately outside the tunnelling regime. This aspect of the data is
intriguing and merits future investigation.

4.A.2. Determining the electronic coupling between tip and QD

In this section we discuss the coupling between the states in the QD and those in
the tip. So far we have treated the charge state transitions of the QD as if they
were infinitely sharp, whereas in reality the transitions are of course broadened. As
discussed by Kocić et al. [82] and in Sec. 3.3, the two critical factors in the broadening
are the Fermi-Dirac distribution of electrons in the tip and the lifetime broadening
of the QD energy levels.

Broadening mechanisms

A change in the QD’s charge state becomes possible when an energy level of the QD
aligns with the Fermi level of the tip. Once the energy barrier for charging has been
overcome, tunnelling to and from the QD however still remains a stochastic process.
However as discussed in Sec. 4.1.1, the tunnelling rate is far larger than the time
resolution of our experiment, and as such we always observe the average occupation
of the QD. Fig. 4.A.2 is a schematic diagram of the tip and QD electronic states,
where the ith energy level of the QD is aligned with the Fermi level of the tip. The
Fermi level of the tip is broadened according to Fermi-Dirac fermion statistics. The
natural line shape of the QD’s ith electronic energy level has a Cauchy-Lorentz form,
where the full width at half maximum (FWHM) is 2Γi, Γi being the hybridization
between the QD state i and the states in the tip. The occupation of εi can then be
written as a convolution of these two contributions [82]:
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Figure 4.A.2: Energy diagram highlighting the broadening mechanisms present in the
experiment. By changing the tip-sample distance or bias voltage applied to the sample,
the energy level position εi with a natural linewidth of 2Γi can be aligned with the
temperature-broadened Fermi-Dirac distribution of electronic states in the tip. The
overlap between the QD’s energy level and the distribution in the tip defines the prob-
ability of the level being occupied or unoccupied.

ni(Vb, z) =
∫ ∞
−∞

f(E′) Γ
π {[E′ − ε(Vb, z)]2 + Γ2}

dE′ (4.57)

& N(Vb, z) =
∑
i

ni(Vb, z) (4.58)

Note that since ni(Vb, z) is the probability of occupation, it can take a fractional
value. By substituting Eq. 4.58 into Eq. 4.19 we obtain the full expression for tip-
sample force as a function of tip-sample distance and bias voltage. The expressions
show us that if a QD energy level crosses the tip’s Fermi level during the tuning fork
oscillation at the current (Vb, z) values, we expect a sudden change in tip-sample
force.

Determining the tip-QD coupling

In order to obtain frequency shift from tip-sample force Ft-s a weighted average of
the force over the oscillation amplitude A is necessary [42]:

∆f(Vb, z) = − f0
2k0

2
πA2

∫ A

−A
Ft-s(Vb, z − z′)

z′√
A2 − z′2

dz′ (4.59)
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f0 is the resonant frequency of the tuning fork and k0 the spring constant of the
tuning fork in the absence of tip-sample interactions. It is informative to express
the equation in terms of the tip-sample stiffness kt-s:

∆f(Vb, z) = f0
2k0

2
πA2

∫ A

−A
kt-s(Vb, z − z′)

√
A2 − z′2dz′ (4.60)

This approach avoids the singularities present in the force integral. The stiffness kt-s
can be obtained by differentiating Eq. 4.19 with respect to distance:

kt-s = 1
2
∂2Cg
∂z2 V

2
g + ∂Cg

∂z
Vg
∂Vg
∂z

(4.61)

The first term is simply the parabolic background of the interaction. The second
term is the one critical to the charging features and has been discussed before [113,
114]: it describes the tip-sample stiffness during the charge state transition. At
constant bias voltage and away from a charge transition, ∂Vg/∂z is close to zero
and only changes minimally due to the z-dependence of Cg. If the mean electron
occupation of the QD however changes during the oscillation cycle of the tuning
fork, ∂Vg/∂z is no longer close to zero and the term becomes significant — it is the
origin of the dips in ∆f observed in experiment.
With knowledge of the relevant parameters, Eq. 4.60 makes it possible to compute

∆f , both as a function of Vb and z. In the simplest model of our situation there are
6 free fit parameters: the tip-QD capacitance Ct, the distance between the QD and
the surface dg, the single particle energy E1, the tip-QD electronic coupling Γ, and
two parameters for Cg, assuming it can be expressed as a distance-dependent power
law. This is unfortunately too many for an unambiguous fit, however as we saw in
Sec. 4.1.5, the model in this form breaks down in any case. Nevertheless, we can still
use this framework to determine the tip-QD coupling Γ, by tuning the simulation
such that Γ is the only decisive parameter to the fit quality. In order to carry out the
simulation we need an expression for α. For this we take a value from Fig. 4.12 and
assume that α changes linearly with z within the oscillation amplitude of the tuning
fork, which, since in the following example z = 2.8 nm and A = 0.07 nm, is a good
approximation. The result is shown in Fig. 4.A.3 for the example of the feature
at V +, where the black curve is experimental data and red the simulation. The
position of the simulated ∆f dip and the size of the force step have been artificially
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Figure 4.A.3: Determination of the tip-QD electronic coupling. Black: experimental
∆f(Vb, z = c) data, measured at z = 2.8 nm. Solid red: simulated ∆f(Vb, z = c) curve
with α = 0.27±δ, where δ is linearly dependent on distance and takes a maximum value
of 0.005 at ±A. The lineshapes match best when Γ = 1 meV (see Eq. 4.58). Dashed
red: same as solid red without the change in the QD’s charge state; this highlights the
shift in the parabolic background due to the charge transition.

adjusted to match the data. Inputting the experimental temperature of 5 K, we
obtain a best lineshape match at Γ = 1 meV. Although in Sec. 3.3 an upper limit
on Γ of 0.9 meV was determined, the value obtained here is of the same order of
magnitude and could differ from that in Sec. 3.3 due to differing tip-QD bonding
characteristics. This analysis confirms that the electronic coupling of the QD to the
tip is very weak.
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Introduction

Einstein’s seminal work on the photoelectric effect [115] was based on the idea that
the energy of light was not only quantized, as Planck had hypothesized [116], but
that the light itself was made up of quantized particles. These were later named
photons and this in fact heralded the beginning of quantum mechanics as we now
know it. Einstein confirmed experimental results of Lenard [117] with the idea that
a photoelectron emitted from a body has a kinetic energy equal to the energy of
the photon subtracted by an amount of work, characteristic of the body: the work
function.
The work function, the minimum energy required to remove an electron from the

material to the vacuum near to the surface at 0 K, is arguably the most influential
property of a metal surface. It determines to a large extent how the surface interacts
with its environment and other objects. The size of the work function influences,
to list a few key examples, catalytic activity [118], energy level alignment [119] and
organic optoelectronic properties [120]. The negative surface dipole, stemming from
the exponential decay of the electronic wavefunction into the vacuum (also known
as electron spillout), and the chemical potential of the electrons within the metal
are the two quantities that determine the work function, therefore e.g. the surface
roughness can strongly affect the work function.
In this chapter we demonstrate how SQDM can be used to measure the change in

work function of a metal surface after being covered by a flat, extended surface struc-
ture. Here we briefly review the most common methods used for measuring either
absolute work functions or changes in work functions and describe their strengths and
weaknesses with respect to various situations. Photoemission spectroscopy (PES)
can be used to directly determine the work function by noticing that the difference
between the Fermi edge, where emission sets in, and the inelastic cutoff energy,
where the photon energy has been exhausted, is hν − φ, where ν is the photon
frequency and φ the work function. The advantage of this method is the simple
interpretation of the data, while the disadvantages are the lack of lateral resolution
and possibility to characterize the cleanness of the surface. For example, the work
function of the Ag(111) surface measured by PES has been quoted at many different
values throughout the years [121–123]. Probably the most widely used technique for
work-function-related measurements today is Kelvin probe force microscopy [124],
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based on the contact potential difference (CPD) that exists between two metallic
electrodes. When two electrodes with differing work functions are brought into elec-
trical contact, electrons flow towards the electrode with the higher work function
until equilibrium is reached and their Fermi levels are aligned. This results in sur-
face charges on the electrodes, leading to a constant potential difference between
them, referred to as the CPD. This technique has proved very successful for measur-
ing the work function change induced by extended structures due to its high energy
resolution (usually ±20 meV) and ability to gain topographic information simulta-
neously. However when measuring smaller structures the macroscopic tip can affect
the signal by including contributions away from the structure [125–127]. When it
comes to small structures, a further method is photoelectron spectroscopy of ad-
sorbed xenon (PAX), which utilizes the weak physisorption of Xe atoms to directly
link photoemission peaks to surface potential [128]. Multiple peaks reveal different
adsorption sites and corresponding local work functions and the lateral resolution is
on the order of 1 nm, however there is no direct topographical information available.
Another interesting method with high lateral resolution is the use of field emission
resonances (FERs) within a scanning probe microscopy setup to determine local
changes in work function [129–131]. Topographic information can also be used here
to monitor the cleanness of the sample and the lateral resolution is also on the order
of nanometres, however due to the short lifetimes of the FERs the energy resolution
(∼0.1 eV) is inferior to that of KPFM for example.
As we shall show, scanning quantum dot microscopy can be used to accurately

determine the change in work function ∆φ due to surface structures with an energy
resolution of ∼10 meV. Crucially, by considering the voltage drop in the tip-sample
junction we show that the knowledge of the exact shape of the tip is no longer
required for a quantitative result. This leads to an effective lateral resolution of
∼ 20 nm, which is weakly dependent on the tip height. This high lateral resolu-
tion is shown to be a consequence of a ‘focusing’ effect present in SQDM, whereby
electrostatic contributions from laterally displaced surface structures are reduced by
the screening effect of the tip. This measurement technique could prove especially
useful for the measurement of small adsorbate islands, particularly important for
nanocatalysis [132, 133] and as templates for organic electronics [134–136].
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5.1. Point charge model to obtain change in work function

5.1.1. An expression for local potential

As introduced in previous chapters, an expression for the electrostatic potential of a
surface nanostructure measured with SQDM can be deduced by applying the point
charge model†:

E(N − 1) =
N−1∑
n=0

En + Er(N − 1)− α(N − 1)e(Vb − Vcpd)− (N − 1)eΦ∗ (5.1a)

E(N) =
N∑
n=0

En + Er(N)− αNe(Vb − Vcpd)−NeΦ∗ (5.1b)

E(N + 1) =
N+1∑
n=0

En + Er(N + 1)− α(N + 1)e(Vb − Vcpd)− (N + 1)eΦ∗ (5.1c)

These equations are similar to Eqs. 4.25(a–c) with two differences: the inclusion of
Vcpd and the Φ∗ term. It is important to note that here Vcpd refers to the CPD above
the clean silver surface. A change in local potential will of course affect the measured
CPD, however this effect is entirely encapsulated by Φ∗. Since we again model the
QD as a single point below the tip, occupied by a certain number of electrons N ,
the energy gain is the electronic charge Ne multiplied by the potential Φ∗. Again
we substitute N = 1 into the equations:

E(0) = 0 (5.2a)

E(1) = ε0 − αe(Vb − Vcpd)− eΦ∗ (5.2b)

E(2) = 2ε0 + U − 2αe(Vb − Vcpd)− 2eΦ∗ (5.2c)

Note that in this case we assume that α(1) = α(2) and ε0(1) = ε0(2). As discussed
previously, the QD changes its average electron occupation when the energy for a

† We note here that the following analysis does not depend on the two charging features corre-
sponding to the same molecular orbital. However due to our conviction that the LUMO is the
orbital being (de-)populated at the two features as discussed in Sec. 4.2.1, we continue with
this nomenclature.
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5.1 Point charge model to obtain change in work function

different charge state drops below the energy of its current state. We can then solve
these equations for the two possible transitions:

−ε0 + αe(V − − Vcpd) + eΦ∗ = 0 (5.3a)

U + ε0 − αe(V + − Vcpd)− eΦ∗ = 0 (5.3b)

where V ± take their usual meanings. We solve Eqs. 5.3(a–b) for both α and Φ∗:

α = U

e∆V (5.4)

Φ∗ = −U V
− − Vcpd
e∆V + ε0

e
(5.5)

where ∆V = V + − V −. Eq. 5.4 describes why the charging features shift with
changing tip-sample separation; the fractional voltage drop across the tip-QD bond
(α) changes while U remains essentially constant. Without performing a set of
measurements to determine ε0 and U as in the previous chapter, we cannot yet
access Φ∗ directly from Eq. 5.5. In any case, in the following we will in fact see that
the influence of ε0 and U is removed entirely. By setting Φ∗ = 0 in Eqs. 5.3(a–b),
we retrieve expressions for ε0 and U :

ε0 = α0e(V −0 − Vcpd) (5.6)

U = α0e(V +
0 − Vcpd)− ε0 (5.7)

where α0, V +
0 and V −0 refer to the respective quantities at Φ∗ = 0. This can be

achieved in an experiment by recording a ∆f(Vb, zt = c) spectrum such as in
Fig. 4.2 at a location where the potential at the position of the QD due to any
surface nanostructure is negligible. By substituting these equations into Eq. 5.5 we
reach an expression for Φ∗:

Φ∗ = −α0Ξ = −α0

[
V −

∆V ∆V0 − V −0 + Vcpd

(
1− ∆V0

∆V

)]
(5.8)

For brevity we refer to the quantity in square brackets as Ξ from this point onwards.
The third, CPD-dependent term in Ξ is worth a short discussion. If the surface
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Figure 5.1: Schematic diagram of the electric potential present in the tip-QD-sample
junction with an infinitely extended charge layer parallel to the surface at an adsorption
height h. The QD is again treated as a single point here. The applied bias voltage Vb

drops between tip and sample and the proportion of Vb that drops across the tip-QD
bond is α. The potential due to the infinitely extended layer of charge Φ must also
decrease to zero at the grounded tip, and we refer to the fraction of Φ that is present
between tip and QD as Φ∗. From the diagram it becomes clear that when zt � h,
α ' Φ∗

/Φ.

nanostructure does not change ∆V considerably from ∆V0, then ∆V ' ∆V0, this
term is close to zero and the CPD does not play a large role. However if the surface
nanostructure protrudes significantly from the surface, and/or appreciably alters
the capacitance in the junction, then the CPD can become an important factor.
In the limit of no topographical change, i.e. ∆V = ∆V0, Eq. 5.8 condenses to
Φ∗ = −α0

(
V − − V −0

)
; the shift of the charging features in bias voltage is solely due

to Φ∗.
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5.1 Point charge model to obtain change in work function

5.1.2. Removing the influence of the tip’s properties

At this point it becomes clear that, assuming knowledge of α0, we can reconstruct the
potential Φ∗. α0 is however a priori unknown, and without additional information
its form would have to be estimated, for example by assuming that tip and sample
are both flat and infinitely extended as in Chap. 3. Furthermore, Φ∗ is not the true
potential of the nanostructure, since the grounded metal tip reduces the electric
potential at the position of the QD compared to what it would be in the absence
of the tip. Since the exact screening properties of the tip are also inaccessible, this
affects the nanostructure’s potential in an unknown way and we must remove this
effect to retrieve the absent-tip potential, which we call Φ. Fig. 5.1 displays the tip-
QD-sample junction schematically, where a negatively-charged layer is present at a
height h above the sample surface and a bias voltage Vb is applied to the sample.
This diagram exhibits the example that the tip and sample are infinitely extended
planes; the voltage drops linearly between them, shown in red. The fraction of bias
voltage α that drops across the tip-QD bond is displayed graphically. The blue
curve represents the potential due to the layer of negative charge, which in this
example is also infinitely extended in the plane parallel to the surface, meaning that
the potential difference between the layer and the tip is also a linear function of
distance. The fraction of the potential Φ that is present at the position of the QD
is simply Φ∗/Φ. As long as zt � h we see that α0 ' Φ∗/Φ. The significance of this
can be seen by rearranging Eq. 5.8:

Φ = −Ξ α0
Φ∗/Φ

' −Ξ (5.9)

In the case that α0 ' Φ∗/Φ, the change in surface potential due to the infinite
charged layer Φ is essentially equal to the experimental quantity Ξ. It follows that by
determining Ξ for a given structure, for which an infinitely extended layer is a good
approximation, one can determine the change in surface potential, i.e. the change
in work function due to the layer ∆φ, with high accuracy and without knowledge of
the voltage drop profile or exact screening properties of the junction.
Importantly, it is noted that this is true for an infinitely extended charged layer

even if the tip deviates from planar geometry. In the absence of the tip, the change
in surface potential due to the charged layer is constant above the layer, since no
electric field can exist in the half space above the layer. This is an equivalent effect to
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applying bias voltage to the sample. The presence of the grounded tip describes the
voltage drop profile in the junction, and this profile is then the same for the applied
bias voltage and the infinite charged layer. It should also be noted that if the
nanostructure cannot be approximated as an infinitely extended planar structure,
this approach breaks down. The tip then affects the measured potential due to the
nanostructure in a different way and the ratio Φ∗/Φ deviates from α0.
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5.2 Change in work function of Ag(111) after PTCDA adsorption

5.2. Change in work function of Ag(111) after PTCDA
adsorption

We choose to determine the change in work function of Ag(111) due to PTCDA
adsorption, ∆φ, as a proof of concept. PTCDA molecules form self-assembled islands
when deposited onto Ag(111) while accepting electronic charge from the substrate.
The negatively charged molecules form a dipole layer oriented in the same direction
as the pre-existing surface dipole of the metal, leading to an increase in the work
function [137, 138]. There is however significant disagreement in the literature on
the precise value of ∆φ for this system, with values provided by photoemission
spectroscopy as well as several DFT-based methods between −0.1 and 0.27 eV [123,
139–141]. It is likely that due to differing levels of impurities, the difficulty in
detecting such impurities and the inherent averaging effect present in photoemission
spectroscopy, variations in the measured work functions of the silver substrate have
so far been the cause of this disagreement. In these studies the absolute values
for the work function of PTCDA/Ag(111) were more narrowly spread (4.7–4.9 eV)
than the work function of Ag(111) itself (4.24–4.9 eV), suggesting that exactly the
above conjecture is true: surface impurities are either forced away or desorbed when
PTCDA adsorbs, and the only remaining factor in the discrepancy is the flatness
of the substrate. For this reason and the importance of PTCDA/Ag(111) as a
prototypal system for metal-organic adsorption, it is of great interest to precisely
determine ∆φ.

5.2.1. Constant height KPFM results

Before performing SQDM on the layer to determine Ξ and therefore ∆φ, we employed
KPFM to provide a reference value. An STM image of a large PTCDA island is
shown in Fig. 5.1(a), where an island border is visible as well as a step edge between
silver terraces. We used a bare metal tip to measure ∆f(Vb, zt = c) spectra at many
points and at several tip heights along the white line in Fig. 5.1(a) to determine the
change in Vcpd (see Fig. 4.2) going from Ag(111) to PTCDA/Ag(111). The spectra
were measured in constant height mode, where the tip height was set by adding
an additional ∆zt to the height defined by the tunnelling setpoint of 50 pA and
0.35 V. The results are shown in Fig. 5.1(b). The spectra were measured at four
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Figure 5.1: Constant height KPFM of PTCDA/Ag(111). (a) An STM image of a self-
assembled PTCDA monolayer adsorbed on Ag(111), recorded at 50 pA and 0.35 V. The
white line signifies where the KPFM spectra were measured. (b) The change in Vcpd

from KPFM spectra measured along the white line in (a), taken with a clean metal
tip. ∆zt refers to the vertical offset added to zt, which was defined by the tunnelling
parameters in (a). A strong distance dependence is observed and local tip-sample
interactions distort the signal close to the surface.

different distances ∆zt from the tunnelling setpoint, represented by different colours.
We observe a strong distance dependence whereby the signal quickly diminishes
with increasing tip height. This effect is inherent to the KPFM technique; the
decay rate of electrostatic forces means that with increasing distance, an ever larger
portion of the tip plays a role in the CPD [94, 126, 127]. It is however surprising
that changes of only a few ångströms induce such a large effect considering that
the island is several hundred nanometres in width. This in fact suggests that the
section of the tip that determines the CPD is very broad, since parts of the sample
surface away from the PTCDA layer become relevant to the CPD as the tip-sample
separation increases. It is therefore also unclear if the value of ∆φ retrieved from
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5.2 Change in work function of Ag(111) after PTCDA adsorption

this measurement corresponds to the true shift induced by the molecular layer. The
effect of coming too close to the surface is also apparent in the data - large local
variations in the measured potential, likely due to tip-sample interactions, reduce
the method’s ability to deliver a reliable result. Nevertheless, the data allow us to
set a lower limit on the value of ∆φ of ∼80 mV.

5.2.2. SQDM results

The SQDM experiments were set up by functionalizing the tip of the nc-AFM/STM
with a single PTCDA molecule using single molecule manipulation, as described
in Secs. 2.1, 3.1 and 3.3. ∆f(Vb, zt = c) spectra as in Fig. 4.2 were measured
while moving laterally from above Ag(111) to PTCDA/Ag(111). The changes in
position of V ± were used to determine Ξ and therefore ∆φ (see Eq. 5.8). V ±0

values were taken from the first spectrum on the line above clean Ag(111). The
striking result is displayed in Fig. 5.2. Three different datasets are exhibited, wherein
spectra at five different zt values were recorded. These datasets were recorded several
months apart, with many tip forming procedures in between them, possibly leading
to large variations in the mesoscopic tip structure. Remarkably, across the different
datasets and tip heights, the measured value of Ξ was (145 ± 10) mV. According
to Eq. 5.9, this corresponds directly to a ∆φ value of (145 ± 10) meV. This high
level of precision is astonishing since the adsorption properties of the QD on the
tip that affect α0 and Φ∗/Φ can vary strongly between experiments, and the same
value of ∆φ is nonetheless reproduced. This is a further vindication of the point
charge model for SQDM developed in this thesis. Note that at the zt values in this
experiment, 3–5 nm, the adsorption height of PTCDA (2.86 Å [142]) means that
the approximation that α0 = Φ∗/Φ holds; the small uncertainty is within the random
error of the experiment itself. Although experimental values for ∆φ in the literature
disagree with one another, 145 meV corresponds very well to a DFT-based study,
where (150 ± 50) meV was obtained [123]. However there the LDA functional was
used to determine the molecule’s adsorption geometry, and although LDA performs
relatively well for this system [137], its poor treatment of van der Waals interactions
mean that this value is not entirely reliable.
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Figure 5.2: Work function change of PTCDA/Ag(111) measured with SQDM and a
PTCDA QD attached to the tip. Ξ (see Eq. 5.8) from three different datasets on
different PTCDA islands is displayed. From the three datasets a value for ∆φ of
PTCDA/Ag(111) of (145 ± 10) meV is obtained. Tip heights are coded by shape and
molecular island size by colour.

5.2.3. Discussion

Looking at Fig. 5.2, a slight distance dependence is noticeable: Ξ in fact increases
as a function of distance. We note that the distance dependence of the green points
in Fig. 5.2 is not monotonic; random error in the SQDM experiment was responsible
for a substantial proportion of the scattering. Although the distance dependence
in general is marginal, it is present in all datasets and so we discuss two possible
reasons for it:

(1) The approximation that zt � h does not hold. By visually inspecting Fig. 5.1,
one can see that the ratio Φ∗/Φ will always be larger than α0, since h > 0. This means
that close to the surface, Ξ will be larger than Φ, overestimating the potential that
is present at the position of the QD. This is opposite to the trend that we observe
in the experiment, so we do not expect it to produce a large effect in the data.

(2) An artefactual distance dependence of the CPD over silver causes a distance
dependence in Ξ (see Eq. 5.8). As discussed in Sec. 5.2.1, although Vcpd in principle
has a constant value, in practice it is most often distance dependent due to the
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Figure 5.3: Constant current KPFM of PTCDA/Ag(111) measured with a clean metal
tip. (a) An STM image of a PTCDA monolayer adsorbed on Ag(111) with a width of
∼ 150 nm, recorded at 50 pA and 0.35 V. The white line indicates where the KPFM
spectra were measured. (b) Change in Vcpd derived from constant current KPFM
spectra. The tip height was defined by the tunnelling setpoint of 50 pA and 0.35 V and
an additional offset ∆zt by which the tip was retracted. We again obtain a ∆φ value
of ∼80 meV from KPFM.

contributing tip section changing with distance. To obtain Fig. 5.2 we took this into
account by using the measured Vcpd values over silver at each tip height. It is however
unlikely that the real electric field profile in the vicinity of the QD corresponds
exactly to these values, since a much larger tip area corresponds to the measured
Vcpd. Assuming that the relevant part of the CPD is more strongly affected by
the tip-sample distance than the measured value would cause the slight distance
dependence of Ξ in Fig. 5.2 to disappear. We therefore believe that the uncertainty
over the exact electric field profile due to the CPD between tip and QD is the most
plausible explanation for the perturbation of our results.
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A further point for discussion is the large discrepancy between the SQDM value for
∆φ of 145 mV and the lower limit set by KPFM of ∼80 mV. To understand if island
size and lateral tip position played a role in the determination of ∆φ with KPFM,
we measured spectra above the largest molecular islands found on our sample. The
results of constant current KPFM spectra are shown in Fig. 5.3. The spectra closest
to the surface again produce a ∆φ value of ∼ 80 meV. The measured island has a
width of ∼150 nm and even in this case a marked distance dependence is observed
in ∆Vcpd. Constant current operation was necessary to avoid large changes in tip
height due to sample tilt; this however results in vertical lifting of the tip when
above the PTCDA layer. Nevertheless, this cannot explain the ∼70 mV discrepancy
between KPFM and SQDM present here. We are thus led to believe that our tip — a
PtIr wire with a 15 µm radius, cut by focussed ion beam milling — is mesoscopically
very flat, and that a very large section influences the measured CPD value. This
makes our tip unsuitable for KPFM measurements of adsorbed islands where other
KPFM setups perform better [94]. However the key advantage of SQDM is that
it almost completely removes the influence of the mesoscopic tip and automatically
provides a precise and quantitatively correct result.

Finally, we turn to the lateral resolution of the measurement. Interestingly, in the
three datasets the sharpness of the step, when traversing from clean Ag(111) to the
PTCDA-covered substrate, is essentially equal at ∼20 nm. Although our modelling
approach views the QD as a point-sized object, the observed lateral resolution is
intrinsically limited by the size of the QD. However since the PTCDA QD is ap-
proximately one nanometre in length, and the subnanometre resolution capability
of SQDM has been demonstrated in Secs. 3.1 and 3.3, it is doubtful that this is the
limiting factor in the measurement. The lateral change in the local potential itself in
fact defines the sharpness of the measured step. While the analysis performed here
treats the molecular monolayer as an infinitely extended plane, away from the layer
in the experiment the electrostatic potential due to the layer must of course decay to
zero and this is what is observed; the unscreened potential, i.e. in the absence of the
tip, simply has a certain profile. However there is a third effect that in fact increases
the lateral resolution: a ‘focusing’ effect stemming from the screening effect of the
metallic tip. To explain this we introduce a model that considers discrete charges,
rather than a layer of charge as has been discussed so far in this chapter. The reason
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Figure 5.4: The focusing effect of SQDM. (a) Schematic diagram of free-standing QD
situated above a series of point charges at a distance h above a metallic surface, induce
oppositely polarized image charges in the surface. (b) Introducing the tip, modelled
as a flat, infinite plane, reduces the total potential at the position of the QD due to
the image potentials from tip and sample. (c) Red: the contribution to the unscreened
potential at the position of the QD in (a) as a function of lateral dipole displacement.
Green: the contribution to the image potential at the position of the QD in (b). Black:
the sum of all potentials at the position of the QD in (b). (d) Step in potential at the
position of the QD when traversing from an electrostatically neutral area to above a
layer of dipoles as in (b). The screened value displays a sharper transition than the
unscreened value.
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for this is to utilize the method of images as shall be seen. Fig. 5.4(a) shows a free-
standing QD above many point charges, located at a distance h from the sample
surface. Image charges arise in the sample, which together with the original charges
form dipoles. The electrostatic potential Uunscreened at the position of the QD due
to any one dipole at a vertical distance z+h from the QD can be written as follows:

Uunscreened = 1
4πε0

[
− 1√

z2 + r2 + 1√
(z + 2h)2 + r2

]
(5.10)

where r is the lateral displacement between the dipole and the sample position
directly below the QD. The electrostatic potential at the position of the QD is
dominated by the dipoles that are directly beneath it, since the contributions from
more distant dipoles quickly fall towards zero as the displacement vector between
QD and dipole approaches the perpendicular asymptote. The unscreened potential
contribution from the dipole at r is displayed in red in Fig. 5.4(c). Fig. 5.4(b)
shows the same QD and series of dipoles, with the addition of a flat, infinitely
extended conductor at a distance d above the QD, representing the tip. In this case
the electrostatic potential at the position of the QD is also affected by the image
potential induced by the tip, as described in Secs. 3.1 and 3.3. Due to the presence
of the two conducting electrodes, an infinite series of image dipoles will arise in
the electrodes. In the schematic diagram of Fig. 5.4(b) we show only one set of
image dipoles, however in computing the potential at the position of the QD we
have considered 300 image charges in both tip and surface, a quantity determined
empirically to allow the potential to converge. The image potential due to any one
dipole can then be expressed as follows:

Uimage = 1
4πε0

300∑
i=1

{
− 1√

(z + 2izt)2 + r2 + 1√
(z + 2h+ 2izt)2 + r2 +

+ 1√
[z + 2d+ 2(i− 1)zt]2 + r2 −

1√
[z + 2h+ 2d+ 2(i− 1)zt]2 + r2

}
(5.11)

Fig. 5.4(c) shows in green the additional potential from the 300 image charges,
excluding the dipoles shown in Fig. 5.4(a), again referring to the contribution to
the potential from image dipoles at the particular value of r. In black the sum
of the unscreened potential Uunscreened and the image potential Uimage is displayed;
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Uscreened = Uunscreened + Uimage. The presence of the tip reduces the absolute size
of the potential at the position of the QD, resulting in Uscreened, however Uscreened

decays faster with r than Uunscreened. Uunscreened decays roughly as r−2 according to
Eq. 5.10. Uscreened on the other hand can be shown to decay roughly exponentially
with r†. This surprising effect is due to the contribution of dipole potentials with
opposite signs, which at larger lateral displacements cancel each other out faster
than a single dipole potential would decay to zero. Fig. 5.4(d) is a simulation of
a step in surface potential measured by SQDM that demonstrates this effect. The
unscreened potential at the position of the QD over a step from a neutral area to a
layer of dipoles is shown in red. To simulate an infinitely extended dipole layer after
the step we have considered a grid of 104 nm2, where dipoles with a spacing of 1 nm
are squarely packed. The screened potential, the quantity measured in an SQDM
experiment, is shown in black. Both potentials are normalized to their saturated
value over the dipole layer. The screened potential saturates approximately 5 times
faster than the unscreened potential, meaning that SQDM detects a sharper step
than the unscreened step in potential itself. The simulated sharpness of the step is
at ∼ 15 nm approximately equal to the experimental sharpness of ∼ 20 nm. The
difference likely comes from the intrinsic SQDM resolution of ∼1 nm as well as the
approximation of the tip as a flat, infinite plane not being perfectly accurate and
therefore screening the potential less effectively.

† There is a certain analogy here to electromagnetic radiation in waveguides — at frequencies
below the waveguide’s cut-off frequency, the radiation amplitude decays exponentially and
cannot propagate.
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Conclusion and outlook

To summarize, we have demonstrated a precise and accurate measurement of the
change in work function due to a PTCDA island adsorbed on Ag(111) using SQDM.
We hope that the value of ∆φ = (145±10) meV obtained in this study goes some way
to clearing up the disagreement that exists in the literature regarding this system.
Although we were unable to reproduce the same value using KPFM, we believe this
was largely due to our tip being suboptimally blunt for that purpose, and with an
experimental setup better suited to the task we expect that the result could be
improved.
Since KPFM is the most widely-used scanning probe method to determine the

work function difference induced by surface structures it is natural to compare it
to SQDM. The advantage of KPFM is that at the current moment it is easier to
implement for most AFM setups, since there is no necessity to create an SQDM tip.
However the high precision of SQDM combined with its superior energy resolution
and tip-independent spatial resolution makes it in our opinion better suited to the
truly quantitative analysis of nanostructures, where below a certain size KPFM is no
longer able to produce quantitative results. Moreover, as shown in Sec. 5.2.3, when
used to measure a step in potential, SQDM achieves a lateral resolution better than
defined by the unscreened potential through the focusing effect of the tip’s screening.
A further crucial point is the fact that SQDM, when used to measure islands for
which an infinitely extended plane is a good approximation, essentially removes
the influence of the tip properties, and due to the focusing effect this condition
is realized even for rather small structures. Achieving an experiment where the
probe tip no longer influences the result is something of a holy grail in the scanning
probe microscopy community, and the results presented here form one of the best
realizations of this so far. It is our hope that this inherent robustness attracts further
attention to the development of the technique.
The most intriguing next step will be to find the point at which the infinite plane

approximation breaks down; how small is too small? What is however possible
is that before this occurs, the surface potential of the small adsorbate island no
longer represents the full value of the extended layer. It remains to be seen if these
two cases can be distinguished from each other, since both would likely lead to
a distance dependent Ξ that is larger close to the surface. Considering that the
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effective smearing of the surface potential measured here was ∼ 20 nm, it could be
that the second case is reached first since at an island width of 40 nm the infinite
plane approximation was still intact.
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Summary

This thesis has presented the creation and characterization of a single molecule
device. A new microscopy method, SQDM, was developed and shown to be capable
of measuring local electrostatic potential in a truly quantitative fashion. The nature
of the single molecule sensor itself was investigated in-depth and unexpected results
were achieved, contradicting the predictions of the highly successful orthodox theory
of the Coulomb blockade.
The single molecule device was constructed with the use of atomically precise

single molecule manipulation detailed in Chap. 2. Approaching the microscope tip
towards a single molecule, a covalent bond was formed between the apex atom of
the tip and one of the double-bonded corner oxygen atoms of the molecule. This
bond was empirically found to be strong enough to remove the molecule not only
from its chemisorbed state on the surface, but from its hydrogen-bonded molecular
layer. The removals were made possible by the augmentation of the SPM setup
with a three-dimensional motion tracking device, which was used to explore custom
removal trajectories by selective variation. Since the molecule’s geometry was con-
trolled throughout the manipulation process, it was thereafter possible to re-deposit
the molecule to the surface by re-approaching and applying a voltage pulse. Using
this protocol, the word ‘JÜLICH’ was patterned into a PTCDA monolayer by re-
moving molecules one by one. The correction of a mistake in the patterning was also
demonstrated by lowering a molecule into a previously created vacancy. Currently
work is underway to further the understanding of the key parameters involved in
successful removal trajectories.
Next, the functionality of the single molecule device was exhibited in Chap. 3

with the development of SQDM. It was shown that the molecular QD was suffi-
ciently electronically decoupled from the tip’s electronic states that integer charge
could be stabilized on it: the presence of resonant tunnelling features as well as sud-
den changes in the tip-sample force were the signals of single electron charging. The
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effect of local electrostatic potential on the QD’s charging features was illustrated
with the help of a simple model. The validity of the approach, which modelled the
QD as a single point charge, was proved by comparing the measured potential of a
single, surface adsorbed PTCDA molecule to the result of a microelectrostatic simu-
lation. This also resulted in an estimate of the position of the point charge: (7±1) Å
below the apex of the metal tip, precisely in the middle of the PTCDA QD. A quan-
titative measurement of the Smoluchowski dipole potential of a single adatom was
then presented and shown to follow a z−2 power law as expected. The remarkable
sensitivity of the method was demonstrated by its detection of the Smoluchowski
potential ∼7 nm from its source.

The orthodox theory of the Coulomb blockade was applied to the single elec-
tron charging events integral to the SQDM method in Chap. 4. This consisted of
modelling the system as a capacitor network, in conjunction with the constant inter-
action model, which states that the capacitances are independent of the QD electron
occupation N . An expression for the bias drop in the junction based on experimen-
tal data was developed, however the theory was unable to fully explain the data.
Subsequently the point charge model introduced in Chap. 3 was expanded upon.
This model produced expressions based purely on experimental data for the energy
level alignment and interelectronic Coulomb repulsion of the QD. The two models
were then compared, revealing the full equivalence between them. The comparison
helped to show that the models break down for the system presented here, after a
non-negligible dependence on the electron population of the QD was revealed. Fur-
ther studies will be necessary to determine if the predictions made in Chap. 4 are
indeed true.

In Chap. 5 a robust and truly quantitative SQDM experiment was realized, where
the structural properties of the tip were rendered essentially irrelevant. By consid-
ering the point charge model for a flat, extended nanostructure, it was shown that
the remaining proportion of surface potential due to the screening effect of the tip
was approximately equal to the voltage drop fraction α. This meant that the SQDM
signal could be directly interpreted as a change in the surface potential and therefore
a change in the work function of the surface. The change in the work function φ of
Ag(111) after PTCDA adsorption was thus determined to be ∆φ = (145± 10) meV.
To our knowledge this was the first work function study of the system including
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real-space confirmation of the cleanliness of the surface, which clears up the existing
disagreement in the literature surrounding the value of ∆φ. It was also a rare exam-
ple of an SPM experiment where the mesoscopic tip structure plays almost no role in
the measurement, while the active part of the tip has a very well-defined structure.
Here it will be interesting to see what the surface structure size limit is for a ∆φ
value consistent with that of an extended structure. The focusing effect present in
SQDM is however likely to reduce this limit, making the quantitative measurement
of very small surface islands possible.
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