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Abstract
Rapid growth of future information technology depends on energy-efficient
computation and ultra-high density data storage. Non-volatile redox-based
resistive switching memory (ReRAM) devices offer logic-in-memory and cog-
nitive computing capabilities and can redefine von Neuman computer architec-
ture. The Complementary Resistive Switch (CRS), where two bipolar switch-
ing cells are vertically stacked, is a promising candidate and enables integration
of highly dense passive nano-crossbar arrays in 4F 2 structure (with minimum
feature size F ). Due to the intrinsic non-linearity, the need for selector devices
in the array is no longer required. Firstly, Ta2O5-based two-terminal devices
(no access to the middle electrode (ME)) are considered, which facilitate sim-
ple integration and low fabrication cost. Their electrical characteristics are
compared with switching of three-terminal devices (exhibiting access to the
ME), in order to investigate the impact of single cell properties on the whole
CRS. Initial electroforming process in the three-terminal devices is carried out
by applying voltage stimuli to individual ReRAM cells. However, two-terminal
devices require introduction of a novel procedure, which enables separate and
controlled electroforming for low-current operations (< 300µA). Such devices
(with improved endurance about 106 cycles) have been used to implement
fuzzy logic in terms of MIN / MAX gates (concept suggested by Klimo et al.
in [7], Nielen et al. in [8]), which could enable small-size sorting networks.
To reduce fabrication complexity, vertically stacked Pt|HfO2|Hf|Pt ReRAM
stacks are investigated, which offer similar I-V characteristics to the CRS, re-
ferred to as Complementary Switch (CS). The intrinsic complementary switch-
ing can be modified externally to eight-wise and counter-eight-wise bipolar
switching. However, the Hf electrode thickness has also impact on the actual
switching mode. Further process parameters, such as deposition rate of HfO2,
have much more of an impact on the initial device. Next, integration of the CS
into 1×8 passive crossbar arrays is demonstrated. First, the implementation of
all Boolean CRS-logic operations (concept suggested by Linn et al. in [9]) with
the CS is proven, showing remarkable endurance (109 cycles). Afterward, two
in-memory adders (concepts introduced by Siemon et al. in [10]) are exper-
imentally demonstrated, which perform addition and subtraction operations.



Altogether, this could pave the way for next-generation information technol-
ogy for parallel processing-in-memory architecture, which is implemented by
ReRAMs embedded in energy-efficient, ultra-dense 4F 2 passive crossbar ar-
rays.
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Kurzfassung
Die rapid ansteigende Nachfrage nach Lösungen für zukünftige Informations-
technologien lässt sich unmittelbar von dem enormen Bedarf an energieeffizien-
ten Computersystemen und extrem hoher Datenspeicherdichte ableiten. Nicht-
flüchtige redox-basiserte resistive Speicher (ReRAM) können die derzeitige Da-
tentechnologie mittels cognitive computing und der Möglichkeit, Logikoperatio-
nen direkt in der Speichereinheit durchzuführen (logic-in-memory), revolutio-
nieren. Insbesondere der Complementary Resistive Switch (CRS), der aus zwei
antiseriell angeordneten, vertikal gestapelten bipolar schaltenden ReRAM-
Zellen besteht, ist für diese innovativen Anwendungen ein geeigneter Kandidat
und ermöglicht zudem die Einbettung von 4F 2-Strukturen (mit der minimalen
Strukturgröße F ) in enorm dichte passive nano-crossbar arrays. Aufgrund der
intrinsischen Nichtlinearität muss nicht auf selector devices für die Ansteuerung
einzelner Speicherelemente zurückgegriffen werden. Zunächst werden Ta2O5-
basierte two-terminal CRS (ohne Zugang zur Mittelelektrode) betrachtet, die
die Vorteile einer einfachen Integration in Schaltkreise und niedriger Produk-
tionskosten aufweisen. Deren elektrische Kennlinien werden mit denen von
three-terminal devices (mit Zugang zur Mittelelektrode) verglichen, um so den
Einfluss der beiden einzelnen Zellen auf den gesamten CRS zu untersuchen. Die
initiale electroforming procedure ist für die three-terminal devices sehr einfach
zu realisieren, da sich hier, über den Zugang zur Mittelelektrode, die beiden
einzelnen Zellen separat kontaktieren lassen. Dahingegen ist es für two-terminal
CRS notwendig, eine neuartige Prozedur einzuführen, die ein separates und
kontrolliertes electroforming für low-current operations (< 300µA) ermöglicht.
Diese CRS devices, mit verbesserter endurance von über 106 Schaltzyklen, wer-
den für die Implementierung von Fuzzy-Logik in Form von MIN / MAX Gates
verwendet (Konzept vorgeschlagen von Klimo et al. in [7] und Nielen et al. in
[8]), welche bei der Realisierung von Sortier-Netzwerken helfen könnten.
Um den Herstellungsprozess zu vereinfachen, werden simple vertikal gestapelte
Pt|HfO2|Hf|Pt ReRAMs genauer untersucht. Diese weisen unter bestimmten
Bedingungen eine ähnliche I-V -Charakteristik zu der des CRS auf und wer-
den in dem Fall als Complementary Switch (CS) bezeichnet. Das intrinsische
komplementäre Schalten kann durch äußere Einwirkung ins eight-wise oder
counter-eight-wise bipolare Schalten überführt werden. Darüber hinaus hat



ebenso die Hf-Elektrodendicke eine Auswirkung auf den intrinsischen switching
mode. Weitere Prozessparameter, wie die Depositionsrate von HfO2, haben da-
hingegen lediglich einen Einfluss auf die initialen Eigenschaften des Speicherele-
ments. Die optimierten CS-Zellen (endurance von 109 Schaltzyklen, operation
current ∼ 500µA) werden in 1×8 passive crossbar arrays eingebettet. Anhand
dieser devices wird zunächst die Umsetzbarkeit von Boolean-Logik-Funktionen
demonstriert (Konzept vorgestellt von Linn et al. in [9]). Im Anschluss werden
zwei in-memory adders experimentell getestet, welche Additionen und Sub-
traktionen durchführen (Konzept eingeführt von Siemon et al. in [10]). Diese
Resultate belegen deutlich die funktionale Effizienz des crossbar adder ap-
proach, der einen wichtigen Weg für höchst fortgeschrittene ReRAM-basierte
computing-in-memory architecture ebnet.
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Chapter 1

Introduction

In the age of the Internet of Things, i.e. the internetworking of smart devices,
electronic memories have become an integral part of humans, as personal elec-
tronic devices such as laptops, digital cameras, smart phones and tablets are
equipped with memory devices. To have better consumer experience, these
memory elements should be of higher capacity, faster access speed (read and
write) and as well as economically obtainable.
Conventional memory technologies, Flash, SRAM and DRAM cannot satisfy
the technological and commercial requirements (e.g. due to physical limita-
tions). Therefore, emerging memory technologies have been actively pursued
for the next generation of non-volatile data storage. The ideal characteristics
for future memory device include fast programming speed (< ns), low oper-
ation voltage (< 1 V), low power / energy consumption (∼ fJ/bit for write),
long retention time (> 10 years), high write / read endurance (> 1016 cycles)
and excellent scalability (< 10 nm).
New memory devices include Phase-Change RAM (PCRAM), Ferroelectric
RAM (FeRAM), Magnetoresistive RAM (MRAM) and Resistive / Redox-
based RAM (RRAM / ReRAM). Table 1.1 shows the comparison of the char-
acteristics of current and future memory technologies. The ReRAM devices
can be scaled down below the five nanometer-mark with 4F 2 feature size.[11–
13] Recently, write / erase time in sub-nanosecond range has been realized.[14]
Additionally, the energy consumption for toggling the memory state can be
reduced to a range of 0.1 fJ.[11] Having compatibility with CMOS, ultra-high
dense integration capability, ReRAM has advantages over other memory tech-

1



1 Introduction

nologies and is being pursued for different application domains such as neu-
romorphic and reconfiguration logic. Furthermore, these memristive devices
(memory resistors) offer also the capability to merge logic and computation
with memory units.[9, 10, 15–20] This approach avoids the data transfer be-
tween separated memory and computation units as in the conventional von
Neumann computer architecture.
Beyond these application fields, the ReRAM is also a promising candidate
for innovative artificial intelligence systems, which are modeled on the highly
efficient human brain. In recent years, scientists have tried to imitate the hu-
man brain capabilities with current CMOS technology. However, the power
consumption is one of the biggest drawbacks in these machines. For instance,
Watson IBM supercomputer is capable of processing 80 trillion operations (ter-
aflops) per second and consumes 2.3 MW.[21,22] It runs about 2, 800 processor
cores and has 16 terabytes of working memory. On other hand, the human
brain, an example for artificial synapses and neuromorphic processor units,
contains 100 billion neurons and consumes only 25 W. Therefore, new and
innovative concepts / technologies have to be considered, which enable signif-
icantly more energy efficient memory and computation applications. Due to
clear similarities to synapses[23–26] and promising switching properties, the
ReRAM might be able to meet all requirements.

2
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1 Introduction

1.1 Scope of this work

The present work is focused on material / device engineering and implementa-
tion of innovative application concepts for logic- and computation-in-memory
operations on the ReRAM. Here, Ta2O5- and HfO2-based devices are inves-
tigated, which are promising candidates for innovative memory technologies
offering excellent switching properties.[27–34]
Chapter 2 gives an overview of fundamental mechanisms involved in the
ReRAM, where the focus is on the Valance Chance Mechanism (VCM), which
is responsible for resistance change in subsequently demonstrated binary metal
oxide devices. The discussion includes the three switching modes (bipolar
switching, complementary resistive switching and complementary switching)
and the state of the art of logic / computation concepts enabling operations
directly in memory units.
Subsequently, relevant experimental technologies are briefly described in
Chapter 3, including analytical methods for material and device characteri-
zation / preparation and experimental setups. The detailed preparation and
fabrication flow of the individual device types is given in Chapter 4. This
also includes material characterization regarding stoichiometry, structure, film
thickness and surface topography. For HfO2-based devices, several fabrica-
tion parameters have been varied, e.g. Hf electrode thickness and sputtering
power / growth rate. The impact of these parameters on device characteris-
tics is investigated in Chapter 5, especially initial resistance, the electroforming
process, state reliability and transition from bipolar to complementary switch-
ing mode.
In Chapter 6, the focus is on the optimization process of Ta2O5-based devices
showing complementary resistive switching. Three- and two-terminal switches
(offering an / no access to the middle electrode) are compared and a novel
forming procedure, which implements low-current operations for micro- and
nanometer scaled devices, is introduced.
Finally, three promising ReRAM applications are considered in Chapter 7:
MIN / MAX gate (fuzzy logic; concept introduced by Klimo et al.[7] and Nie-
len et al.[8]), CRS-logic (logic-in-memory; concept introduced by Linn et al.[9])
and multi-bit crossbar adders (computation-in-memory; concept introduced

4



1.1. Scope of this work

by Siemon et al.[10]) Relevant basics of these concepts are comprehensibly
explained and pre-measurements and proof-of-concept experiments are pre-
sented. At the end, the summary of this research and the outlook for future
efforts are given in Chapter 8.

5
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Chapter 2

Redox-based Resistive
Switching Memory

2.1 Switching Mechanisms

The redox-based random access memory, referred to as ReRAM, is one of the
most auspicious emerging non-volatile memory (NVM) devices by reason of:
low-voltage operating mode, brilliant capability of energy efficiency, outstand-
ing scalability, compatibility to 3D fabrication and silicon technology and high
endurance.[18, 19, 35–42] On the basis of switching properties, ReRAMs can
be categorized into the unipolar switch, which can be programmed and erased
with the same bias polarity, and the bipolar switch (BS) needing opposite bias
polarities.[42, 43]
Different switching mechanisms for the resistive switching phenomena have
been reported in literature. However, the most relevant ones are: Thermo-
Chemical Mechanism (TCM)[44], Valence Change Mechanism
(VCM)[42] and ElectroChemical Metallization (ECM)[45]. All of them are
dominated by redox-related chemical processes. Due to higher endurance[27]
and better uniformity, VCM-based bipolar ReRAMs are of most interest.
These devices can be implemented by single layer or bi-layer structures with
TiOx[46], HfOx[47] and TaOx[27] etc.

2.1.1 Bipolar Switching

Bipolar switching is predominately observed in asymmetric stacks, the binary
metal oxides are sandwiched between low work function and high work func-

7



2 Redox-based Resistive Switching Memory

tion metal electrodes. The device resistance can be changed reversibly from
the high resistance state (HRS or ‘0’, sometimes: ‘OFF’ state) to the low
resistance state (LRS or ‘1’, sometimes: ‘ON’ state) by external voltage or
current stimuli. Both states are non-volatile, i.e. no further voltage needs to
be applied to keep the actual state.
Figure 2.1 presents a typical I-V characteristic, which has been measured on
a Pt|ZrOx|Zr memory stack by applying quasi-static voltage ramps to the Pt
electrode. Here, the resistance change is described by a filamentary switching
model.[48] The conducting filament is ruptured and regrown during the switch-
ing as depicted by the inset sketches (A) to (D) in Figure 2.1. The filament
consists of oxygen vacancies (green balls, V ••O in Kröger-Vink notation[49,50])
and reduced metal ions (purple balls). Here, “reduced” is relative to the ideal
crystal and • denotes a positive charge relative to the perfect lattice, i.e. the
V ••O is twice positively charged. At the beginning, the memory device is in
the ‘OFF’ state (A) offering a gap (in the disc region) between the permanent
filament (plug region) and the Pt electrode. Applying a negative voltage to
the Pt electrode, the SET process starts (B), when positively charged oxygen
vacancies are attracted into the gap increasing the local conductivity and clos-
ing the filamentary rupture. After the SET process, the memory cell is in the
conductive ‘ON’ state (C), which is stable as long as the applied voltage does
not change the polarity and the RESET process does not start (D).
The difference between HRS and LRS can be physically explained by consider-
ing the oxygen vacancy profile [V••O ] and the energy-band model. The ZrOx|Zr
interface is assumed as ohmic contact and does not change significantly dur-
ing the switching. However, the Pt|ZrOx interface exhibits a Schottky barrier
within the disc region, whose width depends on oxygen vacancy concentration
as depicted in Figure 2.2. Oxygen vacancies, which are attracted into the disc
region during the SET process, serve as dopants[48] and the barrier width is
inversely proportional to root of the dopant concentration.[51] In the LRS, the
barrier width is negligible and the contact serves as an ohmic resistor. Re-
pelling the vacancies into the plug region (during RESET process) increases
the barrier width and the current is vehemently reduced.
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2.1. Switching Mechanisms

Figure 2.1: Valence Change Mechanism (VCM) switching scheme. The quasi-static
I-V characteristic of a Pt|ZrOx|Zr valence change memory. Consider, the displayed
voltage is applied to the Pt electrode, whereas the Zr electrode is grounded. The
sketches A to D present the switching stages. The oxygen vacancies are represented
by green balls, whereas the purple ones indicate the Zr ions being in a lower valence
state. (A) HRS (or ‘OFF’ state), (B) SET process, (C) LRS (or ‘ON’ state) and
(D) RESET process.[48] (Reprinted with permission from the publisher.)

Figure 2.2: Sketch of oxygen vacancy profile [V••
O ](x) (red line), the conducting

band diagram Wc(x) (blue line) and the Fermi level WF (black, dashed line) in the
disc / plug region of the n-conducting filament in the HRS (left) and LRS (right).
The illustration of the SET and RESET process considering the oxygen ion / vacancy
movement (center).[48]) (Reprinted with permission from the publisher.)
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2 Redox-based Resistive Switching Memory

2.1.2 Complementary Resistive Switching

For ultra-high dense NVM applications, the ReRAM-based devices feature in-
tegration in passive 4F 2 (minimum feature size F ) crosspoint arrays.[3, 52]
Stacking of the crossbars enables further enhancing of the device embedding
density to 4F 2/n, where n is the number of stacks.[53] The memory elements
arranged in rows and columns are highly inter-connected in this configuration.
Therefore, the architecture suffers from intrinsic sneak paths.[12, 54] Further-
more, this issue is aggravated, if the accessed memory cell being in HRS is
surrounded by cells being in LRS. As a consequence, the sensed read current
does not only pass the accessed cell. Surrounding paths with potential lower re-
sistance also contributes to the overall current. This additional current causes
misinterpretation of the actual memory device state.
The sneak current issue scales up with the crossbar array size.[3,12] Thus, the
number of embedded devices in the array is limited.[54] In order to solve this
problem, various types of selector devices are available, which enable dense in-
tegration: ovonic threshold switch [55], mixed ionic electronic conductors [56],
rectifying based Pt|TiO2|Pt[57–59], MOSFET integration [60, 61] and metal-
insulator transition materials[62]. However, up to now, these devices are not
capable of satisfying significant requirements in terms of scalability and device
properties in large 4F 2 crossbar arrays. For instance, MOSFET-based 1T1R
architecture requires larger foot-print and in most cases the current density of
available selectors is insufficient to drive ReRAMs.[12]
As an answer to this problem, Linn et al. have introduced the concept of the
Complementary Resistive Switch (CRS).[12] This device is composed of two
bipolar switching ReRAMs, which are referred to as top cell (TC) and bottom
cell (BC). In the present thesis, both cells are partially vertically stacked and
anti-serially connected (see Figure 2.3a).[3,12,63,64] The CRS inherently com-
prises a memory and selector element. Figure 2.3b demonstrates the schemati-
cal I-V switching curve of the CRS. The insets illustrate the resistance scheme
of the CRS states. Independent of the concrete device state, below specific
threshold voltages, the CRS offers a high resistance (cf. Vth,1, Vth,3). This en-
ables reduction of general leakage currents. Furthermore, CRS crossbar arrays
are capable to fulfill the fundamental requirements for parallel write / read
operations in storage-class memories, in order to guarantee high-speed data
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Figure 2.3: (a) CRS stack scheme. Two anti-serially stacked ReRAM cells, top cell
(TC) and bottom cell (BC). Each cell consists of the middle electrode (ME), metal
oxide (MO) and top electrode (TE) / bottom electrode (BE) layer. (b) I-V scheme
of the CRS. For the switching process, the threshold voltages Vth,1 to Vth,4 have to
be considered. The insets indicate the actual resistance state of the BC and TC.
These cells are complementarily toggled between a low resistance state (LRS) and
a high resistance state (HRS).[3] (Redrawn with permission from the publisher.)

processing.[65] Additionally, ReRAMs exhibit the capability of processing-in-
memory operating mode (CRS-logic), which has been suggested in [8–10] and
both experimentally demonstrated in [1, 2, 5] and Section 7.2. The two CRS
states LRS/HRS (TC in LRS, BC in HRS) and HRS/LRS (TC in HRS, BC in
LRS) are identified with the logical ‘0’ and ‘1’ and used for information stor-
age.[3] The ‘ON’ state, where both cells are in the LRS is only a transition,
whenever the device changes from ‘0’ to ‘1’ and contrariwise. The ‘OFF’ state,
where BC and TC are highly resistive, does not occur during cycling. This
state only exists for the initial non-electroformed CRS.[3] This promising CRS
concept has been successfully proven for several metal oxides materials, e.g.
HfO2 ,Ta2O5 and TiO2.[66–70]

2.1.3 Complementary Switching

Lately, the complementary switch (CS) has been reported, which is imple-
mented by a single VCM-based ReRAM cell (e.g. TiN|HfOx|TiN or
Pd|TaOx|Ta|Pd).[31, 69] These devices show similar I-V curves to the CRS
device (cf. Figure 2.4), but offering a simpler stack structure.[31, 69] In con-
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Figure 2.4: (a) CS stack scheme. The device consists of the top electrode (TE), the
metal oxide (MO) and bottom electrode (BE) layer. (b) I-V scheme of CS device.
For the switching process, the threshold voltages Vth,1 to Vth,4 have to be considered.
The switching occurs at the two MO-electrode interfaces, which are complementarily
toggled between a low resistance state (LRS) and a high resistance state (HRS). The
insets indicate the actual CS state.

trast to the CRS, the CS is based on switching at two interfaces in the same
cell.[6, 71] The individual switching stages are discussed for the HfO2-based
CS in Section 5.1. Since the CS features an inherent selector property, large
crossbar arrays can be realized without the need of additional selector devices.

2.2 Logic and Computation Properties (State

of the Art)

2.2.1 Boolean Logic

Performance of next-generation information technology depends strongly on
the successful research on novel device materials as well as efficient circuit
architecture and software.[2] For this progress, passive crossbar arrays com-
posed of redox-based resistive switches (ReRAMs) are highly auspicious can-
didates for ultra-high dense data storage and energy-efficient processing appli-
cations.[9, 41,42,72]
The conventional von Neumann architecture is based upon separated units:
central processing unit (CPU) and memory unit (MU).[2] Data are transferred
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between MU and CPU via a connection line. However, the rate for data trans-
fer is constrained. This issue is referred to as the von Neumann bottleneck.[73]
In order to overcome this limitation, novel concepts have been proposed,
where computations are performed directly within the memory (processing-
in-memory). Such concepts have recently been presented for ReRAM tech-
nology.[17, 74, 75] In those concepts, the control unit (CU) and the MU are
both on the same chip. The CU is based on CMOS and the MU on ReRAM
technology, which are compatible. In opposition to the conventional approach,
this CU does not control only the memory operating mode, but also the logic
operating mode. Rosezin et al. have demonstrated that the CRS enables real-
ization of elementary implication operations and can be considered as a finite
state machine.[76] Figure 2.5 depicts the comparison of the CRS with a finite
state machine. Recently, Linn et al. have proposed CRS-logic concept.[9]
The CRS-logic has several features: (1) The actual memory state is used as
a third input variable for the next operation.[10] (2) The logic operations
are processed by CS / CRS devices and (3) afterwards the information is
directly / inherently stored in the final memory location.[9] Thus, this ap-
proach is a logic-in-memory concept designed for CS and CRS arrays, but
can be used for all bipolar switching devices. Moreover, for this specific con-
cept, two multi-bit crossbar adder schemes have been introduced by Siemon
et al.[10] Proof-of-concept electrical measurements for logic- and computation-
in-memory applications on crossbar arrays are presented in Section 7.2 and
7.3.

2.2.2 Fuzzy Logic

Considering fuzzy logic, the truth values are not restricted to 0 (completely
false) and 1 (completely true), rather any real number between 0 and 1 is
possible. Inspired by this idea, Šuch and Klimo have proposed a concept,
where two-memristive circuits are applied to realize Maximum and Minimum
(MAX / MIN) logic gates.[7] The suggested gate structure exhibits two anti-
serially connected single ReRAMs, that means the device structure can be
compared with the conventional CRS, but it offers an additional access to the
middle electrode (ME).[3,75,77,78] In general, one MIN / MAX gate exhibits
two inputs and one output for sensing the lower or higher input potential.[79]
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Figure 2.5: The CS / CRS as finite state machine. Depending on the actual device
state Z (‘0’ or ‘1’), the state switches only for specific input signals at the terminals
T1 and T2.

Concerning binary considerations, these devices corresponds to OR / AND
logic gates.[79,80] These elements can be applied for processing of analog sig-
nals and can enable implementation of sorting networks[81], while considering
several constraining specifications.[1, 8, 79]
The corresponding three-terminal CRS devices are demonstrated and char-
acterized in Chapter 6. Šuch et al. have demonstrated the characteristic of
actual memristive devices differs strongly from the ideal memristor character-
istic. Nonetheless, a reliable MIN / MAX gate operating mode is facilitated
by considering few limitations regarding the input signal amplitude.[78, 79]
Despite of these limitations, which are extensively discussed, the proposed
structures are highly suitable to feature fuzzy logic operations.[1]
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Chapter 3

Experimental Technology

3.1 Analytical Methods

3.1.1 Thin Film Characterization

3.1.1.1 X-Ray Reflectometry

X-ray reflectometry (XRR) is used to determine the thickness of thin films
sputtered on substrates in order to determine the film growing rate. This
method is based on reflection principle of the x-ray light and can fundamentally
be described with Snell’s law

n0 cos θ = n1 cos θ1 (3.1)

where θ is the angle of the incident beam (to the surface), which propagates
through the medium of refractive index n0, and θ1 is the beam refraction angle
in the medium with a refractive index n1 (cf. Figure 3.1). The substrate
thickness is assumed to be infinite in comparison to the thin film. Therefore,
the intensity of the beam is neglected, which is refracted from the substrate
and reflected back at the substrate-plate interface.
Figure 3.1 shows the optical path difference ∆s between directly reflected wave
and the refraction wave (∆s = s1−s0). For constructive interference, ∆s has to
be a multiple integer n of the beam wavelength λ. Depending on the incident
angle, both waves interfere constructively or destructively. The measured x-
ray reflectivity shows oscillations (Kiessig oscillations[82]) as function of the
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n0 = 1 (air)

 n1 > 1 (film)

 substrate

θ
θ1

θ θ
s0

θ1
s1

Figure 3.1: X-ray reflection at the thin single layer (deposited on substrate). The
beam incides with the angle θ from air (refractive index n0 = 1) and partially
reflected from the surface and deflected in the film by the angle θ1. At the film-
substrate interface, the beam is reflected toward the surface, where it interferes
with the directly reflected beam due to the path difference (s1 − s0). The substrate
thickness is assumed to be infinite. Therefore, the diffracted beam is neglected in
the substrate.

wavelength, incident angle, refractive indices and the film thickness. The thin
film thickness d can be estimated by

d = λ

2∆θ (3.2)

where ∆θ is the distance between two neighboring intensity maxima.[83] An
exemplary XRR measurement is presented in Figure 4.1. In the present work,
the measurements have been performed by the Philips PW 3020 diffractome-
ter, using a Cu-Kα x-ray tube (λKα,1 = 1.540598 Å and λKα,2 = 1.544426 Å)
in the Bragg-Brentano geometry. The thickness is calculated by XRR simu-
lations, fitting film parameters (density, roughness, thickness) in a physically
reasonable way.

3.1.1.2 X-Ray Diffraction

Applying the x-ray diffraction (XRD) mode by the Philips PW 3020 diffrac-
tometer enables one to investigate the structural quality of crystalline samples.
Due to the periodic crystal lattice, Bragg reflections are observed for incident
angles, where the diffracted waves interfere constructively, i.e. Bragg’s equa-
tion

nλ = 2dhkl sin θ (3.3)

16



3.1. Analytical Methods

sdhkl hkl

Figure 3.2: X-ray diffraction scheme. (a) Diffraction from two parallel crystal planes.
The x-ray beam incides at angle θ. Scattering peaks are only observed, if the path
distance Δs = 2d sin θ is a multiple integer of the x-ray wavelength λ. (b) Schematic
of the Debye-Scherrer method. The randomly orientated crystals generate diffraction
rings without rotating the sample. Radial scanning enables the common 2θ-scan as
shown in Figure 4.2 [84]

has to be fulfilled, where nλ is a multiple integer of the used wavelength and
dhkl refers to the lattice distance of lattice planes (hkl) with the Miller indices
h, k and l (cf. Figure 3.2a).
In the case of thin films, the observed reflections depend on the substrate /
film orientation. In the present work, the grown thin films however become
nanocrystalline by thermal annealing. Due to the random arrangement of such
nanocrystals, the full diffractogram is visible without any additional rotation of
the substrate (see Figure 3.2b), which is similar to the Debye-Scherrer method
for powder diffraction.[84–86] This means that there is always a sufficient num-
ber of crystals, which are orientated properly to fulfill Equation 3.3 for each
Bragg reflection. The full diffractogram is measured by a single 2θ-scan.
In order to reduce the signal contribution of the substrate, the grazing inci-
dence X-ray diffraction (GIXRD) method is used. The x-ray beam penetration
depth is limited to the upper layer due to the small incidence angle. Smaller
angles cause less penetration into the substrate, but require longer observation
time (due to a poor signal to noise ratio).[87]

3.1.1.3 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS) is a surface sensitive measurement
technique to determine the elemental composition of materials. The sample
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is exposed to the x-ray beam with known wavelength (or photon energy). By
absorbing photons, core electrons are excited, move toward the surface and
leave the material. This is referred to as the photoelectric effect. The pene-
tration depth (for investigations) is limited by the mean free path of electrons
in solids: larger distance to the surface increases the probability of inelastic
scattering and reabsorption of the excited electron. The loss ratio also depends
on the kinetic energy of the electrons and the material composition (structure,
density etc.)
The original depth of the non-scattered or elastically scattered electrons, which
leave the surface, is up to few nanometers and can be controlled more accu-
rately by the angle resolved XPS method. The kinetic energy Ekin of the free
electrons is measured by an electron detector. The binding energy Eb of the
electrons, which is typical for each element and the actual chemical bonding
(causing chemical energy shift), is calculated by using the law of the conser-
vation of energy

Eb = Eph − Ekin − φ (3.4)

where Eph = hν is the x-ray photon energy (Planck’s constant h, the photon
frequency ν) and φ the work function of the material.

3.1.1.4 Atomic Force Microscopy

To investigate the surface topography with resolution in the sub-nanometer
(atomic) range, atomic force microscopy (AFM) is used. A nanoscopic tip,
which is fixed to a cantilever, scans the sample surface, where the cantilever
movement is realized by piezo elements. The tip is deflected by inter-atomic
forces, which are caused by quantum-mechanical effects and Coulomb repul-
sion. In the present work, the contact mode is used, i.e. there is always a
mechanical contact between sample and tip. Measuring tip deflection as func-
tion of the location enables one to determine the mapped surface height profile.
A laser beam is reflected off the back of the cantilever, where the direction of
the reflection is recorded by a position-sensitive photodetector.
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3.1.1.5 Electron Microscopy

Scanning Electron Microscopy The structural quality checks of the pat-
terned samples are performed by a SU8000 scanning electron microscope (SEM).
A Schottky cathode supplies electrons, which are accelerated by an anode volt-
age in the range of several kilovolts (typically ∼ 10 kV). The electron beam is
focused on the specimen by an electron-optical system (combination of differ-
ent electrostatic and electromagnetic lenses).
The focused specimen area is scanned by deflection of the electron beam using
the optics. The applied acceleration voltage defines the penetration depth of
the primary electrons into the specimen. Therefore, the acceleration voltage
is used to focus on a specific layer. The striking electrons lose energy by in-
teracting with the specimen matter, which is caused by different mechanisms.
X-ray emission, low-energetic secondary and high-energetic backscattered elec-
trons are the main products of the interactions.[88] All these physical particles
sensed with individual detectors (cf. Figure 3.3) carry information about the
specimen, which are used to draw conclusions on structure and elemental com-
position.
Particular electron species and x-rays are measured by individual detectors.
The specimen is mapped by the intensity variation of detected particles while
scanning the investigated area and the observed structures are displayed by
black-and-white contrast images. The SU8000 resolution limit is about few
nanometers.

Transmission Electron Microscopy Further structural investigation of
the layer / device cross-section is available by transmission electron microscopy
(TEM). In contrast to the SEM technique, in the TEM, the accelerated elec-
trons transmit the specimen and material information is only carried by these
primary electrons (not by x-rays, backscattered or secondary electrons). Com-
plete transmittance requires high acceleration voltages in the range of
100 kilovolts and electron transparency, i.e. the specimen has to be very thin
(about 100 nm or thinner).
The specimen (lamella) is prepared by the focus ion beam technique, where
the investigated cross-section is sliced from the sample by the ion beam. Thin-
ner specimens reduce inelastic electron scattering and enable higher resolution.
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Figure 3.3: Schematic of electron detection for the SEM. Different detectors are used
for low-energetic secondary electrons (SE) and high-energetic backscattered electrons
(BSE), which are generated during individual processes and carry information about
the specimen.[89]

The sample is not scanned by the electron beam, therefore only a fixed area is
exposed by the broad beam and investigated. After leaving the specimen, the
electrons pass electron-optics for magnification and are detected by a photosen-
sor (CCD camera). Image resolution in the sub-nanometer range is possible.
For quick investigation of the cross-section, a scanning transmission micro-
scope is used, where the electron beam scans the specimen similar to the SEM
and only the transmitted electrons are detected.

3.1.2 Electrical Characterization

In the present work, the electrical characterization of resistive switching el-
ements is performed with various tools. The electrical measuring setups are
used for applying quasi-static (DC) voltage sweeps with a ramp rate in the
range of volt per second and voltage pulses (AC) down to the pulse width
range of nanoseconds. Quasi-static means: the voltage ramp is slow to ensure
the loading of parasitic capacitance in order to minimize the influence capac-
itive phenomena on the ReRAM device.[90] Additionally, the memory system
has always sufficient time to react on the external driving force (applied volt-
age) and is nearly always in the quasi-equilibrium. Most of those setups are
non-modified standard equipment and are not described in detail.
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3.1.2.1 Quasi-static Measurement

The Keithley 2611A Sourcemeter is used for quasi-static measurements ap-
plying voltage or current ramps. Here, only voltage driven experiments have
been performed, where the voltage can be increased from 1µV up to 200 V.
Depending on actual measuring range, the current is sensed from 1 pA up to
1.5 A. The sourcemeter supports contacting the device under test (DUT) by
two probes. The signal can be only applied to one probe, whereas the second
one is set to ground. For the resistive switching, the maximal device conduc-
tivity can be controlled by applying a current compliance (CC). This CC also
protects the device against electrical voltage breakthrough. The sourcemeter
exhibits an instrument CC. Whenever the measured current reaches the cho-
sen CC level, the system switches to the current source mode and keeps the
current constant. As long as the applied voltage is larger than actual voltage
drop across the DUT, the system stays in the current source mode. If the
actual voltage drop is equal to or smaller than the applied one, the system
switches back to the voltage source mode. However, due to the slow response
time of the instrument CC, it has to be checked that the timing is sufficient
with respect to the experimental requirements (see Chapter 6).

The B1500A Semiconductor Parameter Analyzer (see Figure 3.4) enables both
quasi-static voltage sweeps and the application of base voltage levels. The DUT
is contacted minimally with two probes, but up to four can be used, where
simultaneous signals are applied. This functionality is relevant for such ap-
plications as those mentioned in Section 7.1. Using the high resolution source
monitoring units, voltages up to 100 V can be applied, where the resolution
ranges from 25µV up to 5 mV (depending on the actual voltage range). Cur-
rents up to 100 mA can be detected with resolution from 100 aA to 5µA, which
is sufficient for the present experiments. The analyzer also exhibits an instru-
ment CC.

Additionally, the Keithley 4200-SCS is available for quasi-static measurements.
This system supports an instrument CC and four probes for contacting the
device. Additionally, toggling between the quasi-static and the pulse measure
mode (without switching between special probes) is featured. Furthermore,
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Figure 3.4: Overview of the experimental equipment (center), B1500A Semiconduc-
tor Parameter Analyzer (left) and optical microscope with four probes for contacting
the sample.

applying simultaneous voltage stimuli is available by multiple probes.

3.1.2.2 Pulse Measurement Setup

Some endurance and retention experiments have been performed on the Keith-
ley 2611A by applying long pulses in the micro- and millisecond range. How-
ever, better analysis regarding endurance and proof-of-concept tests for ap-
plication is achieved by short pulses in the nanosecond range, which are sup-
ported by the Keithley 4200-SCS. Pulses down to few 10 ns can be applied to
the DUT, if the response current level is sufficient. For instance, detecting the
current by the 10 mA range requires a minimum pulse width of about 160 ns
and a minimum pulse rising / falling time of about 20 ns.

Voltage Sensing Unit. In Section 7.1, three-probe measurements are demon-
strated. The voltage is applied to two different probes. A part of the voltage
drops across the device (depending on the actual device state). The remaining
voltage is measured at the third probe. In the quasi-static setup, this is imple-
mented by the current bias mode, where the current is kept at constant zero
ampere by applying a counter voltage to the third probe. The inverse counter
voltage is equal to the voltage, which has to be sensed at the third probe.
However, this method cannot work for pulsed signals, since instrumental reg-
ulation of the inverse voltage is too slow. To measure the resulting voltage
at the third probe, a self-designed impedance converter has been connected
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directly to the probe, which consists of an operational amplifier (OP27) and a
monolithic unity gain buffer (EL2003), operating in the feedback configuration.
This device combines features of the single units.[91] A simplified equivalent
circuit diagram of the impedance converter is depicted in Figure 3.5. The
OP27 offers a high input resistance (∼ 3 GΩ) to avoid current flow through
the probe, which could distort the voltage measurement.
The EL2003 acts as voltage follower and can supply higher output voltage as
compared to the OP27. This is important to drive the 50 Ω terminating resis-
tor, which suppresses signal reflections. The feedback signal of the EL2003 is
transferred to the second input of the OP27. By using this feedback operation,
the OP27 compares the difference between both inputs. The OP27 modifies
the output signal as long as the difference disappears.[91,92]
A further 50 Ω resistor (input resistance of the Keithley 4200) is serial to the
terminating resistor of the impedance converter. Both serve as a voltage di-
vider. The measured voltage at the Keithley 4200 has to be doubled to get the
right values. The impedance converter is not an ideal device and additional
resistors have to be added, to improve the device characteristics: 1 kΩ between
OP27 and EL2003 to prevent oscillations and 10 MΩ at the input to avoid an
offset-voltage, which has been up to 0.7 V and could destroy or at least change
the present device state.[91]

+15V

-15V

+15V

-15V

EL2003

1kΩ

10MΩ

50Ω

50Ω

Keithley
4200

VIN

VOUT

OP27

Figure 3.5: Simplified circuit of impedance converter for detecting pulse output
signals in MIN / MAX gates.
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3.2 Device Preparation

3.2.1 Plasma Ashing

Material structures and compositions have to be well known in order to under-
stand effects and to tailor device properties. Minimal impurities in semicon-
ductor manufacturing can cause huge impacts on the device characteristics.
This might aggravate the explanation of the origin of the observed effects.
Thus, the sample has to be cleaned sufficiently before starting the individual
processing steps.
To remove organic impurities from the surface, especially rest of patterning
or protection resist, the TePla 300 microwave plasma system is used. Oxygen
plasma is generated by high-frequency radio waves, which ionize low pressure
O2 gas. To remove hardened resist, the plasma power is set to 600 W for
30 min. Reactive oxygen ions combine with the resist components and form
volatile ash particles like CO2, which are removed by vacuum pump.

3.2.2 DC / RF Sputtering

The Oerlikon Univex 450 C is available for metal and oxide thin film de-
position. Figure 3.6 shows the sputtering equipment. The sample is loaded
into the load lock and chamber atmosphere is pumped down to 10−7 mbar by
both a turbopump and backing pump in order to achieve clean environmental
conditions, avoiding sample contamination. The system offers six separated
sputtering chambers (SC) with individual sputtering targets. In this way, mu-
tual contamination of the target materials can be excluded.
In the present work, the following targets are used: Pt (SC5), Ta (SC4) and
Hf (SC3). Depending on the particular chamber, the RF or the DC sputtering
technique is applied and the target size is either 4 in or 2 in. For enabling
physical or reactive sputtering, O2, Ar or N2 are available as process gases.
The sample can be transferred by a handler-robot from chamber to chamber
to deposit subsequently different material layers without breaking the vacuum.
Individual sputtering recipes can be programmed with the control unit. This
enables automatic execution of the processes and transfer between used cham-
bers.
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Figure 3.6: Sputtering equipment. (a) Overview about control unit and sputter unit.
(b) Scheme of the sputter unit. Six separated sputtering chambers for individual
(2′′/4′′) sputtering targets are available. Depending on the chamber, DC or RF
sputtering technique is used. The handler-robot transfers the sample automatically
from chamber to chamber.

For the sputtering, a static / high-frequency electrical field is applied between
target and sample (DC / RF sputtering). The ionized gas particles are accel-
erated toward the target, where the surface is bombarded and target particles
are ejected out. For reactive sputtering, the target material combines with the
gas ions. The particles move toward the sample, where they are absorbed on
the surface growing the deposition film. All sputtering processes in this work
are performed at room temperature.

3.2.3 Lithography

Depending on the structure size, the deposited films are patterned by dif-
ferent lithography processes: photolithography (micrometer scaled devices)
or electron beam lithography (nanometer scaled devices). However, in both
cases the processes are similar. The samples are first coated with a lithogra-
phy resist layer, which is exposed at selected regions to high-energetic parti-
cles (controlled by a lithography mask), whereby chemical bonds are changed.
Afterwards, these regions are either soluble or insoluble (positive / negative
lithography resist) by the used chemical developer and the mask pattern is
transferred to the resist.
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Argon

metal

Figure 3.7: Process scheme of film patterning by photolithography. (a) Selective UV
light exposure of the positive photoresist by optical mask. (b) Structured resist after
development process. (c) Pattern transfer from resist to metal film by physical Ar
ion beam etching. (d) Final metal structure on substrate after photoresist removal.

3.2.3.1 Photolithography

A simple process scheme for a particular sample is depicted in Figure 3.7,
where the sample is spin coated with positive photoresist. This resist is highly
sensitive to UV light. The lithography is performed by Karl Suss MA6 Mask
Aligner using an optical mask, which enables selective exposure. The selective
regions of the resist, which are exposed to UV light, become soluble and are
removed by the chemical developer, whereby the mask layout is transferred to
the resist.

3.2.3.2 Electron Beam Lithography

Nanometer scaled structures are realized by the electron beam (e-beam) litho-
graphy technique. The spin coated resist is sensitive to high-energetic elec-
trons, which are focused to a fine beam to achieve high resolution. E-beam
lithography does not require any optical mask. Using a CAD layout file, the
e-beam is controlled for writing the desired pattern (see Figure A.1). Elec-
trons show wave-like characteristics, which are described by the de Broglie
hypothesis. The matter wavelength λ is given by

λ = h

p
(3.5)
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Figure 3.8: Diagram showing the e-beam writing process. Selective exposure of the
lithography resist is controlled by electron optics using a CAD layout file.

where h is the Planck’s constant and p the electron momentum. Relativistic
effects are negligible at acceleration voltages about 50 kV and the momentum
is given by

p =
√

2meEkin (3.6)

with the electron mass me and the kinetic energy Ekin = eVacc (electron charge
e, acceleration voltage Vacc). The wavelength is about 5 pm and does there-
fore not limit the writing resolution (concerning device size from 20 nm to
100 nm).[90, 93] The rather dominant limitation effects are forward scattering
within the resist, widening the beam and backscattering caused by the sub-
strate.[94] The backscattered electrons expand the effective beam width, which
can cause increased total exposure dose and ultimately damage the desired pat-
terning. This is resolved by using the proximity correction, i.e. the beam base
dose is modulated by a mapped correction factor.[94] Exemplary mapping of
the correction factor for used nanostructures is presented in Figure A.2.
Here, the Vistec EBPG 5000plus is used as e-beam writer system, whose setup
is in principle equivalent to a SEM. In the present work, a negative e-beam
resist is used. Therefore, the regions, which are exposed to the e-beam (cf.
Figure 3.8), will remain after the developing process. After writing, the post
exposure bake is performed, which is required for crosslinking of the exposed
resist regions. These regions become insoluble in the chemical developer. Next,
the resist patterning is transferred to the deposited films by the etching pro-
cess.
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3.2.4 (Reactive) Ion Beam Etching

The Oxford Ionfab 300 plus, a reactive ion beam etching (RIBE) system, is
used to transfer resist patterning into the deposited thin films. The sample
surface is etched by ion bombardment (physical dry etching), which is shown
schematically in Figure 3.7c. The process gas is ionized by a high-frequency
generator (13.56 MHz) and the ions are accelerated toward the sample by ion
optics.[95] After passing the optics, the ions are neutralized by a perpendicular
electron beam, otherwise the sample would be positively charged.
The etching is performed in a high-vacuum chamber to avoid any surface con-
tamination and undesired interactions of the gas ions with other particles. Due
to nature of ion beam, the etching process is anisotropic. However, depend-
ing on the etching gas composition, chemical (reactive) etching processes also
occur, which are rather isotropic. Tilting the sample during etching is bene-
ficial to remove redeposited material on the substrate or at the resist mask.
Here, the RIBE process enables sufficient etching rates (range: nanometer per
second) to control structuring of films precisely, which are several nanometers
thick.
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Chapter 4

Device Fabrication

4.1 Thin Film Characterization

In the present work, resistive switching phenomena in HfO2- and Ta2O5-based
ReRAMs are investigated. In order to understand and to explain these effects,
the device and material systems have to be clearly defined. Especially fabri-
cation process and device / material development require detailed knowledge
of material properties and the impact of individual process steps on the de-
vice characteristics. Only the consideration of all relevant correlations enables
systematic tuning of device characteristics for successful and efficient memory
and computation applications. For example, in Section 5, the influence of the
Hf electrode thickness on the resistive switching in HfO2-based devices is in-
vestigated. The experimental data can only be interpreted successfully, if film
thickness / deposition rate is known.

Growth Rate The thickness of the grown films is determined by the XRR
measurement, which is shown exemplary for Ta2O5 in Figure 4.1. The wave-
length of the intensity oscillation (the distance between to neighboring inten-
sity maxima) corresponds to the Ta2O5 film thickness d, which can be esti-
mated by Equation 3.2. This estimation is possible due to the simple stack
structure, since the Si substrate and the SiO2 thickness are infinite in com-
parison to the sputtered thin film. Therefore, the sample can be considered
as single layer system and Equation 3.2 can be applied. A more accurate re-
sult is enabled by the XRR simulations (red curve). In order to reduce the
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Figure 4.1: X-ray reflectometry (XRR) measurement and simulation of the as-
deposited Ta2O5 thin film. Period length of the Kiessig oscillations indicates 5 nm
film thickness.

parameters, which have to be fit, the film roughness has been measured by
AFM. Knowing the sputtering time tsp, the growth rate rsp is determined in
the linear regime by Equation 4.1.

rsp = d

tsp
(4.1)

Similar measurements have been performed for all used materials and growth
parameters, which are used for the present work. Table 4.1 summarizes the
calculated growth rates. Considering these growth rates are verified only for
films in the thickness range of several nanometers (d ≤ 30 nm), the same
need not be valid for thicker films. Under same sputtering conditions (equal
parameters), deposition rate of the Ta2O5 and the HfO2 thin films are different,
since the sputtering target size is different (Hf target: 2 in, Ta target: 4 in).

Surface Roughness Surface roughness of the thin film is an important pa-
rameter, which might affect the switching properties of the devices. For ex-
ample, a rough Pt surface might promote short circuits in the memory stack,
which directly connects the bottom electrode with the top one while bypassing
the oxide layer. Therefore, surface roughness investigation of each individual
material (including the sputtering conditions) is carried out by the AFM (see
Appendix Section A.2). For each case, the surface roughness is negligible in
comparison to the used film thicknesses (d ≥ 5 nm).
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Table 4.1: Growth rates for the sputter deposition of the used materials and sput-
tering parameters.

Material RF / DC∗ Power [W] rel. O2 flow [%] growth rate [nm/min]
Hf 116 0 24
Hf 58 0 11
Ta 116 0 9.2
Pt 375∗ 0 106

HfO2 116 13 3.0
HfO2 116 23 3.0
HfO2 116 30 3.0
HfO2 58 23 1.2
HfO2 174 23 5.5
HfO2 232 23 6.7
Ta2O5 232 23 3.2

Material Structure Next, the thin film structure of the switching oxides
is investigated by GIXRD analysis. Figure 4.2 shows the summarized exper-
imental results for HfO2 and Ta2O5. Both oxides have been sputtered using
the relative 23 % O2 gas flow. The RF sputtering power is 116 W for HfO2 and
232 W for Ta2O5. The absolute signal intensity is not considered and measure-
ment results are shifted on the intensity axis for the better comparison. The
used grazing incident angle α for the x-ray beam is 1.5 ◦. Each measurement
has been performed over several days in order to improve the statistics, espe-
cially for low intensity peaks.
At the beginning, the blank non-treated and the blank annealed thermally
oxidized Si substrates (about 430 nm of SiO2 on top) are investigated (see
Figure 4.2a) to identify possibly visible substrate peaks. The thermal treat-
ment has been performed at 750 ◦C for 5 min in nitrogen gas atmosphere.
Generally, the x-ray penetration into the substrate is low that substrate x-ray
reflexes are not visible or very reduced in intensity. Due to the substrate orien-
tation the Si (311) peak (space group F d 3 m (No. 227); diamond structure)
is still visible. The peak observation could be avoided by rotation of the sub-
strate.
Nevertheless, the Si substrate diffractogram is not changed by the thermal
annealing procedure. Only the Si (311) intensity is lowered for the annealed
sample, which can be attributed to a slight difference in the substrate orienta-
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tion. The as-deposited HfO2 does not differ significantly in the x-ray intensity
distribution (Figure 4.2a, red data points) from blank substrates, excluding
the slight intensity uprising in the 2 θ range from 25 ◦ to 35 ◦. This effect indi-
cates an additional amorphous film on the substrate. Next, the as-deposited
HfO2 film is annealed (same parameters as for the blank substrate).
The GIXRD measurement on the annealed HfO2 film (Figure 4.2(a,b), green
data points) shows several reflection peaks. The HfO2 exhibits a structure
transition from the amorphous to a nanocrystalline phase, which is indicated
by the peak broadness. The peak positions are compared with experimental
data from the Inorganic Crystal Structure Database (ICSD) to identify the
crystal structure. The annealed HfO2 offers the monoclinic crystal structure
(space group P 21/c (No. 14); cf. Figure 4.2b). Detailed information about
the space groups are presented in the International Tables for Crystallogra-
phy.[96]
The same experiment has been performed for Ta2O5 (see Figure 4.2c). The
as-deposited film does not show any diffraction peak, whereas annealing at
800 ◦C for 5 min in nitrogen gas atmosphere causes a phase transition from the
amorphous state to the nanocrystalline orthorhombic structure (space group
A m m 2 (No. 38); see Figure 4.2d).

Material Composition To determine the material composition or rather
the metal cation and oxygen anion ratio, XPS analysis has been performed.
HfO2 and Ta2O5 are in the same way sputtered as the samples used for the
XRD experiments. The sputtered films are exposed to a monochromatic Al-
Kα (hν = 1486.6 eV) beam in the large area mode (spot size: 1.4 mm×200µm).
The survey scan of HfO2 in Figure 4.3a shows the relevant core levels of O-1s,
C-1s and Hf-4f, which are highlighted by dark blue labeling.
For quantification of the survey scan, the MultiPak analysis software is used.
The peak fitting using a mixed Gaussian-Lorentz function and the calcula-
tion of Shirley background is performed by the software UNIFIT 2014. First,
the energy level has to be calibrated by shifting the C-1s peak to 285.0 eV
(see Figure 4.3d), which is typical for common surface contamination by car-
bon.[97] Subtraction of the Shirley background is a correction method. This
includes the background intensity enhancement by inelastically scattered elec-
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space group: P 21/c

space group: A m m 2
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(c)
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Figure 4.2: GIXRD analysis for as-deposited (a) HfO2 and (c) Ta2O5. As compar-
ison, the films have been annealed (b, d). Additionally, the blank non-treated and
the blank annealed Si substrate have been considered (a) to identify the substrate
peaks (vertical dashed line). The as-deposited films are GIXRD-amorphous. The
annealed films are nanocrystalline and the corresponding space group is identified
by the diffraction peaks (b, d). Only the peaks with the largest energy are labeled.
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Table 4.2: Determined parameters from the XPS analysis of as-deposited HfO2 with
23% O2 sputtering gas flow and 116 W RF sputtering power. (With kind approval
of A. Besmehn, ZEA-3, FZ Jülich)

Peak Compound EB [eV] Area [cps · eV] RSF corr. Area Cat [At.-%]
O1s HfO2 530.10 14765.9150 0.773 20143.131 51.41
O1s OH-, O+C 531.94 2400.0978 0.773 3274.349 8.36
C1s C-C, C-H 285.00 999.17416 0.314 3182.083 8.12
C1s C-OH 286.18 346.0040 0.314 1101.924 2.81
C1s COOH 288.98 225.8021 0.314 719.115 1.84
Hf4f HfO2 16.67 31227.6010 2.901 10764.426 27.47

trons, which are caused by the photoelectron peaks.[97] Figure 4.3b depicts
the Hf-4f spectrum. The peak is split into a doublet due to spin-orbital inter-
action[97]: the higher energetic Hf4+

4f5/2 peak (18.3 eV) and the lower energetic
Hf4+

4f7/2 peak (16.7 eV).[2] Furthermore, the spectrum proves hafnium shows a
single chemical state (as expected for hafnium oxide). The peak energy po-
sitions are consistent with values published for HfO2 in literature.[98, 99] The
O2−

1s spectrum at 530.1 eV is presented in Figure 4.3c. The main peak ex-
hibits a shoulder around 532 eV, which is explained by surface contamination
of hydrogen-oxygen compounds.[99, 100] All relevant parameters extracted by
the XPS spectra are summarized in Table 4.2. The composition ratio of Hf : O
is about 1 : 1.9, which is determined by the area ratio of the corresponding
peaks, i.e. the oxide might be slightly reduced. However, this difference is still
within the measurement accuracy.[2]
The variation of the relative O2 sputtering gas flow has no impact on the XPS
spectrum and therefore the Hf : O ratio remains unchanged (cf. Figure 4.4).
The tabular results are presented in Appendix Section A.3. RF sputtering
power variation does also not influence the composition ratio.
XPS analysis of the Ta2O5 film is depicted in Figure 4.5. The survey includes
the relevant core levels of O-1s, C-1s and Ta-4f. The C-1s peak position is used
for energy level calibration. Similar to the HfO2 spectrum, the Ta-4f peak is
split into a doublet.[2, 3] The two peaks (26.8 eV, 28.2 eV) correspond to the
Ta-4f5/2 and Ta-4f7/2 orbitals, indicating Ta5+ in Ta2O5.[101] The atomic per-
centage ratio of Ta to O (of Ta-O compounds) is around 0.4. This result verifies
the correct stoichiometry of Ta2O5 within the experimental accuracy.[3]
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Figure 4.3: XPS analysis of as-deposited HfO2. (a) Survey scan with highlighted
core levels (blue labeled), which are further investigated. (b) Detailed scan of the
Hf-4f peak, which is split into a doublet. (c) Detailed scan of the O-1s spectrum.
(d) Detailed scan of C-1s peak caused by typical surface contamination by carbon,
which is used for the energy level calibration. (With kind approval of A. Besmehn,
ZEA-3, FZ Jülich)
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Figure 4.4: XPS of as-deposited HfO2 for different relative O2 sputtering gas flow.
(a) Hf-4f spectra and (b) O-1s spectra. The variation of relative O2 sputtering gas
flow does not change the composition ratio of Hf and O. (With kind approval of A.
Besmehn, ZEA-3, FZ Jülich)
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Figure 4.5: XPS of as-deposited Ta2O5. (a) Survey scan with highlighted core levels
(blue labeled), which are further investigated. (b) Detailed scan of the Ta-4f peak,
which is split into a doublet. (With kind approval of A. Besmehn, ZEA-3, FZ Jülich)
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4.2 Bipolar / Complementary Switching De-
vices

In this thesis, all biploar / complementary switching devices have been fab-
ricated on thermally oxidized silicon wafers.[2] The thickness of the SiO2 is
about 430 nm. Next, 5 nm thick Ti (as adhesive layer) and 30 nm thick Pt are
deposited.
Figure 4.6 depicts the subsequent fabrication flowchart. The fabrication pro-
cedure is separated into two steps (bottom electrode (BE) and top electrode
(TE) layer patterning). At the beginning, the substrate is covered by a pro-
tection resist layer for dicing the wafer into 1 in × 1 in samples. The resist
is removed by cleaning the sample in the acetone ultrasonic bath for 5 min.
That is followed by another ultrasonic treatment in isopropanol in order to
avoid residues of the highly volatile acetone. Then, the sample is dried with
a nitrogen gas pistol. In order to remove the possible organic impurities, the
sample is exposed to oxygen plasma by a plasma asher at 600 W for 30 min.
Next, the sample is pre-baked at 120 ◦C for 5 min to remove adhesive water
molecules, which could debase the adhesion between substrate and resist.
Afterwards, AZ 5240E (positive photoresist) is spin coated using 4000 rpm for
30 s (pre-spin coating: 1000 rpm for 5 s). This step generates a 400 nm pho-
toresist (PR) thickness, which is confirmed by the profilometry measurement
in Figure 4.7. Thinner photoresist enables smaller structures, but it should
exhibit a sufficient thickness to endure the later etching procedure. That has
to be checked by the photoresist etching rate and the required etching time
to transfer the resist patterning into the layer stack. Afterwards, the PR is
dried (softbake) at 90 ◦C for 5 min. Next, the substrate is covered with the
optical mask in the vacuum contact mode and exposed to UV light (313 nm)
for 25 s. The exposed resist regions are removed by immersing the sample into
AZ 326 MIF (resist developer) with continuous stirring for 120 s. The devel-
opment process is stopped by rinsing in ultrapure water for 5 min. Finally, the
mask pattern is transferred into the PR layer.
Then, the PR pattern is transferred with the help of the (reactive) ion beam
etching process into the Pt and Ti layer. Here, the metals are etched by Ar
particles at −10 ◦ (beam incident angle) for 120 s. An additional Ar etching at
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−50 ◦ for 30 s is required in order to reduce fences and redeposited material.
The etching rate of AZ 5204E is around 9 nm/min and the total etching time
is not critical for the 400 nm thick resist layer. Finally, remaining photoresist
is stripped by putting the substrate into acetone overnight. On the next day,
the sample is polished gently in acetone using a swabbing stick. Figure 4.8
shows the effect of wiping the sample in acetone, observed under an optical
microscope and SEM. Compared to the polished sample (cf. Figure 4.8(c,d)),
the non-treated one (cf. Figure 4.8(a,b)) shows fences at the structural edges.
After the swapping step, the sample is cleaned in an ultrasonic bath in fresh
acetone and isopropanol for 5 min.
In the following, Pt|HfO2|Hf|Pt stacked devices are considered. The switching
oxide and the electrode material(s) are deposited by sputtering process. The
HfO2 layer is sputtered reactively by applying a RF electrical field and the Hf
target is used as a metal source in combination with a gas mixture of Ar and
O2. The process pressure is around 2.3× 10−2 mbar. For the HfO2 device fab-
rication, the argon-oxygen gas mixture and the RF sputtering power is varied
(see Chapter 5). The Hf metal layer is deposited with 116 W RF power using
the Hf target in 100 % Ar gas ambiance (2.3× 10−2 mbar). In Chapter 5, the
impact of the Hf electrode thickness on the switching characteristics is pre-
sented. At last, the Pt capping metal layer is sputtered using a DC power
generator at 375 W with Ar sputtering gas (1.44×10−2 mbar). All depositions
are carried out at room temperature and without breaking the vacuum.
Next, the top electrode structure is transferred into the last three deposited
layers by using the photolithography and RIBE processes. In general, the in-
dividual steps are identical to the BE layer pattering process, except for the
applied optical mask and the RIBE parameters. The oxide is etched reac-
tively by CF4 at 0 ◦ (beam incident angle), whereas the metals are etched by
pure Ar at 0 ◦. Here, the redeposition is not that critical as for the previous
etching, since no further film will be deposited. Etching the oxide layer with
Ar should be avoided, since the Ar ambiance reduces the oxide layer. Fur-
thermore, etching of the oxide with CF4 provides a higher selectivity between
the HfO2 and the subsequent Pt bottom electrode. This protects the Pt BE
against huge damage by slight over-etching. The etching rate of AZ 5204E is
around 29 nm/min with CF4 and also not critical (regarding used etching time
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Figure 4.6: Flowchart of bottom electrode (BE) and top electrode (TE) layer for
micrometer scaled BS and CS devices.
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Figure 4.7: (a) Profilometry of patterned AZ 5204E photoresist by the Dektak 150
Surface Profiler. (b) Optical microscopy of the scanned path.

and PR thickness). After patterning the device, any plasma cleaning treatment
in asher should be avoided, because the oxygen plasma will increase the device
resistance (further oxidation), which could result in higher forming voltages
or even damage the resistive switching properties. In the end, the crosspoint
of the bottom and top electrode layer forms the complete Pt|HfO2|Hf|Pt cell
stack. All device parameters are summarized in Table 4.3.
The SEM image (topview) of ReRAM devices with the Pt|HfO2|Hf|Pt cross-
point stack is demonstrated in Figure 4.9.[2] The complete device structure
(see Figure 4.9a), especially the cross-junction (see Figure 4.9b), which repre-
sents the memory cell, is well defined. In Section 7.3, the proof-of-concept for
computation-in-memory applications is performed, which requires crossbar ar-
rays of ReRAM cells. The used 1×8 crossbar array is presented in Figure 4.9c.
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Figure 4.8: Optical and SEM image about the impact of photoresist stripping (a,b)
without and (c,d) with swabbing in acetone.

Table 4.3: Deposition parameters of the HfO2-based device fabrication processes.
Parameter variations are highlighted by red lettering.

# dHfO2 [nm] dHf [nm] Ar-O2 sputtering gas ratio RF Power [%}
1 5 5 90 : 10 20
2 5 5 83 : 17 20
3 5 5 77 : 23 20
4 5 5 77 : 23 20
5 5 10 77 : 23 20
6 5 15 77 : 23 20
7 5 30 77 : 23 20
8 5 15 77 : 23 10
9 5 15 77 : 23 20
10 5 15 77 : 23 30
11 5 15 77 : 23 40
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For the switching properties, the view of a cross-section of the cell stack is in-
teresting in the same way.[2] Therefore, a TEM lamella has been cut from the
cross-junction by FIB preparation (as-deposited stack: 30 nm Pt | 5 nm HfO2 |
5 nm Hf | 25 nm Pt). Figure 4.10a shows a STEM overview of the considered
cell area. The orange arrow indicates the scanning path, which is investigated
in detail by an EDX line profile scan. Figure 4.10b presents the detected counts
for the individual elements on a logarithmic scale as function of the EDX line
scan. The significant Pt signal originates from the BE and TE region. The
top Pt has penetrated into the lower stack, since the Pt atoms strike with high
kinetic energy on the sample during sputtering process.
In spite of the low intensity, the O signal is quite symmetric and congruent
with the Hf signal, i.e. oxygen ions have diffused from the HfO2 into the Hf
layer. The Hf here serves as an oxygen getter and extracts oxygen out of the
HfO2 layer, which becomes reduced, resulting in the oxidized Hf layer. The
total oxide thickness has thus increased from 5 nm to 10 nm. This effect has
an important impact on the ReRAM switching properties as demonstrated
in Chapter 5. Due to the low oxygen signal (concerning the noise level), the
EDX measurement does not provide detailed information about the oxygen
profile (e.g. homogeneous or gradual oxygen concentration profile), which
could be investigated further by long term experiments. The HRTEM image
in Figure 4.10c confirms the oxygen diffusion, since the Hf and HfO2 regions
are not distinguishable. The entire oxide layer seems to be amorphous in
accord with the GIXRD experiment in Section 4.1.
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Figure 4.9: SEM images of micrometer scaled devices. Line width of the BE and
TE is 5µm, which are referred to as wordline (WL) and bitline (BL) in Section 7.3.
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Figure 4.10: (a) STEM image of cell stack (30 nm Pt | 5 nm HfO2 | 5 nm Hf |
25 nm Pt as-deposited). The orange arrow indicates the path used for EDX line
profile scan in (b). (c) HRTEM image. The as-deposited Hf film is fully oxidized.
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4.3. Complementary Resistive Switching Devices

4.3 Complementary Resistive Switching De-
vices

In this work, two types of complementary resistive switching (CRS) device con-
figurations have been fabricated.[3] One configuration is designed with access
to the middle electrode (ME), which is called structure A for further discus-
sion (three-terminal device). That allows one to investigate the impact of the
ME (see Chapter 6). Furthermore, the physical third terminal becomes also
interesting for specific devices application (cf. Section 7.1) The second con-
figuration, referred to as structure B, does not exhibit any access to the ME
(two-terminal device).
The starting point for each device preparation is a thermally oxidized Si sub-
strate wafer deposited with 5 nm thick Ti and 30 nm thick Pt on top. The Ti
film acts as adhesive layer between SiO2 and Pt. Table 4.4 gives an overview
about the different types of CRS device structures.
Required material layer deposition has been performed under the following con-
ditions: Ta2O5 is reactively sputtered by using a Ta target as metal source.
The gas mixture of oxygen (23 %) and argon (77 %), at chamber pressure of
2.3 × 10−2 mbar, serves as sputtering gas and oxygen source.[3] The applied
RF sputtering power is about 116 W. Elementary Ta films are deposited us-
ing the RF power generator (116 W) with pure argon (100 %) sputtering gas.
The sputtering process for Pt and the used etching gases for patterning the
individual layers are identical to the processes used for the BS / CS ReRAMs
(see Section 4.2).

Table 4.4: Comparison of available CRS device design specifications. Consider,
micro-BC and nano-BC refer to the size scaling dimension of the bottom cell (BC).

Name structure A structure B
No. of terminals 3 2
Type micro-BC micro-BC nano-BC
Ta2O5 thickness 10 nm 10 nm 5nm
Ta thickness 10 nm 5nm 5nm
Ta2O5 thickness 10 nm 10 nm 5nm
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Pt substrate cleaning

optical lithography: BE layer

etching: pattern transfer

resist stripping & cleaning

sputtering: oxide & ME metal

optical lithography: ME layer

etching: pattern transfer

resist stripping & cleaning

I. BE layer II. ME layer III. TE layer

sputtering: oxide & TE metal

optical lithography: TE layer

etching: pattern transfer

resist stripping & cleaning

Figure 4.11: Flowchart for the three-terminal micro-BC CRS device, referred to as
structure A. The complete process requires three processing steps: bottom electrode
(BE), middle electrode (ME) and top electrode (TE) layer patterning.

4.3.1 Three-Terminal Devices

The fabrication process of the three-terminal micrometer scaled CRS device
is separated into three main steps, which are only distinguishable in in some
parameters: BE, ME and TE layer. The non-detailed process flow is summa-
rized in Figure 4.11. The BE layer structuring is absolutely identical to the
one used for BS / CS ReRAMs. Subsequently, Ta2O5 (as first active oxide)
and Ta (as ME metal) are deposited. The ME patterning is transferred to
both films by optical lithography and dry etching by the RIBE system.
After the removal of remaining photoresist, Ta2O5 (as second active oxide) and
Pt as TE metal are grown by sputtering. These two films are structured by
the TE layer. The BC is defined by the intersection of the BE and ME layer
(Pt|Ta2O5|Ta), whereas the TC by the crossing area of the ME and TE layer
(Ta|Ta2O5|Pt). The final structure is presented by SEM images (overview and
magnification of cross-junction) in Figure 4.12.

4.3.2 Two-Terminal Devices

The two-terminal CRS device is preferred for the integration in passive crossbar
arrays for memory and computing applications. Here, both micrometer and
nanometer scaled devices have been realized.
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TE

ME

BE

5 μm

Figure 4.12: SEM images of three-terminal micro-BC CRS device. (a) Device
overview and (b) magnification of the cross-junction region.

4.3.2.1 Micrometer Scaled Devices

The two-terminal micrometer scaled CRS device requires processing of two
layers. Thus, the fabrication flow (see Figure 4.13) is equivalent to the one
used for micrometer scaled BS / CS devices.[3] The Ti|Pt layer is patterned
by BE layer, whereas Ta2O5|Ta|Ta2O5|Pt stack is structured by the TE layer.
Due to the simple structure, the two-terminal CRS device looks identical to
CS / BS device (cf. Figure 4.9).

4.3.2.2 Nanometer Scaled Devices

Starting point for the nano-BC CRS device is the thermally oxidized Si sub-
strate.[3] The nanometer scaled Pt bottom electrodes have already been struc-
tured by a UV nanoimprint process, developed and optimized by Lentz.[90]
These steps are therefore not shown in the process flowchart in Figure 4.14.
At the beginning, the substrate is covered with protection resist from the wafer
dicing into 2 cm × 2 cm samples. The resist is removed as described for the
BS / CS devices in Section 4.2.
On the patterned BE, the Ta2O5|Ta|Ta2O5|Pt stack is deposited in-situ by us-
ing the sputtering process.[3] The sample is heated to 120 ◦C for 5 min in order
to remove adhesive water molecules. Next, the AZ nLof 2020 (negative e-beam
resist), which has been mixed with AZ EBR (thinner) (resist : thinner = 1 : 2),
is spin coated on the substrate with 3000 rpm for 30 s (pre spin coating:
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Pt substrate cleaning

optical lithography: BE layer

etching: pattern transfer

resist stripping & cleaning

sputtering: oxides & ME & TE metal

optical lithography: TE layer

etching: pattern transfer

resist stripping & cleaning

I. BE layer II. TE layer

Figure 4.13: Flowchart for two-terminal micro-BC CRS device. The complete pro-
cess requires two processing steps: bottom electrode (BE), middle electrode (ME)
and top electrode (TE) layer patterning.

1000 rpm for 5 s). The resist thickness of 280 nm is verified by the profilometer
scan presented in Figure 4.15. The resist is then dried on a hot plate at 100 ◦C
for 3 min (softbake).
The TE layer (cf. Appendix Figure A.1) is patterned by e-beam writer (Vistec
EBPG 5000plus), using the parameters as depicted in Table 4.5. For alignment
of the top electrode to the bottom electrode layer, the tool is switched to SEM
mode and the alignment markers on the sample are captured. After writing, a
post exposure bake (PEB) is performed at 110 ◦C for 3.5 min, which is required
for the cross-linking process of the exposed resist. The resist is developed by
AZ 726 MIF for 50 s. The development is stopped in ultrapure water by the
overflow rinse.
The sample is etched in the RIBE system. In order to remove any residue, i.e.
undeveloped part of the e-beam resist (between the desired structures), the
sample is treated with a low-current oxygen beam. This generates a sharper
structure profile as is demonstrated by the comparison of two samples (with
and without low-current oxygen beam treatment) in Figure 4.16.
After the completion of the etching process, the residual e-beam resist is re-
moved by TechniStrip NI555 (resist stripper) overnight. The next day, the
stripper is heated up to 80 ◦C for 2 h and the sample is polished gently using a
swabbing stick in warm TechniStrip NI555. Afterward, the sample is cleaned
by ultrasonic bath in acetone and isopropanol, for 5 min, followed by drying
with the nitrogen gas pistol.
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Table 4.5: E-beam writing parameters for the nano-BC CRS device (top electrode
layer).

coarse structure fine structure
beam current 20 nA 200 pA
resolution 50 nm 5 nm
dose 28µC/cm2 33µC/cm2

sputtering: oxides & ME & TE metal

e-beam lithography: TE layer

etching: pattern transfer

resist stripping & cleaning

I. TE layer

substrate (with Pt BE structure) cleaning

Figure 4.14: Flowchart for two-terminal nano-BC CRS device. Starting point is the
substrate with structured Pt bottom electrode (BE) and only the top electrode (TE)
layer processing is required
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Figure 4.15: (a) Profilometry of patterned AZ nLOF 2020 e-beam resist, thinned
with AZ EBR (ratio resist : thinner = 1 : 2). (b) Optical microscopy image of the
sample. The scan area is marked with the red arrow.
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SiO2

nLof

SiO2

nLof

(a) (b)

Figure 4.16: Effect of the low-current oxygen beam treatment with subsequent profile
etching. (a) With and (b) without low-current oxygen beam. The oxygen treatment
enables sharper profiles.

Figure 4.17 shows SEM images of the 1× 4 nano crossbar array with one BE
and four TE lines, where each cross-junction represents an individual CRS
device.[3] A deeper view on the device stack is given by the TEM image in
Figure 4.18. The cross-section does not show the full stack. Due to a miss
cut, only the TE line on the SiO2 substrate is present. All material layers
are clearly distinguishable. As deposited, both Ta2O5 films should offer the
same thickness. However, the top oxide layer is slightly thicker, which is at-
tributed to the fabrication process. Whenever the top Ta2O5 film is reactively
sputtered, the Ta layer is exposed to the oxygen sputtering gas and oxidizes.
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BE

100 nm

TE

Figure 4.17: SEM image of the two-terminal nano-BC CRS device. (a) overview of
the 1 × 4 crossbar array and (b) magnification of a cross-junction representing an
individual CRS device.

Figure 4.18: TEM cross-section image of two-terminal nano-BC CRS device. Metal
and oxides are clearly resolved.
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Chapter 5

Resistive Switching in
HfO2-based Devices

5.1 Complementary vs. Bipolar Switching

ReRAM switching characteristics can be controlled and optimized by numer-
ous fabrication parameters. Material engineering is as important as device
designing. In this chapter, the influence of fabrication process parameters on
switching properties of HfO2-based ReRAMs is investigated. Here, the focus
is on the sputtering process (e.g. sputtering rate and Hf electrode thickness).
The fabrication process of the HfO2-based stack (see Figure 5.1) is described
in Section 4.2.
First, the cell stack 30 nm Pt | 5 nm HfO2| 5 nm Hf | 25 nm Pt is considered.[2]
The electrical measurements have been performed on the Agilent B1500A pa-
rameter analyzer. Figure 5.1 depicts the used measurement scheme for the
two-terminal ReRAM devices. The sweeping voltage signal is applied to the
top electrode (TE), whereas the bottom electrode (BE) is on ground.
In general, the micrometer scaled cells exhibit an initial highly resistive state.[2]
Therefore, an electroforming procedure is required to grow a conductive fila-
ment, which is partially ruptured and subsequently regrown during the subse-
quent switching. In order to protect the device from over-voltage and to limit
the operation current, a current compliance (CC) is applied during the forming
process, since the cell toggles abruptly from a high resistance state (HRS) to
a low resistance state (LRS).
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Figure 5.2 shows the electroforming I-V characteristic (red curve). The virgin
device is highly resistive around few MΩ (at 0.2 V read voltage).[2] For the
electroforming procedure, positive voltage sweep is applied (1). Around 2.3 V,
the current increases abruptly, but is limited to 500µA by the instrument CC.
Finally, the device is formed and its state is set to Z = HRS/LRS (2). In the
following, the device is switched without using the instrument CC. The device
shows the symmetric complementary switching (CS) (blue I-V curve).[2]
The CS characteristic is explained by alternating rupture and regrowth of the
conducting filament at the two interfaces Hf|Pt (A) and Pt|HfO2 (B).[2, 71]
Any filamentary rupture at one interface causes local high resistivity (HRS),
whereas an non-ruptured filament region is related to local low resistivity
(LRS). For example: in the CRS state Z = HRS/LRS, interface A offers
the HRS, whereas interface B shows the LRS.
After electroforming procedure, a negative ramped voltage is applied. The CS
changes via transition state ‘ON’ (see Figure 5.2 (3), non-broken filament) to
the Z = LRS/HRS state (4), where the conduction path is ruptured at inter-
face B. Subsequently, a positive voltage sweep is applied resulting in regrowth
of the filament at interface B and ‘ON’ transition state (5). Next, the filament
ruptures again at interface A (6) and the CS switches to Z = HRS/LRS.
The self-limiting current characteristic is attributed to interactive switching
at the two interfaces. A lower LRS (higher conductivity) of interface A would
work as a higher current compliance for switching at interface B. That would
result lower LRS at interface B. The same applies to the opposite case. This
is referred to as the self-compliance behavior of the CS device. 95 % of the
tested devices works properly and show the complementary switching.
However, the complementary switching is not the only switching mode which
is offered by the HfO2-based stack. Figure 5.3 illustrates the feasibility of the
bipolar switching (BS) in (a) the eight-wise and (b) the counter-eight-wise
switching mode. By applying the current compliance during the voltage sweep
for one polarity, the bipolar switching is established. An instrument CC for
the positive voltage polarity suppresses the switching at interface A resulting
in the eight-wise mode. The additional switching at interface A would be re-
quired for the CS behavior as indicated by the pale, light purple color.
To realize the counter-eight-wise switching mode, the CC is applied during
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{
{

Figure 5.1: Measurement scheme for HfO2-based devices. The sweeping voltage
stimulus is applied to the Hf|Pt top electrode (TE), whereas the Pt bottom electrode
(BE) is grounded.

virgin
state

Forming
CS

Figure 5.2: Electroforming I-V characteristic (red curve) and subsequent CS cycle
(blue I-V curve) in HfO2-based devices. The insets indicate the resistance scheme at
the electrode interfaces A and B.[2] (Redrawn with permission from the publisher.)
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the negative voltage sweep. That allows the switching at interface A but not
at interface B (see Figure 5.3b). The RESET process requires high current
for the Joule heating effect to rupture the filament. Therefore, no CC is used
for the RESET process, since that would be counterproductive and the device
would not function properly.
All three switching modes are experimentally achievable in the same device
as a function of the CC as depicted in Figure 5.4. However, the cell prefers
the symmetric complementary switching as long as it is not influenced by an
extrinsic factor (e.g. external CC). The symmetric CS I-V curve gives a clear
indication that the device does not anymore offer an asymmetric stack, which
is contradictory to the as-deposited layers. This presumption is confirmed by
TEM and EDX analysis demonstrated in Figure 4.10. The Hf and the oxide
region cannot be distinguished in the HRTEM image. The EDX line profile
scan indicates clearly the oxygen scavenging effect by the Hf electrode. Oxygen
has partially diffused from the as-deposited HfO2 region into the as-deposited
Hf layer, which is completely oxidized and the overall oxide thickness dHfOx

increases from 5 nm to 10 nm. This results in the rather symmetric oxide dis-
tribution profile.
The initial cell offers a rather asymmetric I-V characteristic, since the actual
electroforming voltage values differ for positive and negative voltage polarity.
Devices formed by positive polarity, requires the forming voltage VFORM around
2.1 V (see Section 5.2), whereas such devices formed by negative polarity re-
quires VFORM ≈ −2.7 V and the current increase is less abrupt. Consider, the
negative forming does not change the switching polarity in the BS mode, the
cell is rather electroformed to the high resistance state, which is switched to
LRS by applying a positive voltage.
The asymmetric characteristic arising in the initial device can be explained
by a model, using the modulation of TE cap work function by oxygen incor-
poration.[6] During the electroforming process, where the conductive oxygen
vacancy filament is grown, the hafnium oxide work function becomes symmet-
ric at both Pt interfaces, resulting in the symmetric complementary switching.

54



5.1. Complementary vs. Bipolar Switching

LRS

V

V V V

V

V

LRS

HRS

V

V

Figure 5.3: Complementary switching (CS) vs. bipolar switching (BS) in HfO2-
based devices. BS I-V characteristic (a) in the eight-wise switching mode and (b) in
the counter-eight-wise switching mode. The insets show the resistance scheme at the
electrode interfaces. Switching at the second interface is suppressed by the instru-
ment current compliance (CC). The pale curve indicates the CS I-V characteristic
without CC.

Figure 5.4: Measured I-V characteristic of the Complementary Switch (CS) vs.
Bipolar Switch (BS) implemented by the same devices. By applying the instrument
current compliance (CC) to the positive / negative voltage polarity, the BS mode is
set to eight-wise / counter-eight-wise switching.
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5.2 Electroforming / SET / RESET

5.2.1 O2 Sputtering Gas Flow Variation

For deposition of a HfO2 layer, a Ar-O2 sputtering gas mixture is used (reac-
tive sputtering). The relative oxygen O2 sputtering gas flow has been varied
for the fabrication of different devices (10 % (“10%-O2”), 17 % (“17%-O2”)
and 23 % (“23%-O2”). Consider, the relative sputtering gas flow should not
be confused with the oxygen ratio in the deposited hafnium oxide film. XPS
measurements have shown that the three sputtering conditions result in the
same O:Hf ratio (see Section 4.1). However, that does not mean there is not
any impact on the device properties.
The comparison of the initial resistance Rini is summarized in Figure 5.5. The
resistance has been evaluated at Vread = 0.2 V. The definition of the box
diagram plot and the relation to the experimental data are depicted in Ap-
pendix Figure A.3. Here, for a clear view, the measured data points are not
included. A broad scattering by several orders of magnitude in the initial cell
resistance is observed in each case. However, devices, where the HfO2 film
has been deposited at less relative O2 sputtering gas flow, exhibit the lower
Rini. Independent of the sputtering process parameters, all types of devices
require the electroforming procedure. It is presumed that the initial resis-
tance affects the forming procedure, but the coefficient of determination with
R2 = 0.03 does not indicate any relevant correlation between initial resis-
tance and forming voltage (see Figure 5.6a). The definition of R2 is given in
Appendix Section A.4.
The forming I-V curves for three exemplary devices with an initial resistance
of 10 kΩ, 260 kΩ and 30 MΩ are summarized in Figure 5.6b. In spite of the
different initial resistance, all devices show the forming event around 2 V. The
forming voltage does not show any trend and is equal for the three sputtering
gas conditions (see Figure 5.7).
The electroforming experiment has been performed on devices with electrode
line width of 2µm and 10µm, which defines the square cell area size (2×2µm2

and 10× 10µm2). It is observed that the influence of the sell size is not signif-
icant and can be negligible within the root mean square deviation. Therefore,
the results for all sizes are merged (cf. Figure 5.7b). The same behavior is also
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•

Figure 5.5: Initial resistance as function of relative O2 sputtering gas flow, evaluated
at read voltage about 0.2 V.

observed for subsequent SET and RESET investigations (bipolar switching)
and in the following only devices with 5 × 5 μm2 cell size are considered.

To perform experiments on the bipolar switching mode, a proper CC has
to be applied for the SET process, which prevents switching at the second
interface. The RESET voltage VRESET and the SET voltage VSET are two rel-
evant measurands. In the following, VSET is defined by the voltage, where the
abrupt current increase reaches the CC level (see Figure 5.3). By this defini-
tion, VSET could depend on the CC level (depending on the abruptness degree
of current increase). However, it enables one to include devices, which do not
offer a single dominant SET event (also observed in [102]), but a multi-step
SET process (cf. Figure 5.4, green curve). This might be attributed to multi
filamentary growth or quantized switching.
VRESET is defined as the voltage, where the RESET process starts. At that
point, the I-V curve starts to change from the ohmic behavior to a non-linear
characteristic (see Figure 5.3). In general, the current reaches the maximum
absolute value at the RESET voltage. By this definition, VRESET does not de-
pend on the maximal applied voltage VRESET,Stop, since the RESET process is
more gradual. Increasing VRESET,Stop enables one to switch the BS device into
a deeper HRS.[29,103,104]
The focus of subsequent measurements is on the bipolar eight-wise switching.
Unless stated otherwise, a dual-voltage ramp of ±1.5 V has been applied to tog-
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Figure 5.6: Initial resistance Rini does not impact the forming voltage VFORM.
(a) Forming voltage vs. initial resistance. The coefficient of determination with
R2 = 0.03 indicates there is no significant linear relationship between VFORM and
Rini. (b) Forming I-V curves of three devices with different Rini.
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Figure 5.7: Forming voltage in complementary switching HfO2-based devices as
function of relative O2 sputtering gas flow. (a) The variation of the forming voltage
as function of the cell size is negligible within the scattering. Therefore, the results
for all cell sizes are merged in (b).
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gle the devices. Figure 5.8 demonstrates the results of the quasi-static (a) SET
and (b) RESET experiments regarding the switching voltages. The statistics
include cycle-to-cycle and device-to-device variations. VSET and VRESET are
quite symmetric, both are around ±0.7 V. The relative O2 sputtering gas flow
(within the investigated regime) does not show any significant influence on the
switching voltages. Since shape and conductivity of the conductive filament is
well defined by the applied CC, the RESET voltage shows the lower scattering.
The stronger SET voltage variation from device to device and from cycle to
cycle seems to be an inherent property of the HfO2-based cells.
Figure 5.9a depicts the Weibull plot about the resistance distribution in LRS
and HRS. Here, the cell has been switched by voltage pulse stimuli, where
the pulse width is about 0.05 s. The SET voltage amplitude is about 2.0V or
2.2V , respectively, whereas RESET voltage amplitude is −1.1 V or −1.8 V to
realize two different high resistance states (HRS-1 or HRS-2). The LRS offers
a narrow distribution around 1 kΩ due to the CC, whereas both HRS show the
larger resistance scattering.
The deeper RESET is achieved by increasing the voltage pulse VRESET,Pulse.
Variation of VRESET,Pulse enables multi-level switching, which facilitates to store
more than one bit in a single memory cell, resulting in a data storage den-
sity improvement.[29, 32] However, the deeper HRS exhibits larger resistance
scattering in the HfO2-based devices[102], which is attributed to a random
generation of defects in the switching volume.[48] This leads to more ran-
domness in the SET process. The LRS is less random, since the number of
generated oxygen vacancies in the switching region, which are involved for re-
growing the conductive filament, is better determined by the CC. The HRS
and SET voltage spreading problem can be solved by using state-correction
algorithms.[105,106]
The cell conductance is decreased by rupturing the filament at the oxide-
electrode interface (here: interface B). The deeper the RESET is, the larger
is the gap between filament plug and the electrode, resulting in the higher
HRS resistance. The stronger ruptured filament requires more power for the

59



5 Resistive Switching in HfO2-based Devices

(a) (b)

10% 17% 23%

0.4

0.6

0.8

1.0

Relative O2 Sputtering Gas Flow

SE
T 

Vo
lta

ge
 [V

]

10% 17% 23%

-0.4

-0.6

-0.8

-1.0

Relative O2 Sputtering Gas Flow

R
ES

ET
 V

ol
ta

ge
 [V

]

Figure 5.8: (a) SET and (b) RESET voltage as function of relative O2 sputtering
gas flow.

regrowing (SET process). The switching power P is given by

P = 1
T

t0+T∫
t0

V (t) · I(t) dt (5.1)

where T is the switching time. Figure 5.9b shows SET voltage dependence
on the previous HRS resistance. VSET increases nonlinearly with the HRS re-
sistance. Since the HRS resistance depends on VRESET,Stop, the required SET
voltage is also a function of the maximal applied voltage for the RESET pro-
cess (see Figure 5.9c). The deeper the RESET process leads to higher VSET.
Hence, the scattering in the VSET also increases. The latter observation is in
accordance with the result of Figure 5.9a. Most devices show an increased
VSET or larger scattering for a smaller VRESET,Stop (VRESET,Stop < 1.5 V). Ad-
ditionally, the HRS resistance becomes closer to the Pt line resistance, which
is about 500 Ω, and the HRS-LRS resistance window almost vanishes. This is
due to an insufficient RESET process.

Low switching power P (cf. Equation 5.1) is of interest for device integra-
tion and its application. One approach is to reduce the switching current,
which is determined by the conductivity of the filament. For this purpose,
geometry and composition of the conductive filament should be controlled
precisely. The switching current in the single ReRAM device is considered to
be dependent on the current compliance during the electroforming / SET pro-
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Figure 5.9: Variation of the LRS and HRS resistance and the SET voltage. (a)
Weibull plot showing the resistance distribution as function of VRESET,Stop. (b) SET
voltage dependence vs. HRS resistance. (c) SET voltage as function of VRESET,Stop.
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cedure.[107] Therefore, the reduced current compliance could help to realize
low-current switching ReRAM devices. The CC does not only limit the SET
current, but it also reduces the RESET current, since the conductivity of the
filament is defined during the SET process. During the RESET process the
high current generates local Joule heating, which causes the rupture of the
filament.[108,109]
Figure 5.10 summarizes the distribution of the maximal RESET current
(Imax,RESET). The experiment has been performed by applying different CC
levels during the SET process. All samples show clearly the same trend: the
maximal current during the RESET process is linearly proportional to the
CC level used for the previous SET process. “17%-O2” features a slightly
lower operation current at a given CC level, in comparison to “23%-O2”. For
“10%-O2” the comparison is not performed due to insufficient number of data
points.

5.2.2 Hf Electrode Thickness Variation

It has been observed that the as-deposited 5 nm thick Hf film is completely
oxidized due to the partial oxygen diffusion from the as-deposited HfO2 layer.
In the next experimental step, the influence of the as-deposited Hf electrode
thickness dHf is investigated, while the relative O2 sputtering gas flow is fixed
at 23 %. If the as-deposited Hf film is thinner (dHf < 5 nm), the final overall
oxide thickness will be thinner (dHfOx < 10 nm). But, if the as-deposited Hf
film is thicker the oxide could penetrate deeper into electrode metal and change
the material and device properties. Nevertheless, the diffusion depth should
be limited in the thermal equilibrium.
Five samples with different Hf electrode thickness have been prepared: 0 nm
(“0 nm-Hf”), 5 nm (“5 nm-Hf”), 10 nm (“10 nm-Hf”), 15 nm (“15 nm-Hf”) and
30 nm (“30 nm-Hf”). Figure 5.11 depicts Rini as function of the Hf electrode
thickness. All samples offer a highly resistive initial state and require the
electroforming procedure. The sample “0nm-Hf” exhibits a broad scattering
about six orders of magnitude. These devices can be electroformed, but they
do not show resistive switching over more than few cycles.[110] Devices with
the thicker Hf electrode show scattering over less orders of magnitude in the
initial resistance, especially “15 nm-Hf” and “30 nm-Hf” with Rini about a few
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Figure 5.10: Maximal RESET current as function of applied current compli-
ance for SET process. Independent of the relative O2 sputtering gas flow for the
HfO2 deposition, all devices follow the same trend.
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Figure 5.11: Initial resistance as function of Hf capping metal thickness in HfO2-
based devices.

hundred MΩ. The difference from “10 nm-Hf” to “15 nm-Hf” cannot be ex-
plained. At least, for all samples, the resistance median and the interquartile
range meet the megaohm range.
A clear nonlinear trend is given by the comparison of the forming voltage in
Figure 5.12a. The thicker Hf electrode causes the lower forming voltage: the
thicker Hf layer enables more oxygen ions to diffuse out of the as-deposited
HfO2 film and generates a higher amount of oxygen vacancies there, benefit-
ing for the conductive filament growth. Thus, the forming voltage decreases.
VFORM meets the saturation level of 1.4 V for devices with a 10 nm thick or
thicker Hf cap layer. That means the oxidation depth of Hf is saturated and
no further oxygen vacancies are generated by thicker Hf films.
Chen et al. have demonstrated higher oxygen scavenging from HfO2 with the
thicker Hf electrode by using XPS analysis.[110] This characteristic is not lim-
ited to the Hf capping metal, since the Ti electrode also shows the increase of
VFORM by decreasing the layer thickness.[111] The same trend is observed for
Ta2O5-based ReRAMs as depicted in Figure 5.12b.[6] This confirms that the
oxygen scavenging by the active electrode is a common effect and not restricted
to one specific material.
Figure 5.13 depicts the (a) SET and (b) RESET voltage dependence on the
Hf electrode thickness. More than 80 % of the devices without a Hf elec-
trode do not show any bipolar switching. The remaining 20 % switch less than
10 cycles, offering only very abrupt RESET and SET events with a difference
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Figure 5.12: Forming voltage as function of capping metal thickness in (a) HfO2- and
(b) Ta2O5-based devices.((b) from [6], reprinted with permission from the publisher,
c© 2015 IEEE.)

between RHRS and RLRS around five orders of magnitude and large scatter-
ing in VSET (0.96 V...3.18 V) and VRESET(−1.98 V...−0.54 V). Therefore, these
data are not considered for analysis. Devices with the 5 nm thick Hf layer offer
the highest RESET and SET voltages. As observed for the variation of the
relative O2 sputtering gas flow, the SET voltage exhibits more scattering than
the RESET voltage.
Due to the demonstrated correlation between VSET and previous HRS resis-
tance (cf. Figure 5.9), one can derive: the HRS is not defined as well as the
LRS and offers more variation in the resistance value. From 5 nm to the thicker
Hf layer, SET and RESET voltage decrease, indicating that the switching be-
havior changes. This is the point, where the devices change from naturally
preferred CS to BS behavior. The switching voltages do not change anymore
by further increase of the Hf electrode thickness.

5.2.3 RF Sputtering Power Variation

In the following experiment, the impact of the HfO2 sputtering rate is inves-
tigated, while the relative oxygen sputtering gas flow is fixed at 23 % and the
Hf electrode thickness at 15 nm. The growing rate is directly controlled by RF
sputtering power (see Section 4.1). The RF power conditions of 10 % (58 W),
20 % (116 W), 30 % (174 W) and 40 % (232 W) are considered.
Figure 5.14 summarizes the statistical distributions of the electroforming pro-
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Figure 5.13: (a) SET and (b) RESET voltage as function of capping metal thickness
in HfO2-based devices.

cess. At least the initial cell characteristics are influenced by the sputtering
power. From 20 % to 30 % RF power, Rini is reduced by two orders of magni-
tude. Further increase of the sputtering rate decreases the resistance slightly.
Exactly the same trend is observed for the forming voltage. Here, a clear cor-
relation exists between VFORM and Rini. This is contrary to the experiment of
the variation of the relative O2 sputtering gas flow. It seems that the higher-
energetic particles (stronger accelerated by the higher electrical field) generate
more defects in the switching oxide film. However, a minimal threshold RF
power has to be exceeded in order to observe that effect. Unfortunately, the
RF power cannot be increased more than 40 % to avoid a damage of the 2 inch
Hf sputtering target.
The subsequent bipolar switching (VSET and VRESET, see Figure 5.15) does not
differ for the devices with the four fabrication conditions. Nevertheless, the
HRS resistance and therefore also the SET voltage again show broader scat-
tering than LRS resistance and RESET voltage. The RF sputtering power
influences only the initial behavior.
Once the conductive filament is formed, the memory cells exhibit almost the
same bipolar switching characteristic. That is also visible in the maximal cur-
rent (during the RESET process). Figure 5.16 shows the Imax,RESET dependence
on the applied SET CC level for devices, where the HfO2 films have been grown
with the 10 % and 30 % RF power conditions. The samples do not distin-
guish significantly. Imax,RESET runs into a lower limit around 200...300µA at
the CC level of 100...200µA. That is attributed to low HRS resistance (for
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Figure 5.14: (a) Initial resistance and (b) forming voltage as function of RF sput-
tering power in HfO2-based devices.

VRESET,Stop = −1.5 V) resulting in a minimal pre-SET current (current level
immediately before the SET process) in the range of several 10µA, which does
not allow further decreasing of maximal operation current. Additionally, the
RESET process seems to be incomplete causing the low HRS resistance.
Using the deeper RESET could be a promising approach to enable switching
while applying lower CC level, in order to decrease further Imax,RESET. The
deeper HRS enables lower pre-SET currents, that is beneficial for the clear
abrupt SET process in order to achieve a suitable HRS-LRS resistance win-
dow.
Imax,RESET exhibits an upper saturation of 900...1000µA at the CC level of
900...1000µA. For the lower LRS resistance, the Pt line resistance (connec-
tion line from contact pad to memory cell) becomes more dominant in device
characteristics. That serial Pt line resistance is about 500 Ω and works be-
low a certain LRS level as a current compliance (see also Chapter 6). If the
line resistance becomes comparable or even larger than the cell resistance, the
voltage drop across the contact line is not negligible anymore. That means a
large amount of the applied voltage drops across the Pt line and not across
the cell stack. Therefore, during the SET process, the filamentary regrowth is
limited, resulting in a lower LRS conductance (than expected) and a limited
Imax,RESET.
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Figure 5.15: (a) SET and (b) RESET voltage as function of RF sputtering power
in HfO2-based devices.
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Figure 5.16: Maximal RESET current as function of the used RF sputtering power
for growing HfO2 films.
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5.3 Reliability

5.3.1 State Stability

Bipolar switching experiments compare in the previous section the SET and
RESET processes. The HRS exhibits a broader resistance distribution, whereas
the LRS resistance is clearly defined and offers little scattering. The deeper
the RESET is, the larger the resistance scattering (cf. Figure 5.9).
Since the devices prepared under different conditions do not distinguish sub-
stantially after the electroforming treatment (excluding devices inherently pre-
ferring the complementary switching mode), the samples are not differentiated
anymore. The low variation in the LRS resistance can be attributed partly by
the instrument CC, which controls size and geometry of the conductive filament
and finally the maximal operation current (see also Section 6.1). However, the
broad HRS spreading might indicate a kind of non-stability. Due to the nature
of the redox-based resistive switching, there can only be maximal one state,
which is thermodynamically stable.[48] This means the HRS or the LRS has
to be non-stable or at least metastable.
To investigate the thermal stability of the resistance states, some temperature
dependence experiments have been performed to accelerate the redox reactions
involved in resistive switching, that avoids long observation times (long-term
experiments). At the beginning, the device is switched to HRS by a quasi-
static voltage sweep with negative polarity. Subsequently, the resistance state
is monitored by pulses with an amplitude of Vread = 0.1 V for every 0.5 s. Si-
multaneously, the temperature is increased by linear temperature ramp from
22 ◦C to 210 ◦C. The results are presented in Figure 5.17a (purple circles).
The progress of the resistance is depicted in steps of 10 K, where ±3 consecu-
tive resistance values around T = n · 10 ◦C (n = 2...21) have been averaged in
order to include temperature drift. The initial HRS resistance is about 90 kΩ.
Up to 70 ◦C the state does not show any degradation. Further increasing the
temperature results in a linearly decreasing trend of the resistance down to
around 20 kΩ (at 210 ◦C).
During the experiment the temperature ramp has been paused several times
in order to observe the resistance change at a fixed temperature (not shown
here). While keeping the temperature on a constant level, the resistance does
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not significantly change. Therefore, it is able to exclude dramatic temperature
drift and progressive state degradation, which is not caused by temperature
increase but by relaxation or the reading process. This fact excludes the pos-
sibility that the memory cell could exhibit a gradual state degradation due to
intrinsically caused retention problems.
During the next step, the heating system is switched off followed by slow tem-
perature decrease. The resistance values have been averaged in the same way
as mentioned above. The HRS resistance keeps on the same level during the
cooling progress (see Figure 5.17b, purple circles), i.e. the state has changed ir-
reversibly. Here, irreversibility means the system does not return to the initial
state although the temperature is reset to the primary condition. Neverthe-
less, the device still shows reversible bipolar switching by applying SET and
RESET voltage stimuli.
Lastly, at room temperature, the cell is switched to the low resistance state
by the quasi-static voltage sweep with positive polarity, in order to investigate
the LRS stability. Neither heating (Figure 5.17a, black circles) nor cooling
process (Figure 5.17b, black circles) effect the degradation of the LRS, where
the resistance maintains at 1 kΩ.
Since the temperature does not affect the LRS up to 210 ◦C, the LRS seems
to be thermodynamically stable (over the experimental period). Furthermore,
since no CC is used (excluding during the SET event, conducted at room tem-
perature at the beginning), the CC cannot have any further impact on the
state stability during the heating experiment. This means the device is set
to the well-defined LRS by the CC. However, the continuing state stability
is not determined by the CC: if another arrangement of ions (different resis-
tance state / LRS) exhibited the lowest free energy, the system would change
(accelerated by thermal heat) to that arrangement[48] (independent of any
previously used CC).
A similar characteristic is observed for retention tests. At first, the sample is
heated up to a target temperature, at which the experiment will be conducted.
Then the device is switched by the quasi-static voltage sweep to the HRS or
LRS, depending on which state is tested. During the retention test the state is
monitored by applying the read voltage pulses of 0.1 V in 20 s time steps. The
results are summarized in Figure 5.18. The reduced data points are plotted

70



5.3. Reliability

on a logarithmical time scale to make trends clearer. The LRS is very well
defined. For the most part, the state is stable and does not show any signif-
icant degradation. Even at 200 ◦C, the LRS is stable for more than 1 × 106 s
(> 11 days) (Figure 5.18a). After that time period, the device state has not
been failed, but the experiment has been stopped.
After the retention measurement, the cell functions properly and can be re-
versibly switched. This has always been checked in order to exclude non-
functionality / damage of the device, which might be stable in the actual
resistance state.
The same experiment is conducted for the HRS. At 200 ◦C the RESET pro-
cess is performed by applying the negative voltage sweep. The resistance
monitoring process is identical to the previous experiment. For the HRS resis-
tance, two different temporal progressions are observed: gradual degradation
(Figure 5.18b) or abrupt degradation (Figure 5.18c); a mixture of both cases
is also possible. This indicates the HRS degeneration could be determined by
two different mechanisms. In a few cases the HRS is stable for more than
1× 105 s (> 1 day) at 200 ◦C, but many of them fail within the time range of
1 × 104 s (> 2.5 hours) at 150 ◦C. Oxygen diffusion from the rupture region
of the conductive filament, which involves oxygen vacancy generation at the
disc region, is supposed as a retention failure mechanism for the HRS.[112–
114] The fact, which resistance state, LRS or HRS, shows the higher stability,
might originate from the actual filament geometry.[115] For larger filaments,
the oxygen vacancy incorporation into the filament disc region might be ener-
getically more favorable and therefore the LRS might be more stable. However,
for smaller filaments, their dissolving by removal of oxygen vacancies might be
energetically more favorable and therefore the HRS might be more stable.

5.3.2 Endurance

Bipolar Switch At the end, some endurance experiments have been per-
formed to test the LRS and HRS stability by the number of switched cycles.
Consider, in general, the endurance test is an extensive topic on its own. It
requires well known switching properties. There are many parameters, which
can be optimized (e.g. pulse width / amplitude, pulse rising / falling time
etc.), in order to determine the best endurance conditions.
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Figure 5.17: Thermal stability of HRS / LRS for HfO2 devices. The resistance
change of HRS / LRS for (a) heating up and (b) cooling down conditions.
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Figure 5.18: Retention test of the LRS (a) and the HRS (b, c) under enhanced
thermal heat stress for HfO2 devices. The LRS does not change the resistance level
significantly, whereas the HRS shows gradual and abrupt degradation.
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Ideal cycling requires (beyond suitable HRS-LRS resistance window) an invari-
ant rupture and regrowth of the conductive filament in the switching volume.
This means, the filamentary geometry and size and the number of involved
oxygen vacancies keep equal for the HRS and the LRS respectively.[48]
Mismatching parameters result in an endurance failure. If the amount of gen-
erated and degenerated oxygen vacancies is unequal for the SET and the RE-
SET process, the device will suffer from over-SET or over-RESET, i.e. the
LRS or the HRS (or both) change the resistance level.[48,116] State-correction
algorithms are a suitable solution for over-SET / -RESET and state spread-
ing problems.[105, 106] Due to the complexity of the endurance issue, here,
just pre-measurements are performed using long voltage pulses in the range of
micro- and milliseconds. Figure 5.19 depicts the pulsed driven endurance mea-
surement on the HfO2-based device under different cycling conditions. While
the LRS resistance is well controlled by the CC, the HRS exhibits resistance
spreading, whose broadness correlates directly with the averaged HRS resis-
tance level.
The switching parameters affects strongly the switching characteristics and
the device endurance. Figure 5.19a shows the effect of unbalanced RESET
pulses (over-RESET). In spite of the large scattering, the gradual degradation
is visible. After 103 cycles, the cell fails completely and ends up in a low resis-
tance state. However, this does not mean the device is completely broken. By
applying the quasi-static voltage sweep, the cell is regenerated and can again
be reversibly switched.
In contrast, too large SET pulse amplitudes are detrimental for higher en-
durance (see Figure 5.19b). The LRS resistance increases gradually (over-
SET). This might be attributed to an insufficient response time of the instru-
ment CC. After 7 × 104 cycles the LRS fails, resulting in a very high ohmic
resistance. But this does also not imply the total device breakdown. In gen-
eral, the switching can be restored by a quasi-static RESET procedure (maybe
requiring increased VRESET,Stop) followed by the re-electroforming step.
Using matched pulsing parameters results in stable switching and clear HRS-
LRS resistance window as presented in Figure 5.19c, which allows the imple-
mentation of multi-level switching (see Figure 5.9a and 5.19d)
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Figure 5.19: Endurance measurements on HfO2 devices using milli- and microsec-
ond pulses. Unmatched pulse parameters cause (a) the over-RESET or (b) over-SET
issue intensifying the endurance RESET or SET failure. (c) Suitable switching pa-
rameters promote high endurance and stable HRS-LRS resistance window, enabling
(d) multi-level implementation.
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Complementary Switch Stable switching properties and endurance of
HfO2-based CS devices are essential for implementation of application con-
cepts.[2] In opposite to single bipolar ReRAMs, only a destructive current
based readout is provided for CS devices by the present experimental setup.
Since the two CS states are highly resistive in the same range, they cannot
be distinguished at low voltages by (non-destructive) current readout. The
required reading voltage should be at least equal to the threshold voltage Vth,1

or Vth,3 (see Figure 2.4), causing change of the CS state.
For the endurance test n positive and negative alternating pulses (width 500 ns,
pulse amplitude 2 V, n = 1, 10, 100...) are applied.[2] Afterwards, the CS oper-
ating mode is confirmed by quasi-static voltage sweep. The recorded switching
I-V plots are depicted in Figure 5.20(a). The CS shows stable complementary
switching properties up to 109 cycles. Certainly, the hysteresis loops indicate
overall a slight current decrease with increasing number of cycles, but the resis-
tance window between the CS ‘OFF’ state (HRS/LRS or LRS/HRS) and the
CS ‘ON’ state (LRS/LRS) is rather constant. Subsequent to the endurance
test, positive and negative spike responses have been recorded to confirm the
general operability under pulse conditions (see Figure 5.20c).
Next, the read selectivity is extracted from the recorded endurance data.[2]
For this purpose, the currents at V/2 = 0.5 V and V = 1 V are compared
(see Figure 5.20(b)). Feasible size of the crossbar array depends (among other
parameters) on the read selectivity. Hence, improving this factor is a crucial
challenge in CS engineering. Most notably, advancing the electroforming pro-
cess is a promising method for CS current reduction and low-power operation.
The desired CS ‘ON’ resistance is in the range from 10 kΩ to 100 kΩ. This
would cause current spikes in the lower microampere regime. Therefore, the
required energy per operation could be as low as several femtojoules, due ex-
cellent switching speed feasibility (< 200 ps).[14]
Devices, failing earlier complementary switching, remains in the highly resis-
tive state (LRS/HRS or HRS/LRS). Normally, they are not completely broken.
The switching can again be restored by the re-electroforming procedure (same
conditions as used for the initial electroforming).

75



5 Resistive Switching in HfO2-based Devices
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Figure 5.20: Endurance experiment of the HfO2-based CS. (a) I-V -characteristic for
quasi-static voltage ramps after n pulsed cycles (alternating positive and negative
pulses). Consider, fluctuations in the highly resistive CS states are observed (i.e.
cycle 103 for positive polarity), which might be caused by atomistic nature of the
conductive filament.[117] (b) Read selectivity extracted from the recorded endurance
data (at read voltages Vread = 1 V and at Vread/2). (c) Transient response current
after the endurance experiment.[2] (Redrawn with permission from the publisher.)

5.4 Conclusion

The switching characteristics of samples with different fabrication process pa-
rameters have been investigated (relative O2 sputtering gas flow, Hf electrode
thickness, RF sputtering power for HfO2 deposition). Independent on the pa-
rameters, the initial HfO2 cell has to be electroformed. The forming is feasible
by applying a sufficient positive or negative stimulus. However, electroforming
into the LRS using the positive polarity requires the lowest voltage in each
case. Furthermore, the forming voltage is reduced for devices with the thicker
Hf electrode. The negative forming does not influence the switching polarity,
the cell is rather switched to the high resistance state.
The cell stack 30 nm Pt | 5 nm HfO2| 5 nm Hf | 25 nm Pt exhibits differ-
ent switching modes depending on the instrument CC for the SET process:
complementary switching, eight-wise and counter-eight-wise bipolar switch-
ing. Naturally, that device prefers the complementary switching, since the CS
characteristics are sometimes visible on the RESET side despite of the used
CC.[2] That means, before the RESET process starts for applying a negative
voltage sweep, the LRS shows clearly a non-linear current rise. Increasing the
Hf electrode thickness to 10 nm or more, the device prefers the bipolar switch-
ing and the LRS is more linear.
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Variation of the remaining fabrication parameters (RF sputtering power, rel-
ative O2 sputtering gas flow) has an impact on the initial resistance and the
forming process, but once the conductive filament is grown, the samples do
not distinguish in the subsequent bipolar switching. The switching power of
the memory device has to be as low as possible for energy efficient data stor-
age and computation applications. Reducing the maximal operation current
is one approach. Decreasing the CC level during the SET process results in
lower RESET currents for all different samples.
Additionally, the HfO2-based ReRAM enables multi-level switching by the
deep RESET, which allows storing more than one bit per memory cell in or-
der to enhance the data storage density. However, the HRS seems to be less
well defined as the LRS. The deeper the HRS is, the larger the resistance
spreading. That issue could be tackled by state correction algorithms. Fur-
ther, experiments conducted under thermal stress shows the HRS degrades to
a low resistance state, while the LRS is more stable. Failing the resistance
state does not mean the total devices breakdown. In general, the functionality
is recoverable by adjusted voltage stimuli.
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Chapter 6

Ta2O5-based CRS Device
Optimization

6.1 Low-Current Operation in CRS

The promising CRS concept has been successfully proven for several metal
oxides materials, e.g. HfO2[70], Ta2O5[27, 67, 69, 118] and TiO2[68].[3] Among
these candidates, the best properties, relating to reliability (low variations)
and endurance, are featured in Ta2O5-based devices. For instance, highly reli-
able CRS switching up to 3×104 cycles has been presented by Schmelzer et al.
in [67]. It should be mentioned that these devices are of few micrometer size
and require large switching current (∼ mA), maybe causing enhanced power
consumption. To decrease the CRS operation current, elementary composi-
tion and shape of the conductive filament in the ReRAMs should be tailored.
It is assumed that the current compliance (CC) during the electroforming /
SET process determines the overall switching current in the single device.[107]
Thus, decrease of the CC level, for the electroforming procedure, could enable
low-current operations in the CRS.
For common single bipolar switches (e.g. Pt|Ta2O5|Ta), the electroforming
process is quite straightforward: to switch the device from virgin highly resis-
tive state (vHRS) to the LRS, a positive voltage is applied to the top electrode
(here: Ta).[3] Commonly, the use of a CC is the best approach in order to con-
strain the maximal current and to avoid any device damage.[61] Certainly, this
approach is not practicable for integrated (two-terminal) CRS, since they do
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not offer any access to the middle electrode (ME) in the passive crossbar array
configuration. However, this access would be required to address separately
the bottom cell (BC) and the top cell (TC). Hence, an innovative process,
which ensures in-situ electroforming of completely embedded (two-terminal)
CRS, has been introduced.[3]
In the following subsections, the systematic behavior of Ta2O5-based two- and
three-terminal CRS devices (i.e. without / with access to the middle elec-
trode) from µm to nm-scale are discussed and a novel electroforming method
is proposed. This controlled forming process enables low-current operation
(< 300µA) for Pt|Ta2O5|Ta|Ta2O5|Pt CRS devices without the need to access
the middle electrode.[3] Table 4.4 gives an overview about the different types
of CRS structures, which are investigated.

6.1.1 Three-Terminal CRS

The complete forming procedure includes three steps (see Figure 6.1).[3] The
three-terminal micro-BC CRS (structure A) devices exhibit access to the ME,
which enables straightforward and individual electroforming of the TC and
BC. That means a positive voltage is applied to the ME, while the top elec-
trode (TE) or the bottom electrode (BE) is set to ground (see 1st and 2nd step
in Figure 6.1). During this procedure the instrument CC controls the switch-
ing current, enabling precise generation of a conducting filament in the two
cells.[3] Next, the RESET process on the TC or BC has to be performed (by
the 3rd step), where the CRS is switched to the HRS/LRS or LRS/HRS state.
The electroforming I-V characteristics of the individual cells are demonstrated
in Figure 6.2.[3] The applied CC level is about 100µA. Around 2.2 V, the TC
is electroformed (cf. Figure 6.2a). Afterwards, the cell shows the bipolar
switching mode. However, the BC requires an electroforming voltage (VFORM)
of about 1.0 V (cf. Figure 6.2b). The deviation is attributed to non-projected
different Ta2O5 thicknesses in the TC and BC, as indicated by the TEM image
of the CRS stack cross-section (see Figure 4.18).[3] This issue is caused by the
device fabrication process, where the Ta-ME is exposed to air for patterning
(cf. process flowchart in Figure 4.11). Due to the exposure to atmosphere, the
Ta layer partly oxidizes on top and causes a thicker Ta2O5 layer in the TC.
After electroforming of the BC and TC, one cell is switched to HRS and the
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Ta TaTa

Initial 1st Step 2nd Step

+ Ta + -

3rd Step

Figure 6.1: Forming procedure of three-terminal CRS device consists of three steps.
Bottom cell (BC) and top cell (TC) are formed separately. Step 1 is the formation
of the TC. Step 2 is the formation of the BC, resulting in the LRS/LRS state. This
is followed by the RESET on one cell to switch the device to the HRS/LRS or
LRS/HRS state (step 3).

other one remains in LRS.[3] Henceforth, the experimental setup is changed
to CRS contact configuration, where the BE is set to ground and the driv-
ing voltage is applied to the TE. The CRS I-V characteristics are presented
Figure 6.2c. The maximal switching current is below 300 μA, the lowest CRS
operation current for micrometer scaled CRS up to now.[3] Consider, the
threshold voltages for positive and negative polarity (HRS/LRS → LRS/LRS
and LRS/HRS → LRS/LRS, respectively) show a slight deviation (asymme-
try). This observation might be attributed to the Ta2O5 thickness asymmetry
in BC and TC.
The typical CRS I-V characteristics, as demonstrated in Figure 6.2c, is the su-
perposition of the BC and TC switching properties.[3] For instance, the CRS
RESET events indicate clear similarities to the corresponding BC and TC
RESET processes in Figure 6.2(a,b). The TC offers the more abrupt RESET
process and the subsequent current does no increase further for higher driv-
ing voltage. On the other hand, the BC RESET event is more gradual and
afterwards the current increases further by enhancing applied voltage.

6.1.2 Two-Terminal CRS

Next, the ME is embedded in the CRS for intergration in ultra high-dense
passive crossbar arrays.[3] In this two-terminal device configuration, the ME
does not exhibit an external connection line for addressing. However, in or-
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(b)(a)

LRS

LRS

LRS

HRS

HRS

LRS

LRS

LRS

LRS

HRS
HRS

LRS

(c)

Figure 6.2: Different switching modes of the three-terminal-CRS depend on the used
contact mode, which is given by the insets in (a, b, c). The separate electroforming
of (a) TC and (b) BC and (a, b) consecutive bipolar switching of individual cells.
Contacting the top and bottom Pt electrode enables the CRS mode (c). The arrows
in (c) indicate the switching direction, whereas the added resistance schemes show
the actual CRS state.[3] (Reprinted with permission from the publisher.)
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Figure 6.3: Novel forming procedure of two-terminal CRS device, which does not
require access the middle Ta electrode. Step 1 is the formation of the TC. Step 2 is
the formation of the BC, resulting in the LRS/LRS state. This is followed by the
RESET process on one cell to switch the device to the HRS/LRS or LRS/HRS state
(step 3).

der to generate initially well-defined conducting filaments, a novel three-step
electroforming process is applied. Therefore, two electroforming routes are
considered, which distinguish in the virgin states of TC and BC. Nevertheless,
the presented electroforming procedure is universally applicable, since both
routes are enabled by the same steps. Initially both cells show either a low re-
sistance or a high resistance. If the CRS stack is initially in the vHRS/vHRS,
an electroforming of the two cells is required.[3] This is realized by the first two
steps followed by the RESET event of one cell (see Figure 6.3). The last step
requires either a negative or a positive voltage applied to the top Pt, resulting
in the CRS state LRS/HRS or HRS/LRS respectively. However, if the CRS
stack of Pt|Ta2O5|Ta|Ta2O5|Pt exhibits a virgin low resistance (vLRS/vLRS),
the first two electroforming steps do not have any impact (due to the applied
CC) and only the final RESET process of one cell is the essential step.[3]

6.1.2.1 Micro-BC CRS

The electroforming procedure of the two-terminal micro-BC CRS is depicted
in Figure 6.4a. Initially the device is in the vHRS/vHRS state.[3] First of all,
a negative voltage sweep is applied to the TE. The TC is electroformed around
−3.5 V , where the current compliance level is about ICC = 500 μA ((1) and (2)
in Figure 6.4a). Unexpectedly, the complete stack is now highly conductive.
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The hypothesis: the BC offers a virgin high resistance state (vHRS), but is
simultaneously electroformed with the TC. Next, a reference measurement for
the three-terminal CRS is conducted to confirm the idea[3]: In the beginning,
it has been confirmed that BC and TC show the vHRS, initially. Afterwards,
the identical electroforming procedure (as used for the two-terminal CRS) has
been performed. This experiment confirms the made hypothesis: in the first
step, the forming voltage is about−3.5 V. This value is higher than the voltage,
which is required to electroform the single TC (2.5 V) and single BC (1 V).[3]
That means BC and TC are initially in the vHRS/vHRS state, because the
two- and three-terminal CRS require a forming voltage around −3.5 V. Thus,
the resulting lowly resistive state is attributed to simultaneous electroforming
of TC an BC.
The non-separated electroforming might be ascribed to the applied CC.[3]
The instrument CC automatically decreases the actual applied voltage, which
drops over the device under test, if the detected current reaches the selected
CC level. However, the instrument CC is insufficient in terms of response
time.[60] Therefore, the TC forming voltage is minimally applied longer to the
CRS, although the TC has been electroformed yet, causing the immediate BC
electroforming. Interestingly, in opposition to the TC, the BC is electroformed
with inverse polarity (due anti-serial stacking of both cells). Electroforming
processes with negative and positive polarity on single ReRAMs (based on
several materials), have been reported and simulated.[119–121] The second
forming procedure step (see (3-4) in Figure 6.4a) has no impact on the device.
Finally, one cell has to be switched to HRS by the RESET process to activate
the CRS characteristic (see (5) in Figure 6.4b).[3] Here, the BC is switched to
the HRS, achieved by applying a negative voltage sweep to the TE (without
CC). That means the CRS state changes to LRS/HRS. One must take into con-
sideration that there is a strong indication that only the BC is affected by the
RESET process (see (5) in Figure 6.4b), because regular complementary resis-
tive switching is observed afterwards (see (6) in Figure 6.4b and Figure 6.4c).

To solve the limitation issue of the instrument CC, in the following, the cur-
rent regulation is implemented by inserting a series resistor with 82 kΩ.[3] This
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(a) (b)

(c)

Figure 6.4: (a, b) Electroforming procedure of the top cell (TC) and bottom cell
(BC) and (b, c) complementary resistive switching of the two-terminal micro-BC
CRS device. During the electroforming process, BC and TC switch simultaneously
to the LRS (a, (1-4)), since the response time of the instrument current compliance
is insufficient. Afterwards, the RESET process on the BC (b, (5)) is performed to
implement the complementary resistive switching mode (b, (6)).[3] (Reprinted with
permission from the publisher.)
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resistor is mounted directly at the probe tip, which is connected to the TE (to
which the voltage signals are forced), in order to avoid overshoots induced by
parasitic capacitance.[60] Figure 6.5a presents the electroforming procedure.
In the first step, the voltage drops almost completely over CRS, since its ini-
tial resistance is about few GΩ, i.e. the serial resistance is negligible. Around
−4 V the TC is electroformed (cf. (1) in Figure 6.5a). As a consequence, the
CRS conductivity is enhanced abruptly, but the series resistor instantly limits
the electrical current.[3]
After this first step, the CRS is rectifying regarding the I-V characteristic (see
Figure 6.5a, (1-2)). This property is similar to a diode, where positive po-
larity is in the reverse direction. The observation is ascribed to superposed
I-V characteristics of the serial resistor and the unformed rectifying BC. After
the TC is electroformed, nearly all voltage instantly drops across the series
resistor instantly. Therefore, an uncontrolled electroforming (with wrong po-
larity) of the BC is prevented.
Next, the BC is electroformed, requiring 2 V (2).[3] After which, the CRS offers
linear I-V characteristic, until the RESET of one cell (cf. Figure 6.5b) is con-
ducted without CC (3). Finally, the micro-BC CRS shows the complementary
resistive switching mode (see (4) and Figure 6.5c). The operation current is
below 300µA. In fully embedded CMOS/CRS arrays, line access transistors
could control the current on-chip for a successful electroforming procedure.
Thus, no further series resistors need to be added to the circuitry, featuring
4F 2 cell size.

For the two-terminal micro-BC CRS devices, which are not separately elec-
troformed, the CC level does not affect the CRS operation current.[3] If TC
and BC are simultaneously electroformed, the process is rather uncontrolled.
Therefore, the conducting filament size is also undefined. The same is ob-
served for CRS, which show the vLRS/vLRS state. Considering, this is the
most frequent case for non-electroformed, large area (> 2× 2µm2) CRS.[3] Re-
member that structural defects, especially oxygen vacancies, are essential for
the switching mechanism in VCM-based ReRAMs.[122,123] Large area devices
offer an enhanced defect probability. These additional defects could generate
a conducting path or, at least, cause a higher leakage current.[124] Therefore,
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(a) (b)

(c)

R

R R

R

Figure 6.5: (a, b) Electroforming process of top cell (TC) and bottom cell (BC)
and (b, c) complementary resistive switching of two-terminal micro-BC CRS device.
The centered sketch shows the measurement scheme with optional external serial
resistor. For the first two forming steps (a, (1-2)), the additional series resistor
(R = 82 kΩ) is applied in order to prevent simultaneous electroforming of TC and
BC. Subsequently, RESET of BC without an external resistor is performed (b, (3)).
Finally, the device offers CRS currents below 300 μA (c, (4)).[3] (Reprinted with
permission from the publisher.)

the initial vLRS/vLRS state conductivity is already so high that low switching
currents cannot be implemented anymore.
Nevertheless, it is worth studying the properties of those high-current de-
vices.[3] The I-V characteristic of the 2×2 μm2 micro-BC CRS stack is demon-
strated in Figure 6.6a. The I-V cycles are performed after n sweeps, where
the ramping rate is about 1 V/ms.
The maximal operation current is rather high, since, for controlled conditions,
TC and BC (in structure B devices) are not separately electroformed. In
spite of the enhanced operation current, device structure B endures more than
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Figure 6.6: (a) I-V characteristics of the two-terminal micro-BC CRS device with
a voltage ramp of 1 V/ms. The device endures up to 1.25× 106 cycles. Exemplary
cycles are highlighted in individual colors (1st cycle: pink; 5 × 104 cycles: purple;
1.25 × 106 cycles: red). (b) Normalized current window between ION (LRS/LRS)
and IOFF (HRS/LRS), read at Vread = 1.3 V.[3] (Reprinted with permission from
the publisher.)

1.25× 106 cycles, excelling the highest reported[67] performance for CRS. Ad-
ditionally, the experiment shows a slight overall current degradation with in-
creasing number of cycles; for instance ON and OFF current (ION and IOFF; cf.
definition in Figure 6.6a).[3] This degradation might be attributed to the asym-
metric TC / BC geometry, especially regarding cell area and oxide thickness,
and the slightly non-symmetric I-V characteristic. If this irregularity causes
unbalanced RESET / SET processes, i.e. the RESET process is stronger than
the SET process, the current will decrease continuously (from cycle to cy-
cle). However, the normalized window between ION and IOFF (read voltage
Vread = 1.3 V) is fairly constant (see Figure 6.6b).

6.1.2.2 Nano-BC CRS

The I-V characteristic of the nano-BC CRS stack is presented in Figure 6.7,
in order to test the electroforming procedure efficiency with this structure.[3]
First, the TC is electroformed by forcing negative voltage to the TE (1), then
the BC with positive polarity (2). For the TC, a VFORM = −2.2 V and a
CC level of about 100µA are required. In the first step, the nano-BC CRS
is not completely electroformed to a highly conductive state, in opposition to
the micro-BC CRS, (cf. Figure 6.4a). The CRS offers a rather non-ohmic
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state, which shows the rectifying I-V property, similar to a diode with the re-
verse direction for positive polarity. This characteristic corresponds to the un-
formed BC. The subsequent electroforming of the BC occurs around 1.3 V (2).
Consider: (i) Initially, TC and BC have offered the vHRS state and the volt-
age has dropped equally over both cells. (ii) Only the voltage drop across the
complete CRS stack is sensed. Therefore, the real forming voltage of the single
TC cannot be determined by the used experimental setup.
After the first electroforming step, the TC shows the LRS. Thus, in the second
step, almost all voltage drops over the BC. Therefore, a lower VFORM is ob-
served for the BC.[3] The cells of the investigated nano-BC devices offer thinner
oxide films (5 nm as deposited) compared to the micro-BC CRS (10 nm as de-
posited). The metal-oxide thickness affects the forming voltage as reported in
literature.[124,125] Hence, lower voltage is sufficient to electroform the thinner
nano-BC CRS. Furthermore, the separate electroforming procedure is reliable
with the instrument CC and does not need an external serial resistor. The
small-dimension conductor line (width 100 nm), from the BE contact pad to
the BC, is the reason for this achievement.[3] As comparison, the micro-BC
CRS conductor line is several micrometers broad. Smaller lines act as a higher
inbuilt series resistor (here: 100 Ω...400 Ω). Of course, the actual value de-
pends on the material (resistivity) and line length. However, for the successful
separate electroforming procedure, the TC resistance after forming (∼ 20 kΩ
in LRS), which is considered as additional serial resistor CC, is crucial.
After the second forming step, the instrument CC is deactivated and, by forc-
ing a negative voltage sweep to the TE, the RESET process of the BC is
performed (see (3) in Figure 6.7b).[3] Thus, the BC is switched to the HRS
and the TC remains in the LRS. Since the probability of defects, which could
induce an initial vLRS/vLRS state is reduced, due to the small cell size of the
nano-BC CRS, most devices show the vHRS/vHRS state at the beginning.
That means the initial CRS resistance (1.4 MΩ at read voltage of −0.2 V) is
sufficient to electroform the individual cells separately.
Thirty consecutive switching cycles of the nano-BC CRS are demonstrated in
Figure 6.7c. The maximal operation current is below 300µA. The present de-
vice has been electroformed with the ICC = 200µA CC level. The low current
level indicates that the separate electroforming process can be well controlled
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(a) (b)

(c)

Figure 6.7: (a, b) Electroforming process of top cell (TC) and bottom cell (BC) and
(b, c) complementary resistive switching of the two-terminal nano-BC CRS device.
The TC is electroformed by forcing negative voltage stimulus to the top Pt (a, (1)).
Afterwards, positive voltage stimulus is applied to generate the conductive filament
in the BC (2). Subsequently, the RESET process is performed on the BC and thus
the CRS stack is switched to the LRS/HRS state (b, (3)). Finally, the device offers
stable complementary resistive switching (c).[3] (Reprinted with permission from the
publisher.)

without the use of an external serial resistor. At next, the effect of the ICC

level on the operation current is investigated. For this purpose, the devices
have been electroformed for several CC levels (ICC = 100 μA, 200 μA and
500 μA).[3] The dependence of the maximal operation current (Imax@CRS) on
ICC is summarized in Figure 6.8.
Both cells have been electroformed with equal ICC. It is remarkable that the
switching current decreases by lowering ICC. However, this observation is not
unexpected, since the diameter of the conducting filament, which is generated
by the electroforming process, depends on ICC.[107] Higher ICC might induce
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Figure 6.8: Maximal CRS switching current (Imax@CRS) as function of current
compliance level ICC, which is applied during the separate electroforming procedure.
The procedure consists of three steps as demonstrated by the inset scheme. The CRS
current is reduced with ICC.[3] (Reprinted with permission from the publisher.)

thicker filament diameter in each cell, including higher conductivity. However,
once the two conducting cell paths are generated by the electroforming process,
the CRS characteristic is dominated by the current self-limitation feature.[3]
The cell being in HRS limits the current, which passes the second cell being
in LRS. This intrinsic alternating CC feature is caused by the dynamic CRS
system.
This suggestion has been confirmed by a dynamic simulation model.[126] Thus,
both cells can be operated at lower current (< 300µA).[3] The maximal current
might be decreased more by further lowering the ICC (during electroforming)
or material and device engineering. For instance, BC and TC could base upon
inhomogeneous oxygen vacancy profiles in the oxide layer (e.g. realized by
bilayer structure[122]) or different materials. By this means, the Schottky
barrier height (at the Pt-oxide interface) could be tailored in order to decrease
the overshoot current, which occurs for the electroforming procedure.

Furthermore, endurance experiments have been performed. In the beginning,
the nano-BC CRS have been electroformed with ICC = 500µA.[3] For the
endurance test, quasi-static driven I-V cycles are measured after n pulsed
cycles (see Figure 6.9a). The applied pulses show a width of 2 ms and an
amplitude of ±2.5 V. For more than 104 cycles, the CRS switches reliably and
shows a stable normalized current window of ION to IOFF (cf. Figure 6.9b).
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Figure 6.9: Endurance measurement of the two-terminal nano-BC CRS.
(a) I-V characteristic for quasi-static voltage ramps after n pulsed cycles (alter-
nating positive and negative pulses). The overall current decrease with the number
of cycles is less distinct than for micro-BC CRS devices. (b) Normalized current
window between IOFF and ION is very stable.[3] (Reprinted with permission from
the publisher.)

Nonetheless, a slight decrease of the overall current with increasing number
of cycles is recognized, which might be caused by unbalanced RESET / SET
events, i.e. the RESET process is stronger the SET process.

6.2 Conclusion

Three differently structured CRS devices are considered.[3] Each device is im-
plemented by two vertically and anti-serially stacked single bipolar switching
ReRAM cells. The final CRS layer sequence is for all CRS types identical:
Pt|Ta2O5|Ta|Ta2O5|Pt.
For the three-terminal micro-BC CRS (with access to the ME), TC and BC are
separately electroformed via the conventional way (individual contacting).[3]
The switching current of the CRS depends highly on the electroforming pro-
cess of the individual cells and can be reduced by the applied CC level. This
enables low-current operation (< 300µA) in the CRS.
The two-terminal micro-BC CRS device (with embedded ME) offers higher
switching current than the three-terminal structure.[3] This is ascribed to the
uncontrollable / non-separated electroforming process and the simultaneous
breakdown of both cells, as consequence of insufficient response time of the
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instrument CC. The separate electroforming of the single cells is achieved by
use of a proper external serial resistor, which controls the forming current and
enables low-current CRS operation. Regarding the state-of-the-art technology,
the two-terminal CRS shows improved endurance performance (> 106 cycles).
For the two-terminal nano-BC CRS, the separate electroforming process is well
controlled without the need of an external series resistor.[3] Therefore, low CRS
current is achieved, which is proportional to the ICC during the forming pro-
cess. Based on this approach, the switching current of the nano-BC CRS is
reduced down to ∼ 200µA. Additionally, these devices switch up to 104 cycles.
The investigations suggest that CRS devices with embedded ME, which are
electroformed by the novel forming procedure, are promising memory elements
for future low-current applications in passive nano-crossbar structures.[3]
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Chapter 7

ReRAM Device Application

7.1 Minimum / Maximum Gate

7.1.1 Basics

The complementary resistive switch (CRS) is based upon two single ReRAM,
which are integrated in an anti-serial configuration and referred to as top
cell (TC) and bottom cell (BC).[1] Each of them can be switched from a
highly resistive state (HRS) to a lowly resistive state (LRS) and vice versa.
Here, the focus is on Ta2O5-based ReRAMs as illustrated in Figure 7.1. The
resistive switching Ta2O5 films of the TC and BC are stacked between Ta
and Pt electrodes. The complete device film stack is symmetric. Hence, the
I-V characteristic is also symmetric and does not depend on which side, i.e.
bottom electrode (BE) or top electrode (TE), the voltage is applied. In the
CRS, BC and TC switch always complementarily as consequence of the anti-
serial stacking.
Figure 7.1 demonstrates the two configurations for vertical stacking of single
ReRAMs to generate a CRS device.[1] The CRS I-V characteristics for both
configurations are not distinguishable. Certainly, the polarities for the SET
and RESET process of the BC and TC, differ for both cases. The more con-
ventional layer sequence (Pt|Ta2O5|Ta|Ta2O5|Pt) of the CRS is illustrated in
Figure 7.1a. Beginning with the state configuration, where the TC is in LRS
and BC in HRS (referred to as the CRS state LRS/HRS): To the top Pt elec-
trode, positive voltage is applied, while the bottom one is set to ground. The
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Figure 7.1: (a) CRS stack with equivalent circuit and related I-V scheme of the
MIN logic gate. (b) The inverse CRS stack with corresponding equivalent circuit
and I-V switching scheme of the MAX logic gate. Beside the ideal I-V curve (purple
colored), the respective CRS state is indicated by resistance scheme. Corresponding
RESET and SET events of BC / TC occur at the respective threshold voltages Vth,1

to Vth,4.[1] (Reprinted with permission from the publisher.)

BC state changes to LRS at threshold voltage Vth,1, i.e. the CRS switches
to the LRS/LRS transition state (cf. Figure 2.3). By enhancing voltage to
V > Vth,2, the TC becomes highly resistive, that means the CRS state changes
to HRS/LRS. The CRS does not switch anymore and remains in the state
HRS/LRS as long as no positive voltage is applied. Only for sufficiently nega-
tive voltage amplitude, the device switches to the LRS/LRS transition state,
because the TC becomes lowly resistive at Vth,3. At Vth,4, the CRS switches to
the original state (LRS/HRS) by rupturing the conductive BC filament. The
second stacking configuration for the CRS is depicted in Figure 7.1b. In com-
parison to Figure 7.1a, this device exhibits inverse switching of the TC and
BC. However, this difference is not visible in the I-V characteristic.
For the logic operations, the non-transition states, LRS/HRS and HRS/LRS,
are of main interest.[1] Crucial prerequisites for realization of the Maximum
(MAX) and Minimum (MIN) logic are:

• The two stacked cells offer always complementary and reversible switch-
ing with two resistive states. That means one cell is always (after each
performed operation) in the high resistance state, whereas the other one
is in the low resistance state.
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• The LRS resistance is always negligible in comparison to the HRS resis-
tance.

As depicted in Figure 7.2 the CRS is used as three-terminal (T1, T2 and T3)
gate, in order to implement the MIN / MAX feature. T1 and T2 correspond to
the top and bottom Pt electrode. For sensing the resulting signal the middle
electrode (ME) is used, which is referred to as the third terminal T3. The
input signal q is applied to terminal T1, whereas p is the input signal applied
to terminal T2. The resulting signal, which is sensed at T3, is referred to as
out.
For any MIN / MAX logic operation, T1 and T2 are either set to high potential
‘H’ or low potential ‘L’. As an initial and simpler approach, instead of TC
and BC, two static resistors with corresponding resistances R1 and R2 are
considered, to understand the MIN / MAX logic concept. The sensed signal
out is determined by

out = R1

R1 +R2
p+ R2

R1 +R2
q (7.1)

Since the LRS resistance is negligible in comparison to the HRS one, R1 � R2

is assumed without limiting the generality. This simplifies Equation 7.1 to
out ≈ p.[1] That means, the voltage applied to T1 drops completely over the
resistor R1. Therefore, the sensed voltage at T3 is always equal to the applied
voltage to T2.
However, this result does not depend on the voltage configuration, which is
a drawback of the static resistor consideration.[1] Due to this reason, the
MIN / MAX gate logic cannot be realized by classical resistors. However,
the CRS on the other hand consists of two dynamic resistors, which show
complementary change of resistance. The CRS is capable of fulfilling all the
requirements for the MIN / MAX operating mode, since it toggles between
HRS/LRS and LRS/HRS, as function of the actual state and the applied volt-
ages to T1 and T2.
The truth tables for the MIN / MAX function are depicted in Figure 7.2b.[1]
The device dynamics are illustrated for all configurations of the input signals
q and p. The 4th and 6th table column describe the MIN operation, by means
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of device behavior and expected result. At the beginning, the initialization is
performed by applying p = ‘L’ and q = ‘H’ to the corresponding terminals.
This is equivalent to applying positive potential to the top Pt electrode, while
setting the bottom one to ground (cf. Figure 7.1).
For the experimental part, consider two points: The initialization procedure
is not a requirement for the logic concept and only performed once.[1] It sets
the device to a defined state. This facilitates to follow and verify the device
dynamics from the beginning. Secondly, observation of any switching event
depends on the time resolution of experimental setup and the previous CRS
state. Nonetheless, the resulting CRS states and thus the corresponding out
results are clear for all q and p configurations.
The CRS stack shown in Figure 7.1a is used to implement the MIN func-
tion.[1] By initialization, the stack is switched to the HRS/LRS state. In the
first configuration, q = ‘L’ and p = ‘L’ are applied. Here, no voltage drops
across the CRS stack. Hence, the BC remains in LRS and the TC in HRS.
As consequence, the signal, which is applied to T1, drops completely over the
TC (being in HRS), but there is almost no voltage drop across the BC and
therefore out = p = ‘L’. Afterwards, the asymmetric configuration q = ‘H’
and p = ‘L’ are used. This configuration is equivalent to the initialization.
The CRS state does not switch, therefore, out = p = ‘L’ is sensed. Now, the
polarities at the input terminals are flipped to q = ‘L’, p = ‘H’. This configu-
ration is equal to grounding T2 and applying negative voltage polarity to T1
(see Figure 7.1a). The BC shows transition from LRS to HRS, whereas the TC
switches from HRS to LRS (→ LRS/HRS). Afterwards, the applied voltage to
T2 drops completely over the BC (being in HRS), but nearly no voltage drop
over the TC (being in LRS) occurs. Therefore, out = q = ‘L’. For the last
configuration, q = ‘H’ and p = ‘H’, which is symmetric, there is no voltage
drop over the CRS. Thus, the device remains in the present state (LRS/HRS)
and out = q = ‘H’ is detected. Thence, the MIN logic gate device always
provides the minimum value as output for all possible input configurations.[1]

The CRS stack, which is used for generating the MAX operation, is demon-
strated in Figure 7.1b.[1] The resistive dynamics of the gate device and the
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Figure 7.2: (a) General measurement concept for the MIN / MAX function.
(b) Truth table: MIN / MAX gate operation for all q and p depending input con-
figurations (2nd and 3rd table column). q is applied to terminal T1, whereas p to
terminal T2. The logic concept does not require any initialization process, but here,
the step is used to predict the device dynamics from the beginning (4th and 5th

table column). Both, the previous device state and the present input configuration
determine the actual switching process, but the result (6th and 7th table column,
red labeled) is clear and does not depend on the previous state.[1] (Reprinted with
permission from the publisher.)
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sensed out signal are summarized by the 5th and 7th table column in Figure 7.2b.
The initializing procedure, setting T1 to q = ‘H’ and T2 to p = ‘L’, defines
the CRS state as LRS/HRS, different to the MIN gate, which has been set
to the HRS/LRS state by the same input configuration. That is attributed
to the inverse CRS stack. For the symmetric input configuration q = ‘L’ and
p = ‘L’, no resistance change at all occurs and thus out = q = ‘L’ is detected.
Using the configuration q = ‘H’ and p = ‘L’ does not switch the CRS and
out = q = ‘H’ sensed. The next configuration with q = ‘L’ and p = ‘H’, i.e.
reversed voltage polarity in comparison to the previous one, changes the de-
vice state to HRS/LRS so that out = p = ‘H’ is received. Finally, q = ‘H’ and
p = ‘H’ are used. No voltage drop over the device occurs due to the symmetric
input potentials. Thus, the CRS state remains unchanged (HRS/LRS) and
out = ‘H’ is sensed. In total, the MAX logic gate provides the maximum value
as output for all possible input configurations.[1]

7.1.2 Proof-of-Concept

7.1.2.1 Checking of Device Requirements

Three-terminal CRS devices facilitate the ME access using terminal T3.[1]
Therefore, the feature of individual electroforming and bipolar switching on
the BC / TC is enabled. The TC is accessed by grounding T1 and forcing
voltage to T3. For controlling the BC, the terminals T3 and T2 are used.
Electrical investigations of both cell types are demonstrated in Figure 7.3(a,b),
where (a) is related to the TC and (b) to the BC.[1] The illustration is divided
into the upper figure showing the linear I-V curves and the lower figure demon-
strating the logarithmical R-V curves. The required electroforming procedure
on individual cells is represented by the dotted, gray curve. For unformed
devices, the initial resistances vary from some hundred kΩ to a few MΩ. By
applying positive voltage, the conductive filament is generated and the current
increases abruptly around 1.7V . The instrument current compliance (CC)
level at about 500µA stops the SET process and limits the conductivity, in
order to avoid any damage. Furthermore, it has been demonstrated that the
CC level has a direct impact on the maximal operation current.[3] A lower CC
level reduces the current in single ReRAMs and as a result, also in the CRS.
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Around 1 kΩ, BC and TC are electroformed to LRS and show ohmic current-
voltage-characteristics.[1] The final bipolar switching is represented by the blue
curves: By using negative voltage polarity, the gradual RESET process be-
comes visible below −0.6V and the devices are switched to non-ohmic HRS,
where resistances vary around RHRS ≈ 100 kΩ...MΩ. Applying a positive volt-
age, the SET event occurs around 1V , where the current rises abruptly. The
LRS shows a resistance RLRS of about 1 kΩ. The resistances of the individual
states have been determined by ramping the reading voltage in the range of
±0.5V (red / green, dashed line). The data displays a symmetric resistance ra-
tio (for negative and positive reading polarity) with RHRS/RLRS ≈ 100...1000.
With respect to the prerequisites summarized in Subsection 7.1.1, this result
is satisfying for implementation of fuzzy gate logic.
Furthermore, endurance measurements on individual bottom and top cells have
been conducted. However, BC and TC do not distinguish regarding the en-
durance performance and only one representing measurement is demonstrated
in Figure 7.3(c,d). For the experiment, microsecond pulses have been ap-
plied. Device resistance has been recorded for the HRS and LRS by applying
Vread = 0.2V . The complete data record up to 104 cycles is presented in (c).
Although no algorithm for controlling the target resistance has been applied,
the resistance window is clear and larger than one order of magnitude. The
extended endurance test up to 106 cycles is demonstrated in (d). In order to
reduce the needed measuring time, reading has not been performed after each
cycle, i.e. the data has been recorded on logarithmical time scale.

Next, the CRS contact mode is used. This means T3 is not considered and
forcing voltage is applied to T1 and / or T2, respectively. Thereby, the device
shows non-linear complementary resistive switching (see Figure 7.1).[1] The
current response of the CRS stack measured as function of quasi-static voltage
sweep is plotted in Figure 7.4a. Here, T2 is set to ground and the voltage
stimuli is forced to T1.
MIN and MAX gates show similar I-V curves and only one representative
measurement is depicted. The intrinsic feature of the CRS is self-limitation
of the operation current, which is reduced below 500µA. This low-current
operation is achieved by individual electroforming procedure of the BC and
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Figure 7.3: Individual quasi-static investigation of (a) TC and (b) BC. The upper
insets show the applied experimental setup. The top graph demonstrates the I-V
characteristic, the lower one represents the R-V curve. After the required, separate
electroforming procedure (dotted, gray curve), TC and BC show the bipolar resistive
switching (blue curve). Analysis of the HRS and LRS resistances (green / red,
dashed curve) depicts the symmetric resistance window. (c) and (d) summarize
endurance test on the BC / TC. (c) Non-reduced data recorded up to 104 cycles,
(d) reduced endurance data recorded up to 106 cycles by sensing on logarithmical
time scale.[1] (Reprinted with permission from the publisher.)
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Figure 7.4: Electrical investigation of the CRS device. (a) quasi-static I-V curve
with experimental setup as inset and (b) μs-pulse driven measurement with transient
current response.[1] (Reprinted with permission from the publisher.)

TC, while using low CC level.[3]
The symmetric current-voltage characteristic offers clear SET and RESET
events for negative / positive polarity.[1] However, pulse driven experiments
are of more interest for applications. Therefore, transient response currents as
function of voltage pulse stimuli (amplitude: 2.4 V ; width: 3 ms) are plotted in
(b). Switching of the CRS state is detected as a current spike, which is more
relevant for the CRS-logic presented in Section 7.2. Recent investigations prove
these CRS devices show reliable switching for more than 106 cycles.[3]

7.1.2.2 MIN Gate Function.

For all demonstrated electrometric experiments on the MIN / MAX gate, ei-
ther the Keithley 4200-SCS or the Agilent B1500A parameter analyzer have
been used.[1] In case of quasi-static experiments, the out signal at T3 is sensed
by using the current bias mode (voltage sensing unit). That means the current
level for T3 is fixed to zero. For sensing the voltage, a counter voltage is auto-
matically applied at T3, in order to keep the current on the fixed level. This
is only possible, if both voltages have the same absolute value. However, this
concept cannot be applied for pulse driven experiments due to an insufficient
response time of the instrument to regulate the counter voltage. Hence, the
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resulting voltage at T3 is sensed by a self-designed impedance converter (IC),
whose simplified circuit is illustrated in Figure 3.5. The bandwidth of the IC
is about 8 MHz and it supports slew rates up to 2.8 V/µs. Additionally, the IC
offers high input resistance about 3 GΩ, that ensures nearly no current passes
T3.

Figure 7.5 demonstrates representative experimental realizations of the MIN
function by means of three voltage modes: (a) quasi-static voltage sweep,
(b) base voltage (applying constant voltage levels) and (c) voltage pulse.[1]
In order to prove the device flexibility, the experiments also differ in values
for ‘L’ and ‘H’. The voltage, which drops over the CRS, is determined by the
difference of the signals at T1 and T2. The maximal absolute value, which is
given for q 6= p, has to be sufficient for toggling the CRS.
Static and dynamic characteristics of the MIN gate are plotted as function of
time and, above the graph, the corresponding final states are illustrated by
the familiar resistance scheme.[1] The first two upper signal lines represent
applied voltages to T1 and T2. The third line in (a,c) is related to the current
response. The lowest signal line represents out at T3. Whenever a switch
of CRS is directly recorded by the instrumental setup, i.e. an abrupt drop
of out or a current spike is observed, the change of the CRS state is clearly
highlighted by means of the resistance sketch below the graph.
At the beginning, the gate device is initialized by setting T1 to ‘H’ T2 to ‘L’.[1]
This step is not needed for the MIN function and thus not demonstrated in
Figure 7.5 ,but it enables confirmation of the CRS response for the first input
configuration. The sequence of configurations for q and p is identical to the
one depicted in the previous truth table (cf. Figure 7.2b). It should be noted
that the used sequence has no impact on the final logic state and therefore not
on final result. Nonetheless, the sequence has an impact on possible detected
switching events in the out signal, which are not considered to interpret the
result.[1] The result is clear for a certain configuration of q and p and is al-
ways independent of the used voltage mode. In total, the logic device always
displays the minimal value of q and p, as expected for the MIN gate.
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The experiment, which has been performed by the base voltage mode, is
demonstrated Figure 7.5b.[1] Here, the switching is not visible in the out sig-
nal line, since the instrument time resolution is insufficient for detecting the
abrupt voltage drop / current response. Thus, the current signal is not shown.
Nonetheless, the CRS state switches for the configuration q = ‘L’ and p = ‘H’,
but it is not visible by the recorded data. However, for the voltage sweep
and the pulsed mode, the switching dynamic is detected by current and out

responses (see Figure 7.5(a,c)). For the quasi-static mode (a), when q is swept
to 0.6V and p to 3V , the CRS does not switch directly. That is attributed to
the fact that the voltage is slowly increased and is insufficient at the beginning.
Firstly, out increases first to 3V instead of 0.6V , since BC is in LRS and TC
in HRS (LRS/HRS). Once the voltage drop across the CRS stack is sufficient,
the state switches to LRS/HRS. Simultaneously, the voltage at T3 decreases
spontaneously to 0.6V . For the pulse driven mode, a similar abrupt voltage
decrease is detected (c), once the CRS state is switched.
For the configuration q = p = ‘H’ with ‘H’ = 3V in (a), the sweeping time
is significantly enhanced in comparison to the other configurations. However,
this is just an artifact caused by the measurement equipment, since the mea-
sured current level has a direct impact on instrumentally adjusted speed of
the voltage sweep. For q = p, no voltage drops over the CRS and thus only
current noise is sensed. The same is given for the configuration q = p = ‘L’
with ‘L’ = 0.6V ). However, here the timing for sweeping is five times quicker.
This is not remarkable, since the input signal amplitude is lowered by the
inversed factor. Further representative experiments are demonstrated in the
supplementary information of [1].

7.1.2.3 MAX Gate Function

The MAX gate device is composed of the inversed CRS stack as demonstrated
in Figure 7.1b.[1] The MAX gate device is initialized at the beginning, sim-
ilar to the MIN gate, even though the procedure is not needed for the logic
functionality. The experimental results for three voltage operation modes are
presented in Figure 7.6: (a) the voltage sweep, (b) the base voltage and (c)
the pulse driven voltage mode. Several values for the high and low poten-
tials are used to show the MAX gate flexibility. The structure of the figure
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Figure 7.5: MIN gate logic implementation by means of three voltage modes:
(a) quasi-static voltage sweep, (b) base voltage (applying constant voltage levels)
and (c) voltage pulse. Resistance scheme above the graphs shows the resulting CRS
state. A change of state, which is detected in the recorded data, is highlighted by
the resistance scheme below the plots. The graphs include from top to bottom:
voltage signal at T1 and T2, current signal (only a, c) and sensed voltage at T3.
The base voltage experiment (b) does not show the current signal, since switching
is not explicitly observed due to insufficient instrumental time resolution. ‘L’ (low
potential) and ‘H’ (high potential) are related to applied input and detected output
signals, respectively. Values for ‘L’ and ‘H’ are varied to prove the flexibility of the
gate device.[1] (Reprinted with permission from the publisher.)
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is equal to the one, which has been used to discuss the MIN operation above.
out always displays the maximal value for all configurations of the inputs q
and p, as expected for the MAX gate. Further representative experiments are
demonstrated in the supplementary information of [1].

7.1.3 Discussion

Depending on the experimental conditions, the results of MIN and MAX op-
erations are not directly available in the out signal, i.e. a specific settling time
constant of the gate device has to be respected.[1] Essentially, the voltage am-
plitude applied to T1 and T2 has an impact on this settling time. That means,
for ramp signals with a slow slew rate or low amplitude, the MIN and MAX
logic function requires more time than for short voltage pulses with larger am-
plitudes.
For the pulse driven experimental application, the IC is the limiting factor,
which supports a slew rate up to 2.8 V/µs and 8 MHz bandwidth.[1] Here, in
order to guarantee sensing of abrupt voltage drops, which are the result of the
CRS switching dynamics, the gate devices are driven in the millisecond pulse
range. Indeed, if the CRS runs reliably, it will not be required to measure
the current response and to detect switching events. The reason (for show-
ing the current signal) is clearer evidence for the device logic functionality.
The MIN / MAX gate is not limited in relation to the operation time, since
ReRAMs feature write operations below 200 ps.[14] Thus, the optimization
process for sensing and filtering the out signal is a major challenge.
The optimal approach for a sensor unit would be an IC with a high slew
rate, high input resistance and wide bandwidth.[1] Certainly, for integrated
sense amplification, the circuitry quality is rather unusual. More commonly,
stages with reduced input impedances are mainstream.[79] Hence, the current
stage depends on the input impedances of the subsequent logic stage elements.
Thence, for actual circuit design, loading of the out signal is very significant
issue.[79] Operating speed in the order of microseconds would be sufficient for
many applications (i.e. audio signal processing or signal sorting). Therefore,
the timing constraint is not at all critical.[79]
‘L’ or ‘H’ are not limited in theory relating to their individual values. Rather,
the voltage (out), which is supplied by the IC, is limited (here: ±12V ).[1] Cer-
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tainly, there is a second limitation regarding the minimal difference of ‘L’ and
‘H’, as discussed in Subsection 7.1.1: this difference should be at least equal to
the threshold voltages Vth,2 and Vth,4 (cf. Figure 2.3). If this requirement is not
satisfied, the CRS will never switch and cannot meet the specifications for the
MIN / MAX logic concept. Moreover, the potential difference determines the
switching kinetics, which are generally dominated by the (voltage-time) non-
linear property of ReRAMs.[124, 127–129] That means shorter pulses require
higher amplitudes to switch the device. Therefore, it should be ensured that
the voltage drop is sufficient for the used pulse width. The input signal dif-
ference could be more optimized by modifying several pulse parameters, such
as rising / falling time.[1] The second approach is reduction of the threshold
voltages (Vth,2 and Vth,4, cf. Figure 2.3). This could be achieved by engineering
of used materials and device design.
Regarding concatenability, it should be noted that the demonstrated logic gates
provide restricted performance due to the lack of signal restoration within the
CRS device.[1, 8] One option, in order overcome this issue: analog buffers are
integrated in the electric circuit.[8] Though, small-size circuitry blocks with-
out any buffer will also work, for instance, realization of memristive sorting
networks enabling high energy and area efficiency. Otherwise, timed transistor-
based systems for cascading can also be used.[8,130] The benefits of using the
last scheme enable the use of the separated and controlled electroforming pro-
cedure.[8]
The presented ReRAM-based approach enables a smaller unit array and ex-
cellent facilities of scaling in comparison to conventional CMOS-based ap-
proaches (cf. Table 1.1).[1] Furthermore, the use of the CRS keeps the power
consumption to a minimal level, since these devices exhibit highly resistive
states and short switching times (HRS/LRS ↔ LRS/HRS). Nevertheless, to
enable ReRAM-based logic applications, further investigations concerning per-
formance improvement (such as endurance, reliability and cycle-to-cycle vari-
ation) still have to be done.[1] Even though ReRAMs facilitate low-energy
operations,[131] the more relevant consideration is the direct comparison of
ReRAM-based and CMOS-based circuitries, in the sense of energy efficiency.
However, this can only be answered precisely, if the actual application area
and circuitry are known.[132]
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Figure 7.6: MAX gate logic implementation by means of three voltage modes:
(a) quasi-static voltage sweep, (b) base voltage (applying constant voltage levels)
and (c) voltage pulse. Resistance scheme above the graphs shows the resulting CRS
state. A change of state, which is detected in the recorded data, is highlighted
by resistance scheme below the plots. The graphs includes from top to bottom:
voltage signal at T1 and T2, current signal (only a, c) and sensed voltage at T3.
The base voltage experiment (b) does not show the current signal, since switching
is not explicitly observed due to insufficient instrumental time resolution. ‘L’ (low
potential) and ‘H’ (high potential) are related to applied input and detected output
signals, respectively. Values for ‘L’ and ‘H’ are varied to demonstrate the gate device
flexibility.[1] (Reprinted with permission from the publisher.)
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7.2 Logic-in-Memory (CRS-Logic)

Basic logic functions are fundamental elements for more complex processing-
in-memory operations (see section 7.3) and therefore discussed first. As a
starting point the CRS-logic concept, which has been suggested by Linn et al.
in [9], is explained in brief. Single bipolar switching ReRAMs are capable of
performing 14 (out of 16) two-input Boolean operations by applying this logic
concept. The remaining two logic functions, XOR and XNOR, are realized by
the modified CRS-logic concept with a standard readout scheme but using two
memory devices[9] or the extended logic concept with a conditional readout
scheme.[5, 133]
In spite of the name, the CRS-logic concept is not only compatible with
the CRS (based on VCM or ECM), but also to all types of bipolar resistive
switching memory devices (based on VCM or ECM), threshold switching-based
ReRAM and CS (based on VCM).[5, 9, 76]

7.2.1 Basics

Due to multi-compatibility of the CRS-logic to each bipolar resistive switching
device, the principles are simply demonstrated on the CRS, representatively for
each bipolar ReRAM device. Concerning computation and logic applications,
it is more common to identify the device state Z by the two binary logic states
‘0’ and ‘1’. It does not matter, what CRS state is related to which logic state,
as long as it is done consequently. Here, HRS/LRS (TC in HRS, BC in LRS) is
identified with the logical ‘1’ (Z = ‘1’) and LRS/HRS (TC in LRS, BC in HRS)
by the logical ‘0’ (Z = ‘0’). The less important transition state LRS/LRS is
called ‘ON’.
The common CRS device offers two terminals (T1 and T2) for applying the
input signals, which can be identified with the TE and the BE respectively (cf.
Figure 2.3 and 7.7b topmost draft). Binary logic operations require the two
input variables q and p, which are either ‘0’ or ‘1’. All applied voltage signals
to the terminals are either high potential (input: ‘1’) or low potential (input
‘0’). For instance, the CRS offering the initial state Z ′ = ‘1’ will only flip to
the subsequent state Z = ‘0’, if ‘0’ is applied to terminal T1 and ‘1’ to T2.
The remaining voltage conditions do not affect the initial state, that means
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Z = Z ′ = ‘1’ is the consequence. However, if the cell is initially in Z ′ = ‘0’ only
the condition, where ‘1’ is applied to T1 and ‘0’ to T2, will flip the device state
to Z = ‘1’. For the remaining voltage conditions, the expression Z = Z ′ = ‘0’
is valid.
The subsequent state Z can be interpreted as logic operation result. That
means, if the initial state Z ′ is known, the device implements the reversed
implication (RIMP) operation for Z ′ = ‘1’ or the inverse implication (NIMP)
operation for Z ′ = ‘0’ (cf. logic truth table in Figure 7.7a and signal sequence
table for logic functions in Figure 7.8).[9] As a direct consequence, the resulting
state Z is described by the equation

Z = (T1 RIMP T2) ·Z ′ + (T1 NIMP T2) ·Z ′ (7.2)

which has been introduced by Linn et al.[9] “ · ” denotes a conjunction of two
variables, whereas “+” represents a disjunction. T1 and T2 are the respective
voltage signals applied to terminals T1 and T2. The bar indicates a negation.
All logic functions can be derived from Equation 7.2 and implemented by CRS
(cf. [9]). Therefore, a defined sequence of voltage signals need to be applied for
each function. In every step, one signal is applied to each terminal, T1 and T2.
Furthermore, Equation 7.2 requires that the previous CRS state Z ′ is known,
since the actual logic function depends on Z ′. Hence, the first step of all logic
functions is an initialization. Some logic functions require an initialization
by the TRUE operation (setting Z ′ to ‘1’), whereas other functions need the
FALSE operation (setting Z ′ to ‘0’; cf. Figure 7.8). This step is followed
by zero, one or two logic steps, as a function of the inputs p and q. The
count of actual required steps depends on the individual logic operation. After
these steps, the result is inherently stored in the memory cell, where the logic
operation has been conducted, what gives the naming ‘logic-in-memory’ to the
concept.
In Figure 7.7a and 7.8, the truth table and sequence schemata for 14 two-
input logic Boolean functions are depicted. The applied signals to terminals
T1 and T2 define the state of the device. The stored result of the individual
logic operation can be readout anytime by performing a reading step. Here, a
kind of V/2 scheme (cf. [9, 134, 135]) is applied for the logic implementation.
Assuming the CRS operation voltage is V (V > Vth,2 and V > Vth,4), the
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7 ReRAM Device Application

high potential is represented by the logical ‘1’ and means applying +V/2,
whereas the low potential is identified by ‘0’ and means applying −V/2. In
total the full operation voltage V drops across the device. For the readout,
‘1’ (+V/2) is applied to terminal T1 and ‘0’ (−V/2) to T2 (see Figure 7.7b).
Take into consideration that this step is not required for the CRS-logic, but for
the readout of memory. Depending on the stored CRS state Z, two different
responses can be observed in the transient current behavior:

Z = ‘1’: The reading step does not change the device state (cf. Figure 2.5).
Only a leakage current is detected.

Z = ‘0’: The reading step changes the device state (cf. Figure 2.5). A
current spike (caused by the state flip) is detected and superposes
a leakage current (cf. Figure 7.7b, undermost draft).

More precisely: the detection of a current spike is interpreted as reading of
‘0’, whereas the absence of a current spike is taken as reading of ‘1’ (cf.
Figure 7.7b). Consider, the readout schema is destructive, since the CRS cell
always ends up in state ‘1’ (HRS/LRS). However, a non-destructive readout
is preferred regarding an improved endurance. Some interesting concepts for
a non-destructive reading have been demonstrated.[136–138]

7.2.2 Proof-of-Concept

7.2.2.1 HfO2-based CS

The quasi-static operation on the HfO2-based CS is already demonstrated in
Chapter 5. However, with respect to applications, voltage pulse driven experi-
ments are more relevant than quasi-static measurements, since pulse conditions
are closer to real input signals in integrated circuitries.[2] By sensing the elec-
trical current as functions of the applied voltage stimuli and time, the actual
device resistance state is determined and also switching kinetics / events are
observed. For this reason, the current spike response concept is discussed and
investigated.
All demonstrated electrometric experiments have been conducted by the Keith-
ley 4200-SCS. For experiments under pulse conditions, voltage pulses offering a
well-defined amplitude (±V/2) and a width of 500 ns are applied to the device
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Figure 7.7: Logic-in-Memory functionality. The concept has been introduced by
Linn et al. in [9]. (a) Logic truth table with all input conditions of the variables
p and q, the individual logic results and the number of required operation steps
for implementation. (b) Input and spike read scheme with exemplary current spike
response (for quasi-static voltage sweep).[4] (Reprinted with permission from the
publisher.)
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Figure 7.8: Logic table for 14 out of 16 two-input Boolean logic functions, imple-
mented by one to three cycles. The signal sequence is applied to the device terminals
T1 and T2. The concept has been introduced by Linn et al. in [9]. Consider, the
READ step is only required to read the result, but it is not included in any logic
function.
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terminals T1 and T2, simultaneously, with write voltage V , which should be
equal to / larger than the threshold voltages Vth,2 and Vth,4 (cf. Figure 2.4).[2]
The input signals T1 and T2 are applied to the corresponding terminals T1
and T2. The responding transient current is detected as function of time.
Figure 7.9 gives an overview of all possible voltage / state configurations of the
device and the distinguishable current responses (depending on the previous
state Z ′ ).[2] Z ′ is the current state of the cell before applying the voltage
pulses.
First, the cell is in the state Z ′ = ‘0’. If +V drops across the device
(T1 = +V/2, T2 = −V/2) the switching from state ‘0’ to ‘1’ will be ex-
pected (1st cycle).[2] For the transient current, a positive spike is observed,
which indicates the switching from ‘0’ to ‘1’.
Applying the same signals does not change the state of the cell anymore (2nd

cycle).[2] Therefore, no current spike is visible, only the area-type leakage cur-
rent of the highly resistive state. Thus, both states Z ′ = ‘0’ and Z ′ = ‘1’
can be distinguished by applying a positive write voltage and so enabling a
destructive readout procedure called “Spike Read”.
However, if in total −V (T1 = −V/2, T2 = +V/2) drops across the device
being in state Z ′ = ‘1’, the device state will change from ‘1’ to ‘0’ (3rd cycle).[2]
As a consequence, a negative current spike is measured. In the 4th cycle, the
CS state does not change and no current spike event is detected, since the
voltage configuration has not been changed. Whenever the same / symmetric
potentials are forced to T1 and T2 at once, no voltage drops over the device
and only (dis-)charging current is sensed (see 5th and 6th cycle). Thus, the
measured transient currents of the last two cycles do not depend on Z ′ and
confirm the expected CS characteristic.

Figure 7.10 to 7.21 demonstrate the experimental implementation of the 14
two-input Boolean logic functions listed in Figure 7.7a.[2] The realization has
been performed on HfO2-based CS devices under quasi-static and pulsed con-
ditions using a single CS. Here, the CS operation voltage is about 2 V for
quasi-static / pulse measurements and the efficient pulse width is 500 ns. Nev-
ertheless, quasi-static operation is already achievable by V = 1.5 V as shown
in Figure 5.2.
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Figure 7.9: Feasible pulsed voltage / state configurations of the CS device with
related transient current response. The difference of potentials applied to the ter-
minals T1 and T2 determines the overall voltage drop (Vtot = VT1 − VT2). Z ′ is the
CS state before applying signals to T1 and T2, with Z ′ = ‘0’ (gray) or Z ′ = ‘1’
(rose). If the signals are equal, only (dis-)charging current is observed (independent
of Z ′). For all configurations, the transient current responses are unique. Consider,
the switching current depends on the electroforming procedure and the applied pulse
parameters. For example, steep rising and falling ramps of voltage pulses result in
larger current levels (in comparison to quasi-static experiments), since the CS is not
able to respond quasi-statically to the voltage drop. Rather, it shows an instanta-
neous switching via the ‘ON’ transition state, causing the typical current spike.[2]
(Reprinted with permission from the publisher.)
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The actual minimal operation voltage amplitude for the pulse mode depends on
pulse parameters, especially on the pulse width.[2] This relation is attributed to
the non-linear switching kinetics in ReRAM devices.[128, 129, 139, 140] To ex-
emplify the CRS-logic on CS devices, the realizations of the NIMP and RIMP
functions are explained. The experimental results for both logic functions are
presented in Figure 7.15 for the NIMP and Figure 7.16 for the RIMP function.
Both operations are verified by the READ results for all different combinations
of the two input signals p and q. To quantify the individual steps clearly, all
different step types are highlighted by individual colors: initialization (rose),
logic step (green), reading (yellow).
Overall, two steps are required for each case, the RIMP (or NIMP) function:
initialization and one logic step, where the inputs are applied. Consider, in the
case of the RIMP operation, initialization and reading are equivalent. There-
fore, this step is performed only once. For the logic RIMP operation, only for
the input signal configuration with p = ‘0’ and q = ‘1’, the output is equal
to ‘0’, whereas for the logic NIMP operation, the output is ‘0’ excluding the
configuration with p = ‘1’ and q = ‘0’ (cf. Figure 7.7).
In order to conduct the RIMP operation, the device needs to be initialized
to the state ‘1’ in advance. This is achieved by T1 to ‘1’ and T2 to ‘0’ (cf.
Figure 7.8). However, for implementation of the NIMP operation, the device
requires an initialization procedure to the state ‘0’ by forcing ‘0’ to T1 and
‘1’ to T2. The second step is identical for the NIMP and RIMP operation.
p is forced to T1 and q to T2. For both logic operation implementations, all
response currents, i.e. the cell area depending on leakage current and the cur-
rent spike, show expected characteristics.
The implementation of the remaining 12 logic functions is similar to the RIMP
and NIMP operation. The way, how the experimental data are presented, is
identical.
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Figure 7.10: The CRS-logic TRUE function performed by one step under quasi-
static and pulse conditions. READ results are highlighted by red labeling. Note that
the initialization step is redundant and not essential for common implementation.
However, it is proven the TRUE function works for both initial states, Z ′ = ‘1’ and
Z ′ = ‘0’. In general, the single logic step fulfills the TRUE function (cf. Figure
7.8).[2] (Reprinted with permission from the publisher.)
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Figure 7.11: The logic FALSE function performed by one step under quasi-static
and pulse conditions. READ results are highlighted by the red labeling. Note that
the initialization step is redundant and not essential for common implementation.
However, it is proven the FALSE function works for both initial states, Z ′ = ‘1’ and
Z ′ = ‘0’. In general, the single logic step fulfills the TRUE function (cf. Figure
7.8).[2] (Reprinted with permission from the publisher.)
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Figure 7.12: The CRS-logic p / q function performed by two steps under quasi-
static and pulse conditions. It should be noted this logic operation depends only
on one input variable (either p or q) and overall only two input configurations are
available.[2] (Reprinted with permission from the publisher.)
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Figure 7.13: The CRS-logic NOT p / q function performed by two steps under quasi-
static and pulse conditions. It should be noted this logic operation depends only
on one input variable (either p or q) and overall only two input configurations are
available.[2] (Reprinted with permission from the publisher.)
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Figure 7.14: The CRS-logic IMP function is performed by two steps under quasi-
static and pulse conditions.[2] (Reprinted with permission from the publisher.)
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Figure 7.15: The CRS-logic NIMP function is performed by two steps under quasi-
static and pulse conditions.[2] (Reprinted with permission from the publisher.)
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Figure 7.16: The CRS-logic RIMP function is performed by two steps under quasi-
static and pulse conditions.[2] (Reprinted with permission from the publisher.)
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Figure 7.17: The CRS-logic RNIMP function is performed by two steps under quasi-
static and pulse conditions.[2] (Reprinted with permission from the publisher.)
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Figure 7.18: The CRS-logic OR function is performed by three steps under quasi-
static and pulse conditions.[2] (Reprinted with permission from the publisher.)
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Figure 7.19: The CRS-logic NOR function is performed by three steps under quasi-
static and pulse conditions.[2] (Reprinted with permission from the publisher.)
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Figure 7.20: The CRS-logic AND function is performed by three steps under quasi-
static and pulse conditions.[2] (Reprinted with permission from the publisher.)
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Figure 7.21: The CRS-logic NAND function has been performed by three steps under
quasi-static and pulse conditions.[2] (Reprinted with permission from the publisher.)
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7.2.2.2 Ta2O5-based CRS

The CRS-logic has also been implemented successfully on the two-terminal
Ta2O5-based CRS devices.[4, 5] The way the concept is realized, including
the used measurement equipment, is identical to the HfO2-based CS devices.
Therefore, just two functions are depicted here.
Figure 7.22 (left) shows the three-step AND function in the quasi-static opera-
tion mode on the nano-BC-CRS. On the right hand side, the AND operation in
pulse mode on the micro-BC-CRS device is demonstrated. The applied pulses
are 500 ns wide. Due to the separate forming procedure (see Subsection 6.1.2)
the nano-BC structure supports the low-current operation in the microampere
range. The two-terminal micro-BC CRS has not been formed separately by
adding a serial resistor (cf. Subsection 6.1.2) and offers operation currents in
the milliampere range. Figure 7.23 (left) depicts the low-current IMP opera-
tion for nano-BC structured CRS with 5µs pulses.

For verification, a dynamical Ta2O5-based circuit model is applied, which has
been suggested by Siemon et al. in [141]. The schema is shown in Figure 7.24a.
One bipolar switching cell consists of an active oxide (Ta2O5) sandwiched be-
tween two different electrode materials (Pt and Ta). It is assumed that the
oxide offers an ionic and electronic current branch at the disc region, in ad-
dition a leakage current over the whole cell area is considered. Moreover, a
Schottky diode at the Pt interface and a plug resistance are implicit. The
interface at Ta|Ta2O5 is assumed as ohmic, since the Schottky barrier height
is negligible due to partial oxygen interdiffusion between the oxide layer and
the Ta electrode.
In order to simulate the I-V characteristic of the CRS (see Figure 7.24b), two
of those model constructs have to be connected anti-serially. The present simu-
lations have been performed by A. Siemon. Figure 7.23 shows the comparison
between a pulse driven measurement (left) and a simulation (right) of the IMP
operation for the nano-BC CRS. The suggested model seems to be auspicious,
since the measurement results are well reflected.[4]
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Figure 7.22: Measurement of the logic AND operation by two steps for (left) the
nano-BC CRS under quasi-static conditions and (right) for the micro-BC CRS under
pulse conditions.[4] (Redrawn with permission from the publisher.)
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Figure 7.23: Measurement (left) and simulation (right) of the logic IMP function
by two steps for the nano-BC CRS under pulse conditions. Simulations have been
performed by A. Siemon.[4] (Redrawn with permission from the publisher.)
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Figure 7.24: Dynamical simulation model for Ta2O5-based CRS device suggested by
Siemon et al. in [141]. (a) Assumed equivalent circuit for a single ReRAM cell. To
simulate I-V sweeps of the CRS device as shown in (b), two equivalent circuits have
to be combined anti-serially. The simulation has been performed by A. Siemon.[4]
(Reprinted with permission from the publisher, c© 2014 IEEE.)

7.2.3 Discussion

In this section, proof-of-concept measurements for the CRS-logic, a novel logic-
in-memory concept suggested in [9], have been performed.[2, 4, 5] 14 Boolean
two-input logic operations have been realized under quasi-static and pulse con-
ditions. The CRS-logic is based on the intrinsic behavior of the ReRAM, whose
final state is clearly described by logic terms (see Equation 7.2).
Each logic function requires a defined sequence of applied voltage signals. The
number of steps depends on the individual function, but the maximal number
is limited by three. The implementation is successfully proven on single HfO2-
based micrometer scaled CS[2] and single Ta2O5-based nano- / micrometer
scaled CRS[4, 5] devices. Both types support the capability for low-power op-
eration, since they offer a sub-mA operation current.
During pulsed measurements some parasitic (dis-)charging current is
observed.[2] To avoid these undesired effects, normally the voltage would only
be applied to one electrode and the current would be measured by the PMU
at the second electrode which is connected to ground. However, this is not
possible here due to the applied voltage scheme, where the operation voltage
is split to BE and TE. It is observed that the (dis-)charging current is affected
by some pulse parameters, especially the pulse rising and falling time. The
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shorter these timings are the larger the parasitic effects. The challenge is to
realize short pulses, while keeping the (dis-)charging current below a compat-
ible level to identify clearly the current spike response.
Using a dynamical circuit model the bipolar and complementary resistive
switching properties of the Ta2O5-based cells are described very well.[141] Even
the experimentally measured data for logic operations are fitted consistently.[4]

7.3 Computation-in-Memory

7.3.1 Basics

Figure 7.25 illustrates a schematic sketch of the passive crossbar array.[2] Each
crosspoint of a bitline (BL) and a wordline (WL) represents one individual
memory device. Here, CS devices are integrated as memories, since they offer
an inherent selector characteristic. The CRS could also be a possibility, how-
ever, the CS requires a simpler fabrication procedure. This array structure is
used in the following, such that T1 terminals are connected to each other by
WLs and the T2 terminals to BLs. For instance: the term A0-WL1-BL2 is
referred to the CS cell which is located at the crosspoint of WL1 and BL2 in
array A0.

The present adder concept has been introduced by Siemon et al. in [10]. The
adder enables addition or subtraction operations of two binary input words,
referred to as a and b.[2,10] The input words consist of input word bits ai and
bi with significance i. Unlike basic two-input CRS-logic, a full adder needs
three inputs: word bits ai, bi and carry bit ci.
In [10] a simple method has been used for the carry computation to calculate
intermediate results, which are merged afterwards in a final operation. Three
inputs, the bits ai and bi and the previous carry ci, determines the next higher
significant carry ci+1. This relation is given by the expression

ci+1 = (ai + bi) · ci + (ai · bi) · ci, (7.3)

where “+” denotes a disjunction of two variables and “ · ” a conjunction. Nega-
tion of a bit is indicated by the bar symbol on top. For two configurations,
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Figure 7.25: Illustration of the crossbar array (A0). Each cross-junction of wordline
(WL) and bitline (BL) is comprised of an individually addressable CS cell. The dif-
ferent WLs and BLs are consecutively numbered. For instance, the cell in the array
A0 at the crosspoint of WL1 and BL1 is referred to as A0-WL1-BL1.[2] (Reprinted
with permission from the publisher.)

the next significant carry ci+1 is ‘1’: (i) The previous carry ci = ‘1’ and ai

or / and bi is / are also ‘1’. (ii) Whenever ci = ‘0’, ai = bi = 1 has to be
fulfilled. However, the approach of straightforward implementation of these
interlaced logic operations (described by Equation 7.3) is inefficient by means
of CRS-logic, since an extensive number of steps are required for only one
carry bit calculation (cf. Figure 7.8): “(ai + bi) · ci” requires 3 steps for the
disjunction and 3 additional steps for the conjunction. “(ai · bi) · ci” requires
also 6 steps, i.e. 3 steps per disjunction. Afterwards, a last disjunction of
both partial expressions is conducted (3 steps). In total, this unsophisticated
approach would require 15 steps to compute a single carry bit.
However, Siemon et al. have shown that the partial expression “(ai + bi) · ci”
is equivalent to “

(
ai RIMP bi

)
· ci” and “(ai · bi) · ci” to “

(
ai NIMP bi

)
· ci”.[10]

As consequence, the carry equation ci+1 (Equation 7.3) can be modified to

ci+1 =
(
ai RIMP bi

)
· ci +

(
ai NIMP bi

)
· ci (7.4)

Equation 7.4 shows the general form of the CRS-logic function, which has been
introduced by Linn et al. That means the computation of ci+1 is significantly
simplified by considering the initial device state Z ′ (here: ci) as additional
(third) input.[2,10] The operation is realized by only one step by means of the
CRS-logic: ai is the input signal forced to the WL, bi is the input at the BL,
ci is the previous device state before the signals are applied and ci+1 is the
resulting device state.[9] That means the computation of the next significant
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Figure 7.26: Adder truth table for carry and sum bit computation. The concept has
been introduced by Siemon et al. in [10]. All carry and sum bits are determined by
Equation 7.4 to 7.6. The calculation of the carry bit ci+1 (of significance i + 1) is
performed by one step. ci is required as former state (Z ′), ai is applied to the WL,
whereas the negated bi to the BL. The sum bit si is computed by two steps. First,
the intermediate sum bit s′

i is determined. For this purpose, ci is used as previous
state Z ′ and ai is applied to the WL, whereas bi to the BL. Finally, the previous
result Z = s′

i is used as new former state Z ′ and bi is applied to the WL and ci+1

to the BL, in order to compute the sum bit.[2] (Reprinted with permission from the
publisher.)

carry bit is an inherent feature of all bipolar switching ReRAMs.
For computation of the sum bit si, similar considerations can be performed,
but two process steps are required.[2, 10] First, the intermediate sum bit s′

i is
computed by

s′
i = (ai RIMP bi) · ci + (ai NIMP bi) · ci. (7.5)

In the second step, the sum bit is finally calculated by the expression

si = (bi RIMP ci+1) · s′
i + (bi NIMP ci+1) · s′

i (7.6)

The concept scheme of the carry and sum bit computation is depicted in
Figure 7.26 by means of corresponding truth tables.[2]
The realization of the carry ci+1 by the CS device is shown in Figure 7.27 as
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proof for the experimental feasibility.[2] The several operation steps are repre-
sented by individual background colors: (light green) programming of ci, (dark
green) calculation of ci+1 and (yellow) reading. All relevant reading currents
are indicated by a purple background color. Consider, the configurations with
ci = ‘1’ corresponds to the CRS-logic RIMP operation (see Equation 7.4 and
Figure 7.16), where the device is programmed to ‘1’ at the beginning. Hence,
further initialization steps are not needed here. Comparably, the configura-
tions with ci = ‘0’ represent the CRS-logic NIMP function (see Equation 7.4
and Figure 7.15), where the device state is initialized to ‘0’. Therefore, the
initial device state Z ′ acts as third input. Further, this result confirms that
the RIMP and NIMP functions are subsets of the CRS-logic concept.
For the computation of the next significant carry ci+1, the input carry ci does
not need to be written into the cell by an additional process step, since the
value is already available as result of the former calculation step.[2] Therefore,
considering the non-volatile ReRAM state as third input is a major benefit of
the present computation-in-memory concept.

Two’s Compliment Inclusion of negative numbers (in the binary system) in
arithmetic operations is achieved by applying the complementary notation.[2]
One approach is given by means of the one’s compliment. To generate a
negative number for the binary system, the bits of the corresponding positive
binary notation are negated. Certainly, a doubled notation for the zero (±0) is
the direct consequence of the one’s compliment notation. This can be avoided
by applying the two’s complement: first, similar to the one’s compliment, a
bitwise negation is performed, subsequently, 1 is added the number. However,
this implicates that the positive number range is one value shorter than the
negative one.
The presented multibit adders enable processing of subtraction and addition
operations by means of the two’s complement.[2,10] For the addition operation
a + b, the computation of all required carries and (intermediate) sum bits is
straightforward by using Equation 7.4 to 7.6, starting with the first carry bit
c0 = 0. Similarly, the subtraction a − b′ (with minuend a and subtrahend b′)
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can be interpreted as addition of a with the additive inverse of b′:

a− b′ = a+ (−1) · b′ = a+ (−b′) (7.7)

The additive inverse of b′ is implemented by generating the two’s compliment
as described above. This generation requires the addition of 1 in the second
step. However here, 1 is not added to b′ but to c0. That means a−b′ is realized
by the addition of a and b′(= b) with modified c0 = 1.

Adder Schemes Two adder schemes are considered, which are predicted
based on the explanations above: the Pre-Calculation (PC) Adder and the
Toggle-Cell (TC) Adder.[2,10] The first scheme is based upon two different ar-
rays, one for auxiliary calculations and a second to compute the sum word. Fur-
thermore,
2(N + 1) + 2 operation steps are required for the PC Adder concept, with
the bit length N of a and b. This includes N + 1 memory read accesses, which
are required, since the computed carries ci+1 are subsequently used (i.e. ap-
plied to corresponding BLs) to generate the sum bits si (cf. Equation 7.6).
Different to the first concept, the TC Adder operates in one array, where the
Toggle-Cell performs all carry bit calculations.[2, 10] In addition, this is the
only cell, which is readout for the computation process (excluding the read of
the final sum word). For the TC Adder, less device resources are needed, but
requires more processing steps (4N+5). The number of memory read accesses
is for both adder concepts identical (N + 1).[10]. Considering, the present
work is focused on the experimental proofs by means of exemplary arithmetic
operations. For further specifications of the adder concepts, general cycle flows
and a suggested concept of hybrid CMOS/ReRAM architecture, the reader is
referred to [10,15]. For proving the two adder schemes, two calculation exam-
ples are performed by using the two’s complement, these are one addition (on
the PC Adder) and one subtraction operation (on the TC Adder).
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Figure 7.27: Implementation of the carry as defined by Equation 7.4. ci+1 depends
on the inputs (ai and bi) and the previous carry (ci): ci = ‘0’ (left) or ci = ‘1’ (right).
Background colors of the graph highlight the different operations. Reading results
are displayed by red lettering.[2] (Reprinted with permission from the publisher.)

7.3.2 Proof-of-Concept

7.3.2.1 Pre-Calculation Adder

Here, the addition a + b with the two operands a = (01)C2 = (1)dec and
b = (01)C2 = (1)dec (C2: two’s complement, dec: decimal system) is pre-
sented.[2] s = (010)C2 = (2)dec is the expected result.
The Pre-Calculation Adder computes required auxiliary carries and the sum
separately in two different arrays.[2, 10] The here demonstrated example re-
quires two arrays, which offer in each case one WL and three BLs. The bitlines
are named BL1, BL2 and BL3 from right to left (cf. sketch of the used array
in Figure 7.28) and the single wordline is labeled by WL. Note, on both arrays
the processes would be generally conducted in parallel. However, due to an
insufficient number of available probes, auxiliary and main computation oper-
ations are performed subsequently on a single array. Nonetheless, processing
on both arrays is presented as parallel implementation due to straightforward-
ness. For the adder concept, this way of presentation does not cause any loss
of generality.
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Figure 7.28 depicts the eight required steps of the demonstrated addition ex-
periment.[2] The several operations are indicated by individual background
colors: (rose) initialization, (light green) programming of c0, (dark green) cal-
culation, (yellow) read. The graphs includes the applied inputs to the partic-
ular WLs and BLs (black lettering) and the present stored information in the
individual CS device (gray lettering). The light brown background color in the
transient current graph highlights the steps, where the actual cell information
is purposely kept unchanged.

1st step – Initialization: At the beginning, all CS devices are initialized to
avoid undefined states. This is similar to the Boolean CRS-logic operations (see
Section 7.2) By forcing the WLs to ‘1’ and the BLs to ‘0’, all CS states switches
to ‘1’. This is required for the subsequent programming step (especially in the
case subtraction with c0 = ‘1’).[2]

2nd step – Programming of c0: Afterwards, c0 is written into all cells.
For this purpose, c0 is forced to the WLs and ‘1’ to the BLs. In case of the
addition, c0 is equal to ‘0’.[2]

3rd step – Calculation of c1 and s′0: The information c1 is required to
compute higher significant carries and (intermediate) sum bits. Therefore, c1

is computed in each device of the two arrays, excluding the least significant
cell in array A0 (A0-WL-BL1). That means a0 = ‘0’ is forced to the WLs
and b0 to the relevant BLs. In A0-WL-BL1, the intermediate sum bit s′0 is in
parallel determined by applying b0 to corresponding BL1.[2]

4th step – Calculation of c2 and s′1: Now, the next carry c2 is calculated
in A0-WL-BL3 and in the two most significant cells of array A1. Thus, a1 is
forced to the associated WLs and b1 to the associated BLs. In parallel, the
intermediate sum bit s′1 is determined in A0-WL-BL2. The states of the least
significant cells of both arrays is preserved, since this information is used later
as a third input. To achieve this, the relevant BLs are set to the same potential
as used for the WLs.[2]
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5th step – Calculation of c3 and s′2: Here, the most significant bits of a
and b (a1, b1) are doubled (i.e. a2 ≡ a1, b2 ≡ b1) and used to compute c3

and s′2 (according to Equation 7.4 and 7.4), otherwise the final result could be
incorrect / misinterpreted (see remark below). In case of applying the two’s
compliment, doubling of the highest significant bit does not change value or
sign of the operands a and b. The calculating of s′2 and c3 is performed in
the highest significant cells of both arrays and is similar to the 4th step. a1 is
forced to the WLs and b1 or b1 to the corresponding BLs, respectively. The
states of the remaining cells are intentionally kept unchanged in order to save
c1, c2, s′0 and s′1.[2]

6th step – Read of c1 and Calculation of s0: Next, the sum bit compu-
tation is started. For this purpose, c1 is read from A1 by setting the related
WL to ‘1’ and the relevant BL to ‘0’. The read information is used to calculate
the first sum bit s0 in A0-WL-B1 by applying b0 to WL and c1 to BL1. The
readout is conducted. The information of the remaining devices is maintained
for the subsequent steps.[2]

7th and 8th step – Read of c1 and c2 and Calculation of s1 and s2: In
the same way, the read of c2 and c3 and the computation of s1 and s2 are per-
formed (cf. step 6). The operations are simply shifted to the next significance.
Finally, the sum word is stored in A0 until the information needs to be read.[2]

To prove the adder functionality, the result is read in the subsequent (but
not required) step: s = (010)C2, which is converted to the decimal system
(2)dec as expected.[2]

Remark to step 5 (origin of doubling):
If the sum word was limited to the same bit length as the input words (here:
two bits) by ignoring carry c2, the result would be s = (10)C2 = (−2)dec and
thus incorrect. The correct value +2 is not included in the present codomain,
since it cannot be represented by two bits using the two’s compliment (at least
three bits are required). To avoid an incorrect result, the potential overflow
PO needs to be detected considering c1 XOR c2. Only if the overflow was ‘0’,
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the sum would be valid, but neither is the case here. Another possibility (to
obtain the valid result) could be interpreting the carry c2 = 0 as s3. For the
present example, this approach provides the correct result s = (010)C2. Con-
sider, this step is equivalent to filling the input words with a leading zero.
However, this operation is not allowed for negative values, since in the two’s
compliment, the highest significant bit also indicates the algebraic sign. The
best approach is doubling the most significant bit of the input words a and
b. This step does not change algebraic sign and value of the input words but
ensures the correct result.[2] Here, the doubled bits are used to compute s2

in the ordinary way. Afterwards, the most significant carry c3 does not need
to be considered anymore, since, by doubling the most significant bit, c2 is
equal to c3. Therefore, the PO is ‘0’ and the result is valid. Doubling the
most significant bit is not limited to the present example, it is a rather general
approach.

7.3.2.2 Toggle-Cell Adder

Here, the subtraction operation b− a of the two operands a = (1)C2 = (−1)dec

and b = (0)C2 = (0)dec (C2: two’s complement, dec: decimal system) is pre-
sented.[2] s = (01)C2 = (1)dec is the expected result.
The TC Adder operates with one array. In contrast to the PC-Adder, each
auxiliary calculations is performed in the least significant cell, the Toggle-Cell
(A0-WL-BL1).[2, 10] Certainly, this costs an enhanced number of processing
steps. For the demonstrated example, one array is needed, which offers one WL
and three BLs. The several devices and contact lines are labeled identically
to the previous PC-Adder example.[2] Figure 7.29 shows the nine operation
steps. The identical background / lettering color code is applied as for the PC
Adder (cf. Figure 7.28).

1st step – Initialization: The WL is set ‘1’ and all BLs to ‘0’ in order to
initialize every cell to the defined state ‘1’.[2]

2nd step – Programming of c0: c0 is written into each cell. For this
purpose, c0 is applied to the WL and ‘1’ to the BLs. Here, c0 is equal to ‘1’,
since a subtraction operation is performed.[2]
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Figure 7.28: Pre-Calculation (PC) Adder: proof-of-concept experiment for the op-
eration “a + b” with a = (01)C2 and b = (01)C2, where C2 indicates the two’s com-
plement notation. The main / auxiliary calculations are conducted in the array
A0 / A1. Reading results are displayed by red labeling. Background colors of the
graphs highlight the different operations. Significant bits, which are applied WLs
and BLs, are pointed by black lettering. Actual stored cell information is displayed
once in the current response line (gray labeling). The lower right illustration depicts
the used 1×3 crosspoint array with the terminals WL and BL1 to BL3 for the input
signals.[2] (Reprinted with permission from the publisher.)
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7 ReRAM Device Application

3rd step – Calculation of c1 and s′0: Due to the subtraction, the WL
is set to a0 and corresponding BLs to b0 to compute c1 in all cells, exclud-
ing (A0-WL-BL2) the least significant bit cell. On this CS device, the first
intermediate sum bit s′0 is calculated by forcing b0 to BL2.[2]

4th step – Read of c0: Next, the carry c1 has to be read from the TC, since
this information is needed to determine the first sum bit in the following step.
The information of the remaining cells is maintained by setting the associated
BLs to the same potential as applied for WL.[2]

5th step – Calculation of s0: The sum bit s0 is computed in A0-WL-BL2
by forcing b0 to WL and c1 to BL2. The remaining information / device states
is intentionally preserved.[2]

6th step – Rewriting of c1: c1 needs to be written back to the TC, because
this information is required as a third input to determine c2. The other CS
states are untouched.[2]

7th step – Calculation of c2 and s′1: Similar to the PC Adder, the highest
significant operand bits are doubled to guarantee the correct sum word. Again,
a0 is applied to the WL and the carry c2 is calculated in the TC by setting BL1
to b0. s0 is still preserved in in A0-WL-BL2 by setting BL2 also to a0. BL3 is
set to b0 and the cell A0-WL-BL3 is used to compute the second intermediate
sum bit s′1.[2]

8th step – Read of c2: c2, the last carry, has to read from the TC to
compute the sum bit s1 in the following step. The remaining cell information
is untouched.[2]

9th step – Calculation of s1: s1, the last sum bit, is determined by setting
WL to b0 and BL3 to c2. The WL potential is also applied to the remaining
BLs to maintain the states / information. Finally, the sum word is stored in
the array until the information needs to be read.[2]

To prove the adder functionality, the result is read in the subsequent (but
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= C2 , = C2

Figure 7.29: Toggle-Cell (TC) Adder: proof-of-concept experiment for the operation
“b − a” with a = (1)C2 and b = (0)C2, where C2 indicates the two’s complement
notation. The TC Adder is based on a single array. Auxiliary calculations are
conducted in the TC, which is represented by the least significant cell (A0-WL-BL1).
Background colors of the graph highlight the different operation steps. Significant
bits, which are applied WLs and BLs, are pointed by black lettering. Actual stored
cell information is displayed once in the current response line (gray labeling). The
lower right illustration depicts the used 1 × 3 crosspoint array with the terminals
WL and BL1 to BL3 for the input signals.[2] (Reprinted with permission from the
publisher.)

not required) step: s = (01)C2, which is converted to the decimal system (1)dec

as expected.[2]

7.3.3 Discussion

Experimental proving of a highly attractive multi-functionality-in-memory con-
cept is a major milestone: For the first time, a CRS-adder is realized physically,
which helps to overcome the von Neumann bottleneck. Achieving this target,
ReRAM-based Pt|HfO2|Hf|Pt CS devices have been embedded in 1 × n cross-
bar structure.[2]
Beyond simple memory functionality, the ReRAM, considered as two-terminal
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device, can be used as logic unit, which enables logic-in-memory operations.
All CRS-logic functions are feasible under quasi-static and pulse conditions.
Including the present state as third input, the ReRAM becomes a kind of three-
terminal device working with three input signals. Based on this, arithmetic
operations (addition and subtraction) have been demonstrated on a small-size
passive crossbar array by applying the PC / TC Adder scheme.[2] The concept
has been proven for pulsed input conditions. These results confirm the general
feasibility of the multibit full adder technology. Altogether, this could pave
the way for next-generation information technology for parallel processing-in-
memory architecture, which is implemented by ReRAMs embedded in energy-
efficient, ultra-dense 4F 2 passive crossbar arrays.[2]
By way of example, a small application is considered, which converts a MP3
file with a high sample rate to a MP3 file with a low sample rate. In the first
step of a conventional computer architecture, the MP3 file is read from HDD
and stored in the working memory.[142] After that, the data are pushed in
the cache and to the registers. Next, the calculation starts in the arithmetic
unit. Here, the algorithm needs to coordinate the intermediate results be-
tween adders, multipliers etc. which also store intermediate results in clocked
pipeline registers. When the calculation is over, the new file is stored back to
the HDD.
However, in case of the CRS-logic, the MP3 file is saved in the ReRAM
memory. Therefore, read processes can directly be performed in this area
of memory. Then either the information is written back, or if the data are
not needed anymore, the memory is left as it is. With the read information
the conversion / calculation is started in a different area of the array, where
no data are stored, or in the same area (depending on what needs to be done
with this information), if the memory space is sufficient. A more complex
calculation is not performed in one cycle, so some intermediate results are cal-
culated in between and are stored in the devices until they become required
for further processes. When all intermediate states are merged and the final
result is calculated, one can consider either leaving it stored in this area, where
the calculation has been performed, or copy it to another region in the array,
where it can be stored.
All steps in this example are performed on the array and in the memory area.
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The intermediate steps need to be read out and are needed as inputs in other
steps. This costs some energy. However, the additional power consumption
induced by these readouts might be overcompensated by the reduction due to
data transfer avoidance. The organization of the control unit (CU) has a huge
impact of the complexity of these architectures and needs to be adjusted to
the purpose of application. One can trade the CU’s complexity against the
calculation time. For example, by using a lightweight logic-in-memory con-
troller (see [143]) the complexity of the CU is kept small, but the calculation
time of the circuit gets much higher. By using a more complex CU or more
advantaged calculation concepts the calculation time could be reduced.

The CS device requires further engineering to enable the paradigm shift from
conventional CMOS circuits toward hybrid CMOS/CS architectures.[132] Re-
ducing and controlling the CS operation current is one main issue, which still
needs to be addressed. A device to device variation of the spike current is
observed (0.5µA up to few milliamperes). High leakage currents especially,
cause incorrect readouts, if the amplitude is not too far from the spike current.
The problem could be aggravated considering these unavoidable device vari-
ations. Thus, reducing this leakage is an important engineering task for this
type of CS device. The most auspicious approach to decrease the currents is
to reduce the cell size, since area-type leakage will scale with the device size.
The devices, which are used to prove the CS adder functionality, have an area
of 5 × 5µm2 which must be scaled down to the low nanometer regime in the
future. Furthermore, a more sophisticated forming procedure may lead to a
tighter distribution of the initial HRS states, which would also help to reduce
the HRS leakage.
In Chapter 6, it is shown for Ta2O5-based CRS devices that the forming pro-
cess has a significant impact on the operation current and that reduction of
currents for nanoscale devices is feasible. Therefore, this approach should also
possible for CS switching devices. The ON resistance target is in the range
of 10..100 kΩ.[2] Hence, the spike currents could be in the low microampere
range. That means the energy consumption per operation / logic function
could be as low as few femtojoules, because the feasible ReRAM write / read
speed is below 200 ps[14]. However, the actual energy consumption decisively
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depends on the applied computer architecture which differs considerably for
hybrid CMOS/CS architectures, compared to conventional CMOS-only archi-
tectures.[132] Since hybrid CMOS/CS architectures will try to overcome the
memory wall, the reduction of energy consumption due to memory access
avoidance could be substantial.

Another issue, which should be considered: there may be a significant voltage
dividing effect in the array operation because of the line resistance. Here, the
Pt WL resistance is in the range of 500 Ω for CS devices being in the array
center. This causes a slight increase of the required RESET. Consider, Pt is
not the ideal available conductor material. Therefore, the line resistance and
its impact on the device switching properties could be considerably reduced by
applying Cu wires. Thus, the write voltage can be reduced by using a different
material, achieving more energy efficient procedures.
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Chapter 8

Conclusion and Outlook

The present thesis deals with binary-oxide-, redox-based resistive switches
(ReRAM). This includes the investigation of crucial impact factors on the
ReRAM characteristics, device integration and proof-of-concept experiments
for novel application concepts. For HfO2-based devices, fabrication process
parameters have been varied, in order to evaluate the effect on device prop-
erties and the intrinsic switching mode. Furthermore, the vertically stacked
complementary resistive switch (CRS) based on Ta2O5 has been designed and
fabricated, which enables simple integration of 4F 2 structure in ultra-dense,
passive nano-crossbar arrays. Beyond process and device improvement (e.g.
operation current), investigations are focused on the determination of signifi-
cant parameters of the complementary resistive switching.
The optimized devices are used to realize logic operations directly in memory
units. Based on this CRS-logic, proof-of-concept measurements are performed
to achieve crossbar adders with a computation-in-memory feature. The out-
come of individual experiments has been summarized in the following sections.

8.1 Device Improvement

HfO2-based Switches

Pt|HfO2|Hf|Pt micrometer scaled stacks offer several switching modes: com-
plementary switching and (counter-)eight-wise bipolar switching. The actual
preferred switching is directly determined by the Hf electrode thickness. For
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5 nm thick Hf film, the device offers symmetric, non-linear and self-limiting
I-V characteristic, which is referred to as the complementary switch (CS). Since
the two used switching states are highly resistive, the CS is inherently com-
prised of a selector and memory element, making it an ideal candidate for
integration in passive crossbar arrays, in order to implement high-dense data
storage. Measurements by voltage pulses (500 ns pulse width) show an im-
proved endurance for 109 cycles. Furthermore, switching in 500µA current
regime might enable low-power operations for CS applications.
TEM and EDX analyses of the device cross-section show evidence that the Hf
film serves as an oxygen getter. The oxygen is taken out of the HfO2 layer,
which becomes reduced, resulting in oxidation of the complete Hf film. The
complementary switching can be explained by a rupturing and regrowing of the
conductive filament at the two electrode interfaces, as well as using a model of
modulation of top electrode cap work function by oxygen incorporation.[6,71]
Applying an instrument current compliance (CC) for the positive or negative
voltage polarity suppresses switching at the second interface and the device
shows eight-wise or counter-eight-wise bipolar switching (BS).
By increasing the Hf electrode thickness to 10 nm or even larger, only bipolar
switching is observed, where multi-level resistance states are feasible by tuning
the maximal applied voltage for the RESET process (deep RESET). Further
variation of device fabrication parameters as sputtering power or O2 sputtering
gas flow has impact only on the initial device properties. However, after elec-
troforming, the samples no longer differ.
For BS devices, low-current operations (200..300µA) are feasible, since the
maximal switching current is proportional to the CC level of the
electroforming / SET process. Due to all these excellent characteristics, the
HfO2-based devices are promising candidates for proof-of-concept measure-
ments for innovative applications.

Ta2O5-based Complementary Resistive Switches

Three vertically stacked CRS structures (anti-serial combination of two bipo-
lar switches) have been fabricated: (1) three-terminal micrometer scaled CRS,
(2, 3) two-terminal micro- / nanometer scaled CRS.[3] The CRS I-V is similar
to the CS characteristic. Therefore, the CRS is also a promising candidate for
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designing passive crossbar memories without the need of selective elements.
CMOS circuitry is only required for addressing and readout.
The three-terminal devices offer access to the middle electrode (ME) enabling
a straightforward electroforming and investigation of the individual cells.[3]
Lowering the switching current is one approach for low-power operations. The
CRS operation current is determined by the LRS conductance of the individ-
ual top cell (TC) and bottom cell (BC), which is controlled by the CC during
the electroforming process.
The two-terminal devices feature an embedded ME, enabling simple integra-
tion in passive crossbar arrays. However, a novel electroforming technique,
which facilitates the separate electroforming procedure of the TC and BC,
without the need of access to the ME, has been presented in this work.[3] Fur-
thermore, the operation current decreases by lowering the CC level. Reduction
of the switching current of the CRS below 300µA has been demonstrated. Fur-
ther electrical measurements show an improved endurance for more than 106

cycles, considering the present state-of-the-art technology. Therefore, the em-
bedded ME CRS devices formed by the novel forming procedure are excellent
candidates for future low-current elements in passive crossbar arrays.

8.2 Device Applications

Three-terminal Pt|Ta2O5|Ta|Ta2O5|Pt CRS stacks and reversed stacked CRS
devices (Pt|Ta|Ta2O5|Pt|Ta2O5|Ta|Pt) have been used for fuzzy-logic imple-
mentation.[1] Top and bottom electrode serve as input terminals (T1 and T2),
whereas the resulting output signal is read at the ME terminal (T3). Quasi-
static measurements of the single cells show highly bipolar resistive switching.
The TC / BC endurance is more than 106 cycles.
Due to the large LRS-HRS resistance ratio of about 100..1000, the voltage,
applied to the terminal of the cell being in the HRS, is estimated to drop com-
pletely across this cell.[1] Therefore, at T3, only the voltage is detected, which
is applied to the terminal of the second cell (being in LRS). This interesting
characteristic, combined with the switching dynamics of those devices, enables
the realization of MIN and MAX gate logic operations on single CRS elements,
whose concept has been introduced by Šuch and Klimo in [7] and Nielen et al.
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in [8]. These elements can be applied for processing of analog signals and can
enable implementation of small-size sorting networks.[81]
The implementation has been demonstrated using different input voltage modes
(voltage sweep, base voltage and voltage pulse) and diverse voltage ampli-
tudes.[1] Operation speed in the order of microseconds would be sufficient for
many applications (i.e. audio signal processing or sorting). Therefore, the
timing constraint is not at all critical.[79]

Beside the three-terminal CRS, more simple two-terminal CRS and CS de-
vices have been presented, in order to realize proof-of-concept experiments of
logic-in-memory operations (referred to as CRS-logic), which have been sug-
gested by Linn et al. in [9]. Logic operations are performed in the memory
unit, where the results are directly stored until the information readout is re-
quired. This concept enables one to overcome the von Neumann bottleneck,
which is the data transfer limitation between the separated memory and pro-
cessing unit in conventional computer architecture.
14 two-input Boolean functions are shown by using single CRS or CS de-
vices.[2,5] The logic functions are realized by applying specific signal sequences
to the two input terminals and the stored information is read out by a destruc-
tive current spike response method. Proof-of-concept measurements have been
performed by applying quasi-static voltage sweeps and pulses, where pulse
width has been down to 500 ns. The operation currents are always in the
microampere / milliampere regime for quasi-static / pulse conditions.

Based on the CRS-logic and the intrinsic carry computation feature of CRS
and CS devices, Siemon et al. have introduced two multi-bit crossbar adder
schemes: Pre-Calculation (PC) Adder and Toggle-Cell (TC) Adder.[10] For
both schemes, the previous device state is considered as third input variable,
in addition to the two input signals applied to the device terminals.
The proof-of-concept has been performed on 1×8 crossbar arrays (1 wordline,
8 bitlines), where each cross-junction represents a single HfO2-based CS cell.[2]
Due to non-linear CS I-V characteristics, no additional selector devices have
to be integrated. For the experiment, specific sequences of voltage pulses (in
the 500 ns range) have been applied for the required initialization, program-
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ming, calculation and reading steps. By using the two’s compliment, several
arithmetic calculations (addition and subtraction operations) have been real-
ized. Altogether, this could pave the way for next-generation information tech-
nology for parallel processing-in-memory architecture, which is implemented
by ReRAMs embedded in energy-efficient, ultra-dense 4F 2 passive crossbar
arrays.[2]

8.3 Outlook

Beyond the important results of the present thesis, further investigations are
still required to understand physical and chemical switching mechanism in
redox-based resistive switches, in order to tailor device properties. This in-
cludes construction and experimental proof of an improved model, which ex-
plains in detail the change of intrinsic switching modes from bipolar to com-
plementary switching, as well as their origin. (HR)TEM, EDX, atom probe
tomography (ATP) and Rutherford backscattering spectrometry (RBS) might
be powerful analyzing techniques, in order to investigate the difference of CS
and BS in locally resolved physical and chemical structures. Here, the oxygen
distribution profile inside the reactive electrode could provide a key role, since
the intrinsic switching mode is a direct consequence of the thickness of the
reactive electrode, which serves as an oxygen getter. Oxygen is taken out of
the active oxide layer, generating oxygen vacancies, which are essential for re-
sistive switching phenomena.[48] Simulations and experimental results should
be compared with devices based on different oxides and electrode materials.
So far, it seems that the change from CS to BS is not limited to one specific
material, but rather a material independent effect.
Additionally, the investigation of the impact of further device and process
parameters on initial and subsequent switching characteristics should be con-
tinued and extended in detail. The results might be useful for understanding
switching properties and to improve the ReRAM characteristics regarding:
efficiency, low-power operation, non-linearity (for larger crossbar arrays), en-
durance and state stability (retention), which are crucial for any device appli-
cation.
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Furthermore, several proof-of-concept experiments of promising computation-
in-memory approaches have been demonstrated in the present work. How-
ever, implementation of other innovative technology concepts on here pre-
sented developed and optimized devices is an ongoing process. Recently, Tap-
pertzhofen et al. have suggested a capacitance based non-destructive readout
for CRS, composed of asymmetric stacks.[136] The concept is explained in
Appendix Section A.5, especially by the equivalent circuit in
Appendix Figure A.4. Based on the capacitive non-destructive readout, Kave-
hei et al. have introduced in [144] an Associative Capacitive Network (ACN)
concept. This provides a full parallel search for the Hamming distance (i.e.
difference) between input and stored templates.[144] Therefore, the ACN is a
promising technology for applications in memory-intensive and cognitive com-
puting, stochastic learning and intelligent data processing.[144]
Due to intrinsic characteristics, the CRS devices can be embedded in passive
crossbar arrays so that the ACN unit does not require any selector device. For
this purpose, a proper 8 × 16 crossbar structure and single test devices have
been designed, based on the optimized Ta2O5 CRS (cf. Appendix Figure A.5).
The devices show complementary resistive switching I-V characteristics. Ca-
pacitive measurements, which have been performed as demonstrated in
Appendix Figure A.6, fulfill all requirements. However, due the limitation
of time for the present thesis, further results are not available to date and a lot
of research has still to be done, in order to realize the basic ACN features, e.g.
a content addressable memory (CAM) for full parallel pattern recognition.
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A.1 Electron Beam Lithography

Digital Mask for Nanostructures
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Figure A.1: E-beam process mask. E-beam is controlled by a CAD layout file in
order to define the patterning by selective exposure.
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Proximity Correction Factor

0,742

1.403

Figure A.2: E-beam proximity correction. The beam base dose is modulated by the
mapped proximity correction factor in order to respect the impact of back scattered
electrons. Omitting this correction method causes increased exposure dose under
which the structure would suffer.

A.2 Thin Film Surface Roughness

Table A.1: Surface roughness analysis of sputtered thin films and used growing
parameters. Parameter variations are highlighted by red labeling.

Material RF / DC∗ Power [W] rel. O2 gas flow [%] Roughness [nm]
Si (as substrate) 0.1

SiO2 (as substrate) 0.2
Hf 116 0 0.6 - 0.8
Hf 58 0 0.4 - 0.5
Ta 116 0 0.3 - 0.6
Pt 375∗ 0 0.3 - 0.4

HfO2 116 13 0.2
HfO2 116 23 0.2
HfO2 116 30 0.2
HfO2 58 23 0.2
HfO2 174 23 0.2
HfO2 232 23 0.2
Ta2O5 232 23 0.2
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A.3 Material Stoichiometry

Table A.2: XPS analysis of as deposited HfO2 with 13% O2 sputtering gas amount.
(With kind approval of A. Besmehn, ZEA-3, FZ Jülich)

Peak Compound EB [eV] Area [cps · eV] RSF corr. Area Cat [At.-%]
O1s HfO2 530.10 13508.824 0.773 18429.501 50.76
O1s OH-, O+C 531.96 2110.510 0.773 2879.277 7.93
C1s C-C, C-H 285.00 1097.989 0.314 3496.781 9.63
C1s C-OH 286.42 303.316 0.314 965.975 2.66
C1s COOH 289.01 212.893 0.314 678.001 1.87
Hf4f HfO2 16.7 28589.857 2.901 9855.173 27.15

Table A.3: XPS analysis of as deposited HfO2 with 30% O2 sputtering gas amount.
(With kind approval of A. Besmehn, ZEA-3, FZ Jülich)

Peak Compound EB [eV] Area [cps · eV] RSF corr. Area Cat [At.-%]
O1s HfO2 530.10 14803.171 0.773 20195.323 51.41
O1s OH-, O+C 532.06 1957.822 0.773 2670-971 6.8
C1s C-C, C-H 285.00 1169.459 0.314 3724.393 9.48
C1s C-OH 286.3 364.716 0.314 1161.516 2.69
C1s COOH 289.11 237.19493 0.314 755.395 1.92
Hf4f HfO2 16.73 31250.816 2.901 10772.429 27.42

A.4 Statistical Definitions

Coefficient of Determination

In the case of a simple linear regression, the coefficient of determination R2 is
defined by the square of the correlation coefficient ρ, which is defined by

ρ (x, y) = cov (x, y)
σ (x)σ (y) =

n∑
i=1

(xi − x)(yi − y)√
n∑
i=1

(xi − x)2 n∑
i=1

(yi − y)2
(A.1)

with the random variables x and y, the covariance cov (x, y) (of x and y),
the standard deviations σ (x) and σ (y) , the mean values x and y and the
number data point n. The coefficient of determination (0 ≤ R2 ≤ 1) is a
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quality measure of the linear regression model. “1” indicates a perfect linear
relationship, whereas “0” means no linear relationship between x and y.
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Figure A.3: Definition of the box diagram plot. Measured data points (black), fitted
normal distribution curve (red) and derived box diagram (blue) with declaration.

A.5 Associative Capacitive Network

Lately, Tappertzhofen et al. have suggested a capacitance based non-destructive
readout for CRS composed of asymmetric stacks.[136] The concept is given by
the equivalent circuit in Appendix Figure A.4. The two CRS states, LRS/HRS
and HRS/LRS, always offer one cell in the HRS, whereas the second cell is in
the LRS. The cell being in the LRS is considered as a resistor and the cell
being in the HRS is equivalent to a capacitor.
If the TC and the BC differ in the capacitance, both CRS states can be dis-
tinguished by capacitive read procedure. This can be implemented by oxide
materials with different permittivity or different cell thickness / area for BC
and TC (cf. Appendix Equation A.2). Based on the capacitive non-destructive
readout Kavehei et al. have introduced in [144] an Associative Capacitive Net-
work (ACN) concept. The ACN technique provides the capability of weight-
ing synaptic-like contribution on a shared line, basically realized by bit-by-bit
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Figure A.4: Associative capacitive network (ACN) scheme. The concepts have been
introduced by Tappertzhofen et al. in [136] and by Kavehei et al. in [144]. Bottom
cell (BC) and top cell (TC) distinguish in capacitance for the individual high resis-
tance state. Therefore, total device capacitance is different for the two CRS states
(‘1’ and ‘0’ or rather HRS/LRS and LRS/HRS).[144] (Redrawn with permission
from the publisher.)

XNOR operations.[144] This enables a full parallel search for the Hamming dis-
tance (i.e. difference) between input and stored templates.[144] Due to these
capabilities, the ACN is a promising technology for applications in memory-
intensive and cognitive computing, stochastic learning and intelligent data
processing.[144] Due to intrinsic characteristics, the CRS devices can be em-
bedded in passive crossbar arrays so that the ACN unit does not require any
selector device.

In the next step, a proper passive crossbar array structure has been designed
as demonstrated in Appendix Figure A.5. For complete fabrication process,
three lithography steps combined with back etching are required: (1) bot-
tom electrode line pattern (Pt), (2) middle electrode pattern (Ta2O5|Ta) and
(3) top electrode line pattern (Ta2O5|Pt). The finally patterned array is de-
picted in Appendix Figure A.5. At each crosspoint, one vertically stacked CRS
device (Ta2O5|Ta|Ta2O5) with embedded ME is sandwiched between bottom
and top Pt contact. The devices show complementary resistive switching I-V
characteristic. Capacitive measurements for the two CRS states (LRS/HRS,
HRS/LRS) have been performed as demonstrated in Appendix Figure A.6.
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Figure A.5: Optical microscopy of the Associative Capacitive Network (ACN) array.
Bottom cell (BC) and top cell (TC) are stacked on each other. The CRS stack is
asymmetric due to the different cell area (BC: 45× 30µm2; TC: 7.5× 40µm2).

The cell being in the HRS is assumed as parallel-plate capacitor, whose capac-
itance C is given by

C = ε
A

d
(A.2)

with the material dependent permittivity ε, the dielectric (oxide) thickness d
and capacitor (cell) area A. As expected, the capacitance of the LRS/HRS
state is around four times larger than the capacitance of the HRS/LRS state,
since the bottom cell area is also four times larger than the top cell area (cf.
Appendix Equation A.2). This difference is sufficient to distinguish both states
clearly. Currently, a multiplexer setup demonstrated by Nielen et al. in [145]
has to be optimized for the 8× 16 Ta2O5-based ACN array, in order to realize
the basic ACN features (cf. Appendix Figure A.7), e.g. a content addressable
memory (CAM) for full parallel pattern recognition.
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Figure A.6: Capacitance measurement of asymmetric CRS stack. The LRS/HRS
capacitance is around four times larger than the HRS/LRS capacitance.

Figure A.7: (a) Multiplexer setup developed by Lutz et al. (b) Microscope image
of the 8× 16 micrometer structure ACN array bonded to a 28-pin chip carrier.[145]
(Reprinted with permission from the publisher, c© 2015 IEEE.)

156



List of Figures

2.1 Valence Change Mechanism switching scheme. . . . . . . . . . . 9
2.2 Sketch of oxygen vacancy concentration profile. . . . . . . . . . 9
2.3 Device stack and I-V scheme of CRS device. . . . . . . . . . . . 11
2.4 Device stack and I-V scheme of CS device. . . . . . . . . . . . . 12
2.5 CRS as finite state machine. . . . . . . . . . . . . . . . . . . . . 14

3.1 X-ray reflection at the thin single layer. . . . . . . . . . . . . . . 16
3.2 X-ray diffraction crystals. . . . . . . . . . . . . . . . . . . . . . 17
3.3 SEM: detection of information. . . . . . . . . . . . . . . . . . . 20
3.4 Probe station and B1500A Semiconductor Parameter Analyzer. 22
3.5 Simplified circuit of impedance converter. . . . . . . . . . . . . . 23
3.6 Sputtering equipment. . . . . . . . . . . . . . . . . . . . . . . . 25
3.7 Process scheme of thin film patterning by photolithography. . . 26
3.8 E-beam writing process. . . . . . . . . . . . . . . . . . . . . . . 27

4.1 XRR measurement of Ta2O5 thin film. . . . . . . . . . . . . . . 30
4.2 GIXRD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 XPS analysis of HfO2. . . . . . . . . . . . . . . . . . . . . . . . 35
4.4 XPS of HfO2 vs. relative O2 during gas flow. . . . . . . . . . . . 36
4.5 XPS of Ta2O5. . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.6 Flowchart for BS and CS devices. . . . . . . . . . . . . . . . . . 39
4.7 Profilometry of patterned photoresist. . . . . . . . . . . . . . . . 39
4.8 Photoresist stripping. . . . . . . . . . . . . . . . . . . . . . . . . 40
4.9 SEM: two-terminal micrometer scaled BS / CS. . . . . . . . . . 42
4.10 TEM - EDX: HfO2-based cell stack. . . . . . . . . . . . . . . . . 42
4.11 Flowchart for three-terminal micro-BC CRS device. . . . . . . . 44
4.12 SEM: three-terminal micro-BC CRS device. . . . . . . . . . . . 45

157



LIST OF FIGURES

4.13 Flowchart for two-terminal micro-BC CRS device. . . . . . . . . 46
4.14 Flowchart for two-terminal nano-BC CRS device. . . . . . . . . 47
4.15 Profilometry of patterned e-beam resist. . . . . . . . . . . . . . 47
4.16 Effect of the low-current oxygen beam treatment with subse-

quent profile etching. . . . . . . . . . . . . . . . . . . . . . . . . 48
4.17 SEM: two-terminal nano-BC CRS device. . . . . . . . . . . . . . 49
4.18 TEM cross-section: two-terminal nano-BC CRS device. . . . . . 49

5.1 Measure scheme for HfO2-based devices . . . . . . . . . . . . . . 53
5.2 Forming and CS cycle in HfO2-based devices. . . . . . . . . . . 53
5.3 CS vs. BS in HfO2-based devices. . . . . . . . . . . . . . . . . . 55
5.4 CS vs. BS in HfO2-based devices. . . . . . . . . . . . . . . . . . 55
5.5 Initial Resistance vs. relative O2 sputtering gas flow in HfO2-

based devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.6 Forming voltage vs. Initial Resistance in HfO2-based devices. . . 58
5.7 Forming voltage vs. cell size and relative O2 sputtering gas flow

and in HfO2-based devices. . . . . . . . . . . . . . . . . . . . . . 58
5.8 SET / RESET voltage vs. relative O2sputtering gas flow in

HfO2-based devices. . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.9 Variation of SET voltage and ‘OFF’ resistance in HfO2-based

devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.10 RESET current vs. current compliance in HfO2-based devices

(by variation of relative O2 sputtering gas flow). . . . . . . . . . 63
5.11 Initial resistance vs. Hf capping metal thickness in HfO2-based

devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.12 Forming voltage vs. capping metal thickness in HfO2- and

Ta2O5-based devices. . . . . . . . . . . . . . . . . . . . . . . . . 65
5.13 SET / RESET voltage vs. capping metal thickness in HfO2-

and Ta2O5-based devices. . . . . . . . . . . . . . . . . . . . . . . 66
5.14 Initial resistance / forming voltage vs. RF sputtering power in

HfO2-based devices. . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.15 SET / RESET voltage vs. RF sputtering power in HfO2-based

devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.16 RESET current vs. RF sputtering power in HfO2-based devices. 68
5.17 Thermal stability of HRS / LRS for HfO2 devices. . . . . . . . . 72

158



List of Figures

5.18 Retention test of HRS / LRS for HfO2 devices. . . . . . . . . . . 72
5.19 Endurance tests on HfO2-based CS device. . . . . . . . . . . . . 74
5.20 Endurance test of HfO2-based CS device. . . . . . . . . . . . . . 76

6.1 Forming procedure of three-terminal device. . . . . . . . . . . . 81
6.2 Electrical characterization of three-terminal CRS device. . . . . 82
6.3 Forming procedure of two-terminal micro-BC CRS device. . . . 83
6.4 Electroforming of two-terminal micro-BC CRS device. . . . . . . 85
6.5 Electrical characterization of two-terminal micro-BC CRS device. 87
6.6 Endurance test of two-terminal micro-BC CRS. . . . . . . . . . 88
6.7 Electrical characterization of two-terminal nano-BC CRS device. 90
6.8 CRS Switching Current vs. Current Compliance. . . . . . . . . 91
6.9 Endurance test of two-terminal nano-BC CRS. . . . . . . . . . . 92

7.1 I-V scheme for MIN / MAX gate. . . . . . . . . . . . . . . . . . 96
7.2 MIN / MAX Truth Table. . . . . . . . . . . . . . . . . . . . . . 99
7.3 Single cell characteristic for MIN / MAX gate. . . . . . . . . . . 102
7.4 Electrometric characterization of MIN / MAX gate. . . . . . . . 103
7.5 Proof-of-concept measurement for MIN Gate. . . . . . . . . . . 106
7.6 Proof-of-concept measurement for MAX Gate. . . . . . . . . . . 109
7.7 Logic-in-Memory functionality. . . . . . . . . . . . . . . . . . . . 113
7.8 Logic-in-Memory functionality. . . . . . . . . . . . . . . . . . . . 114
7.9 Pulsed voltage configurations on CS depending on previous state

Z ′. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.10 Logic TRUE function in HfO2-based CS device. . . . . . . . . . 118
7.11 Logic FALSE function in HfO2-based CS device. . . . . . . . . . 119
7.12 Logic p / q function in HfO2-based CS device. . . . . . . . . . . 120
7.13 Logic NOT p / q function in HfO2-based CS device. . . . . . . . 120
7.14 Logic IMP function in HfO2-based CS device. . . . . . . . . . . 121
7.15 Logic NIMP function in HfO2-based CS device. . . . . . . . . . 121
7.16 Logic RIMP function in HfO2-based CS device. . . . . . . . . . 122
7.17 Logic RNIMP function in HfO2-based CS device. . . . . . . . . 122
7.18 Logic OR function in HfO2-based CS device. . . . . . . . . . . . 123
7.19 Logic NOR function in HfO2-based CS device. . . . . . . . . . . 123
7.20 Logic AND function in HfO2-based CS device. . . . . . . . . . . 124

159



LIST OF FIGURES

7.21 Logic NAND function in HfO2-based CS device. . . . . . . . . . 124
7.22 Logic AND function in Ta2O5-based CRS device. . . . . . . . . 126
7.23 Logic IMP function in Ta2O5-based CRS device. . . . . . . . . . 126
7.24 Dynamical simulation model for Ta2O5-based CRS device. . . . 127
7.25 Schematic sketch of the crossbar array. . . . . . . . . . . . . . . 129
7.26 Adder truth table for carry and sum operation. . . . . . . . . . 130
7.27 Implementation of the carry operation . . . . . . . . . . . . . . 133
7.28 Pre-Calculation Adder with “a+ b”, a = (01)C2 and b = (01)C2. 137
7.29 Toggle-Cell Adder with “b− a”, a = (1)C2 and b = (01)C2. . . . 139

A.2 Box diagram definition . . . . . . . . . . . . . . . . . . . . . . . 151
A.3 Box diagram definition . . . . . . . . . . . . . . . . . . . . . . . 153
A.4 Associative capacitive network scheme. . . . . . . . . . . . . . . 154
A.5 Associative capacitive network array. . . . . . . . . . . . . . . . 155
A.6 Capacitance measurement of asymmetric CRS stack. . . . . . . 156
A.7 Multiplexer setup. . . . . . . . . . . . . . . . . . . . . . . . . . . 156

160



List of Tables

1.1 Current baseline and prototypical memory technologies. . . . . . 3

4.1 Growth rates for sputtering. . . . . . . . . . . . . . . . . . . . . 31
4.2 XPS analysis: as-deposited HfO2 (23% O2 sputtering gas). . . . 34
4.3 Deposition parameters of the HfO2-based device fabrication pro-

cesses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Listed types of CRS devices. . . . . . . . . . . . . . . . . . . . . 43
4.5 E-beam writing parameters for nano-BC CRS devices. . . . . . . 47

A.1 Surface roughness analysis of sputtered thin films. . . . . . . . . 151
A.2 XPS analysis: as deposited HfO2 (13% O2 sputtering gas). . . . 152
A.3 XPS analysis: as deposited HfO2 (30% O2 sputtering gas). . . . 152

161



LIST OF TABLES

162



Bibliography

[1] T. Breuer, L. Nielen, B. Roesgen, R. Waser, V. Rana, and E. Linn,
“Realization of Minimum and Maximum Gate Function in Ta2O5-based
Memristive Devices,” Scientific Reports, vol. 6, p. 23967, 2016.

[2] T. Breuer, A. Siemon, E. Linn, S. Menzel, R. Waser, and V. Rana,
“A HfO2-Based Complementary Switching Crossbar Adder,” Advanced
Electronic Materials, vol. 1, no. 10, pp. n/a–n/a, 2015.

[3] T. Breuer, A. Siemon, E. Linn, S. Menzel, R. Waser, and V. Rana,
“Low-current operations in 4F 2-compatible Ta2O5-based complementary
resistive switches,” Nanotechnology, vol. 26, no. 41, p. 415202, 2015.

[4] T. Breuer, W. Kim, S. Menzel, V. Rana, A. Siemon, E. Linn, and
R. Waser, “Low-Currenturrent and High-Endurance Logic Operations
in 4F 2-compatible TaOx-based Complementary Resistive Switches,” in
Silicon Nanoelectronics Workshop (SNW), pp. 1–2, 2014.

[5] A. Siemon, T. Breuer, N. Aslam, S. Ferch, W. Kim, J. van den Hurk,
V. Rana, S. Hoffmann-Eifert, R. Waser, S. Menzel, and E. Linn, “Re-
alization of Boolean Logic Functionality using Redox-based Memristive
Devices,” Adv. Funct. Mater., vol. 25, no. 40, pp. 6414 – 6423, 2015.

[6] A. Schönhals, D. Wouters, A. Marchewka, T. Breuer, K. Skaja, V. Rana,
S. Menzel, and R. Waser, “Critical ReRAM Stack Parameters Control-
ling Complimentary versus Bipolar Resistive Switching,” in IEEE Inter-
national Memory Workshop (IMW), pp. 1–4, May 2015.

[7] M. Klimo and O. Šuch, “Memristors can implement fuzzy logic,”
arXiv:1110.2074v1 [cs.ET], pp. 1–11, 2011.

163



BIBLIOGRAPHY

[8] L. Nielen, S. Ohm, O. Such, M. Klimo, R. Waser, and E. Linn, “Memris-
tive Sorting Networks Enabled by Electrochemical Metallization Cells,”
Int. J. Unconv. Comput., vol. 12, no. 4, pp. 303–317, 2015.

[9] E. Linn, R. Rosezin, S. Tappertzhofen, U. Böttger, and R. b. Waser, “Be-
yond von Neumann - Logic operations in passive crossbar arrays along-
side memory operations,” Nanotechnology, vol. 23, no. 30, 2012.

[10] A. Siemon, S. Menzel, R. Waser, and E. Linn, “A Complementary Resis-
tive Switch-based Crossbar Array Adder,” IEEE J. Emerging Sel. Top.
Circuits Syst., vol. 5, no. 1, pp. 64 –74, 2015.

[11] C. Tsai, F. Xiong, E. Pop, and M. Shim, “Resistive Random Access
Memory Enabled by Carbon Nanotube Crossbar Electrodes,” ACS Nano,
vol. 7, no. 6, pp. 5360–5366, 2013.

[12] E. Linn, R. Rosezin, C. Kügeler, and R. Waser, “Complementary Re-
sistive Switches for Passive Nanocrossbar Memories,” Nature Materials,
vol. 9, no. 5, pp. 403–406, 2010.

[13] ITRS, “International Technology Roadmap for Semiconductors.”
http://www.itrs2.net/itrs-reports.html, 2015.

[14] A. C. Torrezan, J. P. Strachan, G. Medeiros-Ribeiro, and R. S. Williams,
“Sub-nanosecond switching of a tantalum oxide memristor,” Nanotech-
nology, vol. 22, p. 485203, 2011.

[15] A. Siemon, S. Menzel, A. Chattopadhyay, R. Waser, and E. Linn, “In-
Memory Adder Functionality in 1S1R Arrays,” ISCAS, pp. 1338–1341,
2015.

[16] E. Linn, “Memristive Nano-Crossbar Arrays Enabling Novel Computing
Paradigms,” IEEE International Symposium on Circuits and Systems
(ISCAS), pp. 2596–2599, 2014.

[17] E. Linn and R. Waser, “Complementary Resistive Switches for Logic-in-
Memory Applications,” in CMOSET 2013 Vol. 3: Circuits and Wireless
Track Presentation Slides (C. E. T. Research, ed.), pp. 241–280, Google
Books, CMOS Emerging Technologies, 2013.

164



Bibliography

[18] J. J. Yang, D. B. Strukov, and D. R. Stewart, “Memristive devices for
computing,” Nat. Nanotechnol., vol. 8, no. 1, pp. 13–24, 2013.

[19] F. Pan, S. Gao, C. Chen, C. Song, and F. Zeng, “Recent progress in
resistive random access memories: Materials, switching mechanisms, and
performance,” Mater. Sci. Eng. R-Rep., vol. 83, pp. 1–59, 2014.

[20] H. Li, B. Gao, Z. Chen, Y. Zhao, P. Huang, H. Ye, L. Liu, X. Liu, and
J. Kang, “A learnable parallel processing architecture towards unity of
memory and computing,” Scientific Reports, vol. 5, p. 13330, 2015.

[21] J. Kelly and S. Hamm, Smart Machines: IBM’s Watson and the Era of
Cognitive Computing. Columbia Business School Publishing, Columbia
University Press, 2013.

[22] S. Baker, Final Jeopardy: Man vs. Machine and the Quest to Know
Everything. Boston, MA, USA: Houghton Mifflin Co., 2011.

[23] S. Park, H. Kim, M. Choo, J. Noh, A. Sheri, S. Jung, K. Seo, J. Park,
S. Kim, W. Lee, J. Shin, D. Lee, G. Choi, J. Woo, E. Cha, J. Jang,
C. Park, M. Jeon, B. Lee, B. H. Lee, and H. Hwang, “Rram-based
synapse for neuromorphic system with pattern recognition function,”
in 2012 International Electron Devices Meeting, pp. 10.2.1–10.2.4, Dec
2012.

[24] S. Park, A. Sheri, J. Kim, J. Noh, J. Jang, M. Jeon, B. Lee, B. R.
Lee, B. H. Lee, and H. Hwang, “Neuromorphic speech systems using
advanced ReRAM-based synapse,” in 2013 IEEE International Electron
Devices Meeting, pp. 25.6.1–25.6.4, Dec 2013.

[25] S. Yu, R. Jeyasingh, Y. Wu, and H.-S. Philip Wong, “AC conductance
measurement and analysis of the conduction processes in HfOx based
resistive switching memory,” Applied Physics Letters, vol. 99, no. 23,
2011. cited By (since 1996)5.

[26] S. H. Jo, T. Chang, I. Ebong, B. B. Bhadviya, P. Mazumder, and W. Lu,
“Nanoscale Memristor Device as Synapse in Neuromorphic Systems,”
Nano Lett., vol. 10, no. 4, pp. 1297–1301, 2010.

165



BIBLIOGRAPHY

[27] M.-J. Lee, C. Lee, D. Lee, S. Lee, M. Chang, J. Hur, Y.-B. Kim, C.-J.
Kim, D. Seo, S. Seo, U.-I. Chung, I.-K. Yoo, and K. Kim, “A fast, high-
endurance and scalable non-volatile memory device made from asym-
metric Ta2O5−x/TaO2−x bilayer structures,” Nature Materials, vol. 10,
no. 8, pp. 625–630, 2011.

[28] J. J. Yang, M.-X. Zhang, J. P. Strachan, F. Miao, M. D. Pickett, R. D.
Kelley, G. Medeiros-Ribeiro, and R. S. Williams, “High switching en-
durance in TaOx memristive devices,” Applied Physics Letters, vol. 97,
no. 23, 2010.

[29] W. Kim, S. Menzel, D. J. Wouters, R. Waser, and V. Rana, “3-Bit Multi
Level Switching by Deep Reset Phenomenon in Pt/W/TaOx/Pt-ReRAM
Devices,” IEEE Electron Device Lett., vol. PP, no. 99, 2016.

[30] X. Lian, E. Miranda, S. Long, L. Perniola, M. Liu, and J. Suñe, “Three-
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