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The Impact of Self-Selection on Performance*

In many natural environments, carefully chosen peers influence individual behavior. In this 

paper, we examine how self-selected peers affect performance in contrast to randomly 

assigned ones. We conduct a field experiment in physical education classes at secondary 

schools. Students participate in a running task twice: first, the students run alone, then 

with a peer. Before the second run,we elicit preferences for peers. We experimentally 

vary the matching in the second run and form pairs either randomly or based on elicited 

preferences. Self-selected peers improve individual performance by .14-.15 SD relative 

to randomly assigned peers. While self-selection leads to more social ties and lower 

performance differences within pairs, this altered peer composition does not explain 

performance improvements. Rather, we provide evidence that self-selection has a direct 

effect on performance and provide several markers that the social interaction has changed.
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“The first thing I would do every morning was look at the box

scores to see what Magic did. I didn’t care about anything else.”

– Larry Bird

1 Introduction

Basketball hall of famer Larry Bird used to motivate himself to train harder not by focusing

on any player but rather by looking at his rival Magic Johnson’s performance during the pre-

vious night’s game. Similarly, seeing a specific classmate study long and continuously might

also help to focus on one’s own work. In various dimensions of life – ranging from students in

educational settings (Duflo, Dupas, and Kremer, 2011; Sacerdote, 2001) over cashiers in super-

markets (Mas and Moretti, 2009) and fruit pickers on strawberry fields (Bandiera, Barankay,

and Rasul, 2005, 2009) to fighter pilots during World War II (Ager, Bursztyn, and Voth, 2016)

– we look at the behavior of our peers and compare our own performance and choices with

theirs.1

In many natural environments, the persons with whom we compare are carefully chosen

rather than exogenously assigned. This peer selection may generally occur across two dimen-

sions. In some cases, people know others well and are able to select their peers accordingly.

This type of selection takes placemostly in settingswhere people interact frequentlywith each

other, such as classrooms or workplaces. In other settings, selection is based on limited infor-

mation, e.g., only past performance is observed or only certain characteristics are available as

a basis for selection. People might consciously select into schools or workplaces comprising

peers with a known ability.2 Therefore, individuals self-select into certain environments and

1The influence of peers on our own behavior has long been recognized in the social sciences in general, as
well as in economicsmore specifically. Such effects – commonly referred to as “peer effects” – arewidely observed
across awide range of outcomes, not only for performance on the job or in school: indeed, other contexts include
investment behavior (Bursztyn et al., 2014), consumption (Kuhnet al., 2011), programparticipation (Dahl, Løken,
and Mogstad, 2014), propensity to exercise (Aral and Nicolaides, 2017; Babcock and Hartman, 2010) and wages
in a firm (Cornelissen, Dustmann, and Schönberg, 2017). The settings across these studies differ enormously, as
does the underlyingmechanism (e.g., peer pressure, learning, complementarities). Nonetheless, all of these have
in common that the behavior or action of peers imposes an externality on the action or behavior of others. Most
of the research on peer effects takes the peer group or a single peer as given or randomly assigned.

2Festinger (1954) already conjectured that people tend to compare their own performance on average
with slightly better performing individuals. Similarly, performance leaderboards for sales representatives are
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even into specific peer groups within given environments. This is in stark contrast with envi-

ronments where peers are randomly or exogenously assigned. Self-selection should therefore

result in different peers, can affect subsequent behavior, and might even have a direct effect

on our motivation.

In this paper, we study how different peer assignment rules – self-selection versus random

assignment – affect individual performance and how self-selection itself affects interactions

between peers. In a first step, we investigate how self-selected peers – based on either iden-

tity or relative performance – affect average performance in contrast to randomly assigned

peers. After documenting differences in performance, we then analyze the underlying mech-

anisms. We explore whether self-selection leads to a different peer composition and we de-

compose performance improvements into a direct effect – stemming from being able to self-

select a peer per se – and an indirect effects from a change in the relative peer characteristics.

We provide evidence on the sources of the direct effect by documenting changes in the peer

interaction and discuss which individuals tend to benefit most from these peer assignment

mechanisms.

In order to study the effects of self-selection, we conducted a framed field experiment with

over 600 students (aged 12 to 16) in physical education classes of German secondary schools.

Students took part in two running tasks (suicide runs) – first alone, thenwith a peer – andfilled

out a survey in between that elicited preferences for peers, personal characteristics and the so-

cial network within each class. Our treatments exogenously varied the peer assignment in the

second runusing three differentmatching rules.We implemented a randommatching of pairs

(RANDOM) as well as two matching rules that use the elicited preferences to implement self-

selected peers. The specific setup of our experiment allows for two notions of self-selection,

based on either social identity or the relative performance of one’s classmates. First, the class-

room environment enabled students to state preferences for known peers (name-based pref-

erences). Second, using a running task yields direct measures of performance and thus could

be used to select peers based on their relative performance in the first run (performance-based

widespread for motivational reasons. They allow employees to compare their performance with others despite
not knowing them personally.
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preferences). Utilizing these two sets of preferences, we implemented two treatments with

self-selection. The treatments matched students based on name-based preferences (NAME)

or preferences over relative performance (PERFORMANCE), which we elicited in the survey.

We find that both peer-assignment mechanisms with self-selected peers improve average

performanceby .14–.15SDrelative to randomlyassignedpeers. Self-selectionchanges thepeer

composition, e.g., students interact predominantly with friends in NAME, while they choose

students with a similar past performance in PERFORMANCE. However, this indirect effect due

to changes in the peer composition cannot explain performance improvements in treatments

with self-selected peers.More specifically, the indirect effect of the changed peer composition

is insignificant inNAME and even negative in PERFORMANCE. Our estimates show that there is

a direct effect of self-selection on performance. Therefore, this process of self-selection seems

toprovide anadditionalmotivation to students. In order to investigate the sources of thedirect

effect, we show that students in PERFORMANCE experience more peer pressure. Furthermore,

wefind that only slower studentswithin a pair improve their performance inNAME, while both

the slower and faster student improve similarly in PERFORMANCE compared to students in ran-

domly formed pairs. Both observations suggest that the within-pair interaction has changed

across treatments. Finally, we examine which students in the ability distribution tend to bene-

fit most from our peer assignment mechanisms. We find thatNAME improves students across

the ability distribution, while PERFORMANCE tends to favor faster students.

While the impact of a peer and the resulting quantitative effect might be specific to this

setting, the underlying motive of the results are of general interest. Students have not only

been successfully used to analyze phenomena like favoritism (Belot and van de Ven, 2011, and

references therein), but they are also a highly relevant subject group, given that social compar-

isons are important drivers of effort and performance in school and consequently may affect

educational attainment. The process of self-selecting peers is potentially equally important

for settings in which peer effects do not arise due to social comparisons or peer pressure, but

rather where effort, task or skill complementarities exist (e.g.,Mas andMoretti, 2009) or where

learning frompeers is important (among others Bursztyn et al., 2014; Kimbrough,McGee, and

Shigeoka, 2017). In these settings, peer effects originate fromdifferentmechanisms than stud-
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ied in our setting, although in principle peers can also be self-selected. Thismay affect interac-

tions among peers and the motivation of individuals themselves in ways similar to this study.

Our results also complement the findings byBartling, Fehr, andHerz (2014), whodemonstrate

that people value the opportunity to actively select relevant aspects of life, whereas we high-

light themotivational benefits of subjects being able to self-select their environment (i.e., their

peer).3 As our paper shows, the direct effect of being able to self-select peers might be even

more important than those induced by exogenous group assignment. Hence, studies analyz-

ing interactions betweenpeers andpolicies leveraging these insights need to take into account

any selection of peers taking place within groups.

This paper relates to several strands of literature and addresses recent developments on

peer effects. First, most studies have traditionally relied on (conditional) random assignment

of peers (for an overview, see Herbst and Mas, 2015; Sacerdote, 2014). In order to study peer

effects in performance, these studies impose – for example – that all other classmembers (e.g.,

as in Feld and Zölitz, 2017) or the entire set of friends (by leveraging social network data as in

Bramoullé, Djebbari, and Fortin, 2009) serve as relevant peers. This literature builds on (con-

ditional) random assignment to identify the existence of peer effects and circumvent statisti-

cal problems as outlined in Manski (1993). As we are interested in how self-selection actually

changes peer group compositions and performance, we contrast the setting typically used in

the literature (i.e., random assignment) by allowing for self-selection.

The existence of peer effects in educational settings motivated a small strand of the lit-

erature to focus on reassignment policies. Rather than assigning students randomly to class-

rooms,Carrell, Sacerdote, andWest (2013) systematically formedclasses comprisingonlyhigh-

and low-ability students to increase the GPA of the latter. Instead of increasing their GPA as

was predicted by estimates in Carrell, Fullerton, and West (2009), the GPA actually decreased.

The authors suggest that subgroups of either high- or low-ability students emerged, with lit-

tle interaction between them. Therefore, the exogenous formation of classrooms changed the

3Similarly, having theopportunity todecideor votehasbeen found topositively affect thequalityof leadership
(e.g. Brandts, Cooper, andWeber, 2014) as well as the effectiveness of institutions (e.g. Bó, Foster, and Putterman,
2010) in the presence of social dilemmas.
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class composition and thereby the set of potential peers, while within this group students self-

selected their relevant peers. Booij, Leuven, and Oosterbeek (2017) also present evidence on

exogenous peer group manipulations. They manipulated the group composition based on

their prior ability, which led to a change in the social interaction: low-ability students were

more involved in classes and reported more positive interactions within classrooms. In this

paper, rather than reassigning students into classrooms as in the previous studies, we take

the classes as given and focus on the peer assignment and resulting interactions within class-

rooms.

Researchers have recently analyzed the potentially differential effects of friends and non-

friends and thus have moved away from the paradigm that all peers influence an individual’s

performance similarly. Lavy and Sand (2015) analyze how reciprocal – in contrast to non-

reciprocal – friends affect the test scores of middle-school students. Chan and Lam (2015)

further decompose the type of peers and investigate the varying effect of those types on edu-

cational attainment. In particular, they find that the specific type of peer (classmate, seatmate

or friend) as well as their individual personalities matter for understanding peer effects in ed-

ucational settings. In a different domain, Aral and Nicolaides (2017) suggest that only some

parts of a person’s social network affect exercising behavior. While Aral and Nicolaides focus

on the extensive margin – i.e., the decision to exercise or not – and study who is influencing

whom in a given network, we study the intensive margin – i.e., how much effort to provide –

taking into account that not all people serve as relevant peers.

The closest paper to ours is Chen and Gong (2017). The authors study self-sorting of stu-

dents into teams for a group task with skill complementarities. Similar to us, they find that

peers are selected based on the social network and that those groups perform better than ran-

domly formedgroups. In contrast to their setting,we focusonpairswith individual production

as the unit of analysis to identify a peer’s effect on individual performance.

Finally, we add to the literature on rank effects in peer interactions. Our results are in line

with research documenting the importance of ranks for subsequent outcomes (Elsner and

Isphording, 2017; Gill et al., 2017). If individuals have preferences over ranks, this can give rise

to heterogeneous peer effects similar to our setting (Tincani, 2017). Relatedly, Cicala, Fryer,
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and Spenkuch (forthcoming) also use rank-dependent preferences to build a Roy-model of

social interactions, where agents can select into certain groups based on their ability to carry

out different tasks. In our experiment, subjects can indirectly select their rank in the second

run by choosing a specific peer or relative time (e.g., a faster or slower peer).

The remainder of the paper is structured as follows. The next section presents our exper-

imental design as well as procedural details. Section 3 presents the data and describes our

sample of students. We outline our empirical framework in section 4. In section 5, we analyze

how self-selected peers affect performance relative to randomly assigned peers and decom-

pose this effect in direct effects of self-selection and indirect effects of a change in the peer

composition. We then discuss heterogeneous responses and highlight potential policy impli-

cations. Finally, section 6 concludes.

2 Experimental design

Studying the self-selection of peers and their subsequent impact on performance requires an

environment in which subjects can choose peers themselves and where exogenous assign-

ment can be implemented. Subjects must be able to compare their own performance with

that of a peer in a task that lends itself to natural up- and downward comparisons. Addition-

ally, it might be very difficult to isolate the personwho serves as a point of comparison. This is

especially true if several potential peers are present at all times.Moreover,within a given group

only some peersmight serve as relevant comparisons. As subjectsmight select those peers for

many reasons besides their performance, it is essential not only to observe additional char-

acteristics of all subjects, but also to use an existing social group. In these groups, subjects

have a clear impression of other group members and are able to select peers on additional

characteristics such as their social ties.

In this study,weused thecontrolledenvironmentof a framedfieldexperiment toovercome

those challenges. We embedded our experiment in physical education classes of German sec-

ondary schools. Students from grades 7 to 10 participated in a running task, first alone and

then simultaneously with a peer. Running allowed students to compare their performance
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with either faster or slower students, while it also excluded complementaries in production

between the students. Moreover, we focused on pairs as the unit of observation. This reduced

the number of peers in the experimental task to a single individual and allows us to identify

his or her impact. Subjects singled out specific peers by either naming them directly (in the

treatment NAME) or selecting performance intervals (in PERFORMANCE). The respective treat-

ments used these preferences to form pairs with self-selected peers or pairs were formed at

random. Hence, we can compare the effect of self-selected peers with exogenously assigned

ones, and can evaluate the effects of each assignment mechanism.

In the following, we present the design of our field experiment in detail and describe the

implemented procedures.

2.1 Experimental design

Figure 1 illustrates the experimental design. Studentsparticipated ina running task commonly

known as “suicide runs”, a series of short sprints to different lines of a volleyball court.4,5 The

first run – inwhich students run alone – served twopurposes: first, recorded times can be used

as a measure of ability and to evaluate the time improvement between the two runs; and sec-

ond, we used (relative) times from the first run in combination with students’ preferences to

create pairs for the second run in one of the treatments described below. The second runmir-

rored the first one aside from the fact that students did not run alone, but rather in pairs. This

means that both students performed the task simultaneously, while their times were recorded

4The exact task is to sprint and turn at every line of the volleyball court. Subjects had to line up at the baseline.
From there, they started running to the first attack line of the court (6 meters). After touching this line, they
returned to the baseline again, touching the line on arrival. The next sprint took the students to themiddle of the
court (9 meters), the third to the second attack line (12 meters) and the last to the opposite baseline (18 meters),
each time returning back to the baseline. They finished by returning to the starting point. The total distance of
this task was 90 meters.

5The task was chosen for several reasons: (1) the task is not a typical part of the German physical education
curriculum, yet it is easily understandable for the students; (2) in contrast to a pure and very familiar sprint ex-
ercise as in Gneezy and Rustichini (2004) or Sutter and Glätzle-Rützler (2015), students should only have a vague
idea of their classmates performance and cannot precisely target specific individuals in PERFORMANCE; and (3)
due to the different aspects of the task (general speed, quickness in turning as well as some level of endurance or
perseverance), the performance across age groups was not expected to (and did not) change dramatically.
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individually. Feedback about performance in both runs was provided at the end of the exper-

iment only.

Figure 1: Experimental design

FirstRun

Survey PeerAs-
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Between the two runs, students filled out a survey comprising three parts, eliciting pref-

erences for peers, non-cognitive skills, and information about the social network within each

class. We elicited two kinds of preferences: first, we asked subjects to state the names of those

classmateswithwhom theywould like to perform the second run; and second, we asked them

to state the relative performance level of their most-preferred peers. Note that we elicited all

preferences irrespective of the assigned treatment and used these preferences to match stu-

dents for the second run in two of the three treatments.

In addition to these preferences, the survey included sociodemographic questions and

measures of personality and preferences: the Big Five inventory as used in the youth question-

naire of the German socioeconomic panel (Weinhardt and Schupp, 2011), ameasure of the lo-

cus of control (Rotter, 1966), competitiveness6, general risk attitude (Dohmenet al., 2011), and

a short version of the INCOM scale for social comparison (Gibbons and Buunk, 1999; Schnei-

der and Schupp, 2011). The survey concludedby eliciting the social networkwithin every class.

Subjects were asked to state their six closest friends within the class and indicate the intensity

of their friendship on a seven-point Likert scale.

6We implemented a novel continuousmeasure of competitiveness using a four-item scale. For this, we asked
subjects about their agreement to the following four statements on a seven-point Likert scale: (i) “I am a person
that likes to compete with others”, (ii) “I am a person that gets motivated through competition”, (iii) “I am a
person who performs better when competing with somebody”, and (iv) “I am a person that feels uncomfortable
in competitive situations” and extracted a single principal component factor from those four items, of which the
fourth item was scaled reversely.
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Before and after the second run,we asked students a short set of questions about their peer

and their experience during the task. Before the run, we elicited their belief about the relative

performance of their peer in the first run, namely who they thought was faster. Following the

second run, we asked themwhether theywould rather run alone or in pairs the next time, how

much fun they had as well as how pressured they felt in the second run due to their peer on a

five-point Likert scale.

2.2 Preference elicitation

We elicited two sets of peer preferences, independent of the treatment to which a subject is as-

signed. The first set elicited those for situations inwhich social information is available (name-

based preferences). Accordingly, we asked each student to state his or her six most-preferred

peers from the same gender within their class, i.e., those people with whom they would like to

be paired in the second run. They could select any person of the same gender, irrespective of

this person’s actual participation in the study or their attendance in class.7 These classmates

had to be ranked, creating a partial ranking of their potential peers.

Second, we elicited preferences solely based on the relative performance in the first run,

ignoring the identities of the potential running partners (performance-based preferences). For

this purpose, we presented subjects ten categories consisting of one-second intervals starting

from (4,5] seconds slower than their own performance in the first run, to (0,1] seconds slower

and (0,1] seconds faster up to (4,5] seconds faster. They had to indicate from which time in-

terval they would prefer a peer for the second run, irrespective of the potential peer’s identity.

Similar to the name-based preferences, we elicited a partial ranking for those performance-

based preferences. Accordingly, subjects had to indicate their most-preferred relative time in-

terval, secondmost-preferred relative time interval and so on.8

7All subjects were informed that peers in the second run would always have the same gender as themselves
and would also need to participate in the study.

8Naturally, each time interval could only be chosen once in the preference elicitation, but each interval could
potentially include several peers if several subjects had similar times and thus belonged to the same interval.
Similarly, some intervals may not contain any peers if no subject in the class had a corresponding time.
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2.3 Treatments

We exogenously varied how pairs in the second run are formed by implementing one of three

matching rules at the class level, where pairs are only formed within genders. The first rule

matched students randomly, i.e., we employed a randommatching (RANDOM). This condition

serves as a natural baseline treatment.

The secondmatching rule used the elicited name-based preferences (NAME) and the third

rule formedpairs based on the elicited performance-based preferences (PERFORMANCE). Note

that the problem of matching pairs constitutes a typical roommate problem. We thus imple-

mented the “stable roommate” algorithm proposed by Irving (1985) to form stable pairs using

the elicited preferences.9

Subjects did not know the specific matching algorithm, but were only told that their pref-

erences would be taken into account when forming pairs. We informed subjects about the

existence of all three matching rules in the survey to elicit both sets of preferences irrespec-

tive of the implemented treatment. Just before the second run took place, they were informed

about the specific matching rule employed in their class and the resulting pairs.

In addition,we conducted anadditional control treatment (NOPEER) inwhich students ran

alone twice and which featured a shortened survey but was otherwise identical to the other

treatments.10 As this only serves the purpose of excluding learning as a source of time im-

provements between the two runs, we exclude it from themain analysis and focus only on the

evaluation of different peer assignment rules.

9Given the mechanism proposed by Irving (1985), it is a (weakly) dominant strategy for all participants to re-
veal their true preferences. The matching algorithm requires a full ranking of all potential peers to implement a
matching. Since we only elicited a partial ranking, we randomly filled the preferences for each student to gen-
erate a full ranking. However, in most cases subjects were assigned a peer according to one of their first three
preferences. Nonetheless, if groups were small, it could be the case that subjects were not assigned one of their
most-preferred peers. This is especially the case for performance-based preferences. See also the discussion in
section 3.1 below.
10The survey asked students for their preferences for peers, socio-demographics, and their social network.

Moreover, in order to avoid deception, we told students in advance that they would run alone both times.
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2.4 Procedures

Weconducted the experiment in physical education lessons at three secondary schools inGer-

many.11 All students from grades 7 to 10 (corresponding to age 12 to 16) of those schools were

invited to participate in the experiment.

Approximately two weeks prior to the experiment, teachers distributed parental consent

forms. These forms contained a brief, very general description of the experiment. Only those

students who handed in the parental consent before the study took place participated in the

study.

The experiment startedwith a brief explanation of the following lesson anddemonstration

of the experimental task.We informed students that their teacherwould receive each student’s

times from both runs, but no information about the pairings during the second run.12 The

students themselves did not receive any information on their performance until the comple-

tion of the experiment. We did not incentivize students with monetary rewards. Instead, we

stressed that the objective was to run as fast as possible in both runs. Moreover, teachers used

the times in their own class evaluation and students themselves were also interested in their

own times.13 The introduction concludedwith a shortwarm-upperiod. After this, the subjects

were led to a location outside of the gym.

Students entered into the gym individually. Thus, anypotential audience effects fromclass-

mates being present were ruled out by design. Students completed the first suicide run and

subsequently were handed a laptop to answer the survey. Answering the survey took place in a

separate room.14 After the completion of the survey, subjects returned the laptop to the exper-

imenter and waited with the other students outside the gym. Upon completion of the survey

11Physical education lessons in most German secondary school last two regular lessons of 45 minutes each,
thus about 90 minutes in total. At the third school, lessons only lasted 60 minutes for most classes. In order to
conduct the experiment in the samemanner as at the other schools, we were allowed to extend the lessons by 10
to 15 minutes. This was sufficient to complete the experiment.
12Of course, some teacherswere present in the gym. In principle, they could observe the pairings and therefore

reconstruct the resulting pairs. However, none of the teachers made notes about the pairings or asked for them.
13Note that this resembles many real-life settings with individual tasks, where individuals are not explicitly

incentivized either.
14At least one experimenter was present at all stages of the experiment to answer questions and limit commu-

nication between subjects to a minimum.
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by all students, they returned to the gym to receive further instructions for the second run. In

particular, we reminded the students of the existence of the threematching rules, announced

which rule was implemented in their class and the resulting pairs from the matching process.

Following these instructions, the entire group waited again outside the gym. Pairs were called

into the gymandboth students participated in the second run simultaneously onneighboring

tracks.

After all pairs hadfinished their second suicide run, the experiment concludedwith a short

statement by the experimenters thanking the students for their participation. The teacher re-

ceived a list of students’ times in both runs and students were informed about their perfor-

mance. We then asked the teacher to evaluate the general atmosphere within the class.15

3 Data description andmanipulation check

Wepresent summary statistics of the students in our sample in Table 1.16 In total, 627 students

participated in the treatments,with 66%being female.17,18 This corresponds to aparticipation

rate of 73%.19

On average, female students took 27.57 seconds (SD of 2.50 seconds) in the first run. Their

performance is quite stable across all grades, with students from the seventh grade being

15Teachers indicated their agreement to three statements on a seven-point Likert scale: (1) “The class atmo-
sphere is very good”, (2) “Some students get excluded from the group”, (3) “Students stick together when it really
matters”.
16We focus on the students in the three main treatments, namely RANDOM, NAME and PERFORMANCE and do

not include the students from theNOPEER treatment.
17We have more females in our sample since one school in our sample – the smallest one – was a female-only

school.
18In classes with an odd number of students within a matching group, we dropped one participant randomly

to match students accordingly. Therefore, some students participated in the experiment but were only recorded
once and are dropped for estimating the treatment effects in the next section.
19We aimed at recruiting all students of a class. However, due to numerous reasons this was not possible in

every class. Normally some students aremissing on a given day due to sickness or other reasons, are injured and
cannot participate in the lesson, are not allowed to take part in the study by their parents or do not want to par-
ticipate. Additionally, some students simply forgot to hand in the parental consent. We do not have concerns of
non-random selection into the study since students did not know in advance the exact day when the experiment
was scheduled and most reasons for non-participation were rather exogenous (like injuries or sickness). More-
over, treatment randomizationwas at the class level within schools and therefore selection into treatments is not
possible.
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Table 1: Summary statistics

7th grade 8th grade 9th grade 10th grade Total

Socio-Demographic Variables
Age 12.77 13.80 14.77 15.83 14.52

(0.48) (0.45) (0.39) (0.53) (1.22)
Female 0.60 0.60 0.66 0.72 0.66

(0.49) (0.49) (0.48) (0.45) (0.48)
Times (in sec)
Time 1 (Females) 28.03 27.06 27.31 27.83 27.57

(2.75) (2.06) (2.28) (2.71) (2.50)
Time 2 (Females) 26.98 26.46 26.47 26.94 26.72

(1.97) (1.74) (2.43) (2.37) (2.23)
Time 1 (Males) 25.33 24.23 23.71 23.27 24.09

(1.93) (1.99) (2.03) (2.18) (2.16)
Time 2 (Males) 24.62 23.58 22.85 22.35 23.31

(2.01) (1.99) (1.70) (1.50) (1.98)
Class-level Variables
# Students in class 25.54 26.00 26.25 25.03 25.68

(2.71) (1.96) (2.56) (3.17) (2.74)
Share of participating students 0.75 0.69 0.77 0.71 0.73

(0.11) (0.14) (0.16) (0.13) (0.14)
Share of Students in Treatments
RANDOM 0.32 0.46 0.34 0.32 0.35

(0.47) (0.50) (0.47) (0.47) (0.48)
NAME 0.37 0.25 0.37 0.35 0.34

(0.48) (0.43) (0.49) (0.48) (0.47)
PERFORMANCE 0.32 0.29 0.29 0.33 0.31

(0.47) (0.46) (0.46) (0.47) (0.46)

Observations 123 124 182 198 627

Standard deviations are presented in parentheses. Note that some students only participated in the survey in
cases in which they were allowed to participate in the study but were unable to take part in the regular physical
education lesson, while some others only took part in the first run if there was an odd number of students in the
matching group. See the text for details.

somewhat slower. Male students’ times decreased with age: while male students in grade 7

tookonaverage 25.33 seconds in thefirst run, their performance improved to 23.27 secondson

average in grade 10. In the following, we control for these effects by including gender-specific

grade fixed effects in all of our regressions. Independent of their treatment assignment, males
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and females improved their performance in the second run by .78 seconds and .85 seconds on

average, respectively.

We randomized classes into treatment and checkwhether observable characteristics differ

between our treatments in Appendix Table A.1. There are no observable differences across

treatments for most variables, except for a difference in the pre-treatment times in the first

run. However, this gap can be explained entirely by variation in observables. Conditional on

gender-specific grade fixed effects, school fixed effects and age, these differences are no longer

significant.

3.1 Preferences for peers andmanipulation check

Before turning to the results of the experiment, we briefly present the preferences for peers as

elicited in the survey. Furthermore, we show that our peer assignment based on those prefer-

ences indeed changed the actual match quality, which we define as the rank of the assigned

peer in the elicited preference rankings. This means that students in the self-selected treat-

ments have a higher probability of being matched with someone who they prefer more, i.e.,

who ranks higher in their name- or performance-based preferences. Hence, our experimen-

tal variation of taking the preferences into account should have an effect on the rank of the

assigned peers within a subject’s preferences (i.e., the quality of that match) in the respective

treatment with self-selection.

Table 2: Share of name-based preferences being friends

Name-based Preference 1st 2nd 3rd 4th 5th 6th overall

Share of peers being friends 0.89 0.79 0.73 0.60 0.49 0.41 0.65
This table presents the share of friends for each name-based preference (most-preferred peer to sixth most-
preferred peer as well as pooled over all six preferences) as elicited in the survey.

We summarize the preferences for peers according to name- and performance-based pref-

erences in Table 2 and Figure 2, respectively. Two findings emerge: first, most students nomi-

nate friends as theirmost-preferred peer; and second, while students prefer to run on average
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Figure 2: Most-preferred performance-based peer
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Thefigurepresents ahistogramof thepeerpreferences over relativeperformance as elicited in the survey. Vertical
lines indicate own time (black line; equals zero by definition) and themean preference of all individuals (red line;
0.56 sec faster on average, where we used the midpoint of each interval to calculate the mean).

with a slightly faster peer, there is strong heterogeneity in this preference. We analyze the de-

terminants of these preferences as well as how these two preference measures relate to each

other in more detail in Kiessling, Radbruch, and Schaube (2018).20

Figure 3 shows the realized match quality for all three treatments with respect to the rank-

ing of peers in the two sets of elicited preferences. The upper panel shows the realized match

quality according to name-based preferences. We observe that some people are randomly

matched to someone they would like to be paired with in RANDOM and PERFORMANCE. As

expected, this share is rather low. While the median peer in NAME corresponds to the most-

preferred peer according to the elicited name-based preferences, the median peer is not part

of the elicited preferences (i.e., not among the six most-preferred peers) for RANDOM and PER-

FORMANCE. A similar, albeit less pronounced picture arises when analyzing the match qual-

ity according to the preferences over relative performance as presented in the lower panel of

20InAppendixB,wealso show that the rankingsof preferredname- andperformance-basedpeersmeasure two
distinct sets of preferences mitigating concerns that the two peer measures correspond to the same underlying
preference.
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Figure 3: Match quality across treatments
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Thefigure presents a histogramofmatchqualities for each treatmentmeasuredby the rank of the realizedpeer in
an individual’s name- (upper panel) or performance-based preferences (lower panels). Vertical red lines denote
median ranks.

Figure 3. We observe that students in PERFORMANCE are paired with more preferred peers ac-

cording to their preferences relative to the other two treatments. However, note that subjects

may prefer other students or relative times that are not available to them, whichmechanically

affects thematch quality.Moreover, tomatch students inPERFORMANCE, the preferences need

to exhibit sufficient heterogeneity. We discuss these issues inmore detail in Appendices B and

C and show that sufficient heterogeneity in preferences exists to match students successfully.
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4 Empirical Strategy

This section outlines our empirical framework. For this purpose, we first analyze the effect of

being assigned to a particular peer assignment mechanism. In a second step, we decompose

this change in performance into two effects – an indirect effect stemming from a change in

the peer composition and a direct effect due to self-selection – before we show how to allow

for heterogeneities in the direct effect depending on the rank within a pair. In Appendix D,

we show how to derive these estimation equations from an economic model similar to the

mediation analysis as described in Heckman and Pinto (2015).

The random assignment of classes into treatments allows us to estimate the average effect

of peer selection on performance. Let Dd = 1 with d ∈ {N ,P } denote treatment assignment to

NAME and PERFORMANCE, respectively, and zero otherwise. Our baseline specification for an

outcome yi g s of individual i in gender-specific grade g of school s is therefore given by:

yi g s = τ+τN DN
i +τP DP

i +γXi +ρs +λg +ui g s(1)

Themain parameters of interest are τN and τP , the effect of being assigned to one of our treat-

ments relative to RANDOM. School fixed effects, ρs , and gender-specific grade fixed effects, λg ,

control for variation due to different schools (i.e., due to different locations and timing of the

experiment) and variation specific to gender and grades.21 Finally, Xi is a vector of predeter-

mined characteristics such as age as well as personality characteristics and in some specifi-

cations class-level control variables, and ui g s is a mean zero error term clustered at the class

level.

Any change in outcomes can be attributed to one of twomain sources: first, different peer-

assignmentmechanismsmay affect peer interactions directly; and second, self-selectionmay

change the peers and therefore the difference between the student’s and his or her peer’s char-

acteristics. We therefore decompose the average treatment effect into a direct effect of self-

21See the section 3 for a discussion concerning why we include gender-specific grade fixed effects rather than
gender and grade fixed effects separately.
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selection as well as a pure peer composition effect.22 This takes into account the change in

relative peer characteristics across treatments. We implement this decomposition using the

following specification:

yi g s = τ̄+ τ̄N DN
i + τ̄P DP

i +βθi +γXi +ρs +λg +ui g s(2)

Weare interested in τ̄N and τ̄P , thedirect effectsof our treatments relative toRANDOM. Changes

in peer characteristics are captured by θi . In particular, we allow our effects to bemediated by

the quality of the match measured by the rank of the peer in an individual’s preferences, abil-

ity differences and ranks withing pairs, friendship ties and a set of personality and preference

measures (i.e., Big Five, locus of control, competitiveness, risk attitudes, social comparison).

Finally,weanalyze theheterogeneousdirect effectsof rankswithinpairs toanalyzewhether

only certain individuals are reacting to our treatments using

yi g s = τ̄+ τ̄N
h 1{ai≥a j }D

N
i + τ̄N

l 1{ai<a j }D
N
i(3)

+ τ̄P
h1{ai≥a j }D

P
i + τ̄P

l 1{ai<a j }D
P
i +βθi +γXi +ρs +λg +ui g s

The indicator 1{ai≥a j } denotes whether subject i was of higher ability (e.g., faster in the first

run) than her or his peer j , and1{ai<a j } equals one if i was of lower ability.We interact this rank

indicator with the treatment indicators Dd
i (d ∈ {N ,P }) to analyze whether the direct effect

depends on the rank within a pair.

5 Results

Ourexperimental designallowsus to study thecausal effectofdifferentpeer assignmentmech-

anisms on individual performance. Two of these assignment rules use the preferences for

22Thedirect effectmainly captures changes inmotivation due to being able to self-select a peer, but also inputs
that (i) differ across treatments, and (ii) are not measured in our rich set of potential mediators (match quality,
friendship ties, ability differences, ranks and personality differences).
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peers elicited in the survey to form pairs and therefore allow for the self-selection of peers.

More specifically, the three treatments correspond to random matching (RANDOM), match-

ing based on self-selected peers using name-based peer preferences (NAME) and using pref-

erences over relative performance (PERFORMANCE). As outlined in section 2, the random as-

signment of peers constitutes a natural starting point for at least two reasons: first, the pure

presence of any peer might already improve performance; and second, randomly assigned

peers are used to document peer effects in a wide range of settings (e.g., Falk and Ichino, 2006;

Guryan, Kroft, and Notowidigdo, 2009). We contrast this baseline condition with two treat-

ments that assign peers based on elicited preferences, i.e., in which subjects endogenously

choose their peer.

5.1 Average effect of self-selection on performance

We analyze how average performance improvements differ between treatments. We use per-

centage points improvements as outcomes and therefore base our comparisons on the base-

line performance in the first run. This specification takes into account the notion that slower

students (i.e., those with a higher time in the first run) can improve more easily by the same

absolute value compared to faster students, as it is physically easier for the former.

Figure 4 presents ourmain result. Subjects inRANDOM improve on average by 1.93 percent-

age points during their second run. However, performance improves evenmore inNAME and

PERFORMANCE by 3.22 and 3.58 percentage points, respectively.We present the corresponding

estimates in Table 3. Columns (1)-(3) present the estimated percentage point improvements

in time according to equation 1. Columns (3)-(7) express the results additionally in terms of

(standardized) times in the second run controlling for times in the first run to confirm these

effects in times rather than percentage point improvements. Assigning peers based on name-

basedpreferences results in an additional 1.26 percentagepoint improvement inperformance

relative to the random assignment of peers. The coefficient for performance-based matching

is 1.67 percentage points and thus somewhat larger, but it does not differ significantly from

NAME. These effects persist when controlling for students’ own personal characteristics (col-
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Figure 4: Average performance improvements
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Thefigurepresents percentagepoint improvements from thefirst to the second runwith corresponding standard
errors for the three treatments RANDOM, NAME, and PERFORMANCE corresponding to column (1) in Table 3. We
control for gender, grade and school fixed effects as well as age and cluster standard errors at the class level.

umn (2)) aswell as if we additionally control for class-level variables capturing the atmosphere

within a class (column (3)). Our baseline effects correspond to additional time improvements

of .38 to .41 seconds and account for 14% of a standard deviation inNAME and 15% in PERFOR-

MANCE (cf. columns (4)-(7)).23

In Appendix E, we show that the observed performance improvements are due to the pres-

enceof peers andnot due to learning.Wepresent the results of an additional control treatment

(NOPEER) and its implementation details. In the control treatment, subjects run twicewithout

any peer and we find that they do not improve their time from the first to the second run; in

fact, individual performance decreases. The improvements thatwe observe here can therefore

be attributed to the presence of peers rather than learning or familiarity with the task.

23Appendix F presents additional robustness checks using biased linear reduction standard errors, controlling
for outliers, and presents the average treatment effects for different subgroups. Our results are robust to all of
these checks.
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Table 3: Average treatment effects

(a) Percentage Point Imprv. (b) Time (Second Run)

(1) (2) (3) (4) (5) (6) (7)

NAME 1.26*** 1.37*** 1.84*** -0.38*** -0.38*** -0.48*** -0.14***
(0.43) (0.50) (0.46) (0.11) (0.12) (0.12) (0.04)

PERFORMANCE 1.67** 1.69** 1.28** -0.41*** -0.38*** -0.31** -0.15***
(0.62) (0.65) (0.60) (0.14) (0.14) (0.14) (0.05)

Time (First run) 0.69*** 0.67*** 0.71*** 0.74***
(0.04) (0.04) (0.05) (0.04)

Class-level Controls No No Yes No No Yes No

Own Characteristics No Yes Yes No Yes Yes No

Gender-Grade/School FEs, Age Yes Yes Yes Yes Yes Yes Yes

N 588 585 515 588 585 515 588
R2 .056 .08 .096 .8 .81 .83 .8
p-value:NAME vs. PERFORMANCE .51 .62 .38 .8 .98 .28 .8

This table presents least squares regressions according to equation 1 using percentage point improvements
(panel (a)) and times of the second run controlling for times in the first run (panel (b)) as the dependent variable.
*, **, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in parentheses and clustered at
the class level. Own characteristics include the Big 5, locus of control, social comparison, competitiveness and
risk attitudes. Class-level control variables in columns (3) and (6) include the share of participating students,
three variables to capture the atmosphere within a class (missing for four classes), and indicators for the size of
the matching group. Column (7) uses standardized times.

5.2 Changes in thepeer compositionand thedirect effectof self-selection

As outlined in section 4, the estimated average treatment effects consist of a direct effect due

to self-selection and an indirect effect. The latter captures changes in the relative character-

istics of the peer (e.g., the time differences between the student and peer in the first run) due

to the altered peer composition induced by our treatments.24 In the following, we first docu-

ment how NAME and PERFORMANCE change the peer composition relative to RANDOM, before

analyzing the extent to which this change in the peer composition can explain the average

treatment effect.

24Note that only the relative characteristicswithin apair canmatter for a change in theperformance, given that
we randomize subjects into treatments. Therefore, the overall distribution of peer characteristics across treat-
ments is similar and constant. Our treatments only change with whom each student interacts.
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It is important to check for a change in the composition and the resulting indirect effect as

potentially not all peers are equally important. Suppose that only interacting and comparing

yourself with a friend leads to a change in performance (e.g. Bandiera, Barankay, and Rasul,

2009) and at the same time subjects only select their friends in NAME. Alternatively, suppose

that peers only matter if they have a similar performance and at the same time subjects more

commonly select someonewith a similar performance inPERFORMANCE. Potentially, our treat-

ments would simply change the likelihood of interacting with such a person (i.e., change the

peer composition between treatments) and these changes would explain the average treat-

ment effect.

Figure 5 shows that our treatments indeed changed the peer composition with respect to

two prime examples of relative peer characteristics, namely friendship ties and ability differ-

ences within pairs. Even though students could mainly target peers along these two dimen-

sions, we present how our treatments affect the peer composition along various other charac-

teristics in Appendix Table C.1. More specifically, Figure 5a shows that students are predom-

inantly paired with friends in NAME (76% of all peers are friends), whereas the share of peers

being friends in RANDOM and PERFORMANCE is 49% and 37%, respectively. Asmatching based

on preferences over relative performance (PERFORMANCE) allows for targeting other students

with a similar or slightly higher ability, the students’ absolute time differences in the first run

might change. Panel B of Figure 5b confirms this by showing that the average absolute differ-

ence in times from the first run is 1.53 seconds in PERFORMANCE, while it is greater than two

seconds in the other two treatments (2.24 and 2.16 seconds in RANDOM andNAME).

While the existing literature to date hasmainly concentrated on the influence of peerswith

respect to ability and friendship ties on performance, our data allows us to go beyond this.25

In particular, we allow for a large set of different personal characteristics (competitiveness, Big

Five, Locus of control, social comparison, and risk attitudes) to influence the performance.

Moreover, by having access to preferences over peers, we are able to include the match

quality of a peer as a potentialmediator. For this purpose, we define two indicators tomeasure

25Two notable exceptions include Chan and Lam (2015) and Golsteyn, Non, and Zölitz (2017), who study how
peer personality traits affect one’s own performance.
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Figure 5: Changes in peer composition
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(b) ABSOLUTE DIFFERENCES IN ABILITY
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Figure 5a presents the share of all students who nominated their assigned peer as a friend for each of the three
treatments including standard errors. Figure 5b shows the average absolutewithin-pair difference in ability (mea-
sured in times from the first run) and including standard errors for each treatment. We control for gender, grade
and school fixed effects as well as age and cluster standard errors at the class level. We present the corresponding
regressions and highlight additional compositional differences of the treatments in Appendix Table C.1.

whether the assigned peer is nominated among the first three peers for name-based prefer-

ences or falls into the three highest ranked categories for performance-based preferences.26

The results of the decomposition based on equation 2 are presented in Table 4. Column

(1) replicates the baseline estimates from column (2) of Table 3 for means of comparison. In

columns (2)-(5), we include different sets of characteristics, before we allow all of them tome-

diate the direct effects in column (6).

Only controlling for name-based and performance-basedmatch quality or friendship ties

(column (2) and (3)) has little to no effect as the variables themselves have only small and in-

significant effects on performance improvement. Hence, the estimated direct effects closely

resemble the average treatment effects. In column (4), we focus on ability differences and

ranks within a pair. Since faster and slower students within a pair might be affected differen-

tially, we allow the effect of ability differences, |∆T i me1|, to differ by the rankwithin a pair.We
find that ability differences have a significant effect on both faster and slower students within

26Appendix Table G.3 also controls for match quality in a flexible way. The results remain qualitatively and
quantitatively similar.
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Table 4: Decomposition of treatment effects

Percentage Point Improvements

(1) (2) (3) (4) (5) (6)
Baseline Match Qual. Friend Time Diff. Personality All

Direct Effects

NAME 1.37*** 1.36** 1.48*** 1.35*** 1.36*** 1.26**
(0.50) (0.54) (0.52) (0.46) (0.44) (0.47)

PERFORMANCE 1.69** 1.74** 1.66** 1.84*** 2.03*** 2.18***
(0.65) (0.69) (0.66) (0.61) (0.69) (0.68)

Peer Characteristics

HighMatch Qual. (name-based) 0.04 0.56
(0.45) (0.42)

High Match Qual. (perf.-based) -0.19 -0.07
(0.48) (0.45)

Peer is friend -0.38 -0.61
(0.40) (0.46)

Faster Student × |∆T i me 1| -0.39*** -0.35**
(0.14) (0.14)

Slower Student × |∆T i me 1| 1.03*** 1.07***
(0.21) (0.19)

Slower Student in Pair -0.17 -0.14
(0.45) (0.46)

Abs. Diff. in Personality No No No No Yes Yes

Own Characteristics Yes Yes Yes Yes Yes Yes

Gender-Grade/School FEs, Age Yes Yes Yes Yes Yes Yes

N 585 585 585 585 582 582
R2 .08 .081 .082 .24 .11 .27
p-value:NAME vs. PERFORMANCE .62 .58 .8 .43 .32 .19
Indirect Effect (NAME) .1
Indirect Effect (PERFORMANCE) -.49

This table presents least squares regressions according to equation 2 using percentage point improvements as
the dependent variable. *, **, and *** denote significance at the 10, 5, and 1percent level. Standard errors in paren-
theses and clustered at the class level. High match quality is an indicator equaling one if the partner was ranked
within the first three preferences according to his or her name- or performance-based preferences. Own char-
acteristics include the Big Five, locus of control, social comparison, competitiveness and risk attitudes. Absolute
differences in personality include the difference in those. The last two rows quantify the indirect effect forNAME
and PERFORMANCE given by the combining the change in peer composition across treatments (cf. Appendix Ta-
ble C.1) with the corresponding compositional effects of these characteristics in column (6). Further robustness
checks are relegated to the Appendix.
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a pair. On the one hand, slower students within a pair benefit strongly from running with a

faster student, whereby a one-second difference in ability leads to a 1.03 percentage point im-

provement in the second run. On the other hand, the performance of the relatively faster stu-

dent suffers from ability differences and their performance declines by .39 percentage points

per second. In sum, the average performance of a pair thus improves with increased ability

differences. However, the impact of ability differences does not mediate the direct treatment

effects. The estimated coefficient for NAME remains stable, and the effect for PERFORMANCE

even increases, implying that the indirect effect for PERFORMANCE is negative. This is partially

a consequenceof the smaller ability differences inPERFORMANCE relative toRANDOM as shown

in Figure 5b and the overall positive impact of ability differences.

In column (5), we analyze the direct effects if we include the similarity in several per-

sonal characteristics of the two students of a pair. In contrast to ability differences and friend-

ship ties, personality characteristics could not be targeted easily in the preference elicitation.

Nonetheless, subjects could have chosen peers with certain personality characteristics indi-

rectly in both treatments. However, the treatment effects remain stable if we control for those

characteristics.

Finally, we control for all of these mediators simultaneously in column (6). The effects of

the peer characteristics are in line with what we have discussed above. In the last two rows

of the table, we quantify the indirect effect as the change in the coefficient of NAME and PER-

FORMANCEwhen controlling for the peer composition (column (1) vs (6)). This corresponds to

multiplying the coefficients from column (6) with the change in the peer composition across

treatments. We describe these changes in Appendix Table C.1.

InNAME, we estimate a positive indirect effect of .10 percentage point improvements. This

means that the altered peer characteristics have only a slightly positive effect on the students’

performance. The direct effect is 1.26 percentage points and therefore somewhat smaller than

the average effect, but not significantly different (Wald test, p-value = 0.66). ForPERFORMANCE,

we observe an indirect effect of -.49 percentage points. Therefore, the change in the peer com-

position suppresses improvements inPERFORMANCE. Thedirect effect is 2.18percentagepoints
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and it significantly differs from the average effect (Wald test, p-value = 0.029). Themagnitude

of the direct effects is more than five times that of the indirect effects.27

Our analysis suggests that self-selection improves individual performance directly andnot

due to a change in the peer composition. This means that subjects react to observationally

similar peers differently once they have chosen them actively. The direct effect could stem

from an additional motivational value of self-selection, as the comparison and interaction

with self-selected peers might becomemore important. In principle, a compositional change

in unobserved characteristics – that is not measured by those included in our analysis and

differs across treatments – could still account for the direct effects. However, the effect would

have to be at least five times the size of the measured indirect effect.

Hence, implementing self-selection of peers has likely changed the social interaction in

both treatments, either directly or by changing the influenceof peer characteristics. In thenext

section, we present evidence that students perceive the peer interactions across treatments

differently to bolster this interpretation.

5.3 Markers for changed social interactions

In this section, we study the effects of our treatments on students’ experience during the tasks.

Our experiment features a small post-experimental questionnaire, in which we elicited how

much peer pressure students experienced and how much fun they had during the second

run.28 In order to analyze the effects of the treatments on these two variables, Table 5 presents

estimates for the direct effects of our treatments based on equation 2 using standardizedmea-

sures of pressure and fun as outcome variables. Here, we control for times in the second rather

27We present additional robustness checks in Appendix G. In Table G.1, we show that match quality itself has
no influence in RANDOM. Being paired randomly with a preferred peer does not increase performance. Further-
more, Table G.2 presents the robustness of the direct effects to using only those subjects in RANDOM who are
matched in line with their preferences. These matches occurred by pure chance and not due to self-selection.
Finally, we document in Table G.3 that the piecewise-linear specification of ability differences and the definition
of the high matching quality indicator are not restrictive by including interval fixed effects for each one-second
interval of ability differences and fixed effects for each rank of the name- and performance-based preference
ranking, respectively. Additionally, this table also shows that conditioning on class-level variables does not alter
our results.
28Weelicited the peer pressuremeasure only at one of the three schools. Therefore,wehave fewer observations

for this variable.
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than the first run for two reasons: first, these measures are elicited after the second run; and

second, a tight race could increase pressure across all treatments.

Students in PERFORMANCE experience significantly more pressure from their peer in the

second run than students in RANDOM and NAME. Therefore, selecting peers based on prefer-

ences over relative performance seems to change the experience of social interactions. Note

the differential effects of absolute time difference for slower and faster students within a pair

on pressure: whereas slower students are always pressured to a similar degree, the pressure

experienced by faster students in a pair decreases with the margin of winning.

Focusing on fun in the second run, we do not find any significant direct effects (see panel

(b) of Table 5). However, we observe a significant negative effect on time differences in the

second run for the slower student. Fun decreases for the slower peer with increasing distance

to the peer. Combined with the zero effect of finishing second, we conclude that it is not los-

ing per se that affects fun, but rather the margin of losing. Furthermore, the absence of direct

effects alleviates a potential concern that knowledge of all three treatments leads to disap-

pointment when students are assigned to RANDOM, namely when they are unable to select

their peer themselves.29 If those students were more disappointed, this might lead to smaller

improvements by students in RANDOM compared to the two other treatments. If disappoint-

ment haddriven the results,wewouldhave expected students inRANDOM to have significantly

less fun.30

Hence, while we find increased pressure for subjects in PERFORMANCE, we do not find any

differences in fun students report across treatments. This supports the notion that the social

interaction has changed at least in the pressure domain.

29Onemight also argue that this also describes a feature of real-world settings. Imagine that you are randomly
assigned a partner from a group of available people. Even if you have not explicitly been asked with whom you
would have liked to interact, you still have preferences about interacting with certain people. Therefore, dis-
appointment could also play a role in these settings. This might be true for all settings that feature exogenous
assignment and overrule the underlying preferences of the people involved.
30A similar argument could be that our treatment effects are due to reciprocity or some kind of Hawthorne or

JohnHenry effect, i.e., students perceive being in one or the other treatment as positive or negative. See Aldashev,
Kirchsteiger, and Sebald (2017) for a discussionhow this canbias treatment effects. If subjects perceive treatment
assignment as being kind or unkind, we should observe some kind of reaction in the fun variable. As this is not
the case, it is unlikely that the effects are due to this reason.
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Table 5: Post-experimental questions

(a) Pressure (std.). (b) Fun (std.)

(1) (2) (3) (4)

Direct Effects

NAME 0.25 0.15 0.11 -0.02
(0.21) (0.18) (0.08) (0.10)

PERFORMANCE 0.36 0.51*** -0.12* -0.10
(0.25) (0.15) (0.07) (0.08)

Peer Characteristics

Match Quality (name-based) 0.23 0.19
(0.18) (0.12)

Match Quality (perf.-based) -0.03 0.13
(0.14) (0.09)

Peer is friend -0.05 0.14
(0.27) (0.11)

Faster Student (2nd Run) × |∆T i me 2| -0.30*** -0.01
(0.09) (0.04)

Slower Student (2nd Run) × |∆T i me 2| 0.10 -0.13***
(0.09) (0.05)

Slower Student in Pair (2nd Run) -0.27 0.02
(0.20) (0.10)

Gender/Grade/School FEs, Age Yes Yes Yes Yes

Own Characteristics Yes Yes Yes Yes

Abs. Diff. in Personality No Yes No Yes

N 163 161 585 582
R2 .098 .26 .26 .32
p-value (NAME vs. PERFORMANCE) .65 .07 .038 .56

This table presents least squares regressions according to equation 2 using the standardized survey measure of
pressure (Panel (a)) or fun (Panel (b)) as the dependent variable. *, **, and *** denote significance at the 10, 5, and
1percent level. Standard errors in parentheses and clustered at the class level. Owncharacteristics include theBig
Five, locus of control, social comparison, competitiveness and risk attitudes. Absolute differences in personality
include the difference in those. Match quality equals one if a student’s peer is among his three most-preferred
peers according to his name- or performance-based preferences. Note that the faster/slower student is defined
according to relative times in the second run.
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5.4 Do treatments change the within-pair interaction?

In order to deepen our understanding of differences across the two treatments allowing for

self-selection, we estimate heterogeneous direct treatment effects with respect to the indi-

vidual rank within a pair. In the previous sections, we have already shown that students with

different ranks within a pair (i.e., being the faster or the slower student) react differentially in

terms of both performance and how they perceive the running task. To better understand the

influence of ranks and the difference of our treatments, we first focus on the heterogeneity

of the direct effect with respect to the ability rank within a pair. We then proceed to look at

absolute differences in times of the second run.

Column (1) of Table 6 replicates specification (6) of Table 4. In column (2), we allow the

direct effect of our treatments to differ by rank according to equation 3. Self-selection yields a

positive direct effect for all students independent of their rank inPERFORMANCE. InNAME, only

slower students within a pair exhibit significant direct effects compared to RANDOM. Faster

students within a pair are unaffected inNAME. This shows that selection on names motivates

slower students to catch up with their faster peers. By contrast, selection on relative perfor-

mance causes both students to improve their performance.

The observed within-pair interaction has direct consequences for the difference in perfor-

mance levels across treatments. As the slower student within a pair drives the direct effect in

NAME, we expect a decrease in the within-pair difference in levels inNAME. In Table 7, we an-

alyze the absolute within-pair time difference in the second run. In column (1), we calculate

the average treatment effect for these differences and show that they are significantly smaller

for both treatments allowing for self-selection. In column (2), we decompose this effect again

in a direct and indirect one using pair-levelmediators, i.e., absolute time difference in the first

run, friendship indicators and absolute differences in personality characteristics. We find that

lower absolute differences in PERFORMANCE are an artifact of the changed peer composition

and therefore due to the selectionmechanism (i.e., lower absolute differences in ability), while

we observe a direct convergence effect forNAME.
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Table 6: Rank heterogeneity within pairs

Percentage point imprv.

(1) (2)

Direct Effects

NAME 1.26** 0.60
(0.47) (0.54)

PERFORMANCE 2.18*** 2.23***
(0.68) (0.69)

NAME × Slower Student in Pair 1.36**
(0.55)

PERFORMANCE × Slower Student in Pair -0.08
(0.65)

Peer Characteristics

Match Quality (name-based) 0.56 0.57
(0.42) (0.42)

Match Quality (perf.-based) -0.07 -0.04
(0.45) (0.46)

Peer is friend -0.61 -0.64
(0.46) (0.45)

Faster Student × |∆T i me 1| -0.35** -0.34**
(0.14) (0.14)

Slower Student × |∆T i me 1| 1.07*** 1.06***
(0.19) (0.20)

Slower Student in Pair -0.14 -0.56
(0.46) (0.64)

Abs. Diff. in Personality Yes Yes

Own Characteristics Yes Yes

Gender-Grade/School FEs, Age Yes Yes

N 582 582
R2 .27 .28
p-value (NAME vs. PERFORMANCE) .19 .016

This table presents least squares regressions according to equation 3 using percentage point improvements as
the dependent variable. *, **, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in
parentheses and clustered at the class level. Own characteristics include the Big Five, locus of control, social
comparison, competitiveness and risk attitudes. Absolute differences in personality include the difference in
those.Matchquality equals one if a student’s peer is amonghis threemost-preferredpeers according to his name-
or performance-based preferences.
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Table 7: Convergence of performance within pairs

|∆T i me2|

(1) (2)

NAME -0.48*** -0.37***
(0.16) (0.13)

PERFORMANCE -0.36* -0.20
(0.20) (0.21)

|∆T i me 1| 0.49***
(0.07)

Friendship Indicator -0.44***
(0.13)

Abs. Diff. in Personality No Yes

Gender/Grade/School FEs Yes Yes

N 294 291
R2 .07 .52
p-value:NAME vs. PERFORMANCE .52 .41
Mean in RANDOM 1.7 1.7

This table presents least squares regressions using absolute differences of times in the second run as the depen-
dent variable. *, **, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in parentheses
and clustered at the class level. Additional peer composition controls include absolute differences of personality
characteristics of subjects and their peers (Big Five, locus of control, social comparison, competitiveness, risk
attitudes).

Although the direct effect of self-selection in both treatments is similar in sign and mag-

nitude, the two treatments induce distinct interaction patterns within pairs. While in NAME

only the slower student within a pair drives the direct effect, all students improve due to self-

selection inPERFORMANCE.Wealsoobservea similar convergence inperformance levels across

both treatments with self-selection. However, this result is due to the selectionmechanism in

PERFORMANCE and due to the interaction in NAME. In combination with the results in sec-

tion 5.3, these heterogeneous effects show that our treatments work through different chan-

nels and thereby affect the subjects differently.
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5.5 Implications for targeting individuals

Our results show that the process of self-selection has a heterogeneous impact on the subjects

depending on the rank within a pair. However, a policy maker might not only be interested

in the changed interaction within pairs, but rather they might target specific groups of indi-

viduals to improve their performance, irrespective of direct or indirect effects driving these

improvements. For this purpose, we look at the heterogeneity in average treatment effects

conditional on ability and simulate the effects of other rules employing exogenous peer as-

signment.

Figure 6 presents percentage point improvements of low-, medium- and high-ability sub-

jects across the three assignment rules.31 Across all treatments, the performance improve-

ments decreasewhen ability increases but remain positive even for high-ability students. This

mainly stems from the positive effect of ability differences for slower students within a pair

and negative effect for faster ones.32

Although this decreasing pattern holds for all three treatments, there are some differences.

Low-ability students in RANDOM show large improvements of 4.77 percentage points (p-value

< 0.01), whilemedium- and high-ability students do not improve significantly (.96 and .36 per-

centage points with p-values of .30 and .31, respectively). All students across the ability distri-

bution improve more in NAME than in RANDOM by 1.02 (p-value = 0.28), 2.00 (p-value = 0.05)

and 1.01 percentage points (p-value = 0.04) for low-, medium- and high-ability students. By

contrast,PERFORMANCEdoes not help low-ability students relative toRANDOM (.20 percentage

points decrease, p-value = 0.86) but benefits students from the upper two terciles of the ability

distribution by 2.57 (p-value = 0.02) and 2.16 (p-value < 0.01) percentage points. Overall, the

performance improvements are more equally distributed across different levels of ability.

The treatments therefore target different groups of individuals. Low-ability students ben-

efit most from name-based matching, whereas students with higher ability show the largest

31The corresponding regressions aswell as alternative specifications are presented in Appendix TableH.1. Low,
medium and high ability are defined according to terciles of times in the first run within each school, grade and
gender.
32Table 6 shows that a one-second ability difference improves performance by 1.06 percentage points for

slower students within a pair and reduces the faster students’ performance by .34 percentage points.
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improvements whenmatched using preference over relative performance. Policy makers can

therefore use different peer assignment rules to benefit specific groups of individuals.

Figure 6: Heterogeneity by own ability
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The figure presents percentage point improvements and standard errors for the three treatments RANDOM (dark
gray), NAME (gray), and PERFORMANCE (light gray) by ability terciles. We control for gender, grade and school
fixed effects as well as for age and cluster standard errors at the class level. The corresponding regressions are
presented in Appendix Table H.1.

The previous sections and the patterns in Figure 6 imply that individual improvements

are largely determined by the interplay of the peer – especially his or her relative ability –

and the treatment. Table 6 shows that mainly the slower students within a pair improve in

NAME, while both improve similarly in PERFORMANCE compared to the random assignment

of peers. Low-ability students benefit most from this as they are more likely to be paired with

faster students. This effect is amplified compared to PERFORMANCE as this treatment results

in pairs with smaller ability differences relative to the other two treatments.33 Note that this

33Figure 5b shows that the ability differences are indeed lower inPERFORMANCE. These lower ability differences
translate into smaller indirect effects for the pair and especially for the slower peer. This is due to smaller ability
differences reducing improvements for slower students in a pair, which are not compensated by the effects on
faster students. See the coefficients on ability differences interacted with rank of a student in Table 6.
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only results in a positive effect for low-ability students inNAME if these students choose faster

students and are subsequently matched with them, a condition that is satisfied in our setting

(see Appendix TableH.2). This implies that the choice of a peer by an individual carries greater

weight for individual improvements in treatment NAME than in PERFORMANCE, as the former

only benefits slower students in a pair whereas the latter benefits both students. This might

also help to understand the absence of improvements for low-ability students inCarrell, Sacer-

dote, andWest (2013) as students in their settingmight not have chosen high-ability students

as relevant peers.

Figure 7: Simulation of other peer assignment rules
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The figure presents predicted percentage point improvements for the three treatments (NAME, PERFORMANCE
and RANDOM) as well as three simulated peer-assignment rules (EQUIDISTANCE, HIGH-TO-LOW and TRACKING).
We fix the personal characteristics and other covariates not at the pair level to 0, whereby effect sizes are therefore
not directly comparable to treatment effects above. More details are provided in the text and Appendix I.

Whilewehave shown that self-selectedpeers improveaggregateperformancecompared to

randomlyassignedones, inmany situationspeers arenot assignedat randombut rather in line

with a specific matching rule. Schools employ tracking (e.g., Duflo, Dupas, and Kremer, 2011)

or pair high-ability studentswith low-ability ones (e.g., Carrell, Sacerdote, andWest, 2013).We
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can use our estimates to simulate the effect of such peer-assignment rules and compare their

effect to the outcomes under self-selection. From our estimates obtained in section 5.2, we

know that pairs with a higher difference in ability will improve their performance. If this is the

only characteristic of a peer that affects performance, aggregate performance would be max-

imized as long as the sum of ability differences within a pair is maximized.34 In order to com-

pare the results of self-selection against exogenous assignment rules that promise the largest

aggregate improvements, we consider two matching rules that maximize ability differences

within pairs (EQUIDISTANCE andHIGH-TO-LOW). Additionally, we look at the effect of tracking

(i.e., pairing the best student with the second best, third with the fourth, etc.; TRACKING). We

compare the predicted performance improvements for those rules with our estimated perfor-

mance improvements for the three assignment rules used in the experiment.35

Figure 7 presents the simulated average performance improvements of each assignment

rule. The results show that no other peer-assignment rule is able to reach similar performance

improvements as those featuring self-selection. In fact, they are close to the results from our

randommatching, since these studentsunder thosepeer assignment rulesdonotbenefit from

the additional motivational value of self-selection. More surprisingly, the reassignment rules

thatmaximize ability differences in pairs – EQUIDISTANCE andHIGH-TO-LOW – do not improve

average performance compared to the random assignment of peers. Although both rules in-

crease the average ability difference in pairs by construction and affect performance through

this channel, those rules also change other characteristics of the peer. The lack of any addi-

tional improvement implies that these other changes in peer characteristics offset the positive

effect of increased ability differences.

In general, depending on the objectives such as targeting specific groups of individuals,

a policy maker such as a teacher might want to implement different peer assignment mech-

anisms. While our treatments allowing for self-selected peers seem to induce similar perfor-

mance improvements on average, they affect different individuals. Compared to RANDOM, we

34This holds true for all peer-assignment rules that match each student from the bottom half of the ability
distribution with a student from the top half.
35We provide details on the prediction of performance improvements and the peer assignment rules in Ap-

pendix I.

36



observe performance improvements across the entire ability distribution in NAME, but only

for higher-ability students in PERFORMANCE. Nonetheless, such peer assignments may come

at a cost, such as increasedpressure inPERFORMANCE (as documented in section 5.3) or a large

perturbation of individual ranks inNAME.36 Hence, a policy maker might not only look at the

resulting outcomes but also how different assignment rules affect the individuals’ overall well-

being.

6 Conclusion

Peer effects are an ever-present phenomenon discussed in a wide range of settings across the

social sciences. Formany situations, identifying the effect of an actively self-chosen peer is im-

portant beyond estimating peer effects in general. Our framed field experiment introduces a

novelway to study the self-selection of peers in a controlledmanner and is able to separate the

impact of a specific peer on a subject’s performance from the overall effect of self-selection.

The results of our experiment provide evidence that self-selecting peers yields performance

improvements of .14-.15 SD. These cannot be explained by indirect effects of a differing peer

composition; rather, they stem from a direct effect, corresponding to a changed social interac-

tion since students are able to select their partner themselves. This implies that self-selected

peers can serve as a substantial motivator to improve performance.

Teachers or supervisors might be interested to leverage this direct effect of self-selection.

Theymay allow students to choose their study group themselves or introduce flexible seating

patterns in offices such that employees can self-select their seat mates, office partners or col-

leagues. Since our results suggest that self-selecting peers improves outcomes, the effective-

ness of social comparison interventions (as, e.g., in Allcott and Kessler, 2015) more generally

may be improved if individuals are given the opportunity to select their relevant comparison

themselves rather than being assigned an unspecific one.

The results reported in this paper are also in line with earlier studies, which indicate that

being paired with high-ability peers leads on average to higher performance (e.g., Carrell,

36We document this perturbation of ranks in the Appendix Table H.3.
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Fullerton, and West, 2009). Combined with the process of self-selecting high- or low-ability

peers, this can set ex-ante similar individuals on divergent trajectories in classrooms and or-

ganizations. Repeatedly choosing higher-ability peers can lead to continuous improvements,

whereas selecting lower-ability peers may stall individual development.

In general, our findings give rise to a trade-off between the additional motivation due to

self-selection and the exogenous assignment of performance-maximizing peers. On the one

hand, giving subjects discretion over the peer choice enhances motivation and thereby in-

creases performance. On the other hand, the resulting pairs are not necessarily performance-

maximizing or optimal, as also described in Carrell, Sacerdote, andWest (2013). It is therefore

interesting to ask whether it is possible to overcome this trade-off: How do subjects’ choices

and subsequent performance change once they are informed how different peers affect their

performanceorarenudged to select strongerpeers?However, somestudentsmayprefer slower

peers; for example, to avoid pressure or due to status concerns. Hence, faster peers might not

be a superior choice for all individuals.

Our experimental design can easily be transferred to situations in which other production

functions are used or where peer effects arise via other channels, e.g., implementing team

production by reporting a function of both students’ times to the teacher, or varying the task

to allow for learning or skill complementaries as sources of peer effects. Self-selection of peers

can often be observed in those settings. For example, study groups at universities often form

endogenously (ChenandGong, 2017), researchers select their co-authors andworkers infirms

increasingly form self-managed work teams (Lazear and Shaw, 2007).

In this paper, we highlight that self-selecting peers can serve as a complement to other

established methods such as incentives and exogenous peer assignment policies aimed at in-

creasing individual performance. However, further research on the interplay between endoge-

nous group formation, social interactions and production environments remains imperative

to understand how peer effects work.
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A Randomization check

Table A.1: Randomization check

RANDOM NAME Diff. PERFORMANCE Diff.

Socio-Demographics
Age 14.43 14.55 0.13 14.58 0.15

(1.18) (1.24) (0.12) (1.24) (0.12)
Female 0.73 0.62 -0.11* 0.61 -0.12*

(0.45) (0.49) (0.04) (0.49) (0.05)
Doing sports regularly 0.82 0.82 0.00 0.90 0.08

(0.39) (0.38) (0.04) (0.31) (0.04)
Times (in sec)
Time (First Run) 26.81 26.08 -0.73* 26.19 -0.62*

(2.96) (2.93) (0.28) (2.78) (0.28)
Residual of Time (First Run) 0.25 -0.00 -0.25 -0.00 -0.25

(2.96) (2.93) (0.28) (2.78) (0.28)
Class-level Variables
# Students in class 26.01 25.39 -0.62* 25.61 -0.41

(2.95) (2.02) (0.24) (3.11) (0.30)
Share of participating students 0.72 0.74 0.02 0.73 0.01

(0.16) (0.13) (0.01) (0.12) (0.01)
Grade 8.68 8.76 0.08 8.75 0.07

(1.07) (1.12) (0.11) (1.13) (0.11)

Observations 221 213 434 193 414

*, **, and *** denote significance at the 10, 5, and 1 percent level. Standard deviations in parentheses in columns
1, 2 and 4; standard errors in column 3 and 5. Residuals of Time (First Run) are calculated as follows: We first
regress all times on school, grade and gender fixed effects as well as an indicator for the first or second run. We
then use the residuals from this regression.
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B Description and comparison of peer preferences

In this section, we briefly describe the preferences elicited in the survey and then compare

preference over relative performance and based on names. Suppose that all subjects want to

be paired with a faster peer. Subsequently, we may not be able to match this most-preferred

peer to half of the sample. This implies that we need a sufficient amount of heterogeneity in

performance-based preferences to match pairs optimally given their preferences. Figure B.1a

presents a histogram of the most-preferred relative performance of a peer. It shows that – al-

though subjects prefer a similar or slightly faster peer on average – preferences are still hetero-

geneous mitigating the concern that we are unable to provide subjects with peers according

to their preferences. Moreover, Appendix C presents a manipulation check of our treatments

and shows that we are indeed able to form pairs based on these elicited preferences.

In Figure B.1b, we present the corresponding histogram using the relative times of the

most-preferred name-based peers. On average, students choose similar peers of similar abil-

ity, but the dispersion of preferences is much larger than for performance-based preferences.

Moreover, the most-preferred name-based peer is a friend in 89% of all cases (see Table 2).

In order to show the difference between name- and performance-based preferences, we

make use of the elicited beliefs over the relative performance of peers nominated in the name-

based preferences. As the elicitation procedure of those beliefs is identical to that of the pref-

erences over relative performance, we can therefore check if subjects want to choose the same

kind of peer in terms of relative performance. If only relative performance matters as a crite-

rion for the selection process, subjects should choose a peer, which they believe has the same

relative performance as they choose in the performance-based selection process. At least, this

difference should be very small.1 Since subjects beliefsmight be noisy, we can repeat this exer-

cisewith the actual performance differences in the first run. Figure B.2 shows that although on

average subjects choose somebodywith a similar performance (based on their belief or actual

1This holds as long as subjects believe that there exists at least one class member with their most-preferred
time. Across all three treatments, 67% of all students nominate someone in their name-based preferences whom
they belief has the same relative time as theirmost-preferred performance-based peer. Note that this constitutes
a lower bound as we can only check this for the six most-preferred name-based peers (for which we have the
beliefs over relative performance) and not for the remaining class members.
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Figure B.1: Heterogeneity in preferences
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The figures present histograms of the most-preferred relative performances of the students in PERFORMANCE
(Panel (a), same as in Figure 2) and the relative time of the most-preferred name-based peers (Panel (b)). The
intervals used here and in the survey are one-second intervals of relative times in the first run. Vertical lines
indicate own time (black; equals zero by definition) and mean preference (red; 0.56 sec faster for performance-
based preferences where we used themean of each interval to calculate themean, and 0.05 sec slower for name-
based preferences).

times), there is a lot of variation in those preferences.2 Therefore, we can conclude that the two

sets of preferences are distinct preferences and that not only relative performancematters for

the name-based selection process.3

2The correlation between beliefs over the peer’s performance and his or her actual performance is .55, indi-
cating that subjects’ beliefs are relatively accurate. The share of subjects with absolute differences less or equal
than one second is 65% and 42%, and the mean differences are -.13 and .57 seconds for beliefs and actual times,
respectively.

3Note that even if the differences were zero, the name-based preferences would be informative as there may
be several class members with relative times similar to the performance-based preferences.
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Figure B.2: Dissimilarity of preferences

(a)DISSIMILARITY OF PREFERENCES USING BELIEFS
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We plot the difference between the first preference for relative performance and the relative performance of the
first preference for name-based preferences. Vertical red lines indicate the mean differences. In panel (a) we use
subjects’ beliefs over relative performance, while panel (b) uses actual relative times. If subjects choose someone
in the same category for name- and performance-based preferences, this difference is zero.
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C Manipulation checks

In section 3.1, we presented the resulting match qualities using the preferences as elicited in

the survey. However, some subjects may prefer relative times, which are not available to them.

For example, the fastest subject in the classmightwant to runwith someonewho is even faster,

or a student wants to run with somebody else who is 1-2 seconds faster but by chance there

is no one in the class with such a time. Similarly, subjects in NAME may rank other students

which were not present during the experiment or did not participate. We therefore present

an alternative approach to evaluate the match quality by taking the availability of peers into

account. This implies that the quality of a match does not correspond directly to the elicited

preferences; rather, based on these preferences all available subjects (i.e., the students partic-

ipating in the study) are ranked. The quality of thematch is then calculated based on this new

ranking and results in a realized feasible match quality.

Consequently, we determine the feasible match quality by calculating how high a class-

mate is ranked in a list of available classmates.1 In NAME, this can only increase the match

quality. If someone nominates another student who is not available as her most-preferred

peer and she received her second highest ranked choice, this means that she is matched with

hermost-preferred feasible peer. Similar arguments can increase thematch quality for prefer-

ences over relative performance.However, thematchquality in performance can also be lower.

Suppose that a student ranks the category “1-2 seconds faster” highest and there are three stu-

dents in that category. However, she is onlymatched with her second highest ranked category.

There would have been three subjects whom shewould have preferredmore, generating a fea-

sible match quality of 4. We present the corresponding histograms in Figure C.1 and observe

that the median of the feasible match quality is actually higher for both treatments relatively

to the match qualities depicted in Figure 3.

As our treatments change the peer composition, they also change the relative characteris-

tics of peers. In order to understand which characteristics change, we analyze how our treat-

1We code peers who are not ranked among the first six preferences with a match quality of 7.
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Figure C.1: Feasible match quality across treatments
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The figure presents a histogram ofmatch qualities for each treatment evaluated according to either the students’
name-based preferences (upper panel) or performance-based preferences (lower panel). Vertical lines denote
median match qualities.

ments affect the peer composition in other dimensions apart from the match quality in Ta-

ble C.1.
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Table C.1: Effects of treatments on peer composition

Match Qual. (name) Match Qual. (time) Friendship Ties Time 1

NAME 0.49*** 0.07 0.27*** -0.08
(0.06) (0.04) (0.06) (0.19)

PERFORMANCE -0.06 0.24*** -0.12* -0.70***
(0.06) (0.04) (0.07) (0.21)

N 588 588 294 294
R2 .34 .083 .19 .09
p-value:NAME vs. PERFORMANCE 1.0e-11 .0002 3.4e-07 .0037
Mean in RANDOM .23 .3 .43 2.4

Extraversion Agreeableness Conscientiousness Neuroticism Openness

NAME -0.14 0.09 -0.15 0.11 -0.15
(0.14) (0.09) (0.11) (0.13) (0.10)

PERFORMANCE 0.01 0.14 -0.20 0.28** 0.12
(0.17) (0.09) (0.12) (0.13) (0.11)

N 292 292 292 292 292
R2 .05 .058 .047 .039 .03
p-value:NAME vs. PERFORMANCE .19 .53 .63 .19 .031
Mean in RANDOM 1.2 1 1.1 .98 1.1

Locus of Control Social Comparison Competitiveness Risk

NAME 0.12 0.00 0.03 0.07
(0.11) (0.10) (0.13) (0.11)

PERFORMANCE 0.46*** -0.19** 0.12 0.05
(0.12) (0.09) (0.11) (0.11)

N 292 293 291 292
R2 .065 .033 .03 .019
p-value:NAME vs. PERFORMANCE .003 .079 .37 .76
Mean in RANDOM .98 1.1 1.1 1.1

This table presents least squares regressions using absolute differences in pairs’ characteristics except for match
quality and friendship as the dependent variable. *, **, and *** denote significance at the 10, 5, and 1 percent
level. Standard errors in parentheses and clustered at the class level. All regressions control for gender, grade and
school fixed effects as well as age in regressions with individual outcomes.
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D Econometric Framework

In this appendix, we outline how to interpret our estimates in light of a mediation analysis

similar to Heckman and Pinto (2015). A key difference between their framework and ours is

thatweare interested in thedirect effect of our treatments aswell as indirect effects of a change

in the production inputs, rather than only the latter.

In general, any observed change in outcomes of our experiment canbe attributed to one of

two main sources: first, different peer-assignment mechanisms may affect peer interactions

directly; and second, self-selection changes thepeers and therefore thedifferencebetween the

student’s and his or her peer’s characteristics. We therefore decompose the average treatment

effect into a direct effect of self-selection as well as a pure peer composition effect. This takes

into account the change in relative peer characteristics across treatments.1

Consider the following potential outcomes framework. Let Y P and Y N and Y R denote the

counterfactual outcomes in the three treatments. Naturally, we only observe the outcome in

one of the treatments:

Y = DN Y N +DP Y P + (1−DP )(1−DN )Y R(D.1)

Let θd be a vector characterizing a peer’s relative characteristics in treatmentd ∈ {R, N ,P }.2

Similar to the potential outcomes above, we can only observe the peer composition vector θ in

one of the treatments and thus θ = DPθP +DNθN +(1−DP )(1−DN )θR and define an intercept

α analogously. The outcome in each of the treatments is therefore given by

Yd =αd +βdθ+γX +εd(D.2)

1Our treatments do not change the distribution of characteristics or skills within the class or of a particular
subject; rather, the treatments change with whom from the distribution a subject interacts. Due to the random
assignment, we assume independence of own characteristics and the treatment.

2In our estimations, we include the following characteristics in θd : indicators whether the peer ranked high
in the individual preference rankings, effects of absolute time differences for slower and faster students within
pairs, the rank and presence of friendship ties within pairs, and absolute differences in personal characteristics
(Big 5, locus of control, competitiveness, social comparison and risk attitudes).
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where we implicitly assume that we have a linear production function, which can be inter-

preted as a first-order approximation of a more complex non-linear function. The outcome

depends on own characteristics X as well as treatment-specific effects of relative characteris-

tics of the peer θ and a zero-mean error term εd , independent of X and θ.

Potentially, there are unobserved factors in θ. We therefore split θ in a vector with the ob-

served inputs (θ̄) and unobserved inputs (θ̃)3 with corresponding effects β̄d and β̃d and can

rewrite equation D.2 as follows:

Yd =αd + β̄d θ̄+ β̃d θ̃+γX +εd(D.3)

= τd + β̄d θ̄+γX + ε̃d(D.4)

where τd =αd +β̃dE[θ̃] and ε̃d = εd +β̃d (θ̃−E[θ̃]). We assume ε̃d
d= ε ,i.e., are equal in their dis-

tributionwith a zero-mean.We can express the effect of θ̄ inNAME and PERFORMANCE relative

to the effect in RANDOM by rewriting βd =β+∆R,d . Accordingly, we rewrite the coefficients β̄d

ofθi as the sumof the coefficients inRANDOMdenotedbyβ and thedistance of the coefficients

between treatment d and RANDOM (denoted by ∆R,d ).

Yd = τd + β̄θ̄+ ∆̄R,d θ̄+γX + ε̃d(D.5)

= τ̂d + β̄θ̄+γX + ε̃d(D.6)

Inwhat follows,we are interested in τ̄d =E[τ̂d−τ̂R ] (d ∈ {N ,P }; τ̂d = τd+∆̄R,d θ̄) , i.e., the direct

treatment effect of NAME and PERFORMANCE conditional on indirect effects from changes in

the peer composition captured in θ̄. This direct effect subsumes the effect of the treatment

itself (αd −αR), the changed impact of the same peer’s observables (∆̄R,d θ̄), and changes in

unmeasured inputs as well as their effect ((β̃+ ∆̃R,d )θ̃). We interpret this direct effect as an

additional motivation due to being able to self-select a peer. This focus on the direct effect is

a key difference compared with Heckman and Pinto (2015), who are mainly interested in the

3Furthermore, we assume that unobserved and observed inputs are independent conditional on X and D .
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indirect effects of the mediating variables. The empirical specification of D.6 is given by

yi g s = τ̄+ τ̄N DN
i + τ̄P DP

i +βθi +γXi +ρs +λg +ui g s(D.7)

where we are interested in τ̄N and τ̄P , the direct effects of our treatments relative to RANDOM.

Indirect effects are captured by βθi , the effect of changed peer characteristics on the outcome

yi g s .

Finally, we analyze heterogeneous direct effects of ranks within pairs using equation D.8:

yi g s = τ̄+ τ̄N
h 1{ai≥a j }D

N
i + τ̄N

l 1{ai<a j }D
N
i(D.8)

+ τ̄P
h1{ai≥a j }D

P
i + τ̄P

l 1{ai<a j }D
P
i +βθi +γXi +ρs +λg +ui g s

The indicator 1{ai≥a j } denotes if subject i was of higher ability (e.g., faster in the first run) than

her or his peer j , and1{ai<a j } equals one if i was of lower ability.We interact this rank indicator

with the treatment indicators Dd
i (d ∈ {N ,P }) to analyze whether the direct effect depends on

the rank within a pair.
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E Control treatment to disentangle peer effects from learn-

ing

Table E.1 and Figure E.1 present the estimated average treatment effects and the margins in-

cluding an additional control treatment. The NOPEER treatment featured the same design as

all other treatments. The only difference was that students participated in the running task

twice without a peer. Moreover, we shortened the survey for this treatment by removing the

questionnaires onpersonal characteristics. The control treatmentwas conducted to show that

the observedperformance improvements are not due to learning. If learning drives our effects,

we should observe performance improvements in NOPEER, which is not the case. Even if this

control treatment had yielded performance improvements, this would not affect any of our

results. To see this, note that we are interested in a between treatment comparison of perfor-

mance improvements. Learning effects between the runs should therefore be constant across

treatments.

Table E.1: Robustness checks

(a) PP. Imprv. (b) Time (Second Run)

(1) (2) (3)

NAME 1.29*** -0.37*** -0.14***
(0.42) (0.11) (0.04)

PERFORMANCE 1.65** -0.40*** -0.15***
(0.62) (0.14) (0.05)

NOPEER -2.84*** 0.82*** 0.31***
(0.61) (0.16) (0.06)

Controlling for Time (First Run) No Yes Yes

Gender-Grade/School FEs, Age Yes Yes Yes

N 715 715 715
R2 .14 .81 .81

This table presents least squares regressions using percentage point improvements (Panel (a)) or times from the
second run (Panel (b)) as the dependent variables. *, **, and *** denote significance at the 10, 5, and 1 percent
level. Standard errors in parentheses and clustered at the class level.
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Figure E.1: Average treatment effects

-1
-.5

0
.5

1
1.

5
2

2.
5

3
3.

5
4

4.
5

5
Pe

rc
en

ta
ge

 P
oi

nt
 Im

pr
ov

em
en

ts

No Peer Random Name Performance

Thefigurepresents percentagepoint improvements from thefirst to the second runwith corresponding standard
errors for the three treatments RANDOM, NAME, and PERFORMANCE and an additional control treatment, where
students run two times without a peer (NOPEER). See column (1) in Table E.1 for the corresponding regression.
We control for gender, grade and school fixed effects as well as age and cluster standard errors at the class level.
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F Robustness checks for average treatment effects

In Table F.1, we compare the clustered standard errors with clustered standard errors using

a biased-reduced linearization to account for the limited number of clusters. Comparing the

first two columns, we observe that the results are robust to this alternative specification of

the standard errors. In column (3), we additionally check whether looking at matching group-

specific groupmeans – i.e., the average percentage point improvement for males and females

in each class – affects the estimates. While the power is reduced due to the small number of

observations, the treatment effects persist and the coefficients on the treatment effects are

not significantly affected. Columns (4) and (5) analyze the sensitivity of our estimates with re-

spect to outliers. We use two different strategies. First, we apply a 90% winsorization, which

replaces all observationswith either a timeor a percentage point improvement belowor above

the threshold with the value at the threshold. We replace a time of improvement below the

5th percentile with the corresponding value of the 5th percentile and all observations above

the 95th percentile with the 95th percentile. Second, we truncate the data and keep only those

pairs where no time or no improvement falls into the bottom 5% or top 5%. Neither winsoriza-

tion nor truncation significantly changes the estimated treatment effects.

We further analyze the robustness of our results by looking at different subsamples. We

therefore split our sample first by grades in the upper panel of Table F.2 and by schools as well

as gender in the lower panel and estimate the treatment effects separately for those samples.

The table shows the robustness of the estimated treatment effects as these effects persists for

all subsamples with similar magnitude.
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Table F.1: Robustness checks

Percentage Point Improvements

(1) (2) (3) (4) (5)
Baseline BRL Groupmeans Win. Trunc.

NAME 1.26*** 1.26** 1.15* 1.05*** 0.95***
(0.43) (0.50) (0.58) (0.37) (0.35)

PERFORMANCE 1.67** 1.67** 2.12*** 1.51*** 1.43***
(0.62) (0.72) (0.60) (0.51) (0.43)

Gender-Grade/School FEs, Age Yes Yes Yes Yes Yes

N 588 588 70 588 496
R2 .056 .056 .33 .072 .087
p-value:NAME vs. PERFORMANCE .51 .55 .088 .37 .27

This table presents least squares regressions using times (Panel (a)) or percentage point improvements (Panel
(b)) as the dependent variable. *, **, and *** denote significance at the 10, 5, and 1 percent level. Standard errors
in parentheses and clustered at the class level. Column (1) presents the baseline specifications as used in Table 3.
Columns (2) uses biased-reduced linearization to account for the limited number of clusters. Column (3) uses
matching group-specificmeans as the unit of observation. Finally, columns (4) and (5) apply a 90%winsorization
and truncation, respectively.
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Table F.2: Robustness checks – Subsample analyses

Percentage Point Improvements

(1) (2) (3) (4) (5)
Baseline 7th grade 8th grade 9th grade 10th grade

NAME 1.26*** 1.95*** 2.60*** 1.53** 1.08*
(0.43) (0.08) (0.35) (0.59) (0.61)

PERFORMANCE 1.67** 2.78*** 2.51*** 2.53*** 1.32
(0.62) (0.63) (0.15) (0.62) (0.88)

Gender-Grade/School FEs, Age Yes Yes Yes Yes Yes

N 588 116 116 174 182
R2 .056 .073 .064 .16 .039
p-value:NAME vs. PERFORMANCE .51 .21 .82 .19 .82

(6) (7) (8) (9) (10)
Female Male School 1 School 2 School 3

NAME 1.36*** 1.44** 2.09*** 1.26* 1.21***
(0.11) (0.65) (0.37) (0.65) (0.44)

PERFORMANCE 1.53*** 2.29*** 2.22* 1.68** 1.63*
(0.05) (0.55) (1.12) (0.77) (0.85)

Gender-Grade/School FEs, Age Yes Yes Yes Yes Yes

N 148 274 166 390 198
R2 .065 .1 .12 .057 .065
p-value:NAME vs. PERFORMANCE .3 .14 .88 .53 .62

This table presents least squares regressions using percentage point improvements as the dependent variable. *,
**, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in parentheses and clustered at
the class level. Column (1) presents the estimates using the whole sample as in Table 3. Columns (2)-(5) restrict
the sample to one grade, columns (6) and (7) to each gender and columns (8)-(10) to one school.
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G Peer composition robustness checks

We run three robustness checks for the results presented in Table 4. First, to provide further

evidence that it is not the quality of the match itself that drives our results, we estimate the

effect of match quality within RANDOM (cf. Table G.1). As subjects in RANDOM are matched

with someone they prefer by pure chance, this allows us to estimate the impact of match qual-

ity itself. The estimates show that match quality itself has no significant effect on the perfor-

mance in RANDOM. Second, in Table G.2 we restrict our estimation sample to subjects with a

high match quality only to show that the treatment effects persist for these subjects and the

coefficients on peer compositional effects do not substantially change. Third, we control for

differences in ability and matching quality in a more flexible way in Table G.3 by including

interval fixed effects for ability differences and fixed effects for every rank of the preferences.

More specifically, we include an indicator for each one-second interval of ability differences

between subjects within a pair. Similarly, we include indicators for each rank in the two sets

of preferences to check whether the high match quality indicators are restrictive. This allows

for a potential non-linear influence of ability differences and match quality on our estimates.

Comparing the estimates shows that neither the piecewise-linear functional form of ability

differences nor using highmatch quality indicators is restrictive. Finally, this table shows that

the decomposition presented in Table 4 is robust to the inclusion of additional class-level con-

trols.
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Table G.1: Effect of match quality within RANDOM

Percentage Point Improvements

(1) (2) (3) (4)
NameMQ. NameMQ. with Controls Perf MQ. Perf MQ. with Controls

High Match Qual. (name-based) 0.23 0.71
(0.91) (0.86)

Faster Student × |∆T i me 1| -0.44** -0.46*
(0.19) (0.23)

Slower Student × |∆T i me 1| 0.81* 0.80*
(0.38) (0.38)

Slower Student in Pair -0.04 -0.10
(1.03) (1.01)

Peer is friend -0.41 -0.19
(0.83) (0.71)

High Match Qual. (perf.-based) -0.25 0.03
(1.09) (0.88)

Abs. Diff. in Personality No Yes No Yes

Own Characteristics Yes Yes Yes Yes

Gender-Grade/School FEs, Age Yes Yes Yes Yes

N 205 204 205 204
R2 .055 .26 .055 .25

This table presents least squares regressions using percentage point improvements as the dependent variable.
*, **, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in parentheses and clustered
at the class level. Own characteristics include the Big Five, locus of control, social comparison, competitiveness
and risk attitudes. Absolute differences in personality include the difference in those. We use only observations
within RANDOM. If we restrict the sample to students in RANDOM, the explanatory power of the match quality
(MQ) is not significant.
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Table G.2: Only high match quality sample as comparison group

Only high Matching Quality

(1) (2) (3) (4) (5)
All RANDOM&NAME with Controls RANDOM&PERF. with Controls

NAME 1.26** 1.83*** 1.67***
(0.47) (0.55) (0.47)

PERFORMANCE 2.18*** 2.38*** 1.98***
(0.68) (0.71) (0.63)

High Match Qual. (name-based) 0.56
(0.42)

High Match Qual. (perf.-based) -0.07
(0.45)

Faster Student × |∆T i me 1| -0.35** -0.63** -0.33
(0.14) (0.27) (0.46)

Slower Student × |∆T i me 1| 1.07*** 1.35*** 1.25**
(0.19) (0.35) (0.51)

Slower Student in Pair -0.14 -0.61 -1.71**
(0.46) (0.68) (0.82)

Peer is friend -0.61 -1.13 -1.44*
(0.46) (0.74) (0.78)

Abs. Diff. in Personality Yes No Yes No Yes

Own Characteristics Yes Yes Yes Yes Yes

Gender-Grade/School FEs, Age Yes Yes Yes Yes Yes

N 582 208 207 162 160
R2 .27 .16 .49 .16 .33

This table presents least squares regressions using percentage point improvements as the dependent variable.
*, **, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in parentheses and clustered
at the class level. Own characteristics include the Big Five, locus of control, social comparison, competitiveness
and risk attitudes. Absolute differences in personality include the difference in those. Column (1) presents the
last specification of Table 4 for reference. Columns (2) to (5) show that even if we restrict the comparison group to
the sample of individuals in random that received a peer with high match quality according to name- (columns
(3) and (4)) or performance-based preferences (columns (5) and (6)), respectively, our treatment effects persist
and the coefficients on peer compositional effects do not change much.
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Table G.3: Robustness Check

(1) (2) (3) (4)
Linear Time Int. FE Match Qual. FE Class Controls

Direct Effects

NAME 1.26** 1.22** 1.06** 1.44***
(0.47) (0.49) (0.51) (0.44)

PERFORMANCE 2.18*** 2.23*** 2.33*** 1.70**
(0.68) (0.74) (0.71) (0.70)

Peer Characteristics

HighMatch Qual. (name-based) 0.56 0.57 0.77
(0.42) (0.44) (0.46)

High Match Qual. (perf.-based) -0.07 -0.06 -0.40
(0.45) (0.40) (0.52)

Faster Student × |∆T i me 1| -0.35** -0.29** -0.36**
(0.14) (0.14) (0.15)

Slower Student × |∆T i me 1| 1.07*** 1.09*** 0.87***
(0.19) (0.21) (0.18)

Slower Student in Pair -0.14 -0.07 0.20
(0.46) (0.43) (0.47)

Peer is friend -0.61 -0.60 -1.06** -0.44
(0.46) (0.47) (0.51) (0.49)

Time Diff. FEs No Yes No No

Match Qual. FEs No No Yes No

Class-level Controls No No No Yes

Abs. Diff. in Personality Yes Yes Yes Yes

Own Characteristics Yes Yes Yes Yes

Gender-Grade/School FEs, Age Yes Yes Yes Yes

N 582 582 582 512
R2 .27 .29 .3 .27
p-value:NAME vs. PERFORMANCE .19 .17 .089 .72

This table presents least squares regressions using percentage point improvements as the dependent variable.
*, **, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in parentheses and clustered
at the class level. Own characteristics include the Big Five, locus of control, social comparison, competitiveness
and risk attitudes. Absolute differences in personality include the difference in those. Column (1) presents the
last specification of Table 4 for reference. Column (2) includes fixed effects for every one-second difference in
ability levels of the two students. Column (3) includes an indicator for each rankwithin the two sets of preference
rankings. Finally, column (4) includes additional class-level controls.
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H Additional material for implications

Table H.1 shows the regressions underlying Figure 6. In particular, in column (1) we estimate

equation 1but interact treatment indicatorswith ability terciles (low,medium, or high). Ability

terciles are defined according to tercile splits of times in the first runwithin each school, grade

and gender. Column (2) repeats the exercise using quintiles rather than terciles to show that

the pattern holds for finer splits.

As argued in section 5.5, low-ability students in NAME need to prefer to be and subse-

quently are matched with faster students on average. We present the shares of students in

NAMEwhoprefer a faster student (basedon theirname-basedpreferences) andwhoarematched

to a faster student for the three ability terciles defined above in Table H.2. Indeed, low-ability

students in NAME are more likely to prefer a faster peer and on average are matched to faster

peers than students of higher ability.

Our treatments also have implications for individual ranks of students within a class since

slower students improve more than faster ones. As ranks are important in determining sub-

sequent outcomes (Elsner and Isphording, 2017; Gill et al., 2017), a policy maker has to take

the distributional effects of peer assignmentmechanisms into account.1 Since low-ability stu-

dents improve relatively more than high-ability students in NAME and RANDOM, these treat-

ments yield potentially large changes of a student’s rankwithin the class between the two runs.

By contrast, PERFORMANCE will tend to preserve the ranking of the first run as improvements

are distributedmore equally relative to the two other treatments. We confirm this intuition in

Table H.3, where we regress the absolute change in percentile scores from the first to the sec-

ond run on treatment indicators. The outcome variablemeasures the average perturbation of

ranks within in a class across the two runs. The results show that PERFORMANCE shuffles the

ranksof students less in comparison toRANDOMandNAME.While inRANDOM students change

their position by about 15 out of 100 ranks, we find significantly less changes in the percentile

1Suppose that a policy maker wants to establish a rank distribution (ranks based on times in the second run)
that mirrors the ability distribution (ranks based on times in the first run) due to some underlying fairness ideal
(e.g., she wants to shift the distribution holding constant individual ranks). In other words, she might want to
implement a peer assignment mechanism that preserves individual ranks rather than shuffle them.
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score in PERFORMANCE relative to RANDOM. This change corresponds to a 27% reduction in

reshuffling. However, inNAMEwe do not find any effect compared to RANDOM.
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Table H.1: Heterogeneous treatment effects by own ability

Percentage Point Improvements

(1) (2)
Ability Terciles Ability Quintiles

Low Ability 3.21*** 4.49***
(1.02) (1.52)

Medium-Low Ability 0.43
(1.31)

Medium Ability -0.59 -0.45
(1.18) (1.41)

Medium-High Ability -0.53
(0.98)

High Ability -1.19 -1.54
(0.88) (1.00)

NAME × Low Ability 1.02 1.27
(0.92) (1.53)

NAME ×Medium-Low Ability 1.47
(1.11)

NAME ×Medium Ability 2.00* 1.65
(1.00) (1.21)

NAME ×Medium-High Ability 1.28
(0.77)

NAME ×High Ability 1.01** 0.90*
(0.48) (0.53)

PERFORMANCE × Low Ability -0.20 -0.65
(1.18) (1.97)

PERFORMANCE ×Medium-Low Ability 1.77
(1.23)

PERFORMANCE ×Medium Ability 2.57** 1.94
(1.03) (1.25)

PERFORMANCE ×Medium-High Ability 2.25***
(0.67)

PERFORMANCE ×High Ability 2.16*** 2.15***
(0.49) (0.63)

Gender-Grade/School FEs, Age Yes Yes

N 588 588
R2 .39 .41

This table presents least squares regressions using percentage point improvements as the dependent variable. *,
**, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in parentheses and clustered at
the class level. Column (1) assigns one of three ability levels – low, medium or high – according to tercile splits of
times in the first run within each school, grade and gender and presents the underlying regression for Figure 6.
Column (2) uses quintiles rather than terciles to show that the pattern is robust to other definitions of ability
quantiles.
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Table H.2: Share of students preferring and receiving a faster peer inNAME

Ability Tercile

Low Medium High
Preferred name-based peer is faster 0.75 0.60 0.25

Realized name-based peer is faster 0.75 0.58 0.21

This table presents the share of students preferring a faster peer in NAME and the realized share. Ability terciles
– low, medium or high – are assigned according to tercile splits of times in the first run within each school, grade
and gender.

Table H.3: Absolute change in percentile scores

Absolute Change in Percentile Scores

within matching group within treatment

NAME -0.01 -0.02
(0.01) (0.01)

PERFORMANCE -0.04** -0.04***
(0.02) (0.01)

Gender/Grade/School FEs, Age Yes Yes

N 588 588
R2 .056 .051
p-value:NAME vs. PERFORMANCE .018 .085
Mean in RANDOM .15 .14

This table presents least squares regressions using absolute change in percentile scores as the dependent vari-
able. *, **, and *** denote significance at the 10, 5, and 1 percent level. Standard errors in parentheses and clus-
tered at the class level. Absolute changes in percentile scores withinmatching groups are calculated based on the
change of individual ranks of students in the their class and gender from the first to the second. Percentile scores
within treatment are calculated for all students within the same treatment and gender (i.e., across classrooms).
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I Simulation of matching rules

We simulate threematching rules and predict their impact on performance improvements us-

ing our estimates from Table 4. In a first step, we create artificial pairs, based on the employed

matching rules described below. In a second step, we then calculate the vector θ of differences

for the artificial pairs as well as the matching quality of artificial peers. Finally, we use the es-

timated coefficients from the column (6) of Table 4 to predict the performance improvements

we would observe for the artificial pairs. As peer-assignment rules only change θ, we are in-

terested in the difference in the respective sums of the indirect effect and direct effect, that

is between τ̄+βθsi m
i and τ̄+βθobs

i from equation 2, where si m and obs denote simulated

and observed pair characteristics, respectively. Furthermore, we assume that the direct effect

of the simulated policies equals the one in RANDOM. We additionally fix the covariates X to

0 and leave out the fixed effects for the simulations and predictions. This means, we calcu-

late the performance improvements for a particular baseline group for our treatments as well

as the simulations. This enables us to compare our results of the simulations directly to the

peer-assignment rules using self-selection implemented in the experiment, as we compare

the performance improvements for the same group.

We simulate the following threepeer assignment rules. First,we implement anability track-

ing assignment rule, TRACKING, in the spirit of the matching also employed in Gneezy and

Rustichini (2004). Students are matched in pairs, starting with the two fastest students in a

matching group and moving down the ranking subsequently. This rule minimizes the abso-

lute distance in pairs. Second, we employ a peer assignment rule that fixes the distance in

ranks for all pairs (EQUIDISTANCE). We rank all students in a matching group and match the

first student with the one in the middle and so forth. More specifically, ifG denotes the group

size, the distance in ranks is G/2−1 for all pairs. This rule is one way to maximize the sum of

absolute differences in pairs, but keeps the distance across pairs similarly. Third, wematch the

highest ranked student with the lowest one, the second highest rankedwith the second lowest

one and so forth (HIGH-TO-LOW). This is similar to Carrell, Sacerdote, and West (2013), who

match low-ability students with those students from whom they would benefit the most (i.e.,
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the fastest students). Again, this assignment rule maximizes the sum of absolute differences

in pairs. Table I.1 summarizes the distance in ability of the experimental treatments as well as

the simulated assignment rules.

Table I.1: Overview of simulated peer assignment rules

Peer Assignment Rule Simulated? Mean Ability DescriptionDistance (in sec)

NAME No 2.09 Self-selected peers based on names
PERFORMANCE No 1.41 Self-selected peers based on relative performance
RANDOM No 2.42 Randomly assigned peers
EQUIDISTANCE Yes 3.11 Same distance in ranks across pairs
HIGH-TO-LOW Yes 3.11 First to last, second to second to last etc.
TRACKING Yes 0.90 First to second, third to fourth etc.
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