Lagrangian transport of trace gases in the upper
troposphere and lower stratosphere (UTLS)

Paul Konopka

In-mix (%)
] [ Y
CLaMs, +10°N 60.
440 |
z 50.
~ 420
qh)" I
=)
2 I 40.
[0}
o —
& 400
8
s I 30,
s c
£ S 380
S [e]
S o
5 20.
£ 360
T
z 10.
=

Energie & Umwelt/
Energy & Environment ’ o0
Band,/ Volume 400 ’ JULICH

ISBN 978-3-95806-279-5 FORSCHUNGSZENTRUM



Schriften des Forschungszentrums Jilich
Reihe Energie & Umwelt / Energy & Environment Band / Volume 400







Forschungszentrum Jilich GmbH
Institute of Energy and Climate Research
Stratosphere (IEK-7)

Lagrangian transport of trace gases in the upper
troposphere and lower stratosphere (UTLS)

Paul Konopka

Schriften des Forschungszentrums Jilich
Reihe Energie & Umwelt / Energy & Environment Band / Volume 400

ISSN 1866-1793 ISBN 978-3-95806-279-5



Bibliographic information published by the Deutsche Nationalbibliothek.
The Deutsche Nationalbibliothek lists this publication in the Deutsche
Nationalbibliografie; detailed bibliographic data are available in the
Internet at http://dnb.d-nb.de.

Publisher and Forschungszentrum Jilich GmbH
Distributor: Zentralbibliothek
52425 Jilich

Tel: +49 2461 61-5368

Fax:  +49 2461 61-6103

Email: zb-publikation@fz-juelich.de
www.fz-juelich.de /zb

Cover Design: Grafische Medien, Forschungszentrum Jiilich GmbH
Printer: Grafische Medien, Forschungszentrum Jiilich GmbH
Copyright: Forschungszentrum Jilich 2017

Schriften des Forschungszentrums Jiilich
Reihe Energie & Umwelt / Energy & Environment, Band / Volume 400

77 (Habil.-Schr., Mainz, Univ., 2015)

ISSN 1866-1793
ISBN 978-3-95806-279-5

The complete volume is freely available on the Internet on the Jilicher Open Access Server (JuSER)
at www.fz-juelich.de /zb/openaccess.

This is an Open Access publication distributed under the terms of the Creative Commons Attribution License 4.0
37 which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


http://creativecommons.org/licenses/by/4.0/

Abstract

Using the Chemical Lagrangian Model of the Stratosphere (CLaMS), which was developed in
the last two decades, we discuss the following, process-oriented questions: (i) how to under-
stand the formation of the extratropical mixing layer, which separates the troposphere from the
stratosphere, (ii) what is the impact of mixing processes on the tropopause inversion layer (TIL)
and, f'nally, (iii) how to explain the large annual cycle of ozone above the tropical tropopause.
Furthermore, CLaMS is also applied to understand the atmospheric long-term variability. Here,
we discuss how major sudden stratospheric warmings inf uence stratospheric water vapor trends
and how tropospheric ozone trends can be separated from the stratospheric infuence. Finally,
we quantify the infuence of uncertainties in the understanding of atmospheric mixing on the
uncertainties in radiative forcing.

The opportunity to avoid, or at least to minimize, the numerical diffusion ever present in Eulerian
numerical schemes is the strongest motivation for the Lagrangian formulation of transport. We
show how Lagrangian transport implemented in CLaMS goes even further and uses the numerical
diffusion to parameterize physical mixing. This kumulative Habilitationsschrift is based on 16
studies, which are appended to the text (along with a brief description of the highlights in chapters
1 and 3), that were undertaken with the aim of improving our knowledge of various transport
processes in the stratosphere and upper troposphere.



Zusammenfassung

Unter Verwendung des in den letzten zwei Jahrzehnten entwickelten chemischen Modells der
Stratosphére (CLaMS — Chemical Lagrangian Model of the Stratosphere) werden einige prozel3-
orientierte Anwendungen diskutiert, in denen der Lagrangesche Transport mit der reellen Atmo-
sphére verglichen wird. Wir gehen unter anderem der Frage nach, (i) wie man die Entstehung der
extratropischen Mischungsschicht erklért, die die Troposphére von der Stratosphére trennt, (ii)
welchen Eif uf die Mischungsprozesse auf die Bildung der Tropopausen-Inversionschicht (TIL)
haben oder aber, (iii) was die Erkldrung fiir den augepréigten Jahresgang des Ozons oberhalb
der tropischen Tropopause ist. Dariiberhinaus wird auch die Langzeitvariabilitit der Atmosphére
untersucht. Unter Verwendung von CLaMS zeigen wir, wie die stratosphérischen Trends von
Wasserdampf durch starke Stratosphidrenerwérmungen beeinf usst werden und, wie man die tro-
posphérischen Trends von Ozon vom stratosphérischen Einf uf} trennen kann.

Die stirkste Motivation fiir das Modellieren des Transports aus Lagrangescher Sicht ergibt sich
aus der Moglichkeit, die in Eulerischen Transporschemata allgegenwertige numerische Diffu-
sion zu vermeiden oder zumindest zu minimieren. Wir zeigen, wie der Lagrangsche Transport
in CLaMS dariiber hinausgeht und die numerische Diffusion zur Parametrisierung der physi-
kalischen Diffusion verwendet. Dieser kumulativen Habilitationsschrift sind 16 Publikationen
angehdngt (eine kurze Beschreibung der wichtigsten Resultate f ndet man in Kapitel 1 und 3),
deren Ziel es war, das Verstindnis der Transportprozesse in der Stratosphére und der oberen
Troposphére zu verbessern.
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1 Introduction

1.1 Composition of air in the UTLS region and its
climatological relevance

Stratosphere-troposphere exchange (STE) across the tropopause is an important bi-directional
process infuencing the composition of the upper troposphere and lower stratosphere (UTLS,
Holton et al. (1995)) and, consequently, the Earth’s radiative budget (Solomon et al., 2010; Riese
et al., 2012). The composition of air entering the stratosphere is mainly determined by the
transport processes within the tropical tropopause layer (TTL) coupling the Hadley circulation
in the tropical troposphere (time scale of days) with the much slower (time scale of months)
Brewer-Dobson circulation in the stratosphere (Fueglistaler et al., 2009). Complementary to the
upward transport through the TTL, the downwelling branch of the Brewer-Dobson circulation is
associated with the stratosphere-to-troposphere exchange that mainly occurs in the extratropics
within the Extratropical Upper Troposphere Lower Stratosphere (EXUTLS) (Gettelman et al.,
2011) (see fg. 1.1).

The Brewer-Dobson circulation is overlaid by a fast (timescale of days to weeks), quasi-
horizontal transport associated with isentropic mixing, i.e. two-way irreversible transport, in-
cluding STE (Holton et al., 1995). Note that this bi-directional isentropic mixing does not infu-
ence the distribution of mass (because these two mass fuxes are almost equal), but signif cantly
affects the distribution of chemical species due to the dependence of tracer transport on the hor-
izontal gradients of the considered species. Furthermore, transport of tropospheric air into the

Figure 1.1: A schematic structure of the upper tro-
posphere lower stratosphere (UTLS) region over-
laid with the Brewer-Dobson circulation (BDC).
TTL - Tropical Tropopause Layer, ExUTLS -
Extratropical Upper Troposphere Lower Strato-
sphere. For a more detailed discussion of these at-
mospheric compartments see Holton et al. (1995),
Fueglistaler et al. (2009) and Gettelman et al.
(2011).




2 Introduction

stratosphere is not zonally symmetric. Regionally (i.e. zonally) resolved studies suggest that the
youngest air can be found in winter above the West Pacif ¢ warm pool (seasons are related to the
northern hemisphere (NH)) whereas in summer the Asian summer monsoon anticyclone forms
the key pathway for transport into the stratosphere (Fueglistaler et al., 2004; Randel et al., 2010).

A better understanding of transport across the tropical tropopause layer (TTL) which acts as
a “gateway to the stratosphere” plays a key role in understanding of the variability of the strato-
spheric concentrations of water vapor and other chemical species (Fueglistaler et al., 2009). As
frst suggested by Brewer (1949), freeze-drying at the tropical tropopause causes strong dehy-
dration from large tropospheric to very low stratospheric mixing ratios (e.g. Randel and Jensen,
2013). The variability of stratospheric water vapor has received considerable attention because
of its key impact on the radiation budget and hence on surface climate (Solomon et al., 2010;
Dessler et al., 2013).

Because of very low temperatures in this region, the UTLS has a key infuence on radiation
escaping the troposphere into space and hence affects surface climate and climate feedbacks
(Gettelman et al., 2011; Riese et al., 2012) (see fg. 1.2). Stevenson et al. (2006) point to large
model differences in the representation of STE, which result in considerable uncertainties in the
simulated ozone budget, in particular in the upper troposphere. Solomon et al. (2010) highlight
the fact that global models are rather limited in their representation of key processes determin-
ing the distribution and variability of lower stratospheric water vapor. Riese et al. (2012) assess
the infuence of uncertainties in the atmospheric mixing strength on global UTLS distributions
of greenhouse gases (water vapor, ozone, methane, and nitrous oxide) and associated radiative
effects. The results of such sensitivity studies show that the radiative effects of water vapor and
ozone, both characterized by steep gradients in the UTLS, are particularly sensitive to the uncer-
tainties in our knowledge of the atmospheric mixing strength. Globally averaged uncertainties
of radiative forcing are about 0.72 and 0.17 W/m? for water vapor and ozone, respectively. Note
that these values are comparable with the radiative forcing due to the anthropogenic effect of
CO; (~ 1.6 W/m?, IPCC, 2013).

1.2 Scientif c achievements presented in this
“kumulative Habilitationsschrift”

This Habilitationsschrift is based on 16 papers which were published during and after 2009 and
are appended to the text. All these contributions are related to different process-oriented and
climate-relevant topics in the UTLS. An important scientif ¢ tool used in almost all publications
which are relevant for this “kumulative Habilitationsschrift” is the Chemical Lagrangian Model
of the Stratosphere (CLaMS). CLaMS is a Chemistry Transport Model that has been developed
and operated by Forschungszentrum Jiilich at [IEK-7. The Lagrangian transport part of the model,
including the choice of the coordinates, the Lagrangian grid, diabatic trajectory calculations and
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mixing are my own contributions (McKenna et al., 2002; Konopka et al., 2004, 2007; Ploeger
et al., 2010; Konopka et al., 2010; Ploeger et al., 2011; Konopka et al., 2012).
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Figure 1.2: Sensitivity of surface temperature to the altitude and latitude of (left) ozone, (middle) water
vapor, and (right) methane changes. Shading shows relative impact on surface temperature, measured as
radiative effect, from either (top) unit mass increases or (bottom) percentage increases applied at individual
latitudes and altitudes (1 km thick layers). For each trace gas, the calculated radiative effects have been
normalized to the respective maximum value. Red colors indicate warming and blue colors cooling. The
f gure shows, for example, that the impact on surface temperature of an ozone unit mass change at 100 hPa
at the equator is about a factor of 2 larger than the impact of the same change at 10 hPa (adapted from
Riese et al. (2012)).

Felix Ploeger wrote both papers during his PhD work that was supervised by Prof. Martin
Riese and myself. The related scientif ¢ questions, especially in the context of my personal
contributions, can be divided into the following three f elds:
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1. Asian summer monsoon and the seasonality of tropical ozone in the lower stratosphere

Near-equatorial ozone observations from balloon and satellite measurements reveal a large
annual cycle in ozone in the TTL above the tropical tropopause. The relative amplitude of
the annual cycle is large in a narrow vertical layer between 16 and 19 km, with a change of
approximately a factor of 2 in ozone between the minimum (during NH winter) and maxi-
mum (during NH summer, see Randel et al. (2007a) and references therein). The classical
explanation of this pronounced annual cycle assumes that it is only due to the seasonality of
the vertical velocities in the TTL (upwelling) and of ozone production. In this picture, the
TTL is well-isolated with respect to the meridional transport, so that only vertical transport,
which is faster in winter than in summer, is responsible for this large annual cycle (Folkins
et al., 2006; Schoeberl et al., 2006; Randel et al., 2007a).

Here, the most important result of my research, mainly based on two f rst author publications
Konopka et al. (2009) and Konopka et al. (2010), is that there is a strong seasonal cycle of
meridional transport from the extratropics into the tropics, termed in-mixing, determining
the composition of air in this region. Here, the Asian summer monsoon anticyclone plays a
crucial role driving strong exchange between the tropics and high latitudes. Different aspects
of this view are extended in two follow-up papers: Ploeger et al. (2012) and Abalos et al.
(2013). The idea for the frst study arose from discussions with Felix Ploeger on how to
quantify in-mixing from all available observations. The results published by Abalos et al.
(2013) reconcile the differences in quantifying in-mixing, which were found between the
Eulerian and the Lagrangian-based diagnostics.

Our interpretation of the tropical ozone seasonality also manifests in the respective seasonality
of the mean age of air as recently discussed in Konopka et al. (2015). By analyzing the zonally
averaged continuity equation for age of air, we decompose the seasonality of age of air into the
contributions of residual circulation and eddy mixing. Thus, in the tropical lower stratosphere
between +30°, the air becomes younger during boreal winter and older during boreal summer.
During boreal winter, the decrease of age of air due to tropical upwelling outweighs aging by
isentropic mixing. In contrast, weaker isentropic mixing outweighs an even weaker upwelling
in boreal summer and fall making the air older during these seasons. Thus, older air and higher
ozone in the summer TTL above the tropical tropopause are two sides of the same coin known
as in-mixing, i.e. of enhanced meridinal transport from the mainly NH extratropics into the
TTL and mainly driven by the Asian summer monsoon anticyclone.

2. Mixing-driven origin of the Extratropical Transition Layer (ExTL) and of the Tropopause
Inversion Layer (TIL)

Frequent mixing of stratospheric and tropospheric air in the vicinity of the tropopause forms
a transition or mixing layer, termed the Extratropical Transition Layer (ExTL) which can be
understood as a subset of the EXUTLS (WMO, 2003; Gettelman et al., 2011). The highest val-
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ues of the Brunt-Vaisala frequency N2 are located above the tropopause within the tropopause
inversion layer (TIL), where the vertical temperature gradient exhibits a pronounced inversion
(Birner et al., 2002; Birner, 2006). While the TIL is defned by the exceptional dynamical
property of the atmosphere (high static stability), the def nition of the ExTL is mainly based
on a unique composition containing both tropospheric and stratospheric signatures (mixing
layer).

Using mixing parametrization in CLaMS as well as in situ observations it was possible to
show that the EXTL is well-represented in the model (Vogel et al., 2011) and that this layer
itself is mainly formed by (isentropic) eddy mixing on synoptic to seasonal time scales (Pan
et al., 2009; Konopka and Pan, 2012). All these three papers are the result of a collabora-
tion between IEK-7, Forschungszentrum Jiilich, and the Atmospheric Chemistry Division in
NCAR (Boulder, USA), especially with Dr. Laura Pan and Dr. William Randel. Dr. Bérbel
Vogel and myself participated in the Stratosphere-Troposphere Analyses of Regional Trans-
port (STARTO08) campaign to study the chemical and transport characteristics of the EXTL
using the NSF/NCAR HIAPER aircraft.

There is still an ongoing debate on the physical mechanisms leading to the formation of the
TIL. One of these mechanisms, based on radiative cooling of a well-mixed EXTL, was frst
proposed by Randel et al. (2007b) and discussed by Kunz et al. (2009). This paper is part
of Anne Kunz’s PhD work supervised by Dr. Cornelius Schiller and myself. Our analysis
shows that the TIL is a part of the EXTL, i.e. of a well-mixed transition layer containing both
tropospheric and stratospheric signatures, in particular relatively high mixing ratios of water
vapor (Kunz et al., 2009). Following Kunz et al. (2009), the TIL consists of air parcels with
“old” or “frozen-in” mixing, which took place on a seasonal rather than a synoptic time scale.

3. Climatological relevance of mixing and interpretation of trends

CLaMS is a Chemistry Transport Model driven by prescribed meteorology (mainly by the
ERA-Interim reanalysis), which can also be applied for understanding trends in atmospheric
composition and transport. Riese et al. (2012) investigates the inf uence of uncertainties in the
atmospheric mixing strength on global distributions of greenhouse gases (water vapor, ozone,
methane, and nitrous oxide) and discuss the associated radiative effects. My contribution to
this work was to provide the CLaMS model for this type of sensitivity study (i.e. with respect
to mixing).

Wang et al. (2012) analysed the tropospheric ozone trends by comparing the long term ob-
servations over Beijing (2002-10) with the CLaMS model. Following Wang et al. (2012), a
clear positive trend for the column ozone in the lower troposphere (0-3 km) during spring and
summer can be deduced from the observations. Using CLaMS, Wang et al. (2012) have also
shown that this trend does not result from the trend of transport of stratospheric ozone down
to the boundary layer but much more from the pollution-driven O3 formation, mainly as a
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consequence of increased industrial and traff ¢ activities in and around Beijing. This publica-
tion, which was supervised by myself, was a part of Yong Wang’s PhD work (submitted by
the University of Beijing, co-supervised by Prof. Yi Liu).

The stratospheric water vapor entry values derived from almost three decades of satellite ob-
servations roughly follow the evolution of tropical tropopause temperatures and show multi-
timescale variations ranging from daily to decadal (Fueglistaler and Haynes, 2005; Fueglistaler
et al.,2013; Urban et al., 2014; Hegglin et al., 2014). In a case study of a remarkable major
Sudden Stratospheric Warming (SSW) during boreal winter 2008/09, Tao et al. (2015a) in-
vestigate how transport and mixing triggered by this event affect the composition of the entire
stratosphere in the northern hemisphere. There is ongoing PhD work by Mengchu Tao in
Forschungszentrum Jiilich at IEK-7 (within the Helmholtz Graduate School HITEC) that is
supervised by myself and co-supervised by Prof. Michael Volk at the University of Wupper-
tal).

Following Tao et al. (2015a), we found that the major SSW event, at the same time, accelerates
polar descent and tropical ascent of the Brewer-Dobson circulation. The accelerated ascent
in the tropics and descent at high latitudes frst occurs in the upper stratosphere and then
propagates downward to the lower stratosphere. This downward propagation in the tropics
takes over one month and inf uences the water vapor budget at the tropical tropopause.

In a second recently published paper 7ao et al. (2015b) systematicaly investigate all major
SSWs in the last 35 years, especially with respect to their impact on the amount of water vapor
entering the stratosphere during boreal winter. Our results show that this effect is strongly
modulated by the phase of the quasi-biennial oscillation (QBO). We suggest that the enhanced
dehydration due to the major SSWs combined with a higher frequency of major SSWs after
the year 2000 may have contributed to the lower stratospheric water vapor observed after
2000.

1.3 Modeling of transport with CLaMS

CLaMS is a Lagrangian Chemistry Transport Models (CTM) suitable for simulating atmospheric
transport and chemistry from the boundary layer all the way to the top of the stratosphere ( 50
km altitude). CLaMS integrates a hierarchy of models ranging from a simple box model to a
3D CTM driven by meteorological winds available from meteorological services such as Eu-
ropean Centre for Medium-Range Weather Forecasts (ECMWF), United Kingdom Met Off ce
(UKMO) and National Center for Environmental Prediction (NCEP). CLaMS contains separate
modules for transport, mixing, chemistry, and microphysics that can be included or excluded (see
Pommrich et al. (2014) and references therein).

Compared with other CTMs, the novel approach of CLaMS is its description of atmospheric
mixing, especially in the stratosphere where vertical mixing is extremely weak due to a strong
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vertical stability. Whereas the common approach is to minimize the numerical diffusion ever
present in the modeling of transport, CLaMS is a frst attempt to apply this “undesirable dis-
turbing effect” to parameterize the “true” physical mixing. By using some scaling properties of
numerical diffusion which are the same as of the atmospheric diffusivity (see sections 2.3 to 2.5),
and by applying numerical regridding only to those parts of the grid where physical mixing is
expected anyway due to strong deformation rates of the Lagrangian air parcels (see section 2.6),
this novel parameterization of mixing was included into the well-known pure Lagrangian, i.e.,
trajectory-based transport.

Due to a high vertical stability in the stratosphere, the vertical transport is suppressed and the
resulting, almost 2d horizontal (isentropic) f ow is usually described as chaotic advection. This
2d turbulence manifests in formation of strong horizontal gradients of trace gases distributions,
mainly in the vicinity of jets acting as isentropic transport barriers. The challenge for modeling of
transport is to resolve strong spatial and temporal variability of such tracer distributions, mainly
in view of undergoing no-linear chemistry like chlorine-induced ozone loss processes within
the polar vortex. CLaMS was the frst Lagrangian Chemistry Transport Model where all these
processes were successfully implemented and validated by comparison with in-situ and satellite
data. In the next chapter, the main concepts of atmospheric transport in CLaMS, especially the
implementation of mixing will be included step-by-step.
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2 Lagrangian transport with CLaMS

In the following we discuss the question why the Lagrangian view of transport offers advantages
if compared to the more common Eulerian view and how these advantages are implemented in
CLaMS (for the sake of convenience chemistry will be excluded in this chapter). In particular
section 2.1 repeats the well-known equations of transport, section 2.2 re-formulates these equa-
tion in the Lagrangian frame of reference and section 2.3 discusses how these equations describe
the real atmosphere through a right choice of the vertical and horizontal scales and respective dif-
fusivities. The novel aspects of CLaMS are formulted in sections 2.4 to 2.6 where the numerical
diffusion due to regridding within the (irregular) Lagrangian grid is related to physical mixing.

2.1 Transport equations

The atmosphere extending between the Earth’s surface and the mesosphere can usually be under-
stood as a thermodynamic fuid with m species. Most of these species undergo different types of
chemical reactions and interact via radiation with both the Sun and the Earth. These species also
interact via boundary conditions with the Earth’s surface and with the upper atmosphere beyond
the mesosphere where the extremely low density of the air restricts the applicability of thermo-
dynamics. The momentum, energy and m continuity equations describe such a system. Some
further assumptions, which are widely used in the atmospheric dynamics reduce these general
balances to the so-called primitive equations (see e.g. Holton, 1992; Vallis, 2006). Within the
climate modeling community, this set of primitive equations is also denoted as dynamical core
(Satoh, 2014).

Roughly speaking, the dynamical core defnes the governing equations on resolved scales,
while the parametrizations represent unresolved subgrid scale processes like gravity waves or
microphysics (Thuburn, 2008). Generally, due to its complexity, the dynamical core can only be
solved numerically. Equations of transport, also denoted as continuity or mass balance equations,
in particular those for trace gases or aerosols, can make up a dominant part of the dynamical core
at least in terms of the total computational cost if the number of the considered species m becomes
large (Lauritzen et al., 2011).

By using the Reynolds averaging procedure, we formulate now these equations in the local
(i.e. differential) formulation. Let us consider an air parcel containing m chemically passive
species (tracers) with number densities 7; (in 1/m?), molecular masses M; (in kg), mass densities
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pi = Min; (in kg/m?) and volume mixing ratios 1; (dimensionsless) given as
nj=np;, i=0,..,m, 2.1)

where n = ng (Lo = 1) denotes the total number density of all molecules. Similarly, p = pg = Mn
denotes the mass density of air with the mean molecular mass of air given by M = M

Thus, the (local) continuity equations for a suff ciently small but still macroscopic scale (i.e. con-
taining a suff ciently large number of molecules justifying such thermodynamic quantities as
temperature or entropy) is given as

oni+V-(nu) =0, i=0,..m, 2.2)

where u = (u,v,w) denotes the f ow velocity, and molecular diffusion processes are neglected.
Assuming (Reynolds averaging procedure, see e.g. Batchelor (1953)):

u=u+u n; = n; +nl, (2.3)

with u, 7; denoting mean winds and mean number concentations on horizontal scales of about
10-100 km (e.g. from meteorological data) and with u’, n describing respective fuctuations
(i.e. unresolved sub-grid processes such as gravity waves). Then, with u’ = n;/ = 0, the mean
fux densityj_i is given as
ji = 7t = nu+u'n) = nu+ . (2.4)
Here, n;u and j§ abbreviate mean advective fux and an additional, unresolved mass transport, in
the following referred to as mixing. Note that mixing, although mainly characterized as a diffu-
sive (turbulent) part of the f ow, can also consist of unresolved advective contributions (e.g. stir-
ring in a non-linear f ow). Commonly, mixing is parametrized by Fick’s law (Fick, 1855) and
by the additional assumption that only the gradient of the mixing ratios y; is relevant for mixing
(Hall and Plumb, 1994), i.e.:
ji=D-Vnj=nD -Vy; 2.5)

with the diffusion tensor D that, following Onsager’s symmetry theorem, is given as a 3x3
symmetric matrix (Onsager, 1931).

In the real atmosphere, the vertical and horizontal diffusive fuxes are very different, so D
reduces to two horizontal and vertical diffusivities Dj, and D,, by assuming that the atmosphere is
invariant to horizontal rotations and by neglecting the still remaining two off-diagonal elements
Dy, (Lyubarski, 1960), i.e.

Dy Dy 0 D, 0 0
p=|D, D, 0 |~| 0 D, 0 |. (2.6)
0 0 D, 0 0 D

Note that the def nition of the diffusivities strongly depends on the def nition of the resolved and
unresolved spatial scales which, in practice, cannot be exactly f xed.
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Consequently, transport of species is governed by the following equations (we simplif ed the
notation and omitted the bars):

with the operator . consisting of the advective (u) and diffusive (D) part of transport, or, with
nj = ni;,

o(niy) + V- (nuu+nD-Vi;) =0, i=0,...,m. (2.8)

In particular, the transport of all air molecules 7 reduces with i = 0 and iy = 1 (= Vy =0) to
on+V-(nu)=0 (2.9)

describing the conservation of the total number density » or of mass density p = Mn (M - mean
molecular mass of air). Note that transport of mass is driven only by the f ow velocity u whereas,
in addition to this advective fux, the species-dependent diffusive fuxes determine the distribu-
tions »; (or mixing ratios U;) of each chemical species i.

The last two equations can also be rewritten as:

D
np i+ V(D Vi) =0, i=1,..m (2.10)
and
D i pVou=0 @.11)
Dtp p =0, .
with the material derivative
D
E:z&,—i—u-v, V=(00y,0:), u=(u,v,w) (2.12)

In fuid mechanics incompressible fow (isochoric fow) refers to a fow in which the mate-
rial density is constant within the air parcel, i.e. Dp/Dt = 0. Thus, for incompressible f ows
(although with a fnite speed of sound), eq. (2.11) reduces to

Vou=0. (2.13)

Reversely, in a divergence- and mixing-free f ow, the transport equations reduce to

Dp -0 Dpi
Dt ’ Dt

=0, i=1,...,m (2.14)

sometimes denoted as a pure advection problem (Lauritzen et al., 2011).

Because the spatial and temporal distribution of the atmospheric trace gases determines the
chemical and, consequently, also radiative properties of the atmosphere, the quality of the solu-
tions of transport equations has a strong inf uence on the whole atmospheric system. For exam-
ple, an appropriate description of transport barriers like the edge of the polar vortex (7uck, 1986),
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the tropical pipe (Plumb, 1996) or the extratropical tropopause (Holton et al., 1995) is prereq-
uisite for a quantitative understanding of the Brewer-Dobson circulation or of the chlorine- and
bromine-induced ozone loss in the polar stratosphere.

Thus, on the one hand, trace gas distributions derived from transport equations signif cantly
infuence atmospheric dynamics (e.g. via chemistry and radiation). On the other hand, (only)
these distributions can be compared with observations (which can hardly be done for dynamical
quantities like vertical velocity or vorticity) and, in this way, provide a basis for the validation of
the models.

Numerical formulation of the atmospheric transport discretizes the governing physical equa-
tions, both in time and space, by using some appropriate values of the time step Az and of the
horizontal/vertical resolution Ax/Az, respectively (see fg. 2.1). For reasons of simplicity, in the
following conceptual discussion we reduce the horizontal space to only one coordinate x. If the
2D (horizontal) distance between 2 points is considered we use the notation » = Ar.

Generally, the following two requirements are crucial. First, because the horizontal and ver-
tical scales of atmospheric variability are very different, an appropriate choice of the respective
spatial resolution is necessary. Within a numerical model this means that both scales have to be
resolved with the “same quality” everywhere within the considered atmospheric domain (Lindzen
and Fox-Rabinovitz, 1989). Second, the numerical errors of the solution of the governing differ-
ential equations should be minimized. In particular, the numerical noise has to be smaller than
the modeled physical quantities. A prominent example of such errors is the numerical diffu-
sion that depends on both spatial and temporal resolution and is expected to be smaller than the
physical diffusivity (Rood, 1987; Schoeberl and Douglass, 2010; Lin et al., 2013).

2.2 Lagrangian view of transport

The focus of this section is to work out the advantages of the Lagrangian view of transport over
the commonly used Eulerian description. Thus, the Eulerian frame of reference is a way of
looking at fuid motion from a perspective that is fxed in space. In contrast, in the Lagrangian
approach, the observer follows individual fuid parcels as they move (see fg. 2.1). Using a grid
model means that the Eulerian grid is f xed in space while the Lagrangian grid moves, materially
anchored, with the f ow.

In the following, we use the term air parcel for the pivotal points of such a grid. Thus, air
parcels are massless and either fxed in space (Euler) or in the fuid (Lagrange). From the per-
spective of eq. (2.10), the only difference between the Eulerian and Lagrangian frames of refer-
ence arises from the fact that in the Lagrangian system u = 0 can be assumed and, consequently,
eq. (2.10) describes diffusive transport relative to the center of the air parcel, i.e.

n%,u,-—i—V-(nD-Vui):O, i=1,..m (2.15)



2.2 Lagrangian view of transport 13

whereas the path of each air parcel. r(7), is the solution of the trajectory equation, i.e.

dr(t)
dt

u(r(7),1), r(0)=ry. (2.16)

Figure 2.1: Top: Eulerian grid f xed in space versus Lagrangian grid moving with the f ow. The bold black

points denote the air parcels which can be understood as massless, pivotal points fxed either in space
(Euler) or in the fuid (Lagrange). In both frames of reference, the horizontal and vertical resolutions Ax
(or r = Ar describing the 2D horizontal distance between the air parcels) and Az should be consistently
chosen. Bottom: ...and a slightly more artistic view: Left: Casper David Friedrich’s famous “Wanderer
above the Sea of Fog”, who looks at the atmosphere passing him by (Eulerian view). Right: Montgolf er
balloon over Rocamadour moves approximately with the atmosphere (Lagrangian view).

Thus, according to eq. (2.15), the time dependence of U; is determined only by mixing. D = 0,
i.e. no mixing, implies that the mixing ratios u; are constant.
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Figure 2.2: Lagrangian transport can be under-
stood as a consecutive sequence of advection (tra- . Mixing
(irreversible)

jectories driven by the wind) and mixing (mass
exchange between adjacent air parcels). Whereas
advection is reversible (i.e. backward trajectory
driven by the rc.everseq Veloc1.ty. feld exactly repro- Advection
duces the starting point), mixing defnes the irre-  (reversible)
versible part of transport (i.e. after mixing the orig-
inal mixing ratios of the air parcel cannot be repro-

duced). t=t,

If the (irregular) Lagrangian air parcels are tracked throughout the simulation, the resulting
scheme is referred to as fully Lagrangian. However, the Lagrangian air parcels may be remapped
after every time step Az on a regular Eulerian (background) grid. Such an approach is referred to
as semi-Lagrangian (Lauritzen et al., 2011). In both frames of reference, the physical properties
at a given grid point describe the mean properties of the atmosphere within the volume of the
grid box surrounding this point.

Generally, atmospheric mixing is an irreversible process that mixes chemical species on the
molecular scale. However, most of the relevant processes are governed by much coarser scales.
On such scales, mixing is driven by the macroscopic turbulence, known as eddy diffusion, with
eddy diffusivity being several orders of magnitude larger than molecular diffusivity.

Mixing in fuid dynamics is, irrespective of the resolved scales, the irreversible part of trans-
port. In contrast, advection, the reversible part of transport, is controlled by the 3D velocity
feld (fg. 2.2). This partitioning into the reversible and irreversible parts, i.e. into advection
and mixing, can be clearly carried out using the Lagrangian perspective. From this perspective,
trajectories, which are related to the wind felds, describe the advection of the air parcels. The
transfer of mixing ratios between such air parcels, independent of its specif ¢ realization, def nes
mixing (for a more formal def nition of irreversibility see Schroter (1995)).

Usually, the Eulerian approach is based on a grid with the horizontal and vertical mesh widths
Ax, Az. The Lagrangian approach, on the contrary, is based on an irregular grid of air parcels with
the mean horizontal and vertical separations r, Az. In the following, the geometric altitude z or the
dry potential temperature 0 is used as the vertical coordinate (Kasahara, 1974). Alternatively,
a hybrid coordinate  will be used (Mahowald et al., 2002) to resolve both transport processes
in the troposphere inf uenced by the orography and transport processes in the stratosphere where
adiabatic horizontal transport dominates. The corresponding vertical velocity 6 (or C ) is referred
to as diabatic vertical velocity (appendix A.1)

In summary, Lagrangian transport means that an irregular grid of air parcels, materially an-
chored with the fow, describes the temporal evolution of the f ow composition. As time pro-
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t—t+ At adaptive grid

i,
!

irregular grid F_l

Figure 2.3: Adaptive grid procedure (adapted from McKenna et al. (2002)). A 2D, irregular grid of air
parcels undergoes deformation in a shear f ow. The Delaunay triangulation (appendix A.6) determines the
next neighbors (C and B are neighbors of A) and the volume of A can be def ned by the Voronoi polygon
(dashed area, see also appendix A.6). After a time step Af the re-gridding procedure is applied to the
deformed grid. Interpolations of the transported species on the new air parcels (green) cause numerical
diffusion which, within a Lagrangian transport scheme, can be used to parameterize mixing between the
air parcels.

gresses, the adaptation or re-gridding procedures may be necessary to avoid some clustering of
the air parcels, i.e. to restore the uniform distribution of the grid points. Such procedures result
in some (undesirable) numerical diffusion due to the associated interpolations.

One of the most intriguing features offered by Lagrangian transport is the possibility to ap-
ply such numerical diffusion to parameterize the “true” physical mixing. For the frst time this
concept was successfully implemented in CLaMS (McKenna et al., 2002; Konopka et al., 2004,
2007) and is based on the the dynamically adaptive, or simply adaptive Lagrangian grid proce-
dure (f g. 2.3, adaptive means here self-adjusting during the integration time).

2.3 Aspect ratio and vertical diffusivity

Let us come back to our Lagrangian formulation of transport, i.e. to egs. (2.15) and (2.16). To get
a physical interpretation of these equations and their solution we have to answer the following
questions: which typical horizontal and vertical scales in the real atmosphere are represented by
the Lagrangian air parcels and what are the typical spatial scales on which Dy, and D,, parametrize
atmospheric mixing?

Generally, the vertical variability of the atmosphere is much stronger compared with that along
the same horizontal scale where gradients of the atmospheric properties are much weaker. Thus,
the aspect ratio o« = Ax/Az def ning the ratio between the scales of the horizontal and vertical
variability Ax and Az is typically a large number of the order of ~ 100. High values of o dom-
inate the stably stratif ed parts of the atmosphere, whereas in regions with strong convection o
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Dispersion Dissipation
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Figure 2.4: Dispersion versus dissipation. Elongation or dispersion of a spherical Gaussian plume in a
sheared f ow with a shear rate 5,. When the aspect ratio @ = r/Az exceeds a critical number, typically
larger than 100, the plume dissipates, i.e. mixing sets in and the plume becomes indistinguishable from
the background atmosphere.

decreases. The quantitative values of o are controlled by the turbulent diffusion that is strong in
the troposphere and rather weak and patchy in the stratosphere. The turbulence itself is driven by
the energy cascade from large almost 2D horizontal eddies which are formed by breaking waves
on a planetary scale and which decay into smaller and smaller 3D eddies.

A simple example (see fg. 2.4) of how large values of a arise in the atmosphere is obvi-
ous from the dispersion of a spherical Gaussian plume (i.e. of a plume with a Gaussian tracer
distribution) in a horizontal and linear shear f ow with a constant vertical shear s and constant
vertical/horizontal diffusivities (Konopka, 1995; Schumann et al., 1995; Schlager et al., 1997)
(for the def nition of a pure 2D shear and strain f ows see appendix A.4).

Thus, in a stably stratif ed and sheared fow a spherical Gaussian plume becomes elongated.
As shown in Konopka (1995), the aspect ratio @ of such a plume increases with time ¢ like
= (st)?, i.e. the original spherically symmetrical source is deformed into a strongly elongated
and almost horizontal f lament that, in the real atmosphere, would dissipate after o exceeded a
certain critical number. However, before dissipation occurs, i.e. before the Gaussian plume be-
comes indistinguishable from the background atmosphere, the values of a roughly quantify the
asymmetry between the horizontal and vertical scales discussed here. Thus, a balance between
dispersion and dissipation of the plume, or, in other words, between advection and mixing, de-
fnes the atmospheric aspect ratio o.

Using a random-straining model describing a steady state of vertical diffusion, vertical shear
and horizontal stirring, Haynes and Anglade (1997) argued that o estimates the ratio between
the horizontal and vertical diffusivities Dy and D, through

o® = Dy/D. 217

Eq. (2.17) was derived on the assumption that the interaction of the vertical diffusion and of
the vertical shear produces slanted flaments, which, after being transported by the (isentropic)
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chaotic advection, form large-scale, horizontal, pancake-like structures which slowly dilute through
stirring in a quasi-isentropic fow. Haynes and Anglade (1997) argued that in contrast to D,,
which is expected to be mostly independent on the vertical scales within the range 1 — 100 m
(mainly due to horizontal direction of the atmospheric winds), Dy, has to be understood as an
effective diffusivity, i.e. as a mean diffusive property that parametrizes transport occurring on
unresolved scales and may contain some unresolved advective contributions.

Dy, is expected to be of the order of 103 m?/s (appendix A.2) Note that eq. (2.17) also implies
that Dy, is not an independent atmospheric parameter but can be derived from D, and ¢. This fact
underlines the importance of D, which is expected to be in the range 10~ to 1 m?/s (Woodman
and Rastogi, 1984; Balluch and Haynes, 1997; Waugh et al., 1997), and if the method of diffu-
sive reconstruction is applied, the stratospheric value of D, varies between 0.01 inside the polar
vortex, 0.1 in the surf zone and around 0.5 m?/s in the subtropics (Legras et al., 2005; Pisso
and Legras, 2008; James and Legras, 2009). Using these values Haynes and Anglade (1997)
estimated that o/ in the lower stratosphere is of the order of 250.

We conclude that the knowledge of the spatial variability scales, (i.e. of o and of either the
horizontal or the vertical scale) and of D,, (Dj, can be derived from (2.17)) can be understood
as the minimum information about the atmosphere that allows us to solve the main transport
equations discussed at the end of the last subsection. But, unfortunately, the situation becomes
completely different if numerical errors disturb the solutions of these equations.

2.4 Numerical diffusion

The substantial difference between the Eulerian and Lagrangian approaches arises if eq. (2.2) has
to be numerically solved. In the last 100 years many efforts have been made to fnd the “best”
numerical treatment of eq. (2.2). As reviewed in (Rood, 1987; Schoeberl and Douglass, 2010),
various Eulerian-based approaches have been applied where the time and spatial derivatives of
the continuity equation are replaced by discrete, Taylor-series-based, approximations. Courant
et al. (1928) formulated a criterion, known as the Courant-Friedrichs-Lewy (CFL) condition,
stating that in order to achieve a stable numerical solution, the maximal time step of integration
At is limited by the Eulerian grid size Ax and the maximal f ow velocity . through Ar < Ax/u,,
i.e., all integrated quantities have to be re-interpolated on the background grid before the fow
leaves the grid mesh (see f'g. 2.5).

This is a strong limitation of the available time step A¢. For a typical, maximal wind velocity
of the order of 100 m/s, a high frequency of the interpolations on the Eulerian background grid is
required which manifests itself as an undesirable numerical diffusion. In particular, the horizontal
numerical diffusion can be estimated as

D™ x5 Ax* /At (2.18)



18 Lagrangian transport with CLaMS

1 Eulerian frame of reference } ******* :‘ ******** :‘* |Lagrangian frame of reference | O el
‘ ‘ Y : : : : :
£ .0 : :
: o} CI) T
@ - - & o o Y T -0
o o | |
° A °!
B — o - PO o [ o t=t,+At
o 1 o ?
o i ;
o : o !
& & & - [ SR 4 e &
o i N t=t,
AX o 0 N
o N
: r,
S o & & o [ 3 ¢ °

Figure 2.5: Numerical solution of eq. (2.10) requires the usage of a grid. This can be done within the
Eulerian (left) or the Lagrangian (right) frame of reference

(appendix A.3) and for Ax = 100 km, A7 = 10 min (i.e. assuming u, = 100 m/s) is of the order
of 10® m?%/s, i.e. larger by three orders of magnitude than the (physical) effective horizontal
diffusivity D, which, following our previous discussion, is of the order of 10> m?/s.

The semi-Lagrangian schemes developed in the last 15 years helped to reduce this problem
by weakening the rigidity implied by the CFL condition, although to date only 2D formulations
have been implemented (Lin and Rood, 1996; Smolarkiewicz and Pudykiewicz, 1992; Lauritzen
et al.,2011). Lin and Rood (1996) argued that the maximal spatial gradient of the wind velocity
ovu =~ Au/Ax (in 1/s) rather than the maximal wind velocity itself . determines the time step
of integration A¢ through the condition Az < (dyu) ™' = Ax/Au. Thus, by assuming that typical
values of Au are smaller by a factor of 100 to 1000 than the values of u., the critical time step
of integration becomes signif cantly larger than the corresponding Eulerian time step and, con-
sequently, the numerical diffusion becomes comparable with the effective horizontal diffusivity
discussed in the previous chapter.

Even from the full Lagrangian point of view, some interpolations or re-mapping procedures
are necessary because the air parcels do not remain homogeneously distributed during the course
of integration of the trajectory equation (2.16) mainly due to some inconsistencies in the wind
felds (Stohl, 1998). Thus, re-gridding procedures have to be used in order to sustain the spatial
homogeneity of the air parcels and, consequently, some numerical diffusion is inevitable.

However, the full Lagrangian view offers an alternative to exploit the numerical diffusion for
parametrization of the physical mixing rather than to fnd ways of avoiding this effect. This is
supported by the fact that, using (2.18), the ratio between the horizontal and vertical numerical
diffusion coeff cients can be estimated as

D D sz/AZZ ~ r2/A22 =o?, (2.19)

i.e. it mimics the “true atmosphere” as argued by Haynes and Anglade (1997) (see eq. (2.17)).
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Thus, one possibility of parametrizing physical mixing between the neighboring air parcels is to
use interpolations, e.g. as an appropriate re-gridding procedure.

In contrast to the Eulerian models where, due to the CFL condition, numerical diffusion is
proportional to the fow velocity, i.e. Dy ~ Ax? /At = Axu ~ u, in Lagrangian models the
relative rather than the absolute motion between the air parcels def nes the necessity of grid re-
adjustment. Following the same arguments as for the semi-Lagrangian schemes (Lin and Rood,
1996), the Lagrangian approach allows a realization with D}"" ~ Ax*.u.

We conclude that in contrast to the Eulerian models where numerical diffusion is proportional
to the fow velocity, i.e. D" ~ u (Courant et al., 1928), the Lagrangian approach allows a
realization with D" ~ Vu. Thus, because it is expected that physical mixing is not driven by
absolute velocity of the fow but rather by deformations induced by the shear and strain rates
(Smagorinsky, 1963), the numerical diffusion of the Lagrangian transport schemes can be used
to parameterize physical mixing.

In summary, from the Lagrangian point of view, two problems have to be solved. First, an
appropriate (irregular) Lagrangian grid, def ned through the parameters » and Az, has to be found.
Interpolations within such a grid can mimic physical mixing events only if the values of » and
Az are correctly chosen or, at least, if they scale properly with the vertical coordinate, i.e. by
the transition from the well-mixed troposphere to the stably stratif ed stratosphere (we discuss
this point in the next section). Second, a re-gridding mechanism has to be found to trigger such
interpolations. More precisely, the re-gridding mechanism has to be controlled by some fow
parameters which parametrize mixing in a physical way (more details in section 2.6).

2.5 Entropy- and static stability-based grid

A possible approach for defning the mean air parcel separations » and Az is the requirement
that each air parcel should contain the same number of air molecules or the same mass (e.g.
Reithmeier and Sausen, 2000). If, in addition, a constant total number of air parcels can be as-
sumed, mass conservation follows automatically — a condition hardly fulflled by most transport
schemes. An important disadvantage of such a distribution of air parcels is its scaling property
due to the strong decrease of air density with altitude, with the consequence of too many air
parcels in the lower troposphere and only very few in the mesosphere.

In the following, an alternative way of reasoning will be briefy outlined (for details see
Konopka et al. (2012)) that is based on the idea that the spatial distribution of the entropy and
the static stability may defne a more physical spatial coverage of the whole atmosphere with
air parcels. For the sake of convenience, we assume a dry atmosphere (how to generalize this
concept to a moist atmosphere, see Konopka et al. (2012)).

Our frst main assumption is to assign each air parcel the same amount of entropy s, related to
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the potential temperature 0 through (Holfon et al., 1995):
0

5(0,p) =cppIn— (2.20)
6o

with specif ¢ heat ¢, (J/(K kg), air mass density p (kg/m?) and the reference potential temperature
6y being the temperature 7 that the air parcel would acquire if adiabatically brought (i.e. with
s = const) to a standard reference pressure py.

According to this def nition, s describes the entropy density, i.e. the amount of entropy per vol-
ume unit (J/(K m?). Using profles of the US standard atmosphere, s calculated from eq. (2.20)
is plotted in fg. 2.6 (black) showing a clear maximum around 15 km. This is because 6 in-
creases while p decreases with altitude and, consequently, s, which is proportional to p In 6, has
a maximum.

In a system where no additional information is available, the same entropy per air parcel
means that each air parcel contains the same amount of available energy that is transferable
into work (strictly speaking, under the same thermal conditions). From a thermodynamic point
of view, motion in the atmosphere is a result of work imposed by different forces like gravity
or the Coriolis force. Such motion may irreversibly dissipate into friction. Thus, at least in a
thermodynamic sense, high entropy can be understood as a prerequisite for motion in the form
of large-scale eddies which, at the end of the scale cascade, may drive turbulent mixing (see
fg. 2.7).

Thus, we identify the entropy of each air parcel, S,, = AS, with the ability to transform AS
into work. Within the framework of thermodynamics, this can be done in the idealized Carnot
cycle (see f'g. 2.7) where the area of the red dashed rectangle (right panel) describes the maximal
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"same available work"

Carnot cycle
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Figure 2.7: The air parcels with different volumes ¥, but with the same amount of entropy S, = AS =
Vaps (s is given by (2.20)) are adiabatically transformed into a state with the same temperature T (note that
although having the same temperature, these air parcels differ in their pressures and number of molecules).
These air parcels, if included in the Carnot cycle working between the temperatures T and Topr (T > Tor)
and entropies Sy, and S, s+ AS. would transform heat into the same amount of available work (red dashed
rectangle). In the atmosphere, such work is manifested as large-scale eddies which may drive mixing. In
a system with no additional information, this criterion def nes air parcels with the “same potential for

mixing”.

amount of available work done along the isothermal-isentropic branches of the Carnot cycle
(i.e. W = ATAS, AT =T — T;,). During this cycle. heat is transported from the warmer reservoir
with temperature T to the colder reservoir with temperature T;,s.

An example of how to realize such processes in the real atmosphere is the transport of heat
by breaking small-scale planetary or gravity waves. Thus, although waves themselves can be
considered as adiabatic processes with 8 = const, the breaking of such waves and the associ-
ated mixing are diabatic and non-conservative. E.g., breaking planetary waves which drive the
Brewer-Dobson circulation, transport heat from the tropics to the extratropics. Another example
is gravity waves which break due to some shear instabilities in the fow. Thus, if nothing else
is known about the system, the same entropy of the air parcels means the “same likeliness™ that
such irreversible transport may happen.

In a Lagrangian transport scheme where each mixing event is parametrized by the numerical
diffusion resulting from the (adaptive) re-gridding procedure, it is necessary to cover the whole
atmosphere with the “same accuracy” with respect to the “resolution of mixing”. This means
that only a few air parcels are necessary in regions with strong mixing (e.g. the well-mixed lower
troposphere) whereas f ow domains with weak mixing and high spatial variability of transported
species require more air parcels (e.g. the stably stratif ed lowermost stratosphere).

Thus, we propose a distribution of air parcels over the entire atmosphere by using the weight-
ing def ned by the entropy s. We fx the entropy of each air parcel, S;p. by

Sap = Vaps(8,p), (2.21)
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with the air parcel volume, V,,, = r*Az, and the entropy density s given by eq. (2.20). Note that
nap = 1/Vap, describes the number density of air parcels. Assuming S,, = const and s being
prescribed via eq. (2.20), an implicit relation for » and Az can be derived from egs. (2.20) and
(2.21). This relation is our frst condition on how to select the parameters » and Az. But we need
also a second condition.

Here, we follow the assumption that the aspect ratio oo = r/Az is related to the static sta-
bility d6/dz. Static stability can be quantifed in terms of the Brunt-Vaisala frequency N> =
(g/0)(dO/dz). N describes the frequency at which an air parcel oscillates when displaced verti-
cally in a statically stable environment, i.e. within a region with d6/dz > 0. Because the well-
mixed troposphere is characterized by low values of N and the stably stratif ed stratosphere by
high values of N, it is expected that this difference also will also be manifested in the correspond-
ing vertical diffusivities (large and small for the troposphere and the stratosphere, respectively),
and consequently, in the related aspect ratios.

Even a linear relation can be expected between o and N. The motivation for this assumption
follows from the geostrophic approximation of the horizontal momentum equation governing
the spatial and temporal distribution of the extratropical winds (Andrews et al., 1987). Assuming
that typical scales of dynamical variability driven by the Coriolis force can be quantifed by
the (horizontal) Rossby radius and by the vertical extension of the corresponding lens of the
disturbed air, the relation & = N/ f can be derived with /= 2Qsin(¢) denoting the Coriolis
parameter (Q-rotation rate of the Earth, ¢-latitude) (Lindzen and Fox-Rabinovitz, 1989).

Motivated by such deliberations, we formulate our second main assumption

o = f(N) = kN, (2.22)

with k = ot /Ny = const describing a linear dependence of the aspect ratio & on N. We assume
oy =250 and Ng =4.0-107* 572, i.e. 0y is the expected aspect ratio in the lower stratosphere
around 0 = 380 K (Haynes and Anglade, 1997) and Ng can be estimated from the US standard
atmosphere on the same 0-level (see fg. 2.6).

Consequently, 7 and Az follow from the following two equations:

1 K r
= — =kN 223
r2Az Sap7 Az ( )

and, after some reformulation, are given as

1 2 1
_ (kNSaqp\? B L 3 Sﬂ 3
() (1) (5)

Furthermore, we slightly re-formulate the condition S, = const as

2 o
Sap = 1yAZ0Smax = OTOSmax (2.25)
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Vaisala frequency N? (top) and the entropy density
s with 6y defned by 6 on the Earth’s surface (i.e.
6p = 6p(A,¢) A/¢ - longitude, latitude). All the
distributions are from the ECMWF ERA-Interim
re-analysis on January 1, 2008, 12 UTC. A was
interpolated from Az by using the hybrid coordi-
nate { (Mahowald et al., 2002) and the geopo-
tential from the ECMWF ERA-Interim re-analysis.
The blue and white lines are potential temperature
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and pressure levels. For the calculation 7y = 100
km and o = 250 (i.e. Azg =400 m) and k= o /N
with N3 = 4.10* 52 was assumed.

with 7 being the prescribed value of 7 at maximum entropy density s given by s, (thus, assum-
ing o = 250, the choice of ry defnes S,,). Hence, prescribing rq at the level of the maximum
entropy Sy fxes the horizontal and vertical resolution » and Az throughout the atmosphere
(egs. (2.24).

A 3D generalization of this concept uses 3D felds of N and s derived from the meteorological
data. An example is shown in fg. 2.8 showing the zonal averages calculated from the ECMWF
ERA-Interim re-analysis for the January 1, 2008, 12 UTC. Note that because of the linearity of
egs. (2.23), N represents the spatial distribution of the geometric aspect ratio def ned as o = r/Az
and s describes the volume density of the air parcels, 14, = (r2Az) 1. Thus, the largest geometric
aspect ratios are expected in the tropics well above the tropical tropopause and the “densest”
coverage of such grid points has to be expected in the lower polar stratosphere. If each air parcel
contained the same mass, the corresponding volume density would follow the air mass density
with the highest values at the Earth’s surface and with a strong exponential decrease with altitude.

In summary, the entropy and stability-based scales provide a framework for generating a grid
in which the numerical diffusion associated with interpolations due to re-gridding would properly
scale. The most important properties of such a grid are shown schematically in fg. 2.9. Thus,
above the tropopause, mainly in regions with enhanced N, the grid of air parcels is defned
by large values of «, thus minimizing the vertical diffusivity because of the smallest vertical
extension of such air parcels. On the other hand, tropospheric air parcels, or air parcels in the
upper stratosphere are characterized by much smaller values of ¢« with larger vertical scales
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Figure 2.9: Entropy and static stability-based
scales which uniformly cover the whole atmo-
sphere. s. ¥, and & = r/Az denote the entropy. vol-
ume and the aspect ratio of three representative air

parcels in the troposphere (TR), stratosphere (ST)
and in the vicinity of the tropopause (UTLS), re-
spectively.

enhancing the vertical numerical diffusion. In addition, the highest density of air parcels, which
is a consequence of the entropy criterion, has to be expected above the tropopause in the polar
lower stratosphere (f g. 2.8 bottom), i.e. in regions where strong f lamentary structures are formed
by the chaotic advection driven by the jets.

2.6 Re-gridding procedure

As discussed at the end of section 2.4, Lagrangian transport offers a two-step procedure how to
implement physical mixing into a transport scheme so that numerical diffusion mimics rather
than disturbs the physical diffusivity. After defning an appropriate grid in the previous sec-
tion (frst step), the question arises which physical processes trigger mixing in the atmosphere
and how such processes can be numerically implemented into the transport scheme using grid
interpolations or, in other words, by using an appropriate re-gridding scheme (second step).

Our heuristic idea for def ning a mechanism triggering mixing events is to identify regions in
the atmosphere which are “unstable” and which may undergo “strong deformations”. The f ow is
called unstable if a small perturbation at initial time will grow signif cantly during the course of
the evolution of the f ow. From the Lagrangian perspective, this mean that the distance between
the adjacent air parcels increases “suff ciently fast”. Thus, by monitoring this property in the
Lagrangian grid it is possible to detect such regions in the f ow and, subsequently, by re-gridding
these parts of the grid, to trigger numerical diffusion through the related interpolations.

A further motivation is based on the gradient Richardson number, i.e. on a dimensionless crit-
ical ratio Ri. describing the onset of instabilities driven by wind shear and/or buoyancy (Turner,

1973). Ri is defned as
N.'Z
Ri=—m——— (2.26)

2 2
du dv
(%) +(%)
with #, v denoting the horizontal wind components and N the Brunt Vaisala frequency. Ri., is

about 0.25 (although reported values have ranged from roughly 0.2 to 1.0) with the f ow becom-
ing dynamically unstable or even turbulent when R7 < Ri.. Such turbulence occurs either when
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Figure 2.10: Mixing driven by the (wet) static sta-
bility. If N? = (g/6.)d8/dz (6, - equivalent po-
tential temperature) is small or even negative - a
state that may occur mainly in the troposphere -

effective (vertical) mixing is expected. In the La-
grangian parametrization, the mixing ratios of the
affected air parcel and its next neighbors are set
to their average value. Such regions can be diag-

nosed from a suff ciently large change of the ver-
tical separation between the next neighbors during
the advection step and should correlate with verti-
cally unstable or weakly stable regions (small val-
ues of N?).

the wind shear is great enough to outweigh any stabilizing buoyant forces (denominator is large),
or when the dry or, more general, moist environment is statically unstable (numerator is small or
even negative).

In the Lagrangian realization of this concept, the local shear rates in the f ow have to be re-
placed by the integral deformation which can be derived from the relative motion of the next
neighbors occurring during the Lagrangian time step Az (see below). In addition, in the tropo-
sphere, where the (wet) static stability N2 can be small, the weakly stratif ed or the unstable
regions of the atmosphere can effectively drive vertical mixing (see fg. 2.10). In contrast, in
the stratosphere, where the f ow is characterized by high static stability, only suff ciently strong,
almost horizontal deformations are expected to drive mixing within the considered stratospheric
layer.

In the following, we show how the mixing scheme of the Chemical Lagrangian Model of the
Stratosphere (CLaMS) implements the concept of deformation-induced mixing in a Lagrangian
grid (McKenna et al., 2002; Konopka et al., 2004, 2007) (see fg. 2.3 and fg. 2.11, top panel).
Here, the critical deformation 7, is defned as . = A¢tA.. A, denotes the 2D f nite-time critical
Lyapunov exponent describing a deformation of a suff ciently small circle with a radius rg into
an ellipse with major and minor axes given by 1 = exp +A.A¢ (appendix A.5). At frst, both the
time step Az and A, are free parameters.

In order to decide whether a deformation occurring in the real atmospheric f ow surrounding
a given air parcel exceeds 7, its next neighbors within a layer of thickness Az (or A6 as shown
in the top panel fg. 2.11) are calculated by means of the 2D Delaunay triangulation described in
appendix A.6. This is done before the advection step. Furthermore, let us assume that the mean
distance of the considered air parcel to the next neighbor is given by the mean separation between
the air parcels in the considered layer, i.e. by » = rg. Then, during the advection step, both
horizontal deformations (mainly strain) and vertical deformation within the almost horizontal
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Figure 2.11: Deformation-induced mixing in CLaMS. Top: Mixing parameters (from (Konopka et al.,
2005b)). The CLaMS mixing algorithm is triggered if during the advection step Az the relative positions
between the next neighbors within a layer with thickness Az (or A6) changes with a suff ciently high rate
Y > Y. For y < 7. mixing-free transport occurs along the trajectories. Bottom: Realization of mixing
(from (Pan et al., 2006)). Finite-time Lyapunov exponent A describing integral deformation at 6 = 350
K. Highest values of A can be diagnosed in the vicinity of the jet separating the troposphere from the
stratosphere (black line, PV=2). Mixing algorithm in CLaMS yields the highest mixing rates due to the
largest number of interpolations carried out in the region with the highest values of 4 (pink dots denote
the new air parcels inserted into the scheme).

layer (mainly shear) change the relative positions of the next neighbors.

After the advection step, the distances 7 to the next neighbors are compared with those before
the advection step. If » exceeds r, a new air parcel is included in between with the mixing
ratio of the transported species linearly interpolated from the air parcels for which » > r, was
diagnosed. In order to keep the mean separation between the air parcels per layer within certain
bounds (here around r), renewed triangulation allows the distances to the current next neighbors
to be checked and the redundant air parcels are removed by means of the same linear interpo-
lations (i.e. two air parcels are replaced by one in the middle). In CLaMS, the criterion r < r_
is used for the redundant air parcels but variations of this condition are possible (Wohltmann
and Rex, 2009). Note that the linear interpolations used for calculating the mixing ratios of new
air parcels are essential, because, assuming similar volumes of the interacting air parcels, such
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interpolations mimic fully mixed states of the air parcels involved.

An example of this procedure is shown in the bottom panel of fg. 2.11 where new air parcels
inserted into the grid around 8 = 350 K are highlighted (pink dots). The fnite-time Lyapunov
exponent A is color-coded, which is calculated from the deformation of 3D circles (i.e. dis-
tributed around each air parcel within the layer). Around PV=2 (black line) a strong jet over
the Himalayas can be diagnosed forming a sharp isentropic transport barrier between the strato-
sphere and the troposphere. A clear correlation between A and the number of new air parcels
shows how deformation-induced mixing works in CLaMS (i.e. for a given advective time step At
deformations with A > A, trigger the re-gridding procedure).

Note that because a layer concept is used in CLaMS in order to determine the next neighbors,
deformations with a strong change of the vertical distance between the next neighbors (e.g. dur-
ing convection events) cannot be detected with this scheme (for possible extension see caption in
fg. 2.10). Nevertheless, a strong inhomogeneity of Lagrangian mixing, both in time and space
(according to CLaMS less than 15% of air parcels per day are affected by mixing), is the most
pronounced difference to the Eulerian approach where numerical diffusion is ubiquitous.

2.7 Closing remarks

Lagrangian transport in CLaMS stands for the possibility to replace the numerical diffusion by
physical mixing. Starting from the idealized case with no mixing, i.e. from transport that is
only driven by trajectories, a mixing parametrization can be gradually included in the scheme.
Thus, in contrast to the Eulerian schemes, mixing can be tuned from zero to an arbitrary value
that renders sensitivity studies possibly, e.g. in order to study the impact of mixing on transport,
chemistry or microphysics (see e.g. Konopka et al., 2003b,a, 2005a).

Grid defnition, its resolution or the critical deformation 7. are parameters def ning the in-
tensity of mixing. These parameters can only be fxed by comparison with experimental data.
For example, Konopka et al. (2004) and Wohltmann and Rex (2009) describe how tracer-tracer
correlation and time series of tracers observed in situ conf ne the possible values of the mixing
parameters in the models CLaMS or ATLAS. Here, a combined metric of a “smallest deviation”
in tracer-tracer and in the physical space is def ned in such a way that the model optimizes both
the curvature of the non-linear F11-O3 correlation and the variability of the observed time series
of CHy. If satellite observations with their coarse spatial resolution and associated optical mixing
are used, the curvature of the non-linear tracer-tracer correlations is not well reproduced. In such
a case, the use of PDFs instead of the tracer-tracer correlations is more justif ed (Konopka et al.,
2005b).
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3 Scientif c achievements:
Composition of air in the UTLS
region

The aim of this chapter is to work out the key points of all publications relevant for this “kumula-
tive Habilitationsschrift”, especially in context of the stage of our knowledge based on literature.
The outline follows the short description given in the introduction.

In the following, we use the multi-annual CLaMS simulations covering 35 years (from 1979 to
2014) with the model transport driven by the European Centre for Medium-range Weather Fore-
casts (ECMWF) meteorological ERA-Interim reanalysis (Simmons et al., 2006; Uppala et al.,
2008; Dee et al., 2011). In the stratosphere, the potential temperature 0 is employed as the verti-
cal coordinate of the model and the cross-isentropic velocity 6 is deduced from the ERA-Interim
forecast total diabatic heating rate, including the effects of all-sky radiative heating, latent heat
release and diffusive heating as described in Ploeger et al. (2010). In the troposphere, the ver-
tical model coordinate smoothly transforms into an orography-following o-coordinate, with the
vertical velocity transforming into the corresponding & (Mahowald et al., 2002).

The specif ¢ model setup employed here closely follows the CLaMS conf guration described
by Konopka et al. (2010) with a vertical and horizontal resolution in the UTLS region of about
400 m and 100 km, respectively. Pommrich et al. (2014) summarizes the chemistry used in these
simulations.

3.1 Asian summer monsoon and the seasonality of
tropical ozone in the lower stratosphere

The annual cycle of the composition of air in the upper troposphere lower stratosphere (UTLS)
region is determined by the seasonality of different transport processes such as convection,
Brewer-Dobson (BD) circulation and two-way irreversible isentropic transport (Holton et al.,
1995; Fueglistaler et al., 2009; Gettelman et al., 2011). Signif cant hemispheric differences of
all these transport processes result from the hemispheric asymmetry of the land-sea distribution
and the orography.

Based on multi-annual simulations with CLaMS, Konopka et al. (2015) discuss hemispheric
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Figure 3.1: The seasonality of mean age of air, winter (DJF, left column) versus summer (JJA, right
column) at & = 380 K (top row), as a zonally averaged distribution (middle row) and with a schematic
explanation of the most important differences (bottom row). The isolines of wind (white, 20, 25, 30 m/s
from thin to thick, respectively) illustrate the positions of the jets (partially adapted from Konopka et al.
(2015)).

asymmetries and the seasonality of the mean age of air in the lower stratosphere (fg. 3.1). For
example, at 6 = 380 K (top panel of f g. 3.1) the air masses in the southern polar hemisphere are
much older than the air masses in the northern polar hemisphere during summer (note that for an
aqua-planet these distributions should be equal).

This asymmetry can also be diagnosed in the zonally averaged vertical cross sections of mean
age of air shown in the middle panel of f g. 3.1: during the same season, air is always younger in
the NH than in the SH. A similar hemispheric asymmetry exists in the zonal wind distributions
(white contours). In the winter hemispheres, the subtropical jet forms a strong transport barrier
between the tropics and extratropics and the polar jet separates mid- and high latitudes in the
extratropics. On the other hand, these barriers weaken signif cantly in the summer hemispheres,
most pronouncedly in the NH (Haynes and Shuckburgh, 2000a,b).
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Figure 3.2: The summer (JJA) distribution of O3 at 6 = 380 K calculated with CLaMS (left) and observed
by MLS (right). The young tropospheric air convectively lifted to this altitude is characterized by very
low values of O3. The STE manifests itself in (isentropic) mixing of the young (tropospheric) air within
the core of the monsoon anticyclone, typically also containing enhanced values of CO, HCN (not shown),
with old stratospheric air in its outer fanks (high O3) and the subsequent, almost isentropic, transport of
these air masses into the TTL (adapted from Konopka et al. (2010)).

Furthermore, the upward fux of air into the stratosphere is not zonally symmetric, as can
be inferred from the comparison of mean age of air in the tropics at 8 = 380 K (top panel of
fg. 3.1). The youngest air can therefore be diagnosed in winter above the West Pacif c warm
pool whereas in summer the Asian summer monsoon anticyclone forms the key pathway for
transport into the stratosphere (Dethof et al., 1999; Randel and Park, 2006; Randel et al., 2010).
This nearly stationary summer circulation extends well into the lower stratosphere up to about
18 km (or 6 =420 K) and effectively isolates the air masses of tropospheric origin inside from
the much older, mainly stratospheric air outside this anticyclone (Park et al., 2008).

Konopka et al. (2015) show that poleward of 60° the main reason for hemispheric differ-
ences in the age of air distribution are because eddy mixing in the NH outweighs that in the
SH throughout the year. Konopka et al. (2015) also show that in the tropical lower stratosphere
between £30°, the air becomes younger during boreal winter and older during boreal summer.
During boreal winter, the decrease of age of air due to tropical upwelling outweighs aging by
isentropic mixing. In contrast, weaker isentropic mixing outweighs an even weaker upwelling in
boreal summer and fall making the air older during these seasons.

The impact of this effect on the seasonality of ozone with its pronounced maximum during
summer and fall (see e.g. Randel et al. (2007a) and references therein) was investigated in my
previous studies (Konopka et al., 2009, 2010; Ploeger et al., 2012). Fig. 3.2 shows the climato-
logical summer distribution of O3 at 6 = 380 K derived from the CLaMS simulations (left) and
observed by the Microwave Limb Sounder (MLS) on the NASA Earth Observing System (EOS)
Aura (Schoeberl et al., 2006) (right). The similarity of the patterns between MLS and CLaMS,
with a clear signature of the Asian monsoon anticyclone, conf rms the seasonality of transport
resolved by CLaMS.

An obvious feature that can be derived from this comparison is that the Asian monsoon an-
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Figure 3.3: The seasonality of in-mixing from the extratropics into the TTL (tropics: +=10°N, extratropics:
> [30|°N eq. latitude). (a) in-mixed air in the northern/southern hemisphere (black/dashed) and total
(gray, adapted from Ploeger et al. (2012)). (b) in-mixed O3 (adapted from Konopka et al. (2009)).

ticyclone seems to drive in-mixing of ozone (O3), i.e. enhanced equatorward transport from the
extratropics into the upper part of the TTL (i.e. above 8 ~ 370 K), which may have a signif cant
effect on the seasonality of the tropical O3. More precisely, the question arises of the percentage
of the in-mixed air and O3 in relation to the total tropical air and O3, respectively.

Konopka et al. (2009) and Ploeger et al. (2012) answer these questions using backward tra-
jectories driven by ECMWF ERA-Interim winds and a conceptual one-dimensional model of the
chemical composition of the TTL. The results shown in fg. 3.3 verify a strong seasonality of
in-mixing with the highest in-mixing rates during summer. Note that the maximum of in-mixed
air of around 20% translates into around 50% of in-mixed O3 due to strong meridional gradients
of O3. Furthermore, this eddy-driven, large-scale isentropic transport of O3 (in the zonal mean,
this transport can be understood as eddy mixing) is decoupled from the mass transport of the
residual circulation in agreement with the results of Yang et al. (2008), who found that during
boreal summer the upward mass f ux in the tropics has a near-zero minimum around 70 hPa.

Finally, Abalos et al. (2013) reconcile the recently published, apparently contrasting results
regarding the relative importance of tropical upwelling versus horizontal transport for the sea-
sonality of ozone above the tropical tropopause. Different analysis methods in the literature
(Lagrangian versus Eulerian, and isentropic versus pressure vertical coordinates) yield different
perspectives of ozone transport, and the results must be carefully compared in equivalent terms
to avoid misinterpretation.

Fig. 3.4 shows the seasonality of in-mixing, presented as its net effect on tropical ozone ten-
dency (relative to the annual mean ozone mixing ratio), as a function of isentropic levels. In or-
der to compare the Lagrangian and Eulerian frameworks, we contrast results from the WACCM
(Whole Atmosphere Community Climate Model, Garcia et al. (2007)) chemistry climate model
with results from the conceptual Lagrangian one-dimensional model as used in Ploeger et al.
(2012).

Again, we note that the magnitude and exact levels are not expected to be comparable, and
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only broad characteristics should be considered. The seasonality of in-mixing shows a com-
mon feature in both models: there is strong in-mixing of ozone during the NH summer limited
to isentropic levels below 420 K, while at higher levels both models experience slightly more
in-mixing in boreal winter-spring compared to summer-autumn. In both models, the strong max-
imum is clearly identifed in the ozone in-mixing during boreal summer at levels around the
tropical tropopause, which is associated with the monsoons. The vertical extension of this sum-
mer maximum is larger in WACCM, while in the 1-D model the maximum is broader in time.
Notwithstanding these differences, both models show this maximum and a consistent transition
to a smaller seasonality at higher altitudes.

3.2 Mixing-driven origin of the Extratropical Transition

Layer (ExTL) and of the Tropopause Inversion Layer
(TIL)

The Extratropical Transition Layer (ExTL) is a subset of the ExXUTLS discussed in fg. 1.1
(WMO, 2003; Gettelman et al., 2011). Motivated by in situ observations of CO-O3 correla-
tions, the most convenient way to defne the EXTL is to separate the mixed air parcels in the
CO-03 space from pure tropospheric and pure stratospheric branches using the criteria discussed
in Pan et al. (2010) (see fg. 3.5). The EXTL can be understood as a result of the isentropic
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Figure 3.5: In the CO-O; space (left), the
EXTL is defned as a mixed part (blue) that
deviates from the idealized, L-shape corre- Subtropical et
lation (dashed) consisting of a pure tropo-
spheric (green) and a pure stratospheric (red)

branch. The position of the respective air
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two-way transport above or below the subtropic and polar jets that is mainly driven by the
barotropic (above the jets) and baroclinic (below the jets) Rossby waves (Holton et al., 1995;
Polvani and Esler, 2007; Homeyer and Bowman, 2012) and become apparent in different forms
of stratosphere-troposphere exchange (STE) such as deep intrusions or tropopause folds (see
fg. 3.6).

Because (non-breaking) Rossby waves, like all other periodic disturbances, are per se re-
versible, the question arises of when such processes lead to an irreversible STE forming the
ExTL, i.e. to a mixed branch of the CO-O3 correlation discussed in f'g. 3.5. Since mixing is an
accumulative process integrating in time, the observed time series of the chemical composition
alone does not provide direct evidence of when and where the relevant mixing events took place.
However, CLaMS that explicitly resolve mixing (see bottom left panel of f' g. 3.6) allow the sig-
natures of mixing observed in the CO-O3 correlations to be related to the fow conf gurations
upstream. In particular, freshly mixed air parcels on a time scale of several days can be separated
from those air parcels which have a much older mixing history (Konopka and Pan, 2012).

Starting from an idealized ExTL with a perfectly segregated troposphere and stratosphere (this
can be done in the model by initializing CO and O3 according to the idealized L-shape correlation
shown in f'g. 3.5), we quantify the time scale of ExXTL formation by evaluating the length of time
it takes for the model transport process (advection + mixing) to reproduce the observed features
of the EXTL (see also f'g. 3.7). We found that the shortest time scales of EXTL formation are on
the isentropic levels below the subtropical jet core, e.g. around 3 weeks for 310 K, whereas at the
360 K level (where the EXTL intersects the jet core) it is around 3 months. Much longer times
are required to form ExTL at the 360 K level ref ecting that mixing is prohibited in the region of
the jet core.

We have also found that the longest (shortest) time scales for the formation of the EXTL are
diagnosed in regions with high (low) values of the Brunt-Vaisala frequency N> (green and orange
lines in fg. 3.7). The largest differences between these two parts were found for isentropes
crossing the jet, i.e. for 6 between 320 and 360 K. This means that the tropopause inversion
layer (TIL, Birner et al. (2002)) characterized by large values of N> needs signif cantly more
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Figure 3.6: Left: Deep tropospheric intrusion of low ozone from the tropics into the high latitudes as
observed on May 5, 2007, with the HIRDLS instrument (top) and the static stability d6 /dz derived from
the meteorological data (bottom). The GFS analysis thermal tropopause (black dots), zonal wind (black
contour), 350 and 400 K isentropes (black dashed), and PV (2, 4, 6, and 8 PVU) contours are also shown
on the cross sections (adapted from Pan et al. (2009)). Right: The tropopause fold sampled on April 28,
2008 from the research aircraft Gulfstream V (f'ight track colored gray) can be clearly seen in the vertical
cross section of the Brunt-Vaisala frequency N2 derived from the meteorological data (top, adapted from
Vogel et al. (2011)). The frequency of mixing derived from CLaMS quantif es the number of mixing
events experienced by the air in the last 3 days (bottom). The NCEP thermal and dynamical tropopause,
zonal wind and the isentropes are also shown (adapted from Konopka and Pan (2012)).

time to be fully reconstructed from our idealized experiment.

Randel et al. (2007b) suggested that the radiative effects of both O3 and H,O near the tropopause
may make a substantial contribution to the formation and maintenance of the TIL. It has also been
proposed that other mechanisms contribute to TIL formation. Birner (2006) argued that the TIL
could be the result of poleward heat fuxes together with extratropical baroclinic eddies. Wirth
(2003, 2004) suggested that the asymmetry between upper-level cyclones and anticyclones and
their effects on the local stratif cation around the tropopause is responsible for the existence of a
TIL in the climatological mean. Balanced dynamics studies by Wirth and Szabo (2007) revealed
enhanced N? in the lower stratosphere as a feature of anticyclonic upper tropospheric f ow.

Thus, the question arises of whether the formation of the TIL is a process occurring on syn-
optic scales (balanced dynamics) or on seasonal scales (radiation) or, as recently suggested
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Figure 3.7: Formation of the EXTL at 6 =310, ...380 K in spring and summer in the northern hemisphere.
The respective time scales can be estimated from the condition f,,,;, /f;f,é = 0.9 meaning that the CLaMS
EXTL reproduced from the L-shape initialization is almost the same (i.e. up to 10%) as that known from
the observations (for better visibility, the black curves are shifted along the y-axis). In this way, the gray
area quantif es the time scales of formation of the EXTL relative to the initialization time (here: April
1, 2008). By defning two different subsets of the EXTL, with large and small values of N? (green and
orange), the impact of the stability on the formation of the EXTL can also be inferred (adapted from
Konopka and Pan (2012)).

(Birner, 2010), the combination of different physical mechanisms drives the formation of the
TIL. (Birner, 2010) also argue that such a combination of different physical mechanisms may
strongly depend on the geographical position and on the season.

Our analysis shows that the TIL is a part of the EXTL, i.e. of a well-mixed transition layer
containing both tropospheric and stratospheric signatures, in particular relatively high mixing
ratios of water vapor (Kunz et al., 2009). Following Kunz et al. (2009) the TIL consists of air
parcels with “old” or “frozen-in” mixing, which took place on a seasonal rather than a synoptic
time scale. Kunz et al. (2009) emphasized that a necessary condition for this effect is a well-
mixed ExTL where relatively high water vapor (up to 30 ppmv) coexists with high ozone (up to
300 ppbv, see fg. 3.8).

Fig. 3.8 also illustrates the results of the f xed dynamical heating (FDH) calculations showing
that the TIL vanishes for an idealized case of non-mixed profles, i.e. for perfectly segregated
tropospheric and stratospheric reservoirs. This, in turn, leads to the conclusion that the radiative
mechanism inherently includes transport, in particular mixing effects, by assuming that the STE
leads to the observed O3 and H;O distributions. Furthermore, these results also suggest that H;O
rather than O3 plays a major role in maintaining the temperature inversion (Kunz et al., 2009).
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Figure 3.8: (a, b) ECMWF mean vertical profles of O3 (solid lines) and H,O (dashed lines) at 60°N
relative to different states of the atmosphere, i.e., non-mixed (cyan), mixed (black), and intermediate case
(purple). (c, d) Based on fxed dynamical heating (FDH) calculations, resulting temperature prof les and
the static stability N> for the different mixing states. (e, f) The FDH calculations if one of the two trace

gases is kept constant: O3 (gray dashed) or H,O (yellow dashed) (adapted from Kunz et al. (2009)).

Note that the bi-directional STE processes are mixing processes across the EXTL or, in other
words, stratosphere-ExTL-troposphere exchange processes (S-EXTL-T) with S and T denoting
pure stratosphere and troposphere, respectively. Because of the considerable thickness of the
EXTL (up to a few kilometers (e.g. Hoor et al., 2004)), the residence times of the air parcels in
such “no-man’s land” are of the order weeks to months.
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Thus, diagnosing the net transport of trace gases such as ozone from the (pure) stratosphere to
the (pure) troposphere or vice versa, i.e., the net stratosphere-to-troposphere (STT) or troposphere
to-stratosphere (TST) tracer transport, must take into account the existence of this layer (which
is, of course, different from the mathematical surface def ning the tropopause). This is a differ-
ent manifestation of the concept that the transport of mass is driven only by the fow velocity

(and can therefore be diagnosed in terms of pure trajectory calculations) whereas, in addition
to this advective fux, the gradient-driven and species-dependent diffusive fuxes (i.e., mixing)
determine tracer transport across the tropopause.

3.3 Climatological relevance of mixing and
interpretation of trends

The UTLS region plays an important role in the climate system. Changes in the structure and
chemical composition of this region result in particularly large changes in radiative forcings of
the atmosphere (see fg. 1.2). As discussed in Riese et al. (2012), there is a strong infuence
of uncertainties in the atmospheric mixing strength on global UTLS distributions of greenhouse
gases, especially of water vapor and ozone, and associated radiative effects. To quantify these
uncertainties CLaMS simulations were applied with different, but physically reasonable mix-
ing intensity (“reasonable mixing” means in this context that the degree of agreement of such
sensitivity studies with observations is “almost” the same).

The inferred uncertainties are large. For water vapor and ozone, annual mean globally av-
eraged radiative forcing effects of 0.72 and 0.17 W/m? were found, respectively (Riese et al.,
2012). For comparison, changes of the radiative forcing since 1980 due to well-mixed green-
house gases, acrosols, and stratospheric water vapor are of the order of 1.0 W/m? (Solomon
et al., 2010). Solomon et al. (2010) derived the impact of this radiative forcing change on global
surface temperature and found a value of about 0.4 K. For ozone, the radiative effect of mixing
uncertainties mainly results from changes in the stratosphere. The effect is as large as about 40%
of'the total anthropogenic tropospheric ozone forcing (Solomon et al., 2007). The radiative effect
of stratospheric ozone due to mixing uncertainties is the most reliable result of our simulations,
because transport and mixing in the stratosphere are particularly well represented in CLaMS and
changes in ozone are not correlated with changes in clouds (Riese et al., 2012).

The lack of a quantitative understanding of STE may also inf uence the interpretation of the
observed atmospheric trends, in particular of those sampled in the troposphere as the following
example illustrates. Based on ozonesonde measurements, Wang et al. (2012) report on the O3
seasonality over Beijing, which shows a winter minimum and a broad summer maximum (see
panel (a) in f g. 3.9).

In addition, a pronounced summer ozone maximum between 0 and 2 km can be diagnosed in
the observations, which results from pollution-driven O3 formation, mainly as a consequence of
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Figure 3.9: The 2002—10 seasonality of ozone over Beijing from (a) ozonesonde observation, (b) CLaMS
simulations and the respective vertical gradients (c,d). The frst (LRT1) and second (LRT2) thermal
tropopause are shown as thick lines with solid dots and stars, respectively (adapted from Wang et al.
(2012)).

increased industrial and traff ¢ activities in and around Beijing. Following Wang et al. (2012), this
maximum also explains a clear positive trend for the tropospheric column ozone in the summer
maximum over the past decade of around ~3%/year. However, the question still remains: What
is the contribution of the stratospheric ozone both to the observed seasonality and to the inferred
trend?

Analysis of the CLaMS simulation with the passively transported ozone, i.e. by switching off
of all tropospheric sources and sinks (panel (b) in fg. 3.9), reproduces the observed seasonality
well, both in the stratosphere and in the upper troposphere, but not in the lower tropopause
between 0 and 2 km. Clearly enhanced O3 values and a negative O3 gradient observed during
spring and summer in the lower troposphere could not be diagnosed in CLaMS simulations ((c)
versus (d) in fg. 3.9). This emphasizes the importance of photochemistry, in particular of the
smog chemistry during these seasons. Thus, although transport rather than chemistry drives
the seasonality of O3 around the tropopause, the dynamical processes alone cannot explain the
notable trend of lower tropospheric O3 in the observations.



40 Scientif ¢ achievements: Composition of air in the UTLS region

The last and also the most recent example of how CLaMS simulations have contributed to
improving our understanding of the long-term variability of the atmosphere are related to the
tropical trends of water vapor in the lower stratosphere. Stratospheric water vapor is a powerful
greenhouse gas and important driver of decadal global surface climate change (Solomon et al.,
2010; Dessler et al., 2013; Hegglin et al., 2014). Although the stratospheric water vapor entry
values roughly follow the evolution of tropical tropopause temperatures, the origin of their multi-
timescale variations and possible trends are subject of current scientif ¢ debate (Fueglistaler and
Haynes, 2005; Fueglistaler et al., 2013; Urban et al., 2014; Hegglin et al., 2014).

The most pronounced signature of water vapor variations in the tropical lower stratosphere is
the tape recorder effect (Mote et al., 1996) ref ecting the seasonal cycle of tropical tropopause
temperatures. Beyond this annual cycle, the inter-annual variability is mainly infuenced by
the quasi-biennial oscillation (QBO, mean period of 28 to 29 months) (Baldwin et al., 2001,
Dessler et al., 2013) and to a weaker extent by the E1 Nino Southern Oscillation (ENSO) (Randel
et al.,2004; Calvo et al., 2010). In addition to these almost periodic components, transient, sub-
seasonal cooling episodes occur at timescales of 1-2 months as a result of forcing by extratropical
waves (Randel et al., 2002).

In two recent papers, Tao et al. (2015a) and Tao et al. (2015b) show how the major Sudden
Stratospheric Warmings (SSWs) infuence not only the sub-seasonal variability of water vapor
in the lower stratosphere but may also inf uence the long-term trends. Major SSWs are among
the most impressive dynamical events in the physical climate system. Driven by the breaking of
planetary waves propagating up from the troposphere, these extreme events involve a large and
rapid temperature increase (>30-40 K in a matter of days) in the middle to lower stratosphere
(30-50 km) and a complete reversal of the climatological westerly zonal-mean wind associated
with the stratospheric polar night jet (Butler et al., 2015).

In a case study of a remarkable major SSW in January 2009, Tao et al. (2015a) show how a
strongly disturbed stratospheric dynamics manifested itself in an accelerated polar descent and
tropical upwelling. During the following two weeks up to the end of January, this transient sig-
nal of cross-isentropic transport propagated down from around 1 hPa to 100 hPa. The radiative
relaxation of this anomaly in diabatic heating was relatively fast ( 10 days) in the upper strato-
sphere, but took more than a month in the lower stratosphere, which resulted in accelerated polar
descent and accelerated tropical upwelling through late March.

Fig. 3.10 gives an overview of the dynamical background during boreal winter 1998/99 based
on ERA-Interim reanalysis. Fig. 3.10a shows that the sudden rise of the polar cap temperature
started in the upper stratosphere, around January 10 at 1 hPa, then the warming propagated
downward, reaching 10 hPa and descended to the lower stratosphere until late January. The
increase of polar temperature was accompanied by the generation of easterlies, which are also
shown in f g. 3.10a (black contours).

Before the major SSW, the lower stratosphere in the tropics was slightly warmer than the
long-term average due to the westerly phase of the QBO in this winter. Similar to the warming



3.3 Climatological relevance of mixing and interpretation of trends 41

MW central day

TIK

265
255
245

235
225

215

100 205
195

- 185

T anom [K]

888 3 v own o

Pressure [hPa)]
g wn

Pressure [hPa]

Figure 3.10: (a) Polar cap area weighted

eddy heat flux [K*m/s]

40°-70°N mean temperature (60° - 90°N) overlaid with

! Mar: i anom(kiaay)  zonal mean easterlies at 60°N (black con-

3 tours in m/s), (b) tropical zonal mean tem-

6.00
4.00

perature anomaly from the 24-year clima-
tology (0° - 20°N), (c) eddy heat fux (40°
- 70°N, black) on 100 hPa and its de-
composition into wave-1 (blue) and wave-
2 (red) components (d) polar mean (60° -
90°N) anomaly of the heating rates from
the 24-year climatology Q = d@/dt = 6,
(e) same as (d) but for 0° - 30°N. The fg-
ures are based on the ERA-interim reanaly-
sis (adapted from 7ao et al. (2015a)).

Pot. Temperature [K]

a
g
S

2
8
3

2
8
S

©
8
s

®
&
S

~
3
8

Pot. Temperature [K]

in the high latitudes, the tropical cooling (f g. 3.10b) also started around January 15 at 1 hPa and
descended from the upper to the lower stratosphere over 2 weeks.

As discussed in Randel et al. (2002), time-dependent upwelling in the tropical lower strato-
sphere is correlated with transient extratropical planetary waves, which transport heat from the
tropics to high latitudes and, in turn, drive the BD circulation.

Large-scale tropospheric waves can propagate upward into the stratosphere through weak
westerlies and break at the critical level, disturbing the mean fow (Dickinson, 1968; Matsuno,
1971). Such transient wave breaking converts the zonal fow momentum to mean meridional
circulation, and thus drives the extratropical downwelling and tropical upwelling of the BD cir-
culation (e.g., Holton et al., 1995). The temperature perturbations discussed above and shown
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Figure 3.11: The bar chart shows the record of major SSWs from 1979 to 2013: winters with major SSWs
are valued 1 and winters without major SSWs are values -1. The scatter-line shows the mean water vapor
mixing ratio (400 K, 10°N-10°S, unit: ppmv) of February, March and April using CLaMS simulation
(adapted from 7ao et al. (2015b)).

in fg. 3.10 (a,b) result directly from diabatic heating and cooling caused by these wave-driven
vertical motions. Subsequently, temperatures gradually relax toward their radiative equilibrium
values by additional radiative cooling or heating, causing vertical motion, i.e. down- or up-
welling through isentropic surfaces. The polar and tropical heating rate anomalies from the
24-year mean of ECMWF meteorological ERA-Interim reanalysis (Dee et al., 2011) are shown
infg. 3.10 (d,e). As expected, diabatic polar downwelling and tropical upwelling (quantif ed by
these heating rates) were both accelerated after the onset of the major SSW.

In the second related publication, 7ao et al. (2015b) diagnosed a clear dehydration of air
entering the tropical stratosphere after major SSWs. Based on simulations with CLaMS for
the 1979-2013 period, driven by the ECMWF ERA-Interim reanalysis, the dehydration effect
of major SSWs reaches its maximum about 2-4 weeks after the central date of the major SSW,
and strongly depends on the QBO phase. The major SSW-associated drying effect possibly
contributes to the long-term variability of stratospheric HyO (see fg. 3.11) To emphasize this
point, we averaged H,O in the tropical lower stratosphere (400K) from February to April every
year and plotted these H,O values together with the decadal frequency of major SSWs. Fig. 3.11
shows a clear anti-correlation between the major SSW occurrences and H,O values in the three
decades.



4 Relevant publications for this
“kumulative Habilitationsschrift”

The following 16 publications (divided into four groups following the outline described in the
introduction (section 1.2)) are attached to this “kumulative Habilitationsschrift”.

e Asian monsoon and the seasonality of tropical ozone in the lower stratosphere
1. Konopka et al. (2009): Fig. 3.3a in section 3.1

This paper gave for the frst time a new explanation of the annual cycle of ozone in the trop-
ical lower stratosphere with a pronounced maximum in late summer and fall due to isen-
tropic in-mixing of extratropical ozone into the tropical lower stratosphere. In this paper,
I also connected this effect with the Asian monsoon anticyclone driving this type of trans-
port. J.-U. GrooB provided me with photolytical ozone production rates and satellite-based
data (HALOE), which were used for validation of the idealized trajectory model applied in
this study. F. Ploeger and R. Miiller contributed to discussions during the formulation of
the paper.

2. Konopka et al. (2010): Fig. 3.2 in section 3.1

Here, I discussed the same question as in Konopka et al. (2009) but within the framework
of our frst multi-annual CLaMS run. Almost all other co-authors contributed to this simu-
lation: J.-U. Groofy and R. Pommrich designed a simplif ed chemistry, G. Giinther designed
the water vapor module and helped to organize the necessary computer support. N. Livesey
helped to apply the satellite-based data (MLS) for model validation. The other co-authors
contributed to the discussions during the formulation of the paper.

3. Ploeger et al. (2012): Fig. 3.3b) in section 3.1

The main goal of this paper was to fnd out if signatures of in-mixing, i.e. of enhanced
isentropic transport from the extra-tropics into the tropical lower stratosphere can also be
seen in trace gases like water vapor or CO (i.e. not only in ozone). This paper was strongly
motivated be my previous paper on in-mixing and was a next step proving that this effect
is relevant for our understanding of the seasonality of transport in the TTL. F. Ploeger,
who has been supervised by myself during his PhD study, wrote this paper with my advi-
sory support. C. Manners and P. Forster provided us with the radiation module, T. Schmidt
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Relevant publications

calculated the climatology of tropical temperature from the GPS radio occultation measure-
ments (CHAMP). Other co-authors helped to design the backward-trajectory calculations
and contributed to discussions during the formulation of the paper.

4. Abalos et al. (2013): Fig. 3.4) in section 3.1

This paper was motivated by discussions during the SPARC Workshop on the Brewer-
Dobson Circulation in June 2012 where two different views on the explanation of the an-
nual cycle of ozone in the TTL were presented. To reconcile differences in quantifying
in-mixing, these two different views, mainly based on the Eulerian methods (M. Abalos
and W. Randel) and on the Lagrangian methods (F. Ploeger and myself) were critically
compared in this paper. Whereas M. Abalos and F. Ploeger carried out all the calculations,
W. Randel and myself contributed to the formulation of the paper.

5. Konopka et al. (2015): Fig. 3.1 (middle row) in section 3.1

The question of understanding the annual cycle of the composition of air in the lower
stratosphere was extended in this paper to the analysis of mean age. Using the Transformed
Eulerian Mean (TEM) formalism applied to CLaMS simulations and ERA-Interim data,
the paper explains the reasons for hemispheric asymmetries and for the annual cycle of
age of air observed in MIPAS as well as in in sifu data. F. Ploeger provided me with all
necessary, TEM-based calculations. Other co-authors, especially T. Birner contributed a
critical discussion helping to clarify our main statements.

e Mixing-driven origin of the Extratropical Transition Layer (ExTL) and of the Tropopause

Inversion Layer (TIL)
1. Pan et al. (2009): Fig. 3.6 (left column) in section 3.2

In this paper L.L. Pan presented the frst, satellite-based (HIRDLS) vertical cross sections
of two tropopause folds with strong signatures of stratosphere-troposphere exchange. My
contribution was to provide CLaMS-based trajectories discussing the origin of air involved
in this mixing event. D. Tarasic provided us with in situ ozone profles for validation of
the HIRDLS observations. Other co-authors are members of the HIRDLS satellite group.
W. Randel contributed to the formulation of the paper.

. Vogel et al. (2011): Fig. 3.6 (top right) in section 3.2

This paper is a result of collaboration between IEK7 at Forschungszentrum Jiilich and the
Atmospheric Chemistry Division in NCAR (Boulder, USA) where CLaMS was applied
for interpretation of in situ observations during the Stratosphere-Troposphere Analyses of
Regional Transport (STARTO08) campaign. Visiting Boulder several times I prepared all
necessary modeling tools to run CLaMS at NCAR during and after the campaign. B. Vogel
participated in the campaign and wrote this paper showing how CLaMS can reproduce the
observed mixing events both in the 3d physical space as well as in tracer-tracer space where
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the observations were available. Together with L.L. Pan I strongly contributed to this novel
method of model validation. G. Giinther and R. Miiller also contributed to the interpretation
of the observations. Other co-authors are members of the START0S team who provided us
with in situ observations, meteorological NCEP data, and satellite observations which were
necessary to run CLaMS.

3. Konopka and Pan (2012): Fig. 3.7 and 3.6 (bottom right) in section 3.2

In this paper we developed a new picture of the Extratropical Transition Layer (EXTL)
postulating that the isentropic mixing of barotropic (above the jets) and baroclinic (be-
low the jets) Rossby waves are the main mechanism forming ExTL. Here, my part was
to use CLaMS and to show how particular observed mixing events are resolved by the
model. L.L. Pan was a very good motivator for this work and she also provided me with all
necessary observations (mainly tracer-tracer correlations) to validate the model. She also
strongly contributed to the formulation of the paper.

4. Kunz et al. (2009): Fig. 3.8 in section 3.2

A. Kunz wrote this paper during her PhD work which was supervised by myself. Using
SPURT observations (SPURen-stofftransport in der Tropopausenregion), we have shown
in this paper that the formation of the TIL is related to strong mixing events def ning the
composition of this layer. The idea for this paper resulted from discussions with W. Randel
during my visit in NCAR one year before. R. Miiller, L. L. Pan and C. Schiller contributed
with their important comments to the fnal version of the paper. F. Rohrer contributed a
temporal variance analysis of the original data. The radiation calculations were done using
CLaMS radiation module provided by myself.

e Climatological relevance of mixing and interpretation of trends
1. Riese et al. (2012): Fig. 1.2 in section 1.1, see also section 3.3

This paper was initiated and written by M. Riese. My contribution was related to applica-
tion of CLaMS in this study, in particular to use of different mixing parameters in order to
estimate the impact of mixing on the variability of tracer distributions in the UTLS region.
All sensitivity studies with CLaMS were carried out be F. Ploeger and B. Vogel. The radia-
tion calculations to investigate the inf uence of uncertainties in the atmospheric mixing on
the uncertainties in radiative forcing were done by A. Rap and P. Forster. M. Dameris con-
tributed with analysis of related uncertainties in transport of water vapor and cloud water
in the ECHAM4 GCM and their impact on the cold bias in this GCM.

2. Wang et al. (2012): Fig. 3.9 in section 3.3

This paper is a frst published result of collaboration between IEK7 at Forschungszentrum
Jiilich and Institute of Atmospheric Physics (IAP), Chinese Academy of Sciences in Bei-
jing. This paper was also a part of the PhD work of Y. Wang supervised by myself. During
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his one year visit in FZJ, he used the CLaMS model for understanding of the pollution-
driven ozone formation over Beijing. The Chinese observations of the ozone trend from
2002 to 2010 were interpreted with CLaMS. The respective model simulations were car-
ried out by F. Ploeger and myself. R. Miiller and M. Riese contributed to the formulation
of the paper. Y. Wang wrote the paper and the other Chinese co-authors provided us with
the ozone sonde observations as well as helped us to calibrate this long time series.

. Tao et al. (2015a): Fig. 3.10 in section 3.3

This paper written by M. Tao is part of her PhD thesis which was supervised by myself and
which will be submitted at the end of 2015. In this paper we combined some previous expe-
riences of M. Tao related to Sudden Stratospheric Warmings with my experience related to
modeling of such events with CLaMS. K. A. Walker provided us with satellite data (ACE).
The support of J.-U. Groo3 was related to model initialization and some trajectory-based
sensitivity studies with respect to chemistry. F. Ploeger helped us by comparing model
results with MLS observations. R. Miiller, C. M. Volk and M. Riese contributed to the
formulation of the paper.

. Tao et al. (2015b): Fig. 3.11 in section 3.3

Similar as above, this paper is also a part of M. Tao’s PhD thesis supervised by myself.
The idea to this paper is a logical next step in the investigation of the inf uence of Sudden
Stratospheric Warmings on the budget of water vapor in the lower tropical stratosphere by
extending the results of a case study published in 7ao et al. (2015a) to a long time series
covering several decades. CLaMS simulations extending over the time period from 1979
to 2013 were carried out by F. Ploeger and by myself. Statistical investigations were done
by M. Tao. She also wrote this paper. R. Miiller, C. M. Volk and M. Riese contributed to
the fnal formulation of the paper.

e Development of CLaMS

1. Ploeger et al. (2010): see text in section A.1

This paper was written by F. Ploeger during this part of his PhD time which was supervised
by myself. In particular, my contribution was related to implementation of different types
of vertical velocities (diabatic and kinematic) into the ClaMS trajectory module. F. Ploeger
not only wrote this paper but also used for the frst time the ERA-Interim product to drive
CLaMS model. G. Giinther, J.-U. Groof} and and R. Miiller contributed to the fnal formu-
lation of the paper.

. Ploeger et al. (2011): Fig. A.1 and A.2 in section A.1

Also this paper is part of F. Ploeger’s PhD work and is the natural continuation of results
obtained in Ploeger et al. (2010). Here experimental data were included in order to decide
which vertical velocities, diabatic or kinematic, give a better description of transport in
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the UTLS region. The experimental data were provided by F. Ravegnani, C. Schiller and
A. Ulanovski. My contribution was to design numerical experiments reconstructing the
observations by using back-trajectories. J.-U. Groof3 and G. Giinther helped to develop
appropriate chemistry and cirrus modules. S. Fueglistaler, Y.S. Liu, R. Miiller and M. Riese
contributed to the f nal formulation of the paper.

3. Konopka et al. (2012): all f gures in section 2.5

This paper describes how to defne in a physical way the irregular CLaMS grid. This
method is used in the current version of the model. F. Ploeger and R. Miiller helped to
develop these ideas as well as to formulate the paper.
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A Appendix

A.1 Vertical velocity

Usually two types of vertical velocities w are used for modeling of the atmospheric transport,
referred to as “diabatic” and “kinematic” (Eluszkiewicz et al., 2000; Schoeberl et al., 2003). “Di-
abatic” denotes transport calculations in an isentropic coordinate system 6 with cross-isentropic
motion § = DO /Dt determined from diabatic heating rates J due to radiation, latent heat and
other diabatic processes, e.g. due to shear-f ow turbulent mixing (e.g. Andrews et al., 1987; Flan-
naghan and Fueglistaler, 2011), i.e.:
cp %? =J g . (A.1)
Here T and ¢, denote the temperature f'eld and the specif ¢ heat at constant pressure p, respec-
tively (¢, = 1006 J/(kg K) for dry air).
On the other hand “kinematic” stands for transport across pressure surfaces p with the pressure
tendency p = Dp/Dt = o as the vertical velocity. @ is derived from eq. (2.13), i.e. by vertically
integrating the continuity equation from surface pressure ps to p (e.g., Holton, 1992, Chapt. 3.5):

4
0=0- / Vi (wv)dp, Vi =(d)). (A2)

Commonly, the hydrostatic approximation is assumed, i.e. the vertical balance of momentum re-
duces to d.p = pgz. Thus, the continuity equation (2.13) rather than the vertical balance equation
has to be used to derive ®. An obvious advantage of the w-wind is the fact that, in contrast to
the diabatic approach, the condition of the divergence-free velocity feld is fulflled per def nition
and, consequently, the air mass density p is conserved. Because the diabatic vertical velocities
are not mass conserving per se, the horizontal winds have to be corrected in such a way that the
divergence of the 3D velocity vector vanishes (Wohltmann and Rex, 2008).

However, the nearly adiabatic nature of the atmospheric large-scale motion, with the fow
mainly being along surfaces of constant potential temperature, seems to favor the diabatic ap-
proach based on the isentropic coordinate system (Mahowald et al., 2002). On the other hand,
the w-wind is calculated as a small residual between the large horizontal wind terms in eq. (A.2).
Such vertical velocity is strongly disturbed by atmospheric waves, like planetary or gravity
waves, which are mostly adiabatic processes.
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Figure A.1: Vertical dispersion of backward trajectories, starting at 400 K, in the latitude/potential tem-
perature plane after 45 days of backward integration during winter (on the northern hemisphere). The
green horizontal bar displays the initialization locations. Left/Right: Position of the trajectories driven by
the diabatic/kinematic ECMWF velocities (adopted from Ploeger et al. (2011)).

Thus, by using 60 rather than p as vertical coordinate, the adiabatic oscillations of air masses do
not infuence the calculation of the vertical velocity and, consequently, only diabatic processes
directly drive the (cross-isentropic) advection (compare eq. (A.1)). Furthermore, the kinematic
approach is not only an “ill-conditioned” problem but is also disturbed by the def ciencies of the
assimilation procedures (Eluszkiewicz et al., 2000; Schoeberl et al., 2003; Konopka et al., 2007;
Wohltmann and Rex, 2008; Ploeger et al., 2010).

An example of the differences between trajectory calculations driven by the diabatic and kine-
matic velocities as provided by the ECMWF meteorological felds is shown in fg. A.1. Here,
the vertical dispersion of the backward trajectories in the latitude/potential temperature space is
shown after 45 days of integration. The trajectories were started at 6 = 400 K (green horizontal
bar). The diabatic scenario (right) shows an expected behavior of the air parcel distribution with
the majority of air parcels ascending from below through the lower and mid tropics. On the
contrary, the kinematic approach leads to much higher vertical dispersion. The “‘V shape” of the
distribution in the kinematic scenario is due to nonphysical subsidence of the air parcels above
the tropical tropopause and indicates, in agreement with (Schoeberl et al., 2003), signif cant
def ciencies of the kinematic velocities (Ploeger et al., 2010, 2011).

This fact could also be confrmed by a comparison of reconstructed ozone profles with in
situ observations (see fg. A.2). Here, a better agreement of the diabatic (red) versus kinematic
(black) approach with the observed profles (gray) is another aspect in favor of the O-related
vertical velocities (Ploeger et al., 2011).

Last but not least, in contrast to the (prognostic) kinematic view, the (diagnostic) diabatic
approach allows to distinguish between different physical processes, which are responsible for
the vertical motion. In particular, contributions of clear sky radiation, radiative effects of clouds,
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latent heat and other diabatic processes such as turbulent diffusion can be separated from each
other.

A.2 Effective horizontal diffusivity

The idea of the effective diffusivity is to parameterize both the diffusive and advective parts
of transport which occur on unresolved scales of the model by using an appropriate diffusion
coeffcient. In the atmosphere, which is dominated by horizontal motion, this can be done in
terms of only one effective horizontal diffusion coeff cient.

Thus, we assume that horizontal rather than vertical wind dominates the unresolved scales of
the atmosphere and that the spatial variability of the wind can be characterized by some typical
values of the vertical shear and horizontal strain, i.e. s, ~ 1073 s~ and 55, ~ 107, respectively
(Diirbeck and Gerz, 1995; Balluch and Haynes, 1997). Furthermore, we assume that the varying
horizontal wind uniformly covers all possible directions and that the vertical and horizontal dif-
fusivities on the (unresolved) scales are quantif ed by the respective coeff cients DY and D2 (see
fg. A3).

Let us now release a Gaussian plume, with an initial spherical symmetry and with a geomet-
ric extension being below the considered unresolved spatial scales. During the dispersion, the
vertical wind shear elongates such a plume whereas the diffusion works against such elonga-
tion. For a constant wind direction, similar behavior is expected on the horizontal scale although
with a much smaller elongation due to s, < s,. Using coordinates moving with the plume (La-
grangian frame of reference), the solution of the corresponding diffusion equation is a Gaussian
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Figure A.3: Plume dispersion driven by un-
resolved horizontal wind (in x-y plane) with
typical vertical and horizontal shear rates s,
and sy, respectively and a uniform contribu-
tion of all horizontal directions of the wind.
In particular, the elongation of the 2D plume
(in x-z plane) is shown, which results in a

s
slanted blue ellipse with the horizontal and o

vertical variances given by gy and o,

distribution (Konopka, 1995) that can be transformed to the principal axes.

Thus, for a 2D case with a prescribed wind along the x axis, the 2D plume in the x-z plane is
elongated by the vertical shear s, and by the diffusivities Dg and DY into an almost horizontal
ellipse with the horizontal and vertical variances g and oy. respectively (blue ellipse in f g. A.3).
In the 3D case and after a suff ciently long time during which we assume that the horizontal wind
has uniformly covered all possible directions, a symmetric (around the z-axes), pancake-like
Gaussian cloud is expected. This rotation-symmetric distribution can be expressed in terms of
only two variances gj, and &, with g *> 0y, because 53, < s, and Dg > DY is valid (more precisely,
oy and @, are the diagonal elements of the rotation-symmetric variance matrix describing the 3D
width of the Gaussian cloud). The time evolution of 63 and o, is given by:

do
_d:’ = —S},O'};+Dg (A.3)
d
é? — —50,+D" (A4)

In a steady state, i.e., when effects of advection and diffusion cancel each other, the left sides of
the above equations vanish, i.e. the following is obtained:

5y DO D
P e (A5)
oy spDy D,

with the horizontal effective diffusivity Dy = (5y,/sh )Dg quantifying the advective and diffusive
contributions of the unresolved scales. Furthermore, with D, = DE, we assume that the vertical
diffusivity is roughly the same on the resolved and unresolved vertical scale.

The ratio of the vertical and horizontal shear rates, s,/s} can be approximated through s, /s, ~
103 / 1073 = 100 (Diirbeck and Gerz, 1995; Balluch and Haynes, 1997), and Dg is a small-
scale, horizontal diffusivity with Dg 2 10 m2/s (Schumann et al., 1995) (Dg can be interpreted
as a horizontal diffusivity in a wind-free atmosphere valid on horizontal scales within the range
1 — 100 m). Thus, using these numbers, Dy, is expected to be of the order of 103 m?%/s.
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Figure A.4: Idealized 1D transport in the Eulerian
(blue) and Lagrangian (orange) frame of reference.
% . The error of interpolation can be re-interpreted as
= t=tot At the numerical diffusion (for details see text).

A.3 Interpolation and numerical diffusion

In this appendix, we show that in a 1-D transport problem, both from the Lagrangian and Eule-
rian point of view, the error connected with the re-gridding and associated interpolation can be
understood as a numerical diffusion with a constant diffusivity D ~ Ax?/At, where Ax and Af
describe the grid width and the integration time step.

Let us frst consider the Lagrangian case, i.e. two air parcels separated by the distance Ax
(points 7 —1 and 7+ 1 in f g. A.4), which after a time step A7 move so far apart that an additional
air parcel has to be inserted in-between (red point 7). Thus, the mixing ratio y; of a passive tracer
at the point 7 can only be derived from p; ; and p;, . which are the mixing ratios of the next
neighbors of the air parcel 7. The easiest form of interpolation, i.e. linear interpolation, gives:

1 1
= E(ﬂéﬂjl +u) = E(Juf—l + Mit1) (A.6)

because y;_; and u;y; are transported along the trajectories without changing their values (beige
arrows).

However, in this way an error has crept into the numerical scheme, because Ju;i’ deviates from
u; describing the “true™ mixing ratio at the i-th air parcel. The origin of this error becomes also
apparent in the fact that the middle point between the air parcels 7 — 1 and i+ 1 at f = 7 (open
circle) is not transported to the position of the i-th air parcel at f = fp+ At (red f lled circle). Thus,
even if py; at the middle point between the air parcels 7— 1 and i + 1 at = fp were known, this
would not help to determine the “true” value Juf“' at the red point (anyway, this information falls
below the resolution Ax and, consequently, is not available).

The error of interpolation can be estimated as Ju;M — U, le.:

1
=y = E(Jui—l —20; + Wiy1) (A7)

or
e — i =2t i &

. A8
At 2 Ax? At @)
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The last equation is a discretized form of the diffusion equation d,u = D>y with a constant
diffusivity D = 0.5Ax? /At (forward difference quotient in time), i.e. from this equation ,uiA’ can
be derived if the values p;_1, W; and p;1 are known.

Thus, because the original Lagrangian transport problem was traced back to a simple diffusion
equation, the interpolation error in a Lagrangian transport scheme (from the upper to the lower
line in fg. A.4) can be reinterpreted as a numerical diffusion with the diffusivity given by D ~
Ax?/At. Similarly, in the Eulerian frame of reference, the interpolation of the advected tracer on
the background grid smoothes out the mixing ratio distribution in the same way as if diffusivity
were active. In particular, an advected rectangle (solid to dashed cyan rectangle along the upper
line fg. A.4) becomes, by re-sampling on the background grid, a triangle. Using the same
arguments as above, the discretized form of the diffusion equation with D ~ Ax?/A¢ can be
derived that mimics the tracer transport affected by such interpolations. Note that with A7 and Ax
becoming smaller, the interpolation error and the numerical diffusion go to zero. Furthermore,
the interpolation type (e.g. linear or logarithmic) inf uences the numerical value of the numerical
diffusivity.

A.4 ldealized 2D f ows

To illustrate and also to explain most of the proposed concepts of deformation-driven mixing, it
is convenient to use some idealized 2D f ows such as pure shear, strain and rotation f ows which
can be def'ned using a linear operator A, i.e.

u=A-r, u=(u,v), r=(x,y) (A.9)

with A given as the following 2 x 2 matrices:

s 01 .
R = 2 < 10 ) , pure rotation (A.10)
s{0 1 .
S, = 2 ( L o >, pure strain (A.11)
0 1
Sy, = s( 00 ), pure shear. (A.12)

For all 3 operators, s denotes the rotation, strain and shear rate. Note that all 3 types of f ow are
divergence-free (i.e. dyu + d,v = 0) and that the relation S, = R+ S, is valid (fg. A.5).
Using these idealized f ows the trajectory equation:

dr(t)
dt

u(r(s),t), r(0)=rp (A.13)
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Figure A.5: Idealized 2D fows. Pure shear
fow S;, with the shear rate s can be formally

decomposed into pure rotation R with the ro-
y“ \/ y> tation rate s/2 and pure strain S; with the
%) strain rate s/2. In the bifurcation point (x' =
§ @ y = 0) the trajectories behave in a highly
non-linear manner, i.e. a small displacement
completely changes the direction of the tra-

X

X > Bifurcation point jectory (Bowman et al., 2007).

can be explicitly solved owing to the linearity of u with respect to r (Perko, 1996). After some
reformulation we get:

r(s,t,rg) =F(s,1) -1y (A.14)
with the matrix F given as
cos¢ sing st
Fr = =— Al
R < —sing cos @ )’ ¢ 2 (A-15)
Fo — 1o 1 Y+ O 1y
o7 2\ -1 0 1 1 -1) "
Loty 7’+—7’) st
= = Ve = eXp —— A.16)
2 ( Yo mtr ) ETTP (
1 st
Fs, = < 0 1 ) (A.17)

for rotation, strain and shear deformations, respectively. Note that despite the decomposition
property S, = R+ S, the relation Fg, = Fp - Fg, is not valid. Furthermore, both strain and shear
with the same deformation rate s deform a circle into an ellipse with the area of the original circle
unchanged although the major and minor axes of the ellipse are different for both deformations.
Conversely, for each strain value s a shear s” can be found, that, up to a rotation, deforms a circle
into the same ellipse. In addition, for small values of s, the numerical values of s and s’ are almost
the same.

A.5 Lyapunov exponents

The Lyapunov exponents are commonly used to characterizes the rate of separation of inf nites-
imally close trajectories (see e.g. Pierrehumbert and Yang, 1993; Ott, 1993; Geist et al., 1990;
Kantz and Schreiber, 2004) (see fg. A.6). More precisely, let us consider the solution of the
trajectory equation (2.16) for a given velocity feld u, i.e. :

r(t) =F(rg,?) (A.18)
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Ar(t)
Figure A.6: Two trajectories with initial sepa- t=0
ration Arg diverge at a rate given by Ar(f) =
Argexp(At). A denotes the Lyapunov exponent. Ar,

Figure A.7: Deformation along a trajectory r(¢) =
F(rg,?) (cyan). The related transformation con-
necting the tangent spaces at ro and at r(¢) is given 1000
by the Jacobian J = dF/dry (red). To measure
the strength of the related deformation, a symmet-
ric and positively def nite metric is necessary. Its

eigenvalues def ne the Lyapunov exponents.

Thus, the Jacobian J = dF/dr, describes the linear transformation between tangent spaces at rg
and at r(z) (see fg. A.7). The separation rate of the adjacent trajectories can be quantifed by
the strength of the deformation that elongates or shrinks the basis vectors spanning the tangents
space at rg. Commonly, the symmetric and positive def nite second-order tensor (metric) g(rg, )
defned as

g=J"7, (A.19)

is used. Owing to its symmetry, g is invariant with respect to any rotation and, consequently, can
be diagonalized. Because g is also positively def nite, three positive eigenvalues A;, i = 1,...,3
exist. The time-independent Lyapunov exponents A; are then commonly def ned by carrying out
an appropriate limes ¢t — oo, i.e.:

.1 .
),,»:tlgg;f(j\,-), i=1,....3 (A.20)
where £ is a strictly monotonically increasing function.

For a pure 2D strain f ow (see eq. (A.16)), the Jacobian is given by J = Fs, and, after some
easy algebra, the metric and the f nite-time Lyapunov exponents can be written as

A311 0 st
st = 0 Ay ) Al/2 = expLst. (A.21)

Thus, the time-independent Lyapunov exponents in a pure strain f ow are given by

Si . 1
1 = Jim In(AY),) = =£s. (A.22)
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Figure A.8: Lyapunov exponent in a 2D incom-
pressible f ow

Trivially, the Lyapunov exponents for a pure rotational f ow vanish. For a pure 2D shear f ow,
metric g, can be directly derived from eq. (A.17) as

1 st
8sh = ( 2,2 ) . (A.23)

st s

Consequently, the fnite-time Lyapunov exponents, i.e. the eigenvalues of gy, are given by

4\
1i<1+@> ] (A.24)

For the time-independent Lyapunov exponents we obtain

s22
2

h
ASI/Z =

A, = tlLrg% (Ah) (A.25)
and, consequently, Afh =sand 7L2Sh = 0. Finally, the def nition of the Lyapunov exponents in an
arbitrary 2D incompressible f ow reduces to only one parameter A (see fg. A.8). This is because
in such a f ow a circle with a radius r is transformed during an inf nitesimal time step Az into an
ellipse (r4 are the major and minor axes, respectively) with the same area as the original circle
(due to incompressibility), i.e. r(% = ryr_. The major and minor axes can also be replaced by
r+ = roexp+AAf where A is the f nite-time Lyapunov exponent given by:

A=-In't="m"® (A.26)

In the limes # — oo, eq. (A.26) def nes the time-independent Lyapunov exponent.

A.6 Next neighbors, Delaunay triangulation and Voronoi
polygons

The handling of irregular grids, especially the determination of the next neighbors in such grids,
requires specif ¢ mathematics that will be compiled in this appendix.

The most intuitive def nition of the next neighbors for a given point in an irregular k-dimensional
grid can be achieved by using the concept of the Voronoi region (or Voronoi polygon in 2D) de-
fned as the area where every point is closer to the considered point than to any other grid point
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Figure A.9: Voronoi polygons (dashed lines) and
Delaunay triangulation (bold lines) defning the
next neighbors in a 2D grid (bold £ lled circles). ! !

(see fg. A.9 where beige dashed region denotes the Voronoi region of the point with the number
7 surrounded by the next neighbors numbered from 1 to 6).

The borders of the Voronoi regions are called Voronoi edges (dashed lines) and are the set of
points of equal distance to two nearest grid points. The Voronoi edges are symmetry axes for
next neighbor grid point pairs. Every grid point lies within exactly one associated Voronoi region.
Two grid points which are next neighbors are connected by a Delaunay edge which in the 2D case
form a net of triangles, the Delaunay triangulation or, in 3D, the Delaunay tetrahedration. For a
comprehensive discussion of all relevant geometric properties of the Delaunay triangulation see
Wikipedia and references therein.

To determine the Delaunay triangulation for an arbitrary irregular grid in k-dimensions is a
challenging numerical problem. One of the strategies, the convex hull approach is based on the
idea that the f nding of the Delaunay triangulation for a set of points in k-dimensional Euclidean
space can be converted to the problem of fnding the convex hull for a set of points in (7 + 1)-
dimensional space (e.g., Preparata and Shamos, 1985).

The convex hull of a set of points X in the Euclidean space is the smallest set that contains
X. For a planar set of points, the convex hull may be easily visualized by imagining an elastic
band stretched open to encompass these points; when released, it will assume the shape of the
required convex hull (see f g. A.10). Fig. A.11 shows schematically for a 1D case how the convex
hull strategy works. Thus, frst the 1D irregular grid points (black flled circles on the horizontal
line) are projected onto the circle arch (2D space). Then the convex hull is iteratively determined
(i =1 to 4) where new points are gradually added to the polygonal chain (from blue through
green and pink to cyan) until the convex hull is found that, in this simple case, is given by the
minimal set containing all the points on the circle.
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Figure A.10: When X is a set of points on the
plane (like nails), the convex hull may be wvi-
sualized as the shape formed by a rubber band
stretched around X. The green nails def ne the edge
of the convex hull whereas the gray nails belong to
the interior of the convex hull of X (see Wikipedia).

i=3_~

Figure A.11: Strategy of the convex hull algorithm
to f nd the next neighbors in the 1D case.

N

-

Thus, after each iteration step 7 a new point is added to the existing polygonal chain that is
outside the chain, i.e. outside the i-th iteration of the convex hull. Only those parts of the chain
are modif ed which “are seen” from the perspective of the new point. For example, during the
4th step point B sees only the points A and C but not the point D. This criterion can also be
formalized by using the scalar product between the normal vectors. The iteration is fnished if
all points are processed and the convex hull (cyan) is found.

Finally, the edges of the convex hull are projected back to the 1D space def ning the Delaunay
triangulation that reduces in this 1D case to a set of lines. This set also def nes the next neighbors
of the original grid points (cyan arches).

The 2D/3D cases are natural generalizations of this procedure with triangles and tetrahedra
replacing the straight lines as the basic units of the convex hull. In particular, in the 2D case the
circle arch in fg. A.11 has to be replaced by a hemisphere and the convex hull is formed by a set
of triangles def ning the Delaunay triangulation. In this paper, only the case with a co-spherical
grid is relevant, i.e. when all grid points which have to be triangulated are on a sphere. The
computational times. fp/3p are of the order ~ NlogN and better than N? for the 2D and 3D
triangulation, respectively, with NV denoting the total number of grid points (Barber et al., 1996).
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