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Abstract

The exploration of two-dimensional (2D) materials, such as graphene, has become
the hottest research of interest in recent years because they offer the possibility to
create more efficient, smaller and cost-effective nano-devices. In order to realize po-
tential applications of 2D materials in the areas of electronics and optoelectronics,
there are many challenges associated with their electronic and structural behavior,
which require the understanding of the interactions at 2D materials interfaces. With
this in mind, the goal of this thesis was to assess interactions between various 2D
layers and substrates, of interest for both fundamental studies and industrial appli-
cations, by studying the modification of the layer electronic and structural properties
in relation to the supporting substrate using different surface science techniques.
In particular, interactions residing at graphene/6H-SiC(0001) interfaces were consid-
ered. At first, a new approach used to gauge the strength of these interactions was
presented based on the determination of the graphene adsorption height with respect
to the H-intercalated SiC substrate. By comparing this value with the graphene
vertical distance of different graphene/substrate systems, we found H-intercalated
graphene (H-QFMLG) free of interactions besides van der Waals, indicating that the
effect of the underlying H-intercalated SiC on graphene was almost non existent.
The influence of this substrate on the structural and electronic properties of graphene
was further investigated upon nitrogen doping in comparison to the carbon buffer
layer terminated SiC in epitaxial graphene (EMLG). The outcome was that both
graphene layers showed a similar n-type carrier increase but a dissimilar concen-
tration and variety of dopants substituted into the graphene layers leading to the
main conclusion that the effective doping of graphene was surprisingly dependent
on the supporting material. In the case of H-QFMLG, the nitrogen dopants were
found partially replacing the hydrogen intercalation at the interface, which in turn
became N-doped contributing to the graphene doping (’proximity doping’) but de-
grading the graphene layer in terms of buckling and interface interactions. On the
contrary, the buffer layer in EMLG was found inert allowing a multicomponent sub-
stitution of the nitrogen dopants into graphene. However, this was not the case for
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boron-doped EMLG, for which boron was found in one chemical configuration and
in both buffer layer and graphene.
In the last part of the thesis, the focus was laid on the study of physical phenomena
that occur at organic/metal interfaces. Specifically, the molecular symmetry re-
duction (from the D4h symmetry group) via degeneracy lifting of the platinum- and
palladium-phthalocyanine/Ag(111) complexes was investigated using vibrational spec-
troscopy. Because of the presence of an interfacial dynamical charge transfer, some
vibrational peaks showed a Fano-type line shape. By their assignment to vibra-
tional modes which were infrared active only in the C2v symmetry group, we proved
that a preferential charge transfer from the Ag surface into one of the originally
doubly degenerate lowest unoccupied molecular orbitals took place, i.e. the elec-
tronic degeneracy was lifted and the molecule-surface complex acquired the twofold
symmetry.
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Zusammenfassung

Die Untersuchung zweidimensionaler (2D) Materialien wie Graphen ist in den letzte
Jahren zu einem der heißesten Forschungsgebiete geworden, da solche Materialien
neue Möglichkeiten zur kosteneffizienten Herstellung von effizienteren und kleineren
nano-Bauteilen versprechen. Um potentielle Anwendungen von 2D-Materialien auf
den Gebieten der Elektronik und Optoelektronik zu realisieren, müssen vielfache
Herausforderungen in Bezug auf strukturelles und elektronisches Verhalten gemeis-
tert werden. Dies Erfordert ein tiefgreifendes Verständnis der Wechselwirkungen an
2D-Material Grenzschichten. Vor diesem Hintergrund ist es das Ziel der vorliegen-
den Arbeit, einen Zugang zu den Wechselwirkungen verschiedener 2D-Schichten und
Substrate, die sowohl in der Grundlagenforschung als auch in der Anwendung eine
Rolle spielen, über die Untersuchung der Modifikation von strukturellen und elektro-
nischen Eigenschaften der Schichten im Verhältnis zum Substrat, durch die Nutzung
verschiedenster oberflächensensitiver Methoden, zu eröffnen.
Insbesondere wurden Wechselwirkungen an der Graphen/SiC(0001) Grenzschicht
betrachtet. Zunächst wird ein neuer Ansatz vorgestellt, um die Stärke dieser Wech-
selwirkung anhand der Bestimmung der Graphen Adsorptionshöhe in Bezug auf das
H-interkalierte SiC Substrat zu messen. Durch den Vergleich dieses Wertes mit
den vertikalen Abständen verschiedener Graphen/Substrat Systeme ergab sich, dass
H-interkaliertes Graphen (H-QFMLG), abgesehen von der van-der-Waals Wechsel-
wirkung, wechselwirkungsfrei ist. Das zeigt, dass der Einfluss des darunter liegenden
H-interkalierten SiC quasi nicht existent ist.
Der Einfluss dieses Substrats auf die strukturellen und elektronischen Eigenschaften
von Graphen wurde weiterhin anhand von Stickstoff-Dotierung im Vergleich zum
mit einer Kohlenstoff Pufferlage terminierten SiC im epitaktischen Graphen unter-
sucht (EMLG). Im Ergebnis zeigen beide Graphen Schichten einen ähnlichen n-Typ
Ladungsträger Zuwachs, aber eine unterschiedliche Konzentration und Verteilung
der Fremdatome in den Schichten. Dies führt zu dem Schluss, dass eine effek-
tive Graphen-Dotierung überraschend abhängig vom darunterliegenden Substrat
ist. Im Fall von H-QFML stellt sich heraus, dass die Stickstoff Atome teilweise
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die Wasserstoff Interkalation an der Grenzschicht ersetzen. Dadurch wurde diese
n-dotiert und trug zur Graphen-Dotierung bei (’Proximity Doping’) aber sorgte für
eine Verschlechterung der Graphenschicht hinsichtlich Rauigkeit und Grenzschicht-
Wechselwirkung. Dagegen war die Pufferlage im EMLG inert, was eine mehrfach-
Komponenten Substitution der Stickstoff Atome im Graphen erlaubte. Dies war
jedoch nicht der Fall für Bor-dotiertes EMLG, bei dem Bor in einer chemischen
Konfiguration sowohl in der Pufferlage als auch im Graphen gefunden wurde.
Im letzten Teil der Arbeit wurde der Fokus auf die Untersuchung physikalischer
Phänomene an Metall/Organischen Grenzflächen gelegt. Speziell wurde die Symmetrie-
Reduktion (von der D4h-Symmetrie Gruppe) durch die Aufhebung der Entartung an
Platin- und Palladium-Phthalocyanin-Komplexen mit Hilfe von Vibrations-Spektroskopie
untersucht. Wegen des Vorhandenseins eines dynamischen Ladungstransfers, zeigen
einige Vibrations-Peaks eine Fano-artige Linienform. Durch deren Zuordnung Vi-
brationsmoden, die nur in der C2v Symmetrie Infrarot-aktiv sind, können wir zeigen,
dass ein bevorzugter Ladungstransfer von der Ag Oberfläche in eines der ursprünglich
zweifach entarteten niedrigsten unbesetzten Molekülorbitale stattfindet, das be-
deutet, dass die elektronische Entartung aufgehoben wurde und der Molekül-Oberflächen
Komplex die zweizählige Symmetrie angenommen hat.
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1 Motivation and Outline

Since the isolation of a single layer graphene in 2004 [1], there has been a huge
boost in the investigation of carbon-based Two-Dimensional (2D) materials during
the past years. The interest in these type of materials is from both a scientific and
technological aspect [2–4]. From a scientific point of view, the novel extraordinary
properties, rising from the 2D confinement, discovered almost on a daily basis has
opened a completely new chapter in condensed matter physics, attracting growing
attention from the global scientific community. From a technological point of view,
the interest clearly lies in harnessing such novel properties in the fabrication of
smaller and more accessible nano-electronic devices, which offer many benefits for
further miniaturization following Moore’s Law and as a high-mobility option in the
rising field of large-area and low-cost electronics [5].

Because a 2D material comprises only a single layer, a supporting substrate is com-
monly required in order to produce and use the layer for practical and industrial
applications. Ideally, the substrate material should not influence the layer proper-
ties; in reality, however, it may strongly affect the layer in terms of ripple, surface
roughness and doping (interfacial charge transfer) effects [6, 7]. These effects can be
unwanted or can conversely be used to modify the layer properties in a desirable way.
Interactions with the underlying substrate can significantly deteriorate the structure
of the layer and/or result in the modification of its electronic behavior, affecting the
ultimate performance of 2D materials-based devices. Motivated by the necessity
of understanding the physical phenomena associated with interactions residing at a
2D material surface, the present thesis investigates different interfaces, considered
of importance for both fundamentals studies and devices applications, and has the
ambitious goal, in specific cases, to address the influence of the substrate on the
layer properties.

As graphene, pioneer of 2D materials, possesses many unique and special properties
making it a good candidate for theoretical and experimental studies as well as for
potential electronic applications including radio-frequency modules and field effect
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1 Motivation and Outline

transistors, the first part of this dissertation is focused on the study of different
graphene/SiC interfaces [8]. Among various preparation methods, graphene epitax-
ially grown on 6H-SiC(0001) is worthy of consideration because it probably offers
the only viable route towards the introduction of graphene into the semiconductor
industry since SiC is a wide band-gap semiconductor [9]. Although the research on
graphene in general and on graphene/SiC in particular has been very intense during
the last years, the strength of its interaction with a substrate (and interface) still
remains an issue. With this class of supporting materials, i.e. intercalated SiC, a
graphene layer is commonly considered ’interaction-free’ (freestanding), making it
difficult to study in terms of substrate effect with traditional techniques such as
Angle-Resolved Photoemission Spectroscopy (ARPES). In Chap. 4, a new approach
is presented which provides a direct insight into the interaction at the interface. The
effect of the carbon Buffer Layer (BL) in Epitaxial Monolayer Graphene (EMLG)
and hydrogen intercalation in Hydrogen-intercalated Quasifreestanding Monolayer
Graphene (H-QFMLG), both on 6H-SiC(0001), on the graphene properties is in-
vestigated by means of the Normal Incidence X-ray Standing Wave (NIXSW) tech-
nique and Density Functional Theory (DFT). The research is then extended to other
graphene/metal systems for comparison.

In this context, Germanium-intercalated Quasifreestanding Monolayer Graphene
(Ge-QFMLG) appears a valuable system to further explore the interaction at the
interface and to extend the previous study since, depending on the amount of ger-
manium at the intercalation, the graphene layer shows ambipolar doping [10]. From
a technological prospective, Ge-QFMLG may be largely applied in the fabrication
of nano-junctions. However, a great concern exists about the dependence of the
graphene doping level on the interface structure. In this regard, the investigation of
this system using the NIXSW technique presented in Chap. 5 not only contributes to
the understanding of the interaction at the interface, but also provides experimen-
tal invaluable data regarding the vertical structure of the germanium intercalation,
relevant parameter for theoretical calculations.

Although graphene is a remarkable material with superlative electronic and thermal
properties, its lack of a band gap and its chemical inertness present severe obstacles
to its incorporation into the semiconductor industry. For versatile use of graphene in
electronic applications, additional external doping process is considered an efficient
route for tuning the carrier types and Fermi levels [11, 12]. Other than doping level
tuning, motivation for substitutional doping of graphene includes opening an elec-
tronic band gap. To date, nitrogen is the most studied dopant of graphene as demon-
strated by the increasingly high number of publications related to nitrogen-doped
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graphene within the graphene community [11]. However, the role of the support-
ing material during the doping process has seldom been taken into consideration.
Because any substrate (and interface) has a significant effect on the structure and
electronic band of pristine graphene, it is of importance to investigate whether this
effect is altered by doping, more generally whether the effectiveness of the graphene
doping process is influenced by the environment. Having previously investigated
pristine H-QFMLG and EMLG on 6H-SiC(0001) in terms of layer-substrate interac-
tion, in Chap. 6 we go one step further and compare the two systems upon nitrogen
doping. Combining ARPES and NIXSW allows to simultaneously quantify the in-
creased n-type carrier concentration of graphene and vertically locate the dopants
according to their chemical nature within the samples.

From the electronic point of view, boron represents the opposite charge carrier with
respect to nitrogen, since it is less electronegative than carbon, and induces p-type
conductivity in graphene. Although the most widely investigated dopant heteroatom
is nitrogen, boron is also relevant and can induce novel and complementary prop-
erties leading to specific implementation in alternative electronic devices and tech-
nologies [13]. The research on boron-doped graphene has been less extensive than
on nitrogen-doped graphene, and basic investigations on the chemical nature of the
boron dopants are still lacking. In Chap. 7, we take advantage of the chemical sensi-
tivity of X-ray Photoelectron Spectroscopy (XPS) and Near-Edge X-ray Absorption
Fine Structure (NEXAFS) to study the mechanism of incorporation of the boron
dopants into the graphene layer of EMLG/6H-SiC(0001) and to investigate whether
they are also present in the substrate (and interface).

In addition to graphene-based materials, this thesis encompasses the study of 2D
layers made of organic electronic materials, specifically metal-phthalocyanine com-
pounds. Interest in this class of materials originates from their suitability in e.g. or-
ganic light emitted diodes and organic field-effect transistors allowing the fabrica-
tion of low-cost and low-energy nanoscale electronic devices [14, 15]. In this ac-
count, the organic layer is in contact with a metallic surface resulting in a strict
dependence of the device performance on the organic/metal interface properties.
The adsorption of phthalocyanine molecules on nobel metals has been an active
research field during the past years such that only a few aspects of their inter-
action remain unresolved [16]. One of these is the symmetry of the molecules
when adsorbed on the (111) orientation in relation to the charge transfer. In this
context, Chap. 8 presents an approach to study the symmetry reduction via de-
generacy lifting of Platinum-Phthalocyanine (PtPc) and Palladium-Pthalocyanine
(PdPc) adsorbed on Ag(111) by High-Resolution Electron Energy Loss Spectroscopy

3



1 Motivation and Outline

(HREELS).
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2 Methods

This chapter presents the basics of the methods employed in this work. The first
section will introduce photoemission spectroscopy, which refers to energy measure-
ments of electrons emitted from solids by the photoelectric effect, as an introductory
concept for the advanced x-ray standing wave technique. The latter is used as a main
tool in Chap. 4, 5 and 6 to determine the adsorption height of graphene. Comple-
mentary to photoemission spectroscopy, the absorption spectroscopy is employed
in Chap. 7 to probe the unoccupied states. Finally, the fundamentals of electron
energy loss spectroscopy will be given to prepare the reader for the results presented
in Chap. 8 and 9.

2.1 Photoelectron Spectroscopy (XPS and

ARPES)

Photoelectron spectroscopy is based on the photoelectric effect, which was first fully
explained by Einstein [17]. A schematic representation of it is shown in Fig. 2.1. As
a result of the light-matter interaction, the absorption of the light in the solid takes
place. If the photon energy hν is larger than the work function of the sample, photo-
excited electrons, called photoelectrons, can escape into vacuum (Fig. 2.1(b)). The
work function corresponds to the minimum energy necessary to remove an electron
from the solid into vacuum.

5
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  electron

1

n

Figure 2.1: The schematic diagram of the photoemission process is shown. (a) The
system is in the equilibrium state with n occupied energy levels. (b) After the light-
matter interaction, one photoelectron is emitted from the core level generating a hole.
(c) The system relaxes to the equilibrium by emission of an Auger electron or (d) by
emission of a fluorescent photon.

Before interacting with light, the initial N -electron system is represented by the
initial state wavefunction ΨN

i . After the photoemission process, the system is in one
of the possible final states represented by the wavefunction ΨN

f . The probability
(Pif ) of the optical excitation from initial into final state in the solid is described by
Fermi’s ’Golden Rule’ [18–20]

Pif =
2π

~

∣∣∣
〈
ΨN
f

∣∣ V̂
∣∣ΨN

i

〉∣∣∣
2

δ(Ef − Ei − hν), (2.1)

where V̂ is the Hamiltonian of the interaction between the electron and the vector
potential A of the electromagnetic field, and ~ is the reduced Planck constant. The
δ Dirac function represents the energy conservation law and contains the energies Ef
and Ei of the final and initial state, respectively. Considering as a common choice the
Coulomb gauge, the Hamiltonian V̂ can be written as

V̂ =
e

mc
A · p, (2.2)

where p is the momentum of the photoelectron, m the electron mass, e the electron
charge and c the speed of light. In the dipole approximation, only the first term
(A0) of the periodic expansion in space of the vector potential (A) is taken into
account (A = A0). In the Hartree-Fock formalism, the N -particle wavefunction of
the initial state ΨN

i can be factorized as a product of the one electron orbital Φk
i ,
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2.1 Photoelectron Spectroscopy (XPS and ARPES)

from which the excitation occurs, and the remaining (N − 1)-particle term such
as

ΨN
i = AΦk

i Ψ
N−1
i , (2.3)

where A is the antisymmetrizing operator necessary for satisfying the Pauli exclusion
principle. A similar expression for the final state is only possible in the frozen
approximation which assumes that the photoemission is an instantaneous process.
Thus, the interactions with the (N − 1)-particle system as well as relaxations of the
system during the photoemission process are neglected. Within this assumption,
the final wavefunction can be written as well as

ΨN
f = AΦk

fΨ
N−1
f . (2.4)

Hence, the transition matrix element in Eq. 2.1 becomes

〈
ΨN
f

∣∣ V̂
∣∣ΨN

i

〉
=
〈
ΨN−1
f |ΨN−1

i

〉 〈
Φk
f

∣∣ V̂
∣∣Φk

i

〉
(2.5)

where the first term is the (N − 1) overlap integral. If no rearrangement of the or-
bitals takes place during the photo excitation process (frozen orbital approximation,
ΨN−1
f = ΨN−1

i ), the overlap integral is equal to the Delta function δi,f . The proba-
bility of the excitation in Eq. 2.1 can be written as

Pif =
2πe

mc~
∣∣〈Φk

f

∣∣A · p
∣∣Φk

i

〉∣∣2 δ(EN
f + EN

i − hν) (2.6)

and depends on both the initial and final state. In reality, electron-electron correla-
tions in the system cannot be neglected, and the probability that an excited state ex-
ists after the photoelectron removal needs to be integrated into the calculation of Pif .
Energies calculated from Eq. 2.6 will be wrong, and corrections on the orbital ener-
gies are then necessary, which is beyond the scope of this work.

The XPS technique uses an x-ray beam as a photon source (200-2000 eV). An XPS
spectrum is an energy distribution curve of the number of photoelectrons emitted
under a certain angle for a fixed photon energy. The limited escape depth of electrons
makes XPS a very surface sensitive method. Since the energy of the incident light
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Figure 2.2: Sketch of the mea-
surement geometry used in
ARPES.
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is high, atomic core level photoelectrons can be detected. The kinetic energy (Ekin)
of the photoelectron is given by

Ekin = hν − Eb − φ, (2.7)

where Eb is the Binding Energy (BE) of the electron with respect to the Fermi Energy
(EF ) and φ is the work function of the analyzer. Typically, the work function is of
the order of few eV [21]. As the core levels of different chemical elements as well
as a chemical element in different environments will have different BE, XPS spectra
can provide a chemical fingerprint of the sample surface. Examples of that can be
found in Chap. 6 and 7, in which the chemical nature of the dopants substituted
into the graphene lattice is investigated.

When the energy of the incident photons is low enough (10-100 eV), only photoelec-
trons that originate from the valence levels are excited. In an ARPES experiment,
the photoelectrons are detected as a function of their Ekin and emission angles, θ and
φ, as shown in Fig. 2.2. This provides direct momentum resolved images of band
dispersions. Within this work, ARPES experiments are used to measure the valence
band of graphene in Chap. 4.3, 5 and 6. The wave vector of the photoelectrons in
vacuum (K) is related to Ekin according to:

|K| =
√

2mEkin

~
. (2.8)
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2.2 Normal Incidence X-ray Standing Waves (NIXSW)

It can be divided into parallel and perpendicular components such as

K = (K||) + (K⊥), (2.9)

and each component can be expressed in terms of angles according to Fig. 2.2.
The last equations refer to the momentum of the electron in vacuum. However,
we are interested in the energy momentum inside the sample (k). Because of the
translational symmetry in the xy-plane and the absence of a potential in this plane,
the parallel component of the momentum is conserved while the electron is refracted
between the solid and the vacuum, and thus

|K||| = |k||| =
√

2m

~2
Ekin sin(θ). (2.10)

The treatment for k⊥ is more elaborated as the momentum is not conserved due to
the presence of a potential step along the z-direction.

2.2 Normal Incidence X-ray Standing Waves

(NIXSW)

The NIXSW technique uses XPS to detect core-level signals of species at the surface.
The photon energy is varied around the Bragg condition of the crystal on which these
species are adsorbed on. The development of Synchrotron beamlines has driven the
technique to be applied in a wide range of fields in surface science. In Chap. 4, 5 and
6, it is mainly used to study the vertical distances between graphene and supporting
substrates with high spatial resolution and chemical selectivity. Specifically, the
graphene vertical distance with respect to the top Si atoms of the 6H-SiC(0001)
substrate is determined. In the following, a brief introduction of the technique will
be given based on the work of Woodruff [22].

In the situation of a Bragg reflection from a crystal, an incident wave (perpendicular
to the Bragg planes) and a diffracted wave interfere to create a standing wave field
characterized by a phase, related to the position of the atoms in the crystal, and by
a wavelength that reflects the periodicity of the crystal. In the situation of multiple
scattering, the reflectivity curve, known as Darwin curve, will have a finite width
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around the Bragg condition either in terms of wavelenghts or scattering angles, be-
cause of the presence of out-of-phase scattered waves. The incident and diffracted
x-ray waves are expressed by Ei = Eie

−2πi(νit−kir) and Eh = Ehe
−2πi(νht−khr) respec-

tively, where Ei and Eh are the complex amplitude and ki and kh are the x-ray
propagation vectors related by kh = ki + h. h represents the reciprocal lattice vec-
tor associated with the Bragg reflection from the (hkl) plane. Since the two waves
are coherent, their frequencies are identical such that

νi = νh = ν, (2.11)

and thus the incident and diffracted waves are related by the reflectivity R and
phase φ, both of which depend on the photon energy

Eh
Ei

=
√
Reiφ, (2.12)

with

R =
|Eh|2
|Ei|2

. (2.13)

The total XSW field is calculated by the superposition of the two waves such
that

E = Ei + Eh = Eie
−2πi(νt−kir) + Ehe

−2πi(νt−khr), (2.14)

and considering the relation in Eq. 2.12, it can be written as

E = Eie
−2πi(νt−kir) +

√
REie

iφe−2πi(νt−khr) = Eie
−2πi(νt−kir)(1 +

√
Rei(φ−2πhr)).

(2.15)

The normalized intensity (IXSW ) associated with the XSW field is equal to E ·E ∗/E2
i ,

and thus

IXSW = |1 +
√
Rei(φ−2πhr)|2 = 1 +R + 2

√
R cos(φ− 2πhr). (2.16)
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2.2 Normal Incidence X-ray Standing Waves (NIXSW)

The scalar product hr describes the spatial modulation of the XSW field. In the
direction normal to h its intensity is constant. When r is parallel to h, the XSW
field is periodically modulated with spacing dhkl, being dhkl the distance between
two consecutive Bragg planes. It results that hr = z

dhkl
, with z the atomic posi-

tion.

In the simplest case, one absorber atom has a finite position z. However, thermal
vibrations and possible disorder at the surface lead to a distribution of f(z) with∫ dhkl

0
f(z)dz = 1. Accordingly, IXSW transforms into

IXSW = 1 +R + 2
√
R

∫ dhkl

0

f(z) cos(φ− 2π
z

dhkl
)dz. (2.17)

This can also be written as

IXSW = 1 +R + 2FH
√
R cos(φ− 2πPH), (2.18)

defining two important parameters, the Coherent Position PH and the Coherent
Fraction FH . These parameters are related to the Fourier transform f̃(h) of f(z),
f̃(h) =

∫ dhkl
0

f(z)e
−2πi z

dhkl
dz. Both of them, by definition, have values between 0

and 1. FH indicates the vertical spread of an atom having a certain PH . PH =
z

dhkl
indicates the average position of the absorber with respect to the nearest

Bragg plane below. The vertical distance z of the absorber is then calculated
by

z = (PH + n)dhkl, (2.19)

where n is any integer number. Note that the values of (PH + n) and PH are not
distinguishable since PH is the argument of a cosine function (Eq. 2.18). As a con-
sequence, the absolute position of the absorber from the surface is not determined,
but only its vertical position with respect to the extended Bragg plane underneath.
Usually, this is not a problem as only one physically meaningful result is possible.
The reader can find an example of it in the determination of the vertical distances
of the graphene layer and Ge intercalation with respect to the top Si atoms of SiC
in Chap. 5.

In the experiments reported in this thesis, the scattering channel for the XSW tech-
nique is the photoemission (photoelectron scattering). In the previous Sec. 2.1, we
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Figure 2.3: Example of the Argand diagram in which the average of PHsum=0.5 and
of FHsum=0.5 of the species A is represented by the black dot (Aav). The last is split in
two components: A1 and A2.

demonstrated that the transition probability from initial to final state is proportional
to the transition matrix element

〈
Φk
f |A · p|Φk

i

〉
. In the electric dipole approxima-

tion, only the first (constant) term (A0) of the Taylor expansion of A is considered
and thus A = A0 is no longer a function of the position on the length scale of the
initial state orbital of the photoexcited electron. This amounts to neglecting the
spatial distribution of the electron in its initial state orbital. As a consequence, the
photoelectron yield becomes proportional to the intensity of the standing wave as
given by Eq. 2.18 at the position of the scatterer. Accordingly, for each species the
integrated photoelectron signal (photoelectron yield (EY)) is taken as a measure of
the XSW intensity (IXSW ). In practice, PH and FH of a species are determined
by fitting the corresponding EY curve using Eq. 2.18. The influence of higher or-
der multipole terms (electric quadrupole and magnetic dipole transitions) on the
total EY remains usually small. However, in the situation of wavelenghts of the
same order of magnitude as initial state orbital, the electric quadrupole term be-
comes important and the vector potential A cannot be treated as constant. As a
consequence, the emitted photoelectron has a different angular distribution for the
incoming and reflected beam. Vartanyants et al. derived the general form of the
EY ≈ IXSW considering multipole terms in the expansion of the vector potential A
[23]. They introduced the forward/backscattered asymmetry parameter Q defined
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2.2 Normal Incidence X-ray Standing Waves (NIXSW)

as

Q =
γ

3
cos(θ) (2.20)

where γ is the angular distribution parameter calculated in the quadrupole approxi-
mation [24, 25], and θ is the angle between the photoemitted electrons and the wave
vector kh. When taking into account non-dipolar corrections, Eq. 2.18 transforms
into

IXSW = 1 + SRR + 2|SI |FH
√
R cos(φ− 2πPH + ψ), (2.21)

with SR, |SI | and ψ being dependent on Q

SR =
1 +Q

1−Q, |SI | =
√

1 +Q2 tan(∆)

1−Q ,ψ = arctan(Q tan2(∆)). (2.22)

The ∆ term represents the difference between the partial scattering wave shifts
obtained asymptotically for p− and d− waves available from calculations [26]. Arti-
ficial values of PH and FH above the limit (> 1) are often found when non-dipolar
corrections are not taken into account in situations where they should be taken into
account, i.e. the EY curves are not fitted using Eq. 2.21. However, for a 90◦ geom-
etry between the x-ray beam and the analyzer non-dipolar corrections vanish [23,
27]. In this work, this geometry set-up is employed, but vales of FH above 1 are
still detected due to the large acceptance angle of the analyzer. The reader can find
more information regarding this topic in Sec. 3.4.1.

For the interpretation of the results, it is useful to plot the PH and FH values in
a polar plot called Argand diagram. FH represents the radius while PH represents
the polar angle. In cases where a species is arranged in more than one position at
the surface, the measured PH and FH stand for the vector sum which we call PH

sum

and FH
sum. The last two terms are interpreted as the sum of all PH

k and FH
k of the

species in the k positions. One way to derive the absolute PH
k and FH

k values of
each k position is to develop a structural model consisting of k components which
satisfy the sum (for k=2)

FH
sume

−2πiPH
sum = (a1F

H
1 e
−2πiPH

1 + a2F
H
2 e
−2πiPH

2 ), (2.23)
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where a1 and a2 represent the quantity of the species in the k = 1 and k =

2 positions. The quantities a1 and a2 are normalized such that
∑2

k=1 ak = 1.
This method can well be visualized in the Argand diagram shown in Fig. 2.3.
The black point is represented by PH

sum=0.5 and FH
sum=0.5 of the Asum species

which can be split in two components, A1 and A2. For simplicity, the abundance
of the species A in the two layers is considered equal (a1 = a2 = 0.5). This
method is applied in Chap. 5 to analyze XSW data regarding Ge-QFMLG on 6H-
SiC(0001).

2.3 Near Edge X-ray Absorption Fine Structure

(NEXAFS)

A complementary technique to photoelectron spectroscopy is x-ray absorption fine
structure spectroscopy. Whereas the photoemission measurements probe the occu-
pied states of the material, the absorption measurements provide an energy-resolved
picture of the unoccupied density of states. The NEXAFS technique was developed
in the 1980s with the goal of elucidating the structure of molecules bonded to sur-
faces, in particular low-Z molecules. This method requires a tunable monochromatic
light source as well as high intensity and energy resolution. Synchrotron radiation
sources are well suited for NEXAFS spectroscopy.

In contrast to XPS, the x-ray photon energy is scanned over a core-level absorption
near edge (50-100 eV above the core level ionization) in order to investigate fine
structures associated with resonant transitions from core levels into excited states
of the material. After the emission of the photoelectron (Fig. 2.1(b)), the system
relaxes back to the equilibrium state. The photo-generated hole is filled by an
electron from a higher shell either radiatively by emission of a fluorescent photon,
or non-radiatively by emission of an Auger electron (Fig. 2.1(c,d)). In the limit
of small adsorbate concentrations, the number of photons absorbed in the layer is
defined as

Nabs = IA(1− e−σ(hν)ρ) ≈ IAσρ, (2.24)

where I in the incident photon flux density, A is the area exposed to the beam
depending on the x-ray incident angle, ρ is the atomic area density and σ is the
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2.3 Near Edge X-ray Absorption Fine Structure (NEXAFS)

x-ray absorption cross section [28]. An in-depth derivation of the absorption cross
section was presented by Stöhr, and we refer the reader to his work for further
information [29]. By definition, the absorption cross section can be written in general
as

σ =
Pif
F
, (2.25)

where F is the photon flux given by the energy flux of the electromagnetic field
divided by the photon energy, and Pif is the transition probability per unit time
from the initial state ΨN

i to the final state ΨN
f . The mathematical treatment of Pif

can already be found in Sec. 2.1. With this result, the cross section can be written
as

σ =
A2c

8π~ν
2πe

mc~
∣∣〈Φk

f

∣∣A · p
∣∣Φk

i

〉∣∣2 δ(Ef + Ei − hν) (2.26)

where A is the magnitude of the vector potential A.

The understanding of the resonances which dominate an x-ray absorption spectrum
of π conjugated systems requires basic knowledge of molecular orbital theory. Al-
though the calculation of the detailed resonance positions and intensities necessitates
the initial and final wavefunctions, there are some simple symmetry considerations
that can be made to facilitate the interpretation of the spectra. For K-shell excita-
tions (of interest here) the initial 1s state is always of σ symmetry while the final
state allowed by the dipole selection rule has to contain a p-orbital component and
may be of σ or π symmetry. An orbital is of π symmetry ( σ symmetry) when its
rotation with respect to the molecular axis does (does not) result in a phase shift.
There exist σ∗ resonances when the electron is excited from the 1s core level to a
σ antibonding orbital, and π∗ resonances when the electron is excited from the 1s
core level to a π antibonding orbital. Since NEXAFS transitions are governed by
the dipole selection rule, the absorption cross-section shows a polarization depen-
dent angular anisotropy. By rotating the sample, it is therefore possible to vary
the direction of the incident light with respect to the sample normal, and thus to
determine the orientation of molecular adsorbates.

In the case of polarized incident light, i.e. synchrotron radiation, the vector potential
A in Eq. 2.26 can be written as a time-dependent electromagnetic wave of wave
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Figure 2.4: The representation of the π∗ and σ∗ resonances of graphene are shown.
The incident light is characterized by the electric field vector e while the direction
of the final state orbital is indicated with O. The angle between them is δ. In a)
the incident light is in the xy-plane. As the orbital component O of π symmetry is
parallel to e, a transition from the C 1s core levels to the unoccupied π∗ orbitals occurs
(δ(Ôe) = 0◦). In b) the incident light is directed on the z-direction. As the orbital
component O of σ symmetry is parallel to e, a transition from the C 1s core levels to
the unoccupied σ∗ orbitals occurs (δ(Ôe) = 0◦).
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2.4 High-Resolution Electron Energy Loss Spectroscopy (HREELS)

vector k, unit vector e and frequency ω such that A = eA cos(kx−ωt). Hence, the
cross section can be approximated as

σ ' |
〈
ΦN
f |A · p|ΦN

i

〉
|2 ' |e

〈
ΦN
f |p|ΦN

i

〉
|2 ≈ |e ·O|2 ≈ cos2(δ), (2.27)

with δ being the angle between the electric field vector e and O =
〈
ΦN
f |p|ΦN

i

〉
, a vec-

tor which, for a non-directional 1s initial state orbital ΦN
i , specifies the directionality

of the final state orbital ΦN
f . As in common case the direction of O is described

through a polar and azimuthal angle, at least two NEXAFS spectra acquired at
different azimuthal angles are necessary in order to determine the orientation of
molecular adsorbates. However, for three-fold or higher molecular symmetry, of in-
terest here, the intensity of the resonance is considered constant in the azimuthal
direction due to formation of surface-induced equivalent in-plane geometries, and
thus only the polar angle is varied during the experiments. In Chap. 7, an exam-
ple of strong angular dependent resonances is provided by a monolayer of graphene
oriented parallel on a surface. For the sake of simplicity only an isolated carbon
ring is shown in Fig. 2.4. The σ∗ orbitals have a maximum orbital amplitude along
the bond axis (xy-plane) while the π∗ orbitals have maximum amplitude normal
to the bond direction (z-direction). The π∗ resonance intensity is largest when the
electric field vector lies along the z-direction of the π final state molecular orbital
(σ ≈ cos2(δ = 0◦) ≈ 1) and vanishes when e is perpendicular to O. The same applies
to the σ∗ resonance intensity. As the electric field vector lies in the xy-plane, the σ∗

resonance will have an intensity maximum.

2.4 High-Resolution Electron Energy Loss

Spectroscopy (HREELS)

The HREELS technique is a powerful tool in the field of vibrational spectroscopy
applied to chemical analysis. The technique is based on the detection of electron
energy losses when electrons are inelastically scattered on matter. In 1967, the first
reported application to a solid surface demonstrated the possibility to measure vibra-
tions of molecules with high sensitivity but relatively poor resolution (≈ 100 cm−1)

[30]. The achievement of high resolution, due to the improvements of the instrument
design, led to rapidly growing interest in HREELS as a surface science technique
[31, 32].
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Figure 2.5: Scattering geom-
etry of an electron (incoming
and outgoing wave vector ki
and kf respectively) from a
surface excitation (wave vector
q). The incident and scatter-
ing angles are θi and and θf ,
respectively.
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When an electron approaches a surface, it interacts inelastically with the atomic
electron distribution via short range interactions. However, in the presence of fluctu-
ating charges at the surface, such as vibrating dipoles, the electron also experiences
their electric field outside the crystal via long range Coulomb interactions. The
potential of the excitation can be approximated by

φ ≈ e−q|||z|, (2.28)

with q|| being the parallel component of the excitation wave vector q (see Fig. 2.4).
Hence, the z range of the potential is determined by the inverse of the wave vector of
the excitation (z ≈ q−1

|| ). In the situation of scattering angles close to the specular
reflection direction, the z range of the potential is of the order of few hundred Å.
This indicates that the electron spends a much smaller fraction of its time in the
vicinity of the surface than within the region outside, where the fluctuating field is
large, and therefore it interacts mainly via the long range interaction. Consequently,
dipoles which extend out of the surface contribute more to the scattering process
than dipoles parallel to the surface. As the moving electron interacts with the
dipole field in the dipole scattering mechanism, the HREELS spectrum is governed
by the dipole selection rule; thus, only Infrared (IR) active modes, which produce a
dynamic dipole moment µ, will be excited.

Several theoretical formulations have been made to describe the interaction in the
dipole scattering regime. As the semi-classical theory developed by Lucas et al.
received remarkable confirmation, here we will briefly discuss the main points, re-
ferring the reader to the original articles for more detailed information [33, 34].
Considering the electron as a particle moving in a classical trajectory, the probabil-
ity (P (ω)) that an electron loses the energy ~ω (~ω < impact energy) by creation
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Figure 2.6: Representation of
the surface selection rule. The
dynamic dipole moment µ is
expressed as partial charges
(+/-).

of one surface excitation at 0 K is expressed by

P (ω) =
4e2

~π2

∫

D

d2q||
q||v

2
⊥

[(ω − q||v||)2 + q2
||v

2
⊥]2
× Im

−1

ε(q||, ω) + 1
. (2.29)

The first part of the expression of P (ω) depends on q|| and on the electron veloc-
ity (v||, v⊥). The integration D selects the portion of the dipolar lobe close to the
specular reflection trajectory that intersects the detector. The second factor of the
integrand defines the spectral shape of the HREELS spectrum and contains the ef-
fective dielectric function ε(q||, ω). As in this work we are interested in studying
vibrations of adsorbed layers on crystals, the latter quantity can be divided into
two components ε(q||, ω) = ε1(q||, ω) + ε2(q||, ω). ε1(q||, ω) contains εbulk and de-
scribes the interaction outside the crystal between the electric field produced by the
atoms in the bulk crystal and the electrons. ε2(q||, ω) contains both εbulk and εlayer
and describes the electron scattering by the field produced by the dipoles in the
absorbed layer and by their images in the substrate. As a consequence, the total
oscillating dipole moment µ parallel to the surface of the molecule/substrate system
vanishes in the dipole regime because the image dipoles produced in the substrate
are anti-parallel to the real ones. Therefore, in the dipole scattering regime, only
those vibrations that give rise to dipole changes perpendicular to the surface will
be observed in HREELS. A schematic representation of the principle of the surface
selection rule is shown in Fig. 2.6.

If HREELS was restricted to the dipole scattering regime, its application in surface
science would be limited. In a famous paper, Ho et al. reported the observation in
the HREELS spectrum of vibrations parallel to the surface when electrons were de-
tected at angles far away from the specular direction [35]. According to the surface
selection rule, such modes are dipolar forbidden, so that another mechanism must
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exists. This mechanism is called impact scattering. Considering larger scattering
angles, the distance z ≈ q−1

|| , at which the electron interacts, becomes only few Å
from the surface. Hence, the scattering process is due essentially to short range
interactions involving large momentum transfers (short wavelength surface excita-
tions). One immediate consequence is related to the image dipole: the scattering
electron is so close to the surface that it does not ’see’ the image dipole anymore, and
interacts also with dipoles parallel to the surface. In principle, all modes are allowed.
However, there exist impact scattering selection rules, for which further information
can be found in Ref. [31, 32]. From the theoretical point of view, impact scatter-
ing requires to introduce a precise physical description of a crystal surface as well
as a description of multiple scattering. Classical and/or semi-classical approaches
fail, and a more complex quantum-mechanical theory must be considered. However,
within this work, e.g., Chap. 8, spectra from impact scattering regime were only
used in comparison with those acquired in the dipole scattering regime to study the
symmetry of the Phthalocyanine (Pc) molecules/substrate complexes. Therefore,
we omit the derivation of the selection rules for the impact scattering regime, and
we refer the reader to the work of Mills [36].
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3 Sample Details and

Experimental Set-Ups

3.1 Graphene

Within this thesis, graphene-based materials are the central topic in Chap. 4, 5, 6
and 7. The modification of the graphene structural and electronic properties upon
contact with a substrate and upon substitutional doping have been investigated.
The basic structure, properties and applications of graphene, with specific focus on
epitaxial graphene on SiC, will be introduced in the following to prepare the ground
for the reader.

3.1.1 Literature

Since the isolation of graphene −a two-dimensional sheet of sp2-bonded carbon−
in 2004, intense scientific attention has focused on graphene [1]. In their paper
Novoselov, Geim and co-workers were able to demonstrate some of its extraordi-
nary electrical properties in addition to the possibility of obtaining a single hon-
eycomb lattice layer by mechanical exfoliation of a graphite crystal. Strong am-
bipolar electric field effect, large carrier mobility and precise tunability of charge
carrier concentrations were some of the reported peculiar properties. Since then,
other interesting features have been discovered, e.g., room temperature quantum
Hall effect and ballistic charge transport [37, 38]. Because of all these characteris-
tics, graphene has potential applications in high frequency field effect transistors,
nanoscale electrical interconnections, optoelectronics and radio frequency devices
[39, 40].
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Figure 3.1: (a) The graphene primitive unit cell is defined by the vectors a and
b. The angle between them is 120◦. The Brillouin zone of graphene is highlighted
at the bottom. (b) The image shows the graphene full energy dispersion. The linear
dispersion of the electron energy vs momentum at the K point is illustrated in the inset.
The Fig.(b) is adapted with permission from Ref. [41] Copyright 2008 by American
Physical Society.

3.1.2 Electronic Properties

The origin of the above mentioned properties is attributed to the unique graphene
electronic and crystallographic structure. In Fig. 3.1(a), the two-dimensional hexag-
onal carbon lattice is shown. Each carbon atom assumes an sp2 configuration and
is bonded to three nearest carbon atoms through three σ bonds. The remain-
ing electron, located in the 2pz orbital, produces an out-of-plane π bond. The
primitive unit cell is formed by the vectors a (along the [100] direction) and b
(along the [010] direction), forming an angle of 120◦ between them and contains two
chemically equivalent but symmetrically inequivalent atoms. The Brillouin zone
of graphene is highlighted at the bottom of Fig. 3.1(a) showing the Γ, M and K
(K’) points. The dispersion relation, produced using the tight-binding model, be-
tween the electron energy and the momentum k in graphene is represented by the
equation

E(k) = ±t
√
1 + cos2(

kya

2
) + 4 cos(

kxa
√
3

2
) cos(

kya

2
), (3.1)

where t ≈ 2.8 eV is the nearest neighbor hopping energy, and a ≈ 2.46 Å is the
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3.1 Graphene

lattice constant. The valence (π) and conduction (π∗) bands have opposite sign
of E. In the vicinity of the K and K’ points, the dispersion equation is reduced
to

E(k) = ±vF~
√

∆k2
y + ∆k2

x (3.2)

where vF ≈ 106 m/s is the Fermi velocity. The last equation shows the linear conical
dependence of the energy on the momentum, which is responsible for the peculiar
electronic properties of graphene (Fig. 3.1(b)). As the same behavior is observed
for the chiral massless Dirac particles, the K and K’ points are called Dirac points.
Ideally, the Dirac point energy (ED), measured at the K point, is at EF . However,
due to the interaction with a substrate, ED of the graphene layer may show a shift.
The graphene layer becomes n-type doped when ED is downshifted with respect
to EF and is p-type doped when ED is above EF . This can be well visualized in
ARPES experiments, and throughout the thesis the reader will encounter numerous
examples (Chap. 4.3, 5 and 6).

3.1.3 Synthesis

Regarding the production of a graphene monolayer, nowadays it can be obtained via
different preparation techniques. More than ten years ago, it was first isolated by
using scotch tape to mechanically exfoliate graphite [1]. This method produces high
quality layers of graphene, but it is limited to a research level customers. On the
other hand, graphene produced by liquid phase exfoliation can be adapted to large
scale fabrication, but the layer quality is not high enough for electronics applications
[42]. Another possibility consists in the production of the layer via chemical vapor
deposition [39]. This technique allows the creation of graphene on different metallic
substrates with consequent alteration of its electronic properties. For example, the
ARPES measurements of the graphene layer grown on Co(001) shows an n-type
doping [43], while graphene on Au/Ru(001) shows a p-type doping [44]. Although
chemical vapor deposition allows to grow a graphene layer on many and different
substrates, it might introduce some contamination in the layer during the synthesis
due to the use of precursors.
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3 Sample Details and Experimental Set-Ups

3.1.4 Epitaxial Growth on SiC

An intermediate solution between large scale production and layer quality is the
epitaxial growth of a graphene layer on the 6H-SiC(0001) substrate, used in this
work. In the following, a description of this preparation method is provided based on
Ref. [45]. The graphene layer is obtained by thermal decomposition via sublimation
of the Si atoms of SiC. Consequently, the carbon atoms at the surface arrange in a
honeycomb-like structure. The first produced carbon layer cannot properly be called
graphene, because it does not show the linear dispersion around EF . In fact, this
layer, called BL, is the known C-rich (6

√
3×6
√

3)R30◦ reconstruction of SiC in which
part of the carbon atoms is covalently bonded to the silicon atoms at the surface, and
thus, shows an sp3-hybridization [46]. As more silicon atoms sublimate, a second
buffer layer grows underneath and allows the decoupling of the previous one from the
surface, hence the graphene formation. When the sample is grown in Ar atmosphere,
the layer shows a high degree of uniformity. In contrast, as the sublimation of the Si
atoms in Ultra-High Vacuum (UHV) is more difficult to control, the corresponding
layer quality is reduced. A sample in which the graphene layer is decoupled from SiC
by the BL is known as EMLG. Due to the presence of this carbon structure at the
interface, the layer shows an n-type doping. Its structural and electronic properties
are investigated in Chap. 4 and 6.

Another way to obtain a graphene layer on 6H-SiC(0001) consists in intercalating
atomic species underneath the BL. For example, hydrogen or germanium atoms can
saturate the silicon dangling bonds at the surface, lifting the buffer layer which
becomes a proper graphene layer. The decoupling of the graphene layer from
SiC by intercalation is more efficient compared to EMLG, and the graphene layer
shows properties close to the freestanding situation. Structures and electronic
properties of both H-QFMLG and Ge-QFMLG are presented in Chap. 4, 5 and
6.

3.2 Phthalocyanine

Within this work, we have chosen PdPc and PtPc molecules to study the proper-
ties of organic-metal interfaces. As their vibrational and structural properties are
investigated in Chap. 8, in the following the past literature of metal-Pc adsorbed
on metallic surfaces will be reviewed as well as details regarding their theoretical
vibrational frequencies will be provided.
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3.2 Phthalocyanine

Figure 3.2: (a) The LUMO and (b) HOMO orbitals of the Pc molecule calculated
using the LanL2DZ basis set and the B3LYP functional.

3.2.1 Structure

A Pc molecule consists of four pyrrolic groups, bonded through nitrogen atoms, at
which four phenyl groups are attached. The inner cavity can be filled by coordination
of metals. The chemistry of phthalocyanine is a field which received great interest
during the past decades because of the versatility of these molecules. Complexes are
formed with most of the elements of the periodic table, and depending on the nature
of the central metal as well as of the possible ligands, the reactivity, electronic and
structural properties vary, allowing the molecules to be suitable in many applications
[15, 47].

3.2.2 Two-Dimensional Ordering

A major research field is focused on the supramolecular ordering of Pc molecules
when adsorbed on substrates and related properties. Gottfried reviewed the past
literature of Pc molecules, and a brief introduction, based on his work, will be
provided [16]. All metal-Pc molecules are able to form long range ordered two- and
three-dimensional structures on surfaces. Since the first structural study of Pc layers
on the copper substrate appeared in the literature [48], a large variety of molecules
on different substrates have been investigated. In general, they adsorb with the
molecular plane parallel to the surface and assemble according to the nature of
the substrate. On weakly interacting substrates, such as oxides, the growth of the
second layer may occur before the full monolayer is formed [49–51]. On metallic
surfaces, the structural behavior depends on the balance between van der Waals
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forces and repulsive interaction. In the submonolayer range, gas-phase like structures
are observed due to molecular repulsive interactions, while at higher coverages a
continuous shrinking of the unit cell is detected by increasing the coverage [52,
53].

3.2.3 Vibrational Properties

Also the vibrational properties of Pc layers on metals depend on the interaction at
the interface. For example, HREELS measurements of FePc on Ag(111) report a
considerable red shift of vibrational energies compared to calculations suggesting a
strong layer/substrate interaction due to the presence of a covalent bond between
the metal and the crystal [54]. Strong interaction at the interface is also found for
ZnPc on Ag(110) and Ag(100), as suggested by the presence of raman modes in the
HREELS spectrum of a monolayer [55, 56]. In contrast, the absence of frequency
shift of vibrational peaks in, for example, CuPc on Au(100) shows that the interface
is free of chemical interaction [57].

3.2.4 PdPc and PtPc

Since in this work we are interested in the vibrational properties of PdPt and PtPc on
Ag(111), DFT calculations of the isolated PdPc and PtPc molecules were performed
using Gaussian [58] in order to calculate the molecular orbitals and the vibrational
eigenfrequencies. The calculations were performed using the LanL2DZ basis set and
the B3LYP functional. This basis set is chosen as it applies to transition elements
(Pd and Pt), while the functional performs satisfactorily for organic molecules as
reported in the literature [59]. The oxidation state of the central atom in metal-Pc
is +2. Most of the metals with d orbitals have radii which match the available space
between the coordinating nitrogen atoms, and thus, the molecule is planar. PdPc
and PtPc are planar and belong to the D4h symmetry group. Under this symme-
try group, the d orbitals of the central metal transform into three non-degenerate
(dxy, dz2 , dx2−y2) and one degenerate energy levels (dxz, dyz). The orbitals with
the lowest (dxy) and highest (dx2−y2) energies are confined in the molecular plane,
while the other three are projected perpendicular to the molecule. Normally, the
interaction between the molecules and the metal substrate, on which they are ab-
sorbed, decreases as the d orbitals fill [16]. Pd ([Kr]4d10) and Pt ([Xe]4f145d96s1)
have fully (or almost) occupied d orbitals, and hence, we expect weak interaction
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3.3 Surface Phonons of Cu(111)

with the substrate. These metal orbitals mix to a different degree with the 2p
states of C and N forming the molecular orbitals. The Highest Occupied Molecu-
lar Orbital (HOMO) and Lowest Unoccupied Molecular Orbital (LUMO) of the Pc
molecules of interested here (Fig. 3.2) are represented by the A1u and 2Eg delocal-
ized orbitals with marginal contribution of the metal states. The LUMO is doubly
degenerate.

Regarding the vibrational properties, PdPc and PtPc possess 165 vibrational modes
classified according to their vibrational representation Γvibr = 14A1g + 13A2g +

14B1g + 14B2g + 26Eg + 56Eu + 8A2u + 6A1u + 7B1u + 7B2u. The A2u and Eu modes,
producing a dynamic dipole moment µ, are IR active modes. According to the
surface selection rule explained in Sec. 2.4 and considering a flat adsorption geom-
etry, the A2u modes are excited by both dipole scattering and impact scattering
because of the dipole along the z-direction (perpendicular to the surface). The
Eu modes, producing a dipole in the xy-plane, are excited only by impact scat-
tering. The rest of the modes are either non-active or produce only a change of
the polarizability. The calculated vibrational frequencies of the isolated PtPc and
PdPc accompanied by their corresponding assignments and symmetries are listed
in Appendix A 11, while the experimental vibrational properties are investigated in
Chap. 8.

3.3 Surface Phonons of Cu(111)

We have developed an own HREELS spectrometer coupled with a hemispherical
analyzer with two-dimensional detector in order to reduce the experiment’s acqui-
sition time, and simultaneously to detect electrons with energy and angular resolu-
tion. Details about the spectrometer design and testing can be found in Chap. 9.
In order to illustrate the features of this new design, the energy dispersion curves
of Cu(111) are chosen as a test system. As they have already been extensively
investigated, in the following a brief review of the past experiments will be exam-
ined.

3.3.1 Past Literature

The field of surface lattice dynamics has attracted great interest during the 1980s
when it became possible to measure surface vibrations in a wide energy range as a
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Figure 3.3: On the left side the face centered cubic lattice structure is shown. The
first Brillouin zone of the bulk and of the surface projected onto the (111) surface is
shown on the right side. The Fig. is adapted from Ref. [61] Copyright 2015, Rights
Managed by Nature Publishing Group.

function of the wave vectors in the two-dimensional Brillouin zone. The nature of
the surface vibrations depends strictly on the crystal symmetry and structure. The
face centered cubic cell of the metal and the corresponding Brillouin zone projected
onto the (111) direction together with the important points are shown in Fig. 3.3.
The surface phonons differ from the bulk phonons as they are generated from the
surface termination of the crystal structure, therefore giving information on the
surface relaxation and presence of defects and adsorbates. Two complementary
experimental methods for measuring the dispersion relations of surface phonons
and surface resonances of clean and covered surfaces are Helium Atomic Scattering
(HAS) and HREELS. While in HAS the resolution is higher and multiple scattering
processes are absent, the HREELS technique allows to measure losses in a wider
energy range [60].

Figure 3.4: The calculated surface
phonon density of states (full lines) of
Cu(111) in comparison with the HAS
(black symbols) and HREELS (red dots)
data. The Fig. is adapted from Ref. [62],
© IOP Publishing. Reproduced with
permission. All rights reserved.
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The first measurements of surface phonon dispersions date back to 1985 when Harten
and co-workers raised excitement in the surface science community with their sur-
prising results related to the (111) surfaces of Cu, Ag and Au [63, 64]. Using the
HAS technique, a new bulk resonance (L1) was detected in addition to the Rayleigh
mode S1(SW) (Fig. 3.4). Bortolani and co-workers thought that the only mecha-
nism available to explain this unexpected perturbation was a modification of the
bulk force constant. In fact, as a pseudo-mode embedded in the bulk continuum,
this mode arises from substrate shear vibrations [65]. By reducing the lateral inter-
actions by about 50% in the uppermost layer, they could reproduce this unexpected
acoustic longitudinal mode L1 [66]. Subsequent theoretical analysis explained this
mode in Au and Cu as well as a weakening of the lateral forces of about 70%.
The origin of this effect has been the subject of considerable speculation because
of the absence of surface relaxation in the (111) surfaces of Ag and Cu. Bortolani
attributed the surface force constant softening to a weakening of the s-d hybridiza-
tion. However, those explanations appeared surprising for Mohamed and Hall, and a
couple of years later, they performed off-specular HREELS measurements together
with ab initio theoretical calculations of Cu(111) [64, 67]. Their HREELS phonon
data were extended along the ΓM direction. The HREELS and HAS data at the M

point are in agreement on the acoustic longitudinal mode L1 and on the Rayleigh
mode S1(SW). However, HREELS also reported the first experimental data of the
band gap mode (S2) found at around 26 meV at the M point. As the frequency
of this band gap mode can theoretically be reproduced only considering a lateral
interaction reduction of less than 15%, the new HREELS data demonstrated that
the lattice dynamics in the surface and bulk Cu(111) are very similar. Thus, the
appearance of the anomalous bulk resonance is not related to a weakening of the
lateral interaction, as suggested by Bortolani and followers, but is due to its hy-
bridization with the optical surface mode S3. Within this work, we are interested
in measuring again the surface phonons of Cu(111) using HREELS, but with two-
dimensional energy and momentum mapping as they are well-studied and show high
intensity.

3.4 Experimental Details and Set-Ups

All the experiments of the graphene samples, investigated in this work, were per-
formed in Synchrotron facilities. Specifically, the data presented in Chap. 4, 5
and 6 were acquired at the I09 Surface and Interface beamline of Diamond Light
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Source (Didcot, United Kingdom). The experiments presented in Chap. 7 were car-
ried out at the Material science beamline of Elettra Synchrotron (Trieste, Italy).
The experimental data on the organic layers, presented in Chap. 8, were carried
out in the HREELS laboratory (Forschungszentrum Jülich, Germany) while the
2D phonon dispersion curves of Cu(111) were measured in the ESCA laboratory
(Forschungszentrum Jülich, Germany) (Chap. 9).

3.4.1 Surface and Interface Beamline

The ARPES and NIXSW experiments of BL, EMLG, H-QFMLG and Ge-QFMLG
on 6H-SiC(0001) (Chap. 4, 5, 6) were carried out at room temperature and under
UHV conditions at the I09 beamline, Diamond Light Source Synchrotron, Didcot,
United Kingdom. The samples were prepared at the Max Planck Institute for Solid
State Research in the group of U. Starke [45]. The beamline end-station is composed
of two preparation chambers and one analysis chamber, as depicted in Fig. 3.5. The
preparation chambers are equipped with Low Electron Energy Diffraction (LEED),
a load lock, a Quadrupole Mass Spectrometer (QMS), ion sputter guns. The prepa-
ration chambers were used to outgass the samples and to dope (with nitrogen) the
graphene layers.

The samples are transferred between the preparation chamber 1 and the analysis
chamber with the use of a 5-axes manipulator. The analysis chamber is equipped
with a VG scienta EW 4000 hemispherical electron analyzer with a 70 frame/sec
CCD camera and having an acceptance angle of 60◦. The angle between the analyzer
optical axes with the x-ray beam is 90◦. In the soft x-ray experiments, the beam
provides a photon energy in the range of 100-500 eV and it is focused on the sample
with an area of 40 × 20 µm2. In the hard x-ray experiments, the beam provides a
photon energy around 2400 eV and it is defocused on the sample surface with a size
of 300 × 300 µm2. By rotating the sample, the angles of the sample surface with
the analyzer optical axes and x-ray beam can be varied during XPS. In the NIXSW
experiments, the beam is directed on the sample surface in nearly normal incidence
(about 88◦ with respect to the sample surface), allowing the simultaneous acquisition
of the reflectivity and photoelectrons, as shown in the inset of Fig 3.5. The analysis
chamber is also equipped with a monochromatized Ultraviolet (UV) lamp to perform
ARPES measurements using the Helium Iα radiation (21.2 eV). The angle between
the light and the analyzer optical axes is 45◦.
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Figure 3.5: Schematic drawing of the UHV system present at the I09 beamline, Dia-
mond Light Source, Didcot, United Kingdom. The preparation chambers are equipped
with LEED, sputter guns and QMS. The analysis chamber is equipped with an EW
4000 hemispherical analyzer and a UV lamp. After the ondulators, the soft and hard
x-ray beams pass through a grating plane and a Si(111) double crystal monochroma-
tor, and then are focused by a series of mirrors on the sample. The inset shows the
geometry used for the NIXSW experiments. The angle between the x-ray beam and
the analyzer optical axes is 90◦. The analyzer collects the photoelectrons with an
acceptance angle of 60◦.
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Regarding the analysis of the ARPES data, the 3D plot (Intensity, Ekin, θ) was
transformed in k space according to Eq. 2.10 using a script developed in python. In
the NIXSW experiments, the photon energy of the incoming x-ray beam is varied
around the (hkil) reflection of the crystal. As the first useful reflection of 6H-
SiC(0001) is the (0006) reflection (see Appendix B 12), the experimental reflectivity
curve was obtained in a range of ± 2.5 eV around 2463 eV corresponding to the
(0006) Bragg energy with d0006 = 2.517 Å, and was fitted in Torricelli software
[68, 69]. Details about the calculation of the theoretical reflectivity of SiC are given
in the Appendix B 12. At each photon energy, XPS spectra (C 1s, Si 2d, Ge 3d
and N 1s) were acquired. The XPS spectra were fitted using CasaXPS software
to extract EY [70]. The EY profiles were then fitted according to Eq. 2.18 using
Torricelli software. Although a 90◦ geometry between the x-ray beam and the
analyzer is employed, non-dipolar corrections must be taken into account to fit the
EY curves due to the large acceptance angle of the analyzer (see Sec. 2.2). According
to Eq. 2.20, Q = γ

3
cos(θ = 90±30◦) 6= 0, thus the EY profiles must be fitted using the

general form of IXSW (Eq. 2.21). One way to determine the asymmetric parameter
Q is to prepare an incoherent layer for which FH = 0 such that Eq. 2.21 is reduced
to

IXSW = 1 +
1 +Q

1−QR. (3.3)

Thus, by fitting the EY curves of the incoherent layer it is possible, in principle,
to retrieve the parameter Q as a function of θ (R is known). Such studies have
recently been performed in our group for several elements, including C 1s and N 1s.
However, as this study is still in progress, non-dipolar corrections were not used in
this work. As a consequence, the FH values may be affected while the PH values
are barely influenced.

3.4.2 Material Science Beamline

The NEXAFS experiments of boron-doped EMLG on 6H-SiC(0001) (Chap. 7) were
carried out under UHV conditions at the Material Science beamline, Elettra Syn-
chrotron, Trieste, Italy. The beamline end-station (Fig. 3.6) is composed of a small
preparation chamber, used only to insert the samples through the load lock, and of
a main chamber equipped with LEED, an ion sputter gun, a boron e-beam evapora-
tor, a Si-evaporator and a Specs Phoibos 150 hemispherical electron energy analyzer.
The boron evaporator is a commercial e-beam (EFM3 from FOCUS GmbH) with a
copper shroud cooled by water. Boron crystallites (<40 µm) of 90 % purity were
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Figure 3.6: Schematic drawing of the UHV system present at the Material Science
beamline, Elettra Synchrotron, Trieste, Italy. The analysis chamber is equipped with
a Specs phoibos 150 hemispherical analyzer. The x-ray beam passes through a grating
plane monochromator, which modulates its energy, and is focused on the sample by a
series of mirrors.

evaporated from a graphite crucible heated at 1 kV corresponding to an emission
current of 80 mA. The B-doped EMLG was prepared in the main chamber and in
UHV atmosphere by thermal decomposition of SiC. Boron atoms were prior de-
posited on the Si-rich (3 × 3) reconstruction [71]. The detailed description of the
preparation can be found in Chap. 7. The analyzer is mounted under an angle of
60◦ with respect to the x-ray beam. The NEXAFS (C K -edge and B K -edge) and
XPS (C 1s, Si 2p and B 1s) spectra were recorded using an incident photon energy
in the range of 150-400 eV. The measurements were performed in grazing incidence,
in which the angle between the incident x-ray and the sample surface normal is 60◦

for XPS and 80◦ for NEXAFS, and in normal incidence geometry for NEXAFS only.
Both XPS and NEXAFS spectra were analyzed using KolXPD software [72]. The
energy was calibrated according to the Fermi edge. The NEXAFS spectra were di-
vided by the mesh current (only B K -edge), and normalized by the curves measured
for the clean sample.
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Figure 3.7: Schematic drawing of the UHV system present in the HREELS laboratory,
Forschungszentrum Jülich, Germany. The preparation chamber is equipped with a
sputter gun, a QMS, a double evaporator and a leak valve through which the H2 gas
flows. In the analysis chamber LEED and HREELS are present. At the bottom, a
schematic representation of the Ibach-type HREELS spectrometer is provided.

3.4.3 HREELS Laboratory

The UHV system set-up shown in Fig. 3.7 was used to prepare and measure or-
ganic layers of PtPc and PdPc molecules on the Ag(111) crystal (Chap. 8). It is
composed of a preparation chamber with a base pressure of 4 × 10−9 mbar, and
an analysis chamber with a base pressure of 4 × 10−10 mbar, separated by a gate
valve through which, without vacuum breaking, the Ag crystal is transferred. The
preparation chamber is equipped with a load lock, a double evaporator containing
the organic molecules, a QMS, an ion sputter gun and a leak valve connected to an
H2 line.

The PdPc and PtPc layers on Ag(111) were prepared in the preparation chamber
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via thermal evaporation of molecules. The Ag crystal surface was prepared by
cycles of Ar+ ion sputtering at 1 keV, and subsequent annealing to 730 K. PdPc
and PtPc powders were sublimated from a Knudsen cell evaporator equipped with
a shutter, which enhances the control of the deposited material. The sublimation
process was followed by monitoring the fragment 125 a.m.u. with the QMS. During
the vaporization, the pressure in the chamber did not exceed 1× 10−8 mbar. After
reaching the respective temperatures for the various investigated molecules (770 K
and 620 K for PdPc and PtPc respectively), a calibrated amount of molecules was
deposited on the surface. The calibration was done based on the integrated area of
the QMS signal over time. The H2 exposure of the layers was performed by flowing
the gas into the preparation chamber until the pressure reached 5×10−6 mbar. The
exposures are measured in Langmuir (L) (the exposure for 1 s at the pressure of
10−6 mbar corresponds to 1 L).

The analysis chamber is equipped with LEED and HREELS. The LEED measure-
ments were performed using an MCP-LEED and using a beam energy between 10

and 40 eV. A schematic drawing of the Ibach-type spectrometer used in this work
is shown at the bottom of Fig. 3.7. The spectrometer consists of a cathode lens
system, a double stage monochromator, a single stage energy analyzer and a chan-
neltron electron multiplier detector. The electrons are first emitted from an LaB6

cathod source which is encapsulated by a negatively charged, so called repeller, that
prevents stray electrons from coming into the detector unit. The purpose of this
system is to focus the beam on the entrance slit of the pre-monochromator unit and
to get a high initial electron flux. The monochromators are done with cylindrical
deflection analyzers to afford high resolution and serve to narrow the energy spread
and to generate a highly monoenergetic beam of low-energy electrons. The beam
then passes through accelerating and decelerating lenses for focusing the monochro-
mated beam onto the sample and for focusing the reflected beam onto the entrance
of the energy analyzer. The electron beam is sorted out by the single-stage energy
analyzer into the detector. The analyzer is designed to be rotatable against the
monochromator section around the scattering chamber, allowing different experi-
mental geometries (for off-specular measurements).

The HREELS spectra were acquired with a primary beam energy of 6.3 eV and in
the energy loss range of −400 − 4500 cm−1. The incoming beam is directed to the
sample with an angle of 45◦ with respect to the surface normal. In the specular
(off-specular) geometry the outgoing beam is detected with an angle of 45◦ (60◦)
with respect to the surface normal. The spectra were analyzed using Igor Pro

software [73].
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Figure 3.8: Schematic drawing of the UHV system present in the ESCA laboratory,
Forschungszentrum Jülich, Germany. The preparation chamber is equipped with a
load lock, a QMS and a sputter gun. The analysis chamber is equipped with an R
4000 hemispherical analyzer, a UV lamp and an HREELS monochromator.

3.4.4 ESCA Laboratory

The UHV system set-up shown in Fig. 3.8 was used to measure phonons of the
Cu(111) surface, a reference system chosen to test the electron gun coupled with a
hemispherical analyzer (Chap. 9). The system is composed of a preparation chamber
with a base pressure of 1 × 10−9 mbar and of two analysis chambers with a base
pressure of 1×10−10 mbar. The preparation chamber is composed of a load lock (for
the sample loading), a QMS and a sputter gun. The Cu(111) surface was prepared
in this chamber by cycles of Ar+ sputtering at 800 eV and consequent annealing to
700 K. The analysis chambers are equipped with an MCP LEED and a VG Scienta
R 4000 hemispherical electron analyzer having an acceptance angle of 30◦ and a
FireWire CCD camera. The sample is transferred between the analysis chambers
with the use of the 6-axes i-Gonio manipulator. At 45◦ with respect to the analyzer
optical axis a UV lamp is installed for ARPES measurements. The special feature
of this machine lies in the electron monochromator mounted at 90◦ with respect to
the optical axis of the analyzer entrance. The detailed description and operation of
the gun will be given in Chap. 9.
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4 Hydrogen-Intercalated Graphene

4.1 Introduction

Since its isolation in 2004, graphene has been extensively investigated due to its
outstanding electronic and structural properties which make it suitable for numer-
ous electronic applications [74–76]. Of the current preparation techniques, epitaxial
graphene grown on the 6H-SiC(0001) substrate is envisioned as a large-scale produc-
tion because of the semiconductor nature of SiC which, for example, eliminates the
need for a graphene layer transfer. However, as outlined in Sec. 3.1.4, the epitax-
ial growth of a graphene layer on SiC (in Epitaxial Monolyare Graphene (EMLG))
is accompanied by the formation of the BL (a carbon honeycomb lattice in which
part of the atoms are covalently bonded to the top Si atoms at the surface), which
affects the graphene layer in terms of doping, layer corrugation and electron mobil-
ity.

Recently, Riedl et al. made progress regarding the modification of the interface
between the SiC substrate and the graphene layer [77]. The intercalation of atomic
hydrogen between the BL and SiC yields the formation of H-intercalated Quasi
Freestanding Monolayer Graphene (QFMLG) in which the resulting graphene layer
shows properties close to the freestanding situation. Specifically, the n-type dop-
ing of the graphene layer present in EMLG vanishes and neutrality, ED ≈ EF , is
recovered.

Although the decoupling of the graphene layer from SiC by intercalation has been
proved by photoemission, ARPES experiments are not sufficient to gauge the strength
of this weak interaction at the interface since many graphene/substrate systems show
quasifreestanding properties. In order to evaluate which system preserves best the
graphene properties, we introduce a new parameter to assess the graphene/substrate
interaction. The findings are published in: Approaching Truly Freestanding Graphene:
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4 Hydrogen-Intercalated Graphene

The structure of hydrogen-Intercalated Graphene on 6H-SiC(0001) and summarized
in the following.

The vertical distance of the graphene layer with respect to the first Si atoms of
the 6H-SiC(0001) substrate in H-QFMLG is experimentally measured using the
NIXSW technique. The value is in agreement with DFT simulations which in-
clude van der Waals corrections. In terms of residual interactions at the interface,
H-QFMLG shows the highest freestanding character of any graphene layer in com-
parison with other graphene/substrate systems reported in the literature for which
the graphene adsorption height has been measured and/or calculated. These results
show that the hydrogen passivated SiC substrate is the least interacting support for
graphene.

4.2 Reprint of Physical Review Letters 114,

106804 (2015)

The following paper with the title Approaching Truly Freestanding Graphene: The
structure of hydrogen-Intercalated Graphene on 6H-SiC(0001) [78] Copyright 2015
by the American Physical Society contains the following contributions from the
authors:

The research has been conceived and designed by J. Sforzini, F. C. Bocquet, and F.
S. Tautz.

The sample, H-QFMLG on 6H-SiC(0001), has been prepared by T. Denig and U.
Starke.

The DFT calculations of H-QFMLG and of EMLG have been performed by L.
Nemec, P. Rinke and V. Blum.

The experiments have been carried out at the Science and Interface beamline (Di-
amond Light Source) by J. Sforzini, and F. C. Bocquet with the support of B.
Stadtmüller, S. Soubatch, C. Kumpf, and T-L. Lee, who has also set up the beam-
line.

The experimental data have been analyzed by J. Sforzini with the support of F. C.
Bocquet and F. S. Tautz.
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The interpretation of the results has been developed in discussion between J. Sforzini,
L. Nemec, F. C. Bocquet and F. S. Tautz.

The paper has been written by J. Sforzini, F. C. Bocquet and F. S. Tautz.
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Wemeasure the adsorption height of hydrogen-intercalated quasifreestandingmonolayer graphene on the
(0001) face of 6H silicon carbide by the normal incidence x-ray standing wave technique. A density

functional calculation for the full ð6 ffiffiffi

3
p

× 6
ffiffiffi

3
p Þ-R30° unit cell, based on a van derWaals corrected exchange

correlation functional, finds a purely physisorptive adsorption height in excellent agreement with experi-
ments, a very low buckling of the graphene layer, a very homogeneous electron density at the interface, and
the lowest known adsorption energy per atom for graphene on any substrate. A structural comparison to other
graphenes suggests that hydrogen-intercalated graphene on 6H-SiCð0001Þ approaches ideal graphene.
DOI: 10.1103/PhysRevLett.114.106804 PACS numbers: 73.20.Hb, 61.48.Gh, 68.49.Uv, 71.15.Mb

During the past decade, graphene attracted broad interest
for its structural and electronic properties [1,2],whichmakes
it a promising material for a wide range of applications, e.g.,
transistors in nanoscale devices [3] and energy storage [4].
The exact material properties of graphene depend on the
growth conditions on a given substrate and its interaction
with the substrate. In order to maintain its unique electronic
properties, it is important to understand the coupling
between the graphene layer and the substrate, in terms
of covalent and noncovalent bonding, residual corrugation,
and doping.
Large-scale ordered epitaxial graphene can be grown on

various metal substrates. However, the metallic contact to
the graphene layer determines its transport properties
through, for instance, buckling or doping of the graphene
layer [5,6]. It is therefore paramount to find a substrate for
which the interactions are minimized in order to preserve
the extraordinary properties of a single graphene layer. In
addition, the use of a nonmetallic substrate is necessary to
be able to use graphene, for instance, in electronic devices.
In this context, graphene growth on various faces of the

wide band gap semiconductor silicon carbide (SiC) appears
appealing. Riedl et al. [7] demonstrated the possibility to
decouple graphene from SiC by intercalation of hydrogen
atoms [quasifreestanding monolayer graphene (QFMLG)].

It is known from the band structure, core levels, and Raman
spectroscopy of graphene [8,9] that the intercalation
process reduces the interaction with the substrate substan-
tially (removal of covalent bonds, less doping and strain).
However, these measurements are indirect and, moreover,
for weakly interacting graphenes the sensitivity of angle-
resolved photoelectron spectroscopy (ARPES) becomes
insufficient to assess the interaction with the substrate [10].
An alternative criterion to gauge the interaction strength

of graphene with a substrate is its adsorption height.
However, for hydrogen-intercalated graphene, the adsorp-
tion height is not known experimentally. Moreover, it is not
clear whether for such a weakly interacting system this
height can be calculated reliably as it is entirely determined
by the van der Waals (vdW) interaction, which is difficult to
treat. In this Letter, we present a density functional theory
(DFT) calculation of QFMLG using the full unit cell and a
vdW correction to the exchange correlation potential in
which the dispersion coefficients are derived from the
self-consistent electron density [11]. The calculation
yields an adsorption height that is indicative of a purely
vdW interaction. We validate this calculation with an
accurate experimental height determination by normal
incidence x-ray standing wave (NIXSW) and find an
excellent agreement. By comparing our results to the
adsorption height of graphene on various substrates taken
from the literature, we demonstrate that QFMLG on SiC
has the least graphene-substrate interaction among all
studied systems. This is confirmed in our DFT calculations
by a very low buckling of the graphene layer, a very

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
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homogeneous electron density at the interface, and the
lowest known adsorption energy per atom for graphene on
any substrates.
Experiments and calculations were carried out for

graphene on 6H-SiCð0001Þ. Because of its smoothness
and homogeneity, the Si-terminated surface of the 6H-SiC
is widely used to achieve a controlled formation of high
quality epitaxial graphene monolayers [12–15]. However,
the first honeycomb carbon layer formed on the SiC(0001)
surface consists of sp2 and sp3 hybridized orbitals leading
to the formation of the so-called zero-layer graphene (ZLG)
[16,17]. Since some of its atoms are covalently bonded to
the Si atoms of the SiC surface, the ZLG does not show the
typical Dirac cone in its band structure [8]. To recover the
typical electronic properties of graphene, namely linear
dispersion of the π and π� bands at the K point of the
hexagonal Brillouin zone, the formation of an additional
graphene layer on top of the ZLG is required, generating
epitaxial monolayer graphene (EMLG). Although the
ZLG decouples the EMLG from the substrate, it is still
considered to be a main obstacle for the development of
graphene-based electronic devices because of the residual
interactions. In fact, the Si dangling bonds in the top layer
induce a significant doping in the EMLG even through the
ZLG [18]. Replacing the carbon ZLG by a more passivating
layer is therefore necessary to produce freestandinglike
graphene on the SiC substrate. This can be achieved by
hydrogen intercalation. The hydrogen atoms passivate the
Si atoms in the top SiC bilayer. In this process the bonds
between the ZLG and Si atoms are broken, the sp3 atoms in
the ZLG rehybridize, and the ZLG is lifted above the
hydrogen atoms at the interface, forming QFMLG. Thus,
hydrogen takes over the decoupling role of the ZLG layer
in the EMLG.
The NIXSWexperiments were performed in an ultrahigh

vacuum end station at the I09 beam line at Diamond
Light Source (Didcot, United Kingdom) equipped with a
VG Scienta EW4000 hemispherical electron analyzer
(acceptance angle of 60°) perpendicular to the incident
beam direction. All data sets were recorded at room
temperature and in a normal incidence geometry. A photon
energy of approximately 2463 eV was used to excite the
6H-SiCð0006Þ reflection, which has a Bragg plane spacing
of 2.517 Å. The NIXSW method, combining dynamical
x-ray diffraction and photoelectron spectroscopy, is a
powerful tool for determining the vertical adsorption
distances at surfaces with sub-Å accuracy and high chemi-
cal sensitivity. The samples were prepared by thermal
decomposition of SiC to produce the ZLG and then by
annealing up to 700 °C in molecular hydrogen at atmos-
pheric pressure to produce the QFMLG. After being
transported in air to the beam line, the samples were
outgassed in the end station before the x-ray measurements.
ARPES using monochromatized He Iα radiation and low
energy electron diffraction, shown in Ref. [19], were used
to check the electronic and structural properties. The x-ray

results were obtained from two samples at different spots
and showed no sample and position dependence.
The surface SiC (CSiC

surf ) and graphene components of the
C 1s spectrum are found at binding energies of 283.1 and
284.7 eV, respectively [Fig. 1(a)], and the Si 2s is found at
152.2 eV [Fig. 1(b)] for the surface SiC (SiSiCsurf ). The
photoelectron yield of each chemical species is deduced
from the peak area determined by a line-shape analysis of
the core-level spectrum. This is repeated for all photon
energy steps over a 2 eV range around the Bragg energy
(EBragg) for all three species. Following a well-established
procedure [19], we fit the final reflectivity and photo-
electron yield curves with dynamical diffraction theory to
determine the heights of the three different species with
respect to the bulk-extrapolated SiC(0006) atomic plane.
The CSiC

surf atoms are located at 0.61� 0.04 Å below the
bulk-extrapolated silicon plane and the SiSiCsurf0.05� 0.04 Å
above. Thus, we obtain an experimental Si-C distance of
0.66� 0.06 Å, in agreement with the SiC crystalline
structure [20,21]. In the same way, we find the adsorption
height of the graphene layer with respect to the topmost Si
layer to be 4.22� 0.06 Å, as shown in Fig. 2(a). We note
that this height is approximately equal to the sum of the
vdW radii of carbon and hydrogen (plus the Si-H distance
of approximately 1.50 Å), and thus indicates the absence of
interactions besides vdW.
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FIG. 1 (color online). NIXSW data measured for QFMLG on
6H-SiCð0001Þ. (a) C 1s core level, fitted with two asymmetric
Lorentzians. G and CSiC

surf correspond to the graphene and the
surface carbon atoms of SiC, respectively. (b) Si 2p core level
fitted with a pseudo-Voigt function. Both were measured with a
photon energy of 2494 eV. (c) Black dots show experimental
photoelectron yield curves versus photon energy relative to the
(0006) Bragg energy (2463 eV). The error bars, estimated
according to Ref. [22], are smaller than the symbols. Fits to
the yield curves for the surface atoms of SiC (SiSiCsurf , C

SiC
surf ) and

graphene (G) are shown in blue, orange, and green, respectively
[19,23–25]. The reflectivity R is plotted with black diamonds and
its best fit in red. The absolute distances for each component
are given with respect to the bulk-extrapolated silicon planes.
The error bar for each value is �0.04 Å.
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To test whether the structure of this predominantly vdW
interacting interface can be predicted using DFTand to gain
a detailed understanding of how hydrogen decouples the
graphene layer from the substrate, we performed DFT
calculations for the QFMLG and EMLG. The calculations
were carried out using the all-electron, localized basis set
code FHI-aims (tight settings) [26–29] and the Perdew-
Burke-Ernzerhof (PBE) functional [30] with a correction
for vdW effects (PBEþ vdW). There are many different
approaches to include long-range dispersion effects in DFT
calculations [31]. We use the well-established Tkatchenko-
Scheffler [11] method to efficiently include vdW effects in
large-scale DFT calculations with thousands of atoms. It is
a pairwise approach, where the effective C6 dispersion
coefficients are derived from the self-consistent electron
density. For the bulk lattice parameter of the 6H-SiC
polytype, we find a ¼ 3.082 Å and c ¼ 15.107 Å. We
stress that we investigate the QFMLG and EMLG recon-
structions in the experimentally observed large commen-
surate ð6 ffiffiffi

3
p

× 6
ffiffiffi

3
p Þ-R30° supercell, almost strain-free

(PBEþ vdW: 0.1%) [32], consisting of 6 SiC bilayers
under each surface reconstruction (1850 and 2080 atoms
for the QFMLG and EMLG, respectively). We fully relaxed
the top three SiC bilayers and all planes above (residual
energy gradients < 8 × 10−3 eV=Å).
Figure 2 compares the measured structure of QFMLG

[Fig. 2(a)] and the calculated structure of the QFMLG and
EMLG [Figs. 2(b) and 2(c)] on 6H-SiC predicted at the
PBEþ vdW level. In addition, we include a histogram of
the atomic z coordinates relative to the top Si layer
normalized by the number of SiC unit cells. For illustration
purposes, we broadened the histogram lines using a
Gaussian with a width of 0.02 Å. For the QFMLG, we
find a bulklike distance of 1.89 Å between the SiC bilayers.
The Si-C distance within the top SiC bilayer (0.62 Å) and

the remaining Si-C bilayer distances are practically bulk-
like (0.63 Å), in good agreement with the experimental
result (0.66� 0.06 Å). The distance between the top Si
layer and the graphene layer is 4.16 Å for 6H-SiC, again in
good agreement with the measured 4.22� 0.06 Å. The
0.02 Å corrugation of the graphene layer is very small. For
the hydrogen layer and all layers underneath, the corruga-
tion is < 10−2 Å.

The situation is very different for the EMLG in Fig. 2(c).
Here a significant buckling of the graphene layer is
observed [33,34]. In the EMLG, the interface between
bulk SiC and graphene is formed by the partially covalently
bonded ZLG. This interface layer is corrugated by 0.86 Å,
leading to a buckling of the graphene layer of 0.45 Å, as
well as a strong corrugation of 0.78 Å in the top Si layer.
The interlayer distance (1.92 Å) between the top substrate
bilayers is increased in comparison with the bulk value,
while the Si-C distance within the topmost SiC bilayer
is substantially reduced; see Fig. 2(c). In summary, our
calculations provide a valid description of the graphene SiC
interface, as they reproduce quantitatively the NIXSW-
measured Si-graphene distances for both QFMLG and
EMLG [32,33].
Using a smaller approximated ð ffiffiffi

3
p

×
ffiffiffi

3
p Þ-R30° cell

(50 atoms for QFMLG), we tested the influence of the
exchange correlation functional and the type of vdW
correction on the geometries [19]. The Si-graphene dis-
tance for QFMLG calculated in the approximated cell using
the same methodology as discussed above is 4.25 Å.
When we applied the highest level of theory using the
Heyd-Scuseria-Ernzerhof hybrid functional (HSE06) [35]
with a vdW correction incorporating many-body effects
(HSE06þMBD) [36–38], the Si-graphene distance
increased slightly to 4.26 Å. The difference of 0.01 Å
between PBEþ vdW and HSE06þMBD is negligible.

FIG. 2 (color online). (a) Vertical distances measured by NIXSWon QFMLG. The position of the Bragg planes around the surface are
indicated by blue lines. PBEþ vdW calculated geometry for (b) QFMLG and for (c) EMLG on 6H-SiCð0001Þ and histograms of the
number of atoms Na versus the atomic coordinates (z) relative to the topmost Si layer (Gaussian broadening: 0.02 Å). Na is normalized
by NSiC, the number of SiC unit cells. Dn;nþ1 is the distance between the layer n and nþ 1, dn gives the Si-C distance within the SiC
bilayer n, and δn is the corrugation of the layer n. All values are given in Å.
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We can thus conclude that changes in the predicted vertical
structure of the ð6 ffiffiffi

3
p

× 6
ffiffiffi

3
p Þ-R30° supercell would also be

small even if higher-level approximations to the exchange
correlation functional were employed.
Comparing the buckling of QFMLG (0.02 Å) and of

EMLG (0.45 Å), we can conclude that QFMLG is much
more ideal for device applications than EMLG. This is
confirmed by a qualitative analysis in terms of overlapping
vdW radii [39,40] where the overlap is defined by Δ ¼
rGvdW þ rsubvdW − zG−sub with rGvdW, r

sub
vdW, and z

G−sub being the
vdW radii of graphene and of the atoms immediately below
the graphene layer, and the measured distance between the
graphene and the topmost atoms of the substrate, respec-
tively. Δ > 0 means that the vdW radii of the graphene and
of the substrate overlap, indicating some degree of chemi-
cal interaction. On the other hand, for Δ≲ 0, the graphene-
substrate interaction is expected to be very weak. In Fig. 3,
the overlap is plotted for QFMLG in comparison with other
systems for which the adsorption heights have been
measured or calculated. Epitaxial graphenes on SiC exhibit
the lowest overlaps and QFMLG has by far the lowest
value. This is also reflected in the low adsorption energy
calculated for QFMLG, which is 59 meV=atom, signifi-
cantly smaller than the corresponding values for EMLG
(89.2 meV=atom) and graphite (81 meV=atom) [41].
Finally, we show that purely physisorptive adsorption

with negligible buckling translates into a more decoupled
electronic structure of the graphene. For this purpose, we
calculate the change of electron density at the interface for
QFMLG and EMLG. The calculations were performed with
a 3C-SiC substrate as it allows us to use a smaller substrate
thickness (4 layers instead of 6 for 6H-SiC) and renders the
calculation more affordable. The SiC polytype (3C and 6H)
is known not to influence the surface reconstructions
[45,46]. We confirmed this by DFT for QFMLG and
EMLG on both 6H-and 3C-SiC [19]. The electron density
of the system is represented on an evenly distributed grid for
the full system ρfullðrÞ. Similarly, the graphene layer ρGðrÞ
and the substrate ρsubðrÞ, calculated in isolation from each
other, include the hydrogen layer for QFMLG and the ZLG
for EMLG. The electron density difference ΔρðrÞ is given
by ΔρðrÞ ¼ ρfullðrÞ − ½ρGðrÞ þ ρsubðrÞ�. Figure 4 shows

ΔρðrÞ in the x-y plane at a given height between the
substrate and the graphene layer. The resulting pattern is
very similar for any chosen height [19]. In QFMLG, all Si
atoms are saturated by hydrogen [47], resulting in negligible
variations of the charge density within the x-y plane, as seen
in Fig. 4(a). For EMLG, see Fig. 4(b), the electron density is
modulated by the interplay of saturated and unsaturated
Si bonds to the ZLG layer. The negligibleΔρðrÞ of QFMLG
is an additional indication for the improved decoupling
of the graphene layer from the substrate, thus preventing
its buckling. This is in agreement with STM results
[34] showing no corrugation within the experimental
accuracy.
In conclusion, we have shown that DFT PBEþ vdW

calculations, for the large experimentally observed unit cell,
accurately predict the adsorption height of QFMLG, in
agreement with NIXSW measurements. QFMLG is the
system having the largest adsorption distance among
studied graphene-substrate systems; in particular, the over-
lap vanishes, suggesting a very effective decoupling of the
graphene layer. Indeed, the calculations show that in
comparison to EMLG, QFMLG is a very flat graphene
layer with a very homogeneous electronic density at the
interface. This significant difference translates into a
dramatic improvement of transistors after hydrogen inter-
calation [48,49]. It suggests that the adsorption distance is a
valid parameter to assess the ideality of graphene.
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FIG. 3 (color online). Comparison of the overlap Δ for different
epitaxial graphene systems. Δ is calculated by subtracting zG−sub

from the sum of graphene and substrate vdW radii. The empty
and the filled squares correspond to DFT and measured values,
respectively. (a) This work; (b) Refs. [32,33]; (c) Ref. [5];
(d) Ref. [6]; (e) Ref. [42]; (f) Ref. [43]; (g) Ref. [44].

FIG. 4 (color online). Electron density differences ΔρðrÞ ¼
ρfullðrÞ − ½ρGðrÞ þ ρsubðrÞ� for (a) 3C-SiC QFMLG and
(b) 3C-SiC EMLG, calculated in the x-y plane between the
substrate and the graphene layer (at z0 ¼ 1.08 Å below the
graphene layer). The ð6 ffiffiffi

3
p

× 6
ffiffiffi

3
p Þ-R30° supercell is shown in

black and the graphene layer in gray.
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In the following, we discuss our measurements and cal-
culations in more detail. In particular:

• Details on sample quality

• NIXSW details

• Influence of the DFT functional

• Bulk stacking order

• Influence of the polytype

• The electron density maps

DETAILS ON SAMPLE QUALITY

In order to check the quality of the quasifreestand-
ing monolayer graphene (QFMLG) samples, we applied
two different techniques. We first measured a low en-
ergy electron diffraction (LEED) pattern, a fast method
to check the presence of long range order at the surface.
A characteristic pattern is shown in Fig. 1. In addition,
we performed angle resolved photoelectron spectroscopy,
revealing the band structure of the surface. As shown
in Fig. 2, the typical linear band dispersion expected for
graphene is measured around the K-point of its surface
Brillouin zone.

FIG. 1: LEED image taken with an incidence energy of 126 eV
on QFMLG.
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FIG. 2: ARPES spectrum of QFMLG performed in the ΓK
direction and taken around K point (here at k‖ = 0) with the
HeIα.

NIXSW DETAILS

The normal incidence x-ray standing wave technique
gives access to adsorption heights of surface elements
with respect to the lattice plane of a crystalline substrate.
More details can be found in [1–3]. By tuning the inci-
dent photon energy (E) around the Bragg energy of the
H = (hkl) reflection, the spacial position of the x-ray
standing wave field created in the vicinity of the surface
shifts with respect to the lattice planes of the substrate.
As a consequence, the photoelectron yield (Y ) of a given
adsorbed species varies. The resulting quantity, Y (E),
can be calculated with the following equation:

Y (E) =1 + SRR

+ 2FH
√
R|SI | cos(φ− 2πPH + Ψ).

(1)

By fitting the experimental data with eq. 1, two im-
portant independent parameters are extracted, for each
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PH FH d (Å)
SiBulk 0.019 1.23 0.048
CBulk 0.759 1.043 −0.607
CGraphene 0.697 0.746 4.272

TABLE I: Averaged NIXSW measured values PH and FH

for each component. The last column corresponds to the con-
verted absolute positions with respect to the Bragg plane clos-
est to the topmost Si atoms.

chemically differentiated species: the coherent position
PH and the coherent fraction FH . PH represents the av-
erage atomic positions and FH can be understood as an
order indicator of a given PH . R and φ are the theoreti-
cal reflectivity and phase of the sample, respectively. The
so-called non dipolar parameters, SR, SI and Ψ, were not
used (that is to say set to 1, 1 and 0, respectively). The
reason for this is that no reliable values are so far avail-
able for this geometry in the literature. All PH and FH

values, averaged over all data sets, are shown in Tab. I.
The value of both parameters should lie between 0 and
1. However non-dipolar effects [4] can influence the FH

values. This is clearly visible in the coherent fraction of
silicon (1.23) for which a value very close to 1 is expected
as it is a bulk species.

It is known that the graphene layer covers the steps of
SiC(0001) [5], which as a consequence reduces the mea-
sured averaged coherent fraction (0.75), when compared
to the perfectly flat CSiC

surf (1.04). It is worth noting that
for samples having a graphene coverage close but above
one (not shown), the coherent fraction is dramatically re-
duced (0.48) in comparison to samples of coverage close
but lower than one monolayer, measured on the same
set-up (0.75).

Error bars estimation

Fitting the components of each core level is rather sim-
ple as it requires a very simple fitting model and the
peaks are well defined, Fig. 1(a,b) of the main article.
The error bar of each component’s area is determined
by a Monte Carlo analysis and is much smaller than the
symbols used in Fig. 1(c) of the main article. When
fitting the electron yield, the PH and FH parameters
of a given data set have a negligible error bar. However,
when comparing data obtained from several spots on two
different QFMLG samples, we observe small variations.
We attribute this to possible sample inhomogeneities, or
small beamline, manipulator and analyzer instabilities.

The values given in Tab. I are averaged over 7 C 1s and
2 Si2s data sets, as shown in Tab. II. For all species, the
PH varies by 0.022 at maximum. This corresponds to
an error bar smaller than ±0.04 Å for absolute positions.
For distances, the error is then ±0.06 Å.

Sample Position Species PH FH

A 1 SiBulk 0.020 1.229
A 2 SiBulk 0.018 1.230
A 3 CBulk 0.760 1.035

CGraphene 0.702 0.699
A 3 CBulk 0.760 1.041

CGraphene 0.698 0.788
A 1 CBulk 0.760 1.043

CGraphene 0.696 0.798
A 4 CBulk 0.760 1.041

CGraphene 0.707 0.580
A 5 CBulk 0.760 1.051

CGraphene 0.704 0.623
B 6 CBulk 0.758 1.048

CGraphene 0.688 0.864
B 7 CBulk 0.755 1.039

CGraphene 0.685 0.872

TABLE II: Coherent positions and fractions for each data set
obtained on QFMLG.

INFLUENCE OF THE DFT FUNCTIONAL

The supplemental material of a previous work by some
of the authors [6] included details on the numerical con-
vergence of calculations for similar structures with re-
spect to the number of basis functions and the grid den-
sity in real and reciprocal space. For the (6

√
3 × 6

√
3)

interfaces we chose the Γ-point for accurate integrations
in reciprocal space. The FHI-aims code employs nu-
meric atom-centered basis sets. Basic descriptions of
their mathematical form and properties are published in
[7]. The basis set and numerical real space grids are of
high quality as defined by the tight settings including a
tier1+dg basis set for Si and a tier2 basis set for C [7].

To test the influence of the exchange correlation func-
tional on the geometry we used three different exchange
correlation functionals, the local density approximation
(LDA) [8], the Perdew-Burke-Enzerhof generalized gra-
dient approximation (PBE) [9] and the Heyd-Scuseria-
Ernzerhof hybrid functional (HSE06)[10]. In HSE06 the
amount of exact exchange is set to α = 0.25 and a range-
separation parameter ω = 0.2Å−1 is used.

For an accurate description of the different surface
phases, in particular hydrogen-graphene bonding in the
QFMLG phase, we include long range electron corre-
lations, so-called van der Waals (vdW) effects. Here,
we compare the results of two different schemes. The
first scheme used in this work is the well established
Tkatchenko-Scheffler (TS) [11] method. It is a pair-
wise approach, where the effective C6 dispersion co-
efficients are derived from the self-consistent electron
density. The second approach is a more recent refine-
ment to the TS scheme incorporating many-body ef-
fects [12–14]. In this scheme, the atoms are modelled
as spherical quantum harmonic oscillators, which are
coupled through dipole-dipole interactions. The cor-

4.3 Supplemental Material

47



3

6H -SiC ZLG
PBE+vdW PBE+MBD LDA HSE06+vdW HSE06+MBD

n Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C Dn,n+1 dn δn
Z 2.37 — —/ 0.30 2.35 — —/ 0.29 2.30 — —/ 0.37 2.38 — —/ 0.30 2.37 — —/ 0.30
1 1.92 0.48 0.42/< 10−2 1.92 0.51 0.40/< 10−2 1.91 0.53 0.31/< 10−2 1.92 0.48 0.48/< 10−2 1.92 0.48 0.47/< 10−2

2 1.88 0.61 < 10−2/< 10−2 1.89 0.61 < 10−2/< 10−2 1.88 0.60 < 10−2/< 10−2 1.88 0.61 < 10−2/< 10−2 1.88 0.61 < 10−2/< 10−2

3 1.89 0.62 < 10−2/< 10−2 1.90 0.63 < 10−2/< 10−2 1.88 0.62 < 10−2/< 10−2 1.88 0.62 < 10−2/< 10−2 1.89 0.62 < 10−2/< 10−2

6H -SiC QFMLG
PBE+vdW PBE+MBD LDA HSE06+vdW HSE06+MBD

n Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C Dn,n+1 dn δn
G 2.75 — — /< 10−2 2.76 — — /< 10−2 2.71 — — /< 10−2 2.71 — — /< 10−2 2.77 — — /< 10−2

H 1.50 — — / — 1.50 — — / — 1.51 — — / — 1.49 — — / — 1.49 — — / —
1 1.89 0.62 < 10−2/< 10−2 1.89 0.62 < 10−2/ < 10−2 1.88 0.61 < 10−2/< 10−2 1.88 0.62 < 10−2/< 10−2 1.88 0.61 < 10−2/< 10−2

2 1.89 0.63 < 10−2/< 10−2 1.89 0.63 < 10−2/ < 10−2 1.88 0.63 < 10−2/< 10−2 1.88 0.63 < 10−2/< 10−2 1.88 0.63 < 10−2/< 10−2

3 1.89 0.63 < 10−2/< 10−2 1.89 0.63 < 10−2/ < 10−2 1.88 0.62 < 10−2/< 10−2 1.88 0.62 < 10−2/< 10−2 1.88 0.63 < 10−2/< 10−2

TABLE III: Influence of the functional on the interface structure of 6H -SiC (
√
3-SiC model cell). Dn,n+1 is the distance between

layer n and n+ 1, dn gives the distance within SiC bilayer n, and δn the corrugation of layer n. All distances are given in Å.

responding many-body Hamiltonian is diagonalized to
calculate the many-body vdW energies. As a result,
this approach accounts for long-range many-body dis-
persion (MBD) effects employing a range-separated (rs)
self-consistent screening (SCS) of polarizabilities and is
therefore called MBD@rsSCS (for details see Ref. [14]).
To include the long-range tail of dispersion interaction
we couple each functional with either the pairwise TS
scheme, here refered to as PBE+vdW (HSE06+vdW),
or the MBD@rsSCS scheme in this work abbreviated as
PBE+MBD (HSE06+MBD).

In Table III we list the layer distance (Dn,n+1), the
Si-C distance within a SiC bilayer (dn) and the layer
corrugation (δn), the difference between the highest and
lowest atom in the layer, for QFMLG and EMLG on
6H -SiC(0001) calculated with different exchange cor-
relation functionals and vdW corrections. We con-
clude that PBE+vdW, PBE+MBD, HSE06+vdW and
HSE06+MBD yield the same results for both phases.

BULK STACKING ORDER

For 3C -SiC(111), the stacking order close to the sur-
face is independent of where the surface is cut. How-
ever, for the 6H -SiC(0001) this is different as the SiC
bilayers are rotated every third layer by 30 degree in the
unit cell. The position of the rotation is indicated in
Fig. 3 by a kink in the grey line. We tested the influence
of the stacking order for 6H -SiC using an approximated√
3×√3-R30◦ unit cell. The surface energies calculated

using PBE+vdW of the 6H -SiC ZLG and the atomic
structure are shown in Fig. 3. We find the lowest sur-
face energy for ABCACB and ACBABC stacked SiC. We
therefore use a ABCACB stacked 6H -SiC substrate.

FIG. 3: The zero-layer graphene (ZLG) of the hexagonal SiC
polytype (6H -SiC) using an approximated

√
3×√3-R30◦ unit

cell and their surface energies are shown for different SiC-
bilayer stacking order calculated using PBE+vdW.

INFLUENCE OF THE POLYTYPE

To evaluate the influence of the SiC polytype on the
geometry, we list the key geometry parameters in Tab. IV
for the QFMLG and EMLG phase for two different poly-
types, the 3C -SiC and 6H -SiC. For the QFMLG phase
the interface geometries are practically identical. Like-
wise the interface of the EMLG phase shows polytype
induced changes that are smaller than 0.04 Å. Therefore,
3C and 6H polytypes can be exchanged without quali-
tatively changing the result of the calculation. It should
be noted that the advantage of 3C is that the number of
bilayers one uses in the slab can be smaller than six.

THE ELECTRON DENSITY MAPS

We calculate the change of the electron density at the
interface for the QFMLG and the EMLG phase for the
3C -SiC polytype. As shown in Tab. IV, the interface
geometry hardly changes with polytype, and the same
qualitative difference between the QFMLG and EMLG
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a) 3C-SiC(111) QFMLG

z3

z1

z5

z7

z9

z11

z2

z4

z6

z10

z12z10

z1

z2

z3

z4

z5

z6

z7

z8

z9

1
2

3
4
5

6 7
8

9
10

-0.0020
-0.0012
-0.0004
0.0004
0.0012
0.0020

,x,y

1

2

Si
C

Si
C

CG

HH

z8

b) 3C-SiC(111) EMLG
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FIG. 4: The difference in the electron density (∆ρ(r) = ρfull(r)− (ρG(r) + ρsub(r)) ) is shown for (a) the 3C -SiC QFMLG and
(b) the 3C -SiC EMLG phase. We integrated ∆ρ in the x-y-plane and plotted it along z. The position of the Si, C, H, and
graphene-layer are indicated by dashed lines. We show ∆ρ(zi) in the x-y-plane at equidistant zi heights between the graphene
layer and the substrate. In the main paper we include the electron density map at the inflection point of ∆ρ(z): z6 for QFMLG
and z8 for EMLG.

QFMLG
6H -SiC 3C -SiC

n Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C
G 2.66 — 0.02 2.68 — 0.01
H 1.50 — 0.00/0.00 1.50 — 0.00/0.00
1 1.89 0.62 0.00/0.00 1.89 0.62 0.00/0.00
2 1.89 0.63 0.00/0.00 1.89 0.63 0.00/0.00
3 1.89 0.63 0.00/0.00 1.89 0.63 0.00/0.00

EMLG
6H -SiC 3C -SiC[6]

n Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C
G 3.40 — 0.45 3.40 — 0.41
Z 2.36 — 0.86 2.36 — 0.82
1 1.92 0.55 0.78/0.30 1.93 0.55 0.74/0.31
2 1.90 0.61 0.21/0.14 1.90 0.61 0.21/0.13
3 1.89 0.62 0.08/0.05 1.89 0.62 0.08/0.05

TABLE IV: Geometry comparison of the layer distance
(Dn,n+1), the Si-C distance within a SiC bilayer (dn) and
the layer corrugation, the difference between the highest and
lowest atom in the layer, (δn) for two different SiC polytypes,
6H -SiC(0001) and 3C -SiC(111), including both phases the
QFMLG and EMLG calculated with PBE+vdW. The data
for the 3C -SiC EMLG phase was taken from [6].

phases can be observed for the 6H -SiC polytype. The
electron density (ρ(r)) of a 4-bilayer 3C -SiC slab is rep-
resented on an evenly distributed grid (260× 260× 350)
for the full system ρfull(r), the graphene layer alone

ρG(r) and the substrate alone ρsub(r) including the H
layer for the QFMLG phase and the ZLG for the EMLG
phase. The electron density difference ∆ρ(r) is given by
∆ρ(r) = ρfull(r) − (ρG(r) + ρsub(r)). The change in the
electron density along the z-axis ∆ρ(z) =

∫
dx dy∆ρ(r)

is shown in Fig. 4 (a) for the QFMLG and Fig. 4 (b)
for the EMLG. Figure 4 shows ∆ρ(r) in the x-y-plane
at equidistant heights of 0.3 Å at the interface region.
In the main paper we include the electron density map
∆ρ(z(6,8), x, y) at the inflection point z = z(6,8) of ∆ρ(z).
In the QFMLG all Si atoms are saturated by hydrogen re-
sulting in small variation of the charge density within the
x-y-plane (Fig. 4 (a)) independent of the chosen height.
In the EMLG phase the in-plane electron density is influ-
enced by the interplay of saturated and unsaturated Si
bonds in the ZLG layer. The modulations in the charge
distribution Fig. 4 (b) are visible at any chosen position
zi in the interface region.
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5 Germanium-Intercalated

Graphene

5.1 Introduction

As outlined in the previous chapter, the structural properties of epitaxial graphene
are influenced in a disadvantageous way by the coupling with the SiC substrate, and
a postprocessing intercalation with, e.g., hydrogen, can provide a complete detach-
ment of the graphene layer from the substrate [78]. The chemical functionalization
of the graphene/substrate interface not only changes the structural properties of
graphene, but modifies the electronic band gap as well as the electronic charge
transfer.

In this context, the intercalation of germanium between graphene and the SiC
substrate appears the most interesting, because it provides ambipolar doping in
graphene [10, 79]. Unlike H-QFMLG, the Ge-induced decoupling of the C-rich
(6
√

3 × 6
√

3)R30◦ reconstruction from the SiC substrate takes place in different
ways. According to Ref. [10], the graphene layer shows n-type doping when there is
about one Ge layer intercalated while a p-type graphene layer is achieved doubling
the amount of Ge present at the intercalation. In principle, a lateral p-n junc-
tion can be generated as the two phases coexist in a narrow annealing temperature
range.

While the p-type and n-type nature of the graphene layer have been verified by
ARPES measurements [10], the origin of the difference in electron charge transfer
as a function of the Ge concentration remains unknown. There are a few theoret-
ical attempts to explain the dependence of the graphene doping type on the Ge
structure, but they do not reproduce the experimental evidence of a p-doped phase,
mostly due to the use of poor modeling schemes involving too small unit cells [80–
82].
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5 Germanium-Intercalated Graphene

In this chapter, the NIXSW technique is employed to determine with high accuracy
the vertical distances of the species (Ge and graphene) above the (0006) Bragg plane
of the 6H-SiC(0001) crystal for both p-type Ge-QFMLG and n-type Ge-QFMLG.
We confirm that the Ge atoms in the n-phase arrange at the interface in one ordered
layer at 2.419± 0.012 Å from the top Si atoms. The graphene adsorption height in
this phase is 5.972±0.010 Å, but the interface still presents residual interactions. In
p-type Ge-QFMLG, the graphene adsorption height is larger by about 1.5 Å than
in the n-type phase. As the intercalation is composed of more than one layer and
the Ge species from the layers cannot be distinguished in XPS, the absolute vertical
distances of the Ge atoms in the two layers cannot be resolved and only inferred
models are discussed.

5.2 Experimental Details

The experiments were performed at the beamline I09 of the Diamond Light Source
Synchrotron, Didcot, United Kingdom. The description of the end-station is given
in Sec. 3.4.1. The Ge-QFMLG sample was prepared in the group of U. Starke by
depositing about 5 layers of Ge on the C-rich (6

√
3 × 6

√
3)R30◦ reconstruction of

the 6H-SiC(0001) crystal [10]. After annealing to 720◦ C, the p-type phase of Ge-
QFMLG is achieved. The cleanness and quality of the p-type sample was checked by
LEED, XPS and ARPES. Prior to NIXSW measurements, the sample was outgassed
to remove any air contamination. The (0006) Bragg reflection of the 6H-SiC(0001)
crystal is found at about 2463 eV, and the lattice spacing is 2.517 Å. The Si 2p,
C 1s and Ge 3d core level spectra were measured in a 2 eV range around the Bragg
energy. The experimental EY curves are then fitted using Torricelli software [69].
Finally, the sample has been annealed up to 920◦C to obtain the n-type phase, and
the experiments were repeated as for the p-type phase.

5.3 Electronic Properties

In order to check the quality and homogeneity of the sample as well as to identify the
phase, ARPES measurements of the electronic band structure around the K point of
the graphene Brillouin zone were performed. After depositing the Ge atoms on the
C-rich (6

√
3× 6

√
3)R30◦ reconstruction of the 6H-SiC(0001) crystal and annealing

up to 720◦ C, the graphene π band appears as shown in Fig. 5.1(a). At this annealing

52



5.4 Structural Properties
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Figure 5.1: ARPES spectra measured in the ΓK direction and around the K point of
the graphene Brillouin zone with a HeIα radiation of (a) p-type Ge-QFMLG and (b)
n-type Ge-QFMLG.

temperature, the graphene layer is of p-type with ED situated slightly above EF . By
annealing up to 920◦ C, the Ge atoms at the interface partially sublimate, leading
to an n-type graphene layer. Fig. 5.1(b) shows the ARPES spectrum obtained after
annealing to this temperature. As expected, ED is shifted downward by about
0.35 eV with respect to EF [10].

5.4 Structural Properties

Turning to the results, we first present the XPS fit models which are used to eval-
uate the NIXSW data sets. A doublet symmetric line shape is used to fit the Si 2p
signal of both phases at around 100.5 eV. Due to the spin-orbit splitting (p1/2 and
p3/2), two components with an area ratio 1:2 and ∆E=0.60 eV are used as shown
in Fig. 5.2(a) and (j) for p-type Ge-QFMLG and n-type Ge-QFMLG, respectively.
The C 1s signal of both phases (Fig. 5.2(d) and (m)) is very similar to the one ob-
tained for H-QFMLG, and therefore, the same fit model is employed (see Ref. [78]).
The spectra are composed of a peak CSiC (BE of 283 eV) which corresponds to the
signal of the carbon atoms in the SiC bulk, and of a peak CGr (BE of 284.7 eV)
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5 Germanium-Intercalated Graphene
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Figure 5.2: NIXSW results of p-type Ge-QFMLG (top) and of n-type Ge-QFMLG
(bottom). (a) and (j) Si 2p core level fitted using two symmetric components, according
to the spin-orbit splitting, related to the SiSiC species which corresponds to the Si
atoms in the SiC bulk. (b) and (k) Fit (green line) of the experimental EY (black
dots) of SiSiC. (c) and (l) The reflectivity R (black dots) of the SiC crystal with its
best fit (black line). (d) and (m) C 1s core level fitted using two Lorenztian asymmetric
components, CSiC (green line) which corresponds to the C atoms in the SiC bulk, and
CGr (grey line) which corresponds to the C atoms in the graphene. (e) and (n) Fit
(green line) of the experimental EY (black dots) of CSiC. (f) and (o) Fit (grey line) of
the experimental EY (black dots) of CGr. (h) and (p) Ge 3d core level fitted using two
symmetric components, according to the spin-orbit splitting, related to the Ge atoms
at the interface. (i) and (q) Fit (orange line) of the experimental EY (black dots) of
Ge. The core levels are acquired with a photon energy of 2461 eV. The error bars of
the experimental EY data are smaller than the symbols.
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5.4 Structural Properties

which corresponds to the signal of the carbon atoms in the graphene layer. Fi-
nally, two symmetric lines, related to the spin-orbit splitting (d3/2 and d5/2), with
an area ratio 3:2 and ∆E=0.57 eV, are used to fit the Ge 3d single peak (BE of
29.5 eV) as shown in Fig. 5.2(h) and (p) for the p-type phase and n-type phase,
respectively.

The XPS models developed above are used to analyze the Si 2p, C 1s and Ge 3d
NIXSW data sets in order to obtain the EY curves. The fit of the EY curves
gives the PH of each species with respect to the (0006) Bragg plane of the 6H-
SiC(0001) crystal and the corresponding FH . The PH , FH and their corresponding
z values are summarized in Table 5.1. Regarding the bulk species, the Si atoms
(SiSiC) and the C atoms (CSiC) of the SiC crystal have the same vertical distances
for both the n-type and p-type phases. The EY curve of the SiSiC species is shown in
Fig. 5.2(b) and (k). Its PH is found to be 0.040± 0.003, and according to Eq. 2.19,
corresponds to a distance z of 0.101 ± 0.005 Å for n = 0. The fit of the EY curve
of the CSiC species in Fig. 5.2(e) and (n) gives a PH of 0.765± 0.001 corresponding
to z of −0.591 ± 0.003 Å. Combining the vertical distances of CSiC and SiSiC, we
find a vertical distance along the Si-C bond (dSi−C) of 1.825 ± 0.008 Å in good
agreement with previous experimental and theoretical studies (see Ref. [78] and
therein).

p-type SiSiC CSiC CGr Gep

PH 0.040± 0.003 0.765± 0.001 0.005± 0.004 0.001± 0.011
FH 1.276± 0.023 0.990± 0.001 0.717± 0.014 0.366± 0.023
z (Å) 0.101± 0.005 −0.591± 0.003 7.563± 0.006 2.520± 0.013
n 0 -1 3 1
n-type Si CSiC CGr Gen

PH 0.040± 0.003 0.761± 0.001 0.413± 0.003 0.001± 0.005
FH 1.276± 0.023 1.009± 0.008 0.553± 0.012 0.835± 0.023
z (Å) 0.101± 0.005 −0.601± 0.003 6.073± 0.005 2.520± 0.007
n 0 -1 2 1

Table 5.1: The coherent position PH , coherent fraction FH and the vertical height z
of the species present in p-type Ge-QFMLG (top) and in n-type Ge-QFMLG (bottom)
are summarized. The z values are calculated according to Eq. 2.19 where n indicates
the number of Bragg planes.

Regarding the graphene layer (CGr) and intercalated germanium (Ge) species, the
situation is different between n-type and p-type Ge-QFMLG. Since the n-type phase
contains less Ge in the intercalation layer, we first discuss the experimental results
of this phase. The EY curve fit in Fig. 5.2(q) gives a PH and FH , related to the Gen

species, of 0.001± 0.005 and 0.835± 0.023, respectively (see Table 5.1). In terms of
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5 Germanium-Intercalated Graphene

vertical distance z, Gen is found at 2.520± 0.007 Å, if n=1 is imposed in Eq. 2.19.
Its high FH suggests that the Ge atoms form a well-ordered layer. The fit of the EY
curve of the CGr species in Fig. 5.2(o) gives a PH of 0.413± 0.003. If n=1 was im-
posed, the vertical distance z of the graphene layer would result 3.557±0.005 Å, and
thus, the distance between the Ge atoms and the graphene layer would be approx-
imately only 1 Å, which is very unlikely. Therefore, an additional Bragg distance
needs to be taken into account in the calculation resulting to a vertical distance z of
the graphene layer equal to 6.073±0.005 Å, with n=2.

Fig 5.3 shows the proposed structural model for n-type Ge-QFMLG according to
the z values defined previously. The Ge atoms, with a small vertical spread, are
located 2.419 ± 0.012 Å above the Si atoms. dSi−Ge experimentally found in this
work agrees with the Si-Ge bond distance measured in a SiGe crystal (2.420 Å) [83].
As expected, the Ge atoms in the intercalation layer show a larger vertical distance
with respect to Si compared to the H intercalation layer in H-QFMLG, and hence,
the graphene absorption height in n-type Ge-QFMLG is larger as well. dGe−Gr is
3.553 ± 0.012 Å and thus dSi−Gr amounts to 5.972 ± 0.010 Å. In terms of residual
interaction, the Van der Waals overlap, defined in Chap. 4, is +0.32 Å, indicating
that the interface between the intercalation and the graphene layer still presents
some degree of interaction. The detected lower FH (0.553± 0.012) of the graphene
layer in n-type Ge-QFMLG compared to the one observed in H-QFMLG (0.746)
also suggests a stronger buckling of the graphene layer. A possible explanation of it
is discussed later.

In light of the above considerations, the interpretation of the results for p-type Ge-
QFMLG are presented in comparison with the n-type phase structural model. The
Ge 3d and C 1s core levels do not present any difference between the n- and p-type
phase, but the EY curves do present distinct (PH) FH values. Fig. 5.2(i) shows the
EY curve of the Gep species of p-type Ge-QFMLG. Its fit gives a PH and FH of
0.001 ± 0.011 and 0.366 ± 0.023, respectively (see Table 5.1). In terms of vertical
distances, the Ge intercalation would appear at the same height as in the n-type
phase (PH of Gen and Gep are both 0.001). In fact, with n=1 in Eq. 2.19, z of Gep

corresponds to 2.520 ± 0.013 Å. Note that FH of Gep decreases dramatically from
the n-type phase to the p-type phase (from 0.835 to 0.366) and the origin will be
discussed later. A PH and a FH of 0.005 ± 0.004 and 0.717 ± 0.014 are obtained
by fitting the EY curve of CGr in Fig. 5.2(o). In terms of vertical distances, we
exclude a possibility where n=1 in Eq. 2.19 because the graphene layer would have
the same adsorption height as the Ge intercalation, as shown in Fig. 5.4(a). If n=2
was imposed, the graphene layer would be located on the next Bragg plane, and
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Figure 5.3: Summary of the vertical distances measured by NIXSW of n-type Ge-
QFMLG. The Bragg planes are indicated by red lines as d0006. The corresponding PH ,
FH and z values of Si, CSiC, CGr and Gen are listed in Table 5.1. On the left side, the
vertical distances measured and calculated of H-QFMLG are reported for comparison
(see Chap.4).

Figure 5.4: Graphical representation of the possible vertical distances of the CGr and
Gep species in p-type Ge-QFMLG as a function of n in Eq. 2.19.
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5 Germanium-Intercalated Graphene

dGe−Gr would result 2.527 ± 0.019 Å(Fig. 5.4(b)), which is more than 1 Å smaller
compared to the one detected in the n-type Ge-QFMLG sample. According to
Scanning Tunneling Microscopy (STM) experiments [79], the graphene height in the
p-type phase is about 2 Å larger than in the n-type phase. Converting PH of CGr

for the p-type phase using n=3, we obtain a graphene z of 7.563 ± 0.006 Å which
is indeed larger than the measured 6.073 Å for the n-type phase in agreement with
Ref. [79]. As a consequence, the intercalation in the p-type phase must be composed
of more layers with different heights, explaining the low FH (0.366 ± 0.023) of the
Gep species (Fig. 5.4(c)). However, the chemical shift of the Ge 3d core level when
bound to Ge or to Si is beyond the resolution of the instrument, and therefore, it
is not possible to distinguish two or more components, but only extract the sum of
PH and FH (Gep).

In order to define a structural representation of p-type Ge-QFMLG, we attempt to
develop a model containing two components, Ge1 and Ge2, of which the sum of their
PH and FH satisfies 0.001 and 0.366, respectively. According to Eq. 2.23, the two
components are related such that

FH
sume

−2πiPH
sum = (0.366)e−2πi(0.001) = (a1F

H
1 e
−2πiPH

1 + a2F
H
2 e
−2πiPH

2 ). (5.1)

In Fig. 5.5 a first model is presented. This model is based on the assumption that
the intercalation is composed of a first Ge layer having the same dSi−Ge and the
same Ge vertical spread as that in the n-type phase. Hence, we impose PH

1 and FH
1

of Ge1 equal to 0.001 and 0.835, respectively. We also consider the abundance of the
Ge atoms in the two layers equal (a1 = a2 = 0.5). Consequently, PH

2 and FH
2 of Ge2

must be 0.501 and 0.103, as visualized in the Argand Diagram. In this situation,
the interface is formed by a first ordered layer of Ge (Ge1) at 2.419 Å with respect
to the top Si atoms, and by a second layer of Ge (Ge2) with a vertical distance of
1.258 Å from Ge1 (dGe1−Ge2). However, its FH

2 is very low, which is very unlikely
since it indicates the presence of an incoherent layer, and therefore, this model is
excluded.

Ge2 a2 = 0.50 a2 = 0.45 a2 = 0.40 a2 = 0.35 a2 = 0.30
PH

2 0.501 0.501 0.501 0.501 0.501
FH

2 0.103 0.207 0.338 0.505 0.728

Table 5.2: The coherent fraction FH2 of Ge2 as a function of the abundance a2 for
p-type Ge-QFMLG.
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Figure 5.5: The model A for p-type Ge-QFMLG is presented. On the left side of
the panel the Argand diagram of Ge (black cross) is depicted considering PH and FH

(orange point and arrow) of Ge1 and Ge2 shown in the tables. The vertical distances
are summarized in the sketch on the right side.

Further models are developed based again on the assumption that PH
1 and FH

1 of
Ge1 are essentially equal to the values obtained for the n-type phase. However, in
contrast to the previous model the quantity of Ge atoms in the two layers is dif-
ferent (a1 6= a2). If we consider that the Ge atoms in n-type Ge-QFMLG partially
sublimate upon annealing, the intercalation is incomplete. As a consequence, the
interaction between the graphene layer and the Ge layer is not homogenous, yielding
a buckling of the graphene layer as indeed indicated by the detected low FH (0.553).
From Ref. [10], it is known that the amount of Ge in the p-type phase is approx-
imately doubled than that in the n-type phase. In this context, we assume that
this abundance difference is distributed such that a part of Ge is located in the first
layer (Ge1) until saturation is reached, and the remaining Ge arranges in a second
layer (Ge2) on top of the previous one. According to Eq. 5.1, when changing the
values of a1 and a2, only FH

2 of Ge2 will be affected, while PH
2 remains stable since

Ge1 and Gep show the same phase (equal PH = 0.001). Tab. 5.2 shows the possible
FH

2 values obtained in the 0.30 < a2 < 0.50 range. For a2 < 0.30, the resulting
FH

2 has no physical meaning (above 1). We find that the vertical spread of Ge2 is
proportional to its abundance. Within this model, the intercalation is composed of
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5 Germanium-Intercalated Graphene

a complete layer Ge1 at 2.419 Å with respect to the top Si atoms, and of a partially
incomplete second layer Ge2 at 1.258 Å with respect to Ge1 (right side Fig. 5.5).
However, the FH

2 value remains unknown. dGr−Ge2 is 3.785 Å, which is larger than
that measured for the n-type phase. Consequently in terms of residual interaction,
the Van der Waals overlap ∆ decreases from +0.32 to +0.03 Å from n-type Ge-
QFMLG to p-type Ge-QFMLG, indicating that the graphene layer is less affected
by the interface, as also suggested by the larger FH of the graphene layer detected
in p-type Ge-QFMLG (0.717) compared to the one detected in n-type Ge-QFMLG
(0.556).

5.5 Summary and Conclusion

In conclusion, we have investigated Ge-QFMLG on 6H-SiC(0001) using the NIXSW
technique. By annealing up to 920◦ C, the n-type phase is achieved in which the
intercalation is formed by a well-ordered layer of Ge atoms at a vertical distance
of 2.419 ± 0.012 Å with respect to the top Si atoms of the SiC crystal. On the
other hand, in the p-type phase the larger graphene adsorption height indicates
that the Ge atoms arrange in more than one layer at the interface. However, since
no chemical shift is detectable in the Ge 3d core level spectra, the vertical distances
of Ge in the layers cannot be resolved. In terms of residual interaction, the van
der Waals overlap of +0.32 Å together with a considerable buckling of the graphene
layer suggest that the graphene layer in the n-type phase is not completely decoupled
from the substrate and thus some interactions are still present at the interface. In
contrast, according to our structural models, the van der Waals overlap in p-type
Ge-QFMLG is approximately equal to the graphene adsorption height, indicating
that the graphene layer is better decoupled. However, in order to fully reveal the
multilayered structure of the Ge intercalation, additional NIXSW data considering,
for example, the (00012) reflection of 6H-SiC(0001), and/or reflectivity experiments
are needed to draw definitive conclusion.
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6 Nitrogen Doping of Graphene

6.1 Introduction

After a decade of intense research, the lack of a band gap in pristine graphene still
prevents its full application in the semiconductor industry. For example, graphene-
based materials do not show the excellent switching capability which is a necessary
prerequisite for their integration in electronic devices. Therefore, opening a sizeable
and well-tuned bandgap in graphene is a significant challenge for graphene-based
electronic devices. One way to achieve this is by substitution of heteroatoms into
the graphene lattice.

Because carbon and nitrogen are neighbours in the preiodic table, doping graphene
with nitrogen has been intensively investigated [11, 84–86]. Several studies focus
on the methods to produce N-doped graphene and its characterization. For exam-
ple, an STM-based study shows that the nitrogen dopants are indeed present in the
graphene layer and that they assume different configurations [86]. XPS measure-
ments confirm the presence of several chemical states in the nitrogen core-level [11].
However, the influence of nitrogen doping on the structural properties of graphene
has not been explored yet. Furthermore, the precise identification of these nitrogen
species, i.e. are they located in the graphene honeycomb lattice, in the interface or
in the near-surface bulk of the substrate, are of importance when using graphene
for electronic applications. A comparative study of the doping process on different
graphene systems is published in: Structural and Electronic Properties of Nitrogen-
Doped Graphene and summarized in the following in order to investigate these key
factors.

By means of the NIXSW technique, we are able to correlate each chemical state,
detected in the N core-level spectra, with its vertical distance, demonstrating that
the nitrogen dopants are indeed in the graphene plane. However, a substantial part
of the nitrogen atoms also affects the environment. In order to evaluate the role
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of the interface and the substrate, we compare N-doped H-QFMLG and N-doped
EMLG both on 6H-SiC(0001). The effectiveness of the doping is confirmed by
ARPES measurements. Although both systems are quantitatively equally doped,
the doping mechanisms differ. As the BL is inert against the doping, EMLG is only
doped by the substituted nitrogen atoms in the graphene layer. In contrast, the
nitrogen in H-QFMLG, partially replacing the hydrogen at the intercalation, injects
charge carriers (’proximity doping’) and degrades the graphene layer in terms of an
increased layer corrugation. These surprising results show that the type of interface
affects the doping process as well as that the substrate has a strong influence on the
doping effectiveness.

6.2 Reprint of Physical Review Letters 116,

126805 (2016)

The following paper with the title Structural and Electronic Properties of Nitrogen-
Doped Graphene [87] Copyright 2016 by the American Physical Society contains the
following contributions from the authors:

The research has been conceived and designed by J. Sforzini, F. C. Bocquet, and F.
S. Tautz.

The samples, H-QFMLG and EMLG on 6H-SiC(0001), have been prepared by A.
Stör, S. Link and U. Starke.

The DFT calculations of the graphene bands have been performed by P. Hapala and
P. Jelínek.

The experiments have been carried out at the Science and Interface beamline (Dia-
mond Light Source) by J. Sforzini, and F. C. Bocquet with the support of M. Švec,
S. Soubatch, M. Franke, G. van Straaten and T-L. Lee, who has also set up the
beamline.

The experimental data have been analyzed by J. Sforzini with the support of F. C.
Bocquet and F. S. Tautz.

The interpretation of the results has been developed in discussion between J. Sforzini,
F. C. Bocquet, M. Švec and F. S. Tautz.

The paper has been written by J. Sforzini, F. C. Bocquet and F. S. Tautz.
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We investigate the structural and electronic properties of nitrogen-doped epitaxial monolayer graphene
and quasifreestanding monolayer graphene on 6H-SiCð0001Þ by the normal incidence x-ray standing wave
technique and by angle-resolved photoelectron spectroscopy supported by density functional theory
simulations. With the location of various nitrogen species uniquely identified, we observe that for the same
doping procedure, the graphene support, consisting of substrate and interface, strongly influences the
structural as well as the electronic properties of the resulting doped graphene layer. Compared to epitaxial
graphene, quasifreestanding graphene is found to contain fewer nitrogen dopants. However, this lack of
dopants is compensated by the proximity of nitrogen atoms at the interface that yield a similar number of
charge carriers in graphene.

DOI: 10.1103/PhysRevLett.116.126805

The discovery of graphene and its exceptional properties
has triggered very active research on this material [1,2].
One strong focus has been aiming at modifying graphene’s
electronic properties for device applications [3].
Substituting the carbon atoms (C) by other elements is
one way to dope the layer. To date, nitrogen (N) belongs to
the most studied dopants for graphene [4–6]. This is
demonstrated by the remarkable performance improve-
ments resulting from the use of N-doped graphene-based
components in, e.g., lithium-ion batteries [7], ultracapaci-
tors [8,9], fuel cells [10], and field-effect transistors
[11,12]. However, our understanding of the doping process
at the atomic level is still in its infancy. It is suspected that N
incorporation alters the structure of graphene and degrades
its quality [13,14], while other factors, such as the effects of
the underlying support (i.e., the substrate and possibly an
interface layer) on the doping, remain largely unexplored.
In this Letter, we study the effects of N doping on the

structural and electronic properties of graphene, with
particular emphasis on the influence of the support on
the doping. To this end, N-doped epitaxial monolayer
graphene (EMLG) and H-intercalated quasifreestanding
monolayer graphene (QFMLG), both grown on
6H-SiCð0001Þ, are investigated by the normal incidence
x-ray standing wave (NIXSW) technique, which deter-
mines the vertical positions of the individual chemical

species in the near surface region. The effects of the
structural changes on the electronic bands are checked
by angle-resolved photoelectron spectroscopy (ARPES)
and density functional theory (DFT). We find that the
support dramatically influences how much N, as well as
how N, incorporates in graphene, which in turn affects the
dopant-induced band broadening. In the case of EMLG, the
support itself remains structurally intact after the doping. In
contrast, the QFMLG/SiC interface becomes N doped, and
consequently graphene is pushed locally by the N atoms
away from the H terminated SiC substrate and buckles.
Furthermore, the interaction with the thus doped interface
provides additional charge carriers to graphene in QFMLG.
The samples were prepared following the procedure

described in Ref. [15]. The in situ N doping and the x-ray
measurements were performed at the I09 beam line,
Diamond Light Source [16]. Before doping, the absence
of N from the sample surfaces was confirmed by x-ray
photoelectron spectroscopy (XPS). The EMLG and
QFMLG were doped by exposing the samples (at room
temperature) to 100 eV Nþ ions for 4 min and annealing at
1200 and 1000 K, respectively. The N2 pressure during the
ion implantation did not exceed 6 × 10−7 mbar. The
absence of point defects induced by this implantation
method has been checked by scanning tunneling micros-
copy (STM) for annealing temperatures as low as 1000 K.
Furthermore, we confirmed the stability of the H inter-
calation layer at 1000 K in QFMLG using ARPES. Higher
doping levels were achieved for EMLG and QFMLG
by repeating this procedure. A sample with only a buffer
layer (BL) was also studied as a reference.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
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We first present the structures of N-doped graphene as
determined by the NIXSW technique. We measured a set of
XPS spectra (C 1s, Si 2p, N 1s) over a photon energy range
of 2 eV around the (0006) Bragg energy (2462 eV) of
6H-SiC. Fitting the photoelectronyield (EY) as a function of
the photon energy with theory [17] determines two param-
eters for each chemical component of a core level: the
coherent position PH and the coherent fraction FH, which
represent the position of the emitter between two Bragg
planes and its spread perpendicular to the planes, respec-
tively. Knowing the Bragg plane spacing of theH ¼ ð0006Þ
reflection of the 6H-SiC crystal (dH ¼ 2.517 Å), the
possible vertical positions zX of each component X with
respect to the topmost Si layer can be calculated by
zX ¼ ðnþ PH

X − PH
SiÞ × dH, where n is an integer, PH

X and
PH
Si are the coherent positions of the componentX and of the

top fewSi layers, respectively. The results for Si 2p andC 1s
of the undoped samples, neglecting nondipolar effects [18]
and summarized in Table I, are in excellent agreement with
the literature [19].
In Figs. 1(a)–1(c), N 1s spectra are shown for the BL,

EMLG, and QFMLG samples after 4 min of doping. The
spectra of the three samples present different sets of
components, revealing the distinct chemical states of N.
The EY curves of the different N 1s components together
with their best fits are displayed in Figs. 1(d)–1(f). Using
the vertical positions derived from the NIXSW technique,
summarized in Table I, we will show below that these
chemical components can be associated with N incorpo-
ration into the different constituents of the samples.
Before considering the results for EMLG and QFMLG, it

is worth studying the effect of N doping on the BL sample,
because the buffer layer on SiC is also the support for
graphene in EMLG. The N 1s spectrum of the BL
[Fig. 1(a)] exhibits a main component at 397.5 eV and a
shoulder at 399.7 eV. The main component is also present

for the EMLG and QFMLG samples [Figs. 1(b) and 1(c)].
The NIXSWanalysis of this component for the three doped
samples renders a common coherent position PH

NSiC
of

0.66� 0.01 [Figs. 1(d)–1(f)], which does not match the
vertical positions of any of the C or intercalation layers. As
only the SiC substrate is common to all three samples, and
since the binding energy of 397.5 eV agrees with the
previous measurements on N-doped bulk SiC [22], we
assign this N 1s component to N atoms that have diffused
into the substrate during annealing, or that were directly
implanted into the bulk during sputtering, designated asNSiC

in the following. NSiC is found to be 0.21� 0.09Åbelow the
C planes in the bulk (CSiC). A further interpretation of its
exact position is beyond the scope of this Letter. Besides the
common component NSiC, the spectrum of the doped BL
sample exhibits a shoulder at a binding energy of 399.7 eV
[Fig. 1(a)], which has also been observed in heavily doped
SiC [22]. Moreover, it is found that the BL vertical position
(zCBL

¼ 2.30� 0.02 Å before and 2.28� 0.02 Å after dop-
ing) and its buckling (FH

CBL
¼ 0.77� 0.04 to 0.74� 0.04)

are hardly affected by the doping. This suggests that N
dopants are unstable in the BL and tend to diffuse into the
SiC substrate upon annealing, leaving the BL intact.
The N 1s spectra for both EMLG and QFMLG

[Figs. 1(b) and 1(c)] show features at binding energies
between 3 and 5.5 eVabove NSiC. A closer look at Fig. 1(b)
for EMLG reveals that more than one component is
necessary to fit this peak. We present a fit result with
three components at 400.7, 401.8, and 403.1 eV. Although
their chemical states are different, the three N species
share the same vertical position PH

Ngr
¼ 0.31 (also when

assuming a two-component model) and a high degree of
ordering along the vertical direction, FH

Ngr
¼ 0.76� 0.17

(Table I). The sum of the three components is represented
by the bottom EY curve in Fig. 1(e). Converting PH

Ngr
to

TABLE I. Summary of NIXSW results before and after 4 min of doping. For CSiC and NSiC, the z value is given for n ¼ −1. The error
bar on FH is 0.04, and 0.17 for C 1s, and N 1s components.

Pristine BL EMLG QFMLG

PH FH zðÅÞ PH FH zðÅÞ PH FH zðÅÞ Error ðÅÞ
Si 0.03 1.31 0 0.04 1.33 0 0.03 1.31 0
CSiC 0.75 1.10 −0.70 0.76 1.04 −0.68 0.75 0.99 −0.71 �0.01
CBL 0.94 0.77 2.30 0.97 0.53 2.37 �0.02
Cgr 0.29 1.01 5.67 0.73 0.68 4.28 �0.01

Doped BL EMLG QFMLG

Si 0.04 1.33 0 0.03 1.31 0 0.03 1.31 0
CSiC 0.76 1.07 −0.70 0.76 1.03 −0.69 0.76 1.01 −0.70 �0.01
CBL 0.94 0.74 2.28 0.98 0.41 2.37 �0.02
Cgr 0.28 1.13 5.65 0.84 0.52 4.56 �0.01
NSiC 0.67 0.97 −0.91 0.66 0.79 −0.94 0.65 0.29 −0.96 �0.09
Ngr 0.31 0.76 5.72 0.82 0.75 4.49 �0.05
Nint 0.11 0.98 2.71 �0.04
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zNgr
, we find that with n ¼ 2 the height of the three species

(zNgr
¼5.72�0.05Å) corresponds to the graphene vertical

position [see Fig. 2(a)], which is not affected by the doping
(zCgr

¼ 5.67� 0.01 Å before and 5.65� 0.01 Å after N
doping). We therefore attribute the three N 1s components
to N atoms incorporated into the graphene layer (Ngr) of
EMLG. The NIXSW analysis of the BL in the EMLG
sample shows that it remains unperturbed after N implan-
tation [see Table I and Fig. 2(a)], as also observed above for
the BL sample. Therefore, doping the EMLG with N does
not affect the overlap of the van der Waals (vdW) radii or
the interaction between the graphene layer and its support.
We note that a recent combined XPS and STM study [23]

reported a nearly identical N 1s line shape as observed here
for a N-doped mixture of mono- and bilayer graphene on
6H-SiC, where Ngr was modeled with two components
associated with the graphene multilayer. This peak assign-
ment is incompatible with the present NIXSW analysis,
which shows that all Ngr components share the same
vertical position. However, a key observation offering a
plausible interpretation of the line shape of Ngr comes from
the STM results in Ref. [23], which reveal a mixture of
single N atoms and aggregates of two N atoms (mostly in a
metaconfiguration) for the doping concentrations relevant
to the present XPS and NIXSW experiments. We therefore
assign the multiple Ngr components to single N atoms as
well as to aggregates of two or more N atoms in graphene.
We now turn to QFMLG. In contrast to EMLG,

after doping QFMLG, its graphene layer is pushed
up significantly from zCgr

¼4.28�0.01Å to 4.56� 0.01Å

[see Table I and Fig. 2(b)]. The analysis of the EY curve for
the N 1s component at 400.6 eV [Fig. 1(c)] yields a vertical
position of zNgr

¼ 4.49� 0.05Å that is comparable to zCgr
of

the doped graphene layer. One can therefore associate this
component with the N implanted in graphene (Ngr).
However, unlike doped EMLG, where multiple Ngr com-
ponents are present [Fig. 1(b)], Ngr of doped QFMLG
represents a single type of dopant, as evidenced by the
well-defined N 1s component at 400.6 eV, which has the
same binding energy as the main component of Ngr in
EMLG (indicating that this dopant configuration is least
dependent on the choice of support). Furthermore, by
comparing the intensity of Ngr, normalized to the intensity
of the graphene component in the C 1s core level, we find
that there are twice less N atoms substituting C in the
graphene honeycomb lattice of QFMLG than in that of
EMLG, for the same N sputter conditions.
In addition to NSiC and Ngr, doped QFMLG exhibits a

third N 1s component at a binding energy of 393.7 eV
[Fig. 1(c)]. Our NIXSWanalysis shows that this component
Nint, which yields a vertical position zNint

¼ 2.71� 0.04Å,
can be best interpreted as N atoms replacing some of the H
atoms within the intercalation layer. Because of its larger
atomic size, Nint is situated at a higher position than that
expected for H (zH ¼ 1.5Å) [24], leading to the above-
mentioned elevation of graphene after the doping. Note,
however, that graphene is lifted less (0.28 Å) than the H to N
height difference (1.21 Å). This means that locally the vdW
radii of the doped graphene layer and the intercalated N
atoms must overlap. As we will see below, this has an
important consequence for the electronic properties of N-
doped QFMLG.Also note that the concomitant reduction of

(a) (d)

(b) (e)

(c) (f)

FIG. 1. N-doped samples after 4 min of N ion bombardment
and annealing. N 1s XPS spectra for (a) the BL, (b) the EMLG,
and (c) the QFMLG. The spectra were fitted using symmetrical
Voigt line shapes. The experimental data points are shown as
black dots, and the envelope as a black line. NSiC is displayed in
orange, Ngr in blue, and Nint in red. The corresponding EY curves
are displayed in panels (d)–(f) with their best fits. The EY curves
of Ngr and Nint are offset for clarity.

(b)

(a)

FIG. 2. Summary of the vertical positions (in Å) measured by
the NIXSW technique for each atomic species in (a) EMLG and
in (b) QFMLG, before and after N doping.
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the graphene coherent fraction from FH
Cgr

¼ 0.68� 0.04 to

0.52� 0.04upondoping is an indication that the graphene is
now buckled. Our result thus shows that, while pristine
QFMLG exhibits the weakest coupling with the substrate
[24], its structure is more affected by N doping than that of
EMLG. We stress that considering the low concentration of
N and the stability of the intercalated H at 1000K, as proven
by the presence of the Dirac cone after annealing [Figs. 3(e)
and 3(f)], a scenario in which H is either fully desorbed or
fully replaced by N can be excluded.
Having established the structural modifications of gra-

phene under N doping, we now discuss the effects on its
electronic properties. ARPES spectra measured around the
K̄ point of EMLG and QFMLG are shown in Fig. 3 for
pristine graphene and for two doping steps. As expected, the
Dirac point of the pristine EMLG is found about 0.4 eV
below the Fermi edge [15]. The first doping step of 4 min
shifts the Dirac cone towards higher binding energies by
0.2 eV, which corresponds to a carrier density increase of
1.4 × 1013 cm−2 [25]. It thus confirms that the N incorpo-
ration into the graphene sheet has led to n-type doping.
Further doping continues to increase the carrier density, but
at a lower rate: 0.9×1013 cm−2 over the next 4min of doping
[Fig. 3(c)]. QFMLGpresents similar results: 1.2×1013 cm−2

and 0.6 × 1013 cm−2 increases for the first and second
doping steps, respectively. Besides doping graphene, the
introduction of dopants in the lattice also induces a broad-
ening of the π band after each doping step. We note,
however, that this broadening is more pronounced for

EMLG than for QFMLG. As demonstrated in Ref. [23]
and confirmed by STM in the present work for surfaces
annealed to 1000 K (not shown), the method used here for
doping does not introduce any defects in the graphene lattice
other than substitutional N dopants. Therefore, the band
broadening cannot stem from a defective lattice.
To better understand the origin of this broadening, we

simulated the effects of N doping on the band structure of
graphene. We performed total energy DFT [26] simulations
on a (12 × 12) supercell of freestanding graphene contain-
ing three randomly distributed N substitutional dopants in
the lattice. Four different dopant configurations have been
included, and one example is given in Fig. 4(c). After
relaxing the geometric structure, the band structure of the
supercell is projected onto the first Brillouin zone for a
direct comparison with the experimental data [27]. The
results are shown in Fig. 4. Each of the four dopant
configurations yields a slightly modified band structure
with a band gap smaller than 0.1 eVand a slightly different
downward energy shift of about 0.2 eV with respect to the
pristine graphene. Superimposing them results in an effec-
tive broadening of the π band of graphene, without opening
a sizable band gap. We therefore attribute the band broad-
ening observed in the experimental ARPES data shown in
Fig. 3 to the random N substitution in the graphene lattice.
From our combined study, an understanding of how the

various N species contribute to the doping of graphene can
be reached: For the same sputtering conditions, XPS reveals
that the total amount of N incorporated in the graphene
lattice (Ngr) of QFMLG is only half of that of EMLG, while
ARPES shows comparable increases of carrier densities for
the two samples. This indicates that N atoms substituting
hydrogen at the interface ofQFMLG (Nint) also contribute to
the doping. This is consistentwith the strong overlap of vdW
radii between graphene and Nint that is observed by NIXSW
for QFMLG. In contrast to EMLG, where Ngr contains
multiple components but no N exists in the BL, the addi-
tional doping induced by Nint in QFMLG allows the same

(a) (b) (c)

(d) (e) (f)

FIG. 3. ARPES spectra of theEMLG(a)–(c) andQFMLG(d)–(f)
valence measured around the K̄ point in the Γ̄ K̄ direction of the
grapheneBrillouin zonewith aHeIα radiation for (a) and (d) pristine
graphene, (b) and (e) after 4min, (c) and (f) after 8min doping. The
Fermi andDirac energies are represented by dashed and solid lines,
respectively. In panels (d)–(f) and (a)–(c) the UV lamp is installed
in and out of the scattering plane, respectively.

(a) (b) (c)

FIG. 4. (a) Simulated ARPES spectrum of a freestanding
graphene layer, relaxed in a12 × 12 supercell. (b) Superimposition
of four simulated ARPES spectra of differently N-doped free-
standing graphene supercells. (c) Sketch of one of the N-doped
supercells used in (b). The N atoms are highlighted by red circles.
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number of charge carriers to be generated, albeit with fewer
substitutional dopants in graphene that are, moreover, of a
single type only, both of which in turn reduce the π-band
broadening of QFMLG in ARPES.
To conclude, we find clear evidence that the support has

multiple influences on the doping of a graphene layer. It
affects the quantity as well as the variety of dopants created
in the honeycomb lattice. Furthermore, we show that the
support can host foreign species that make an additional
contribution to the doping of graphene.
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7 Boron Doping of Graphene

7.1 Introduction

In the previous chapter, details of the n-type doping of graphene have been pre-
sented. By substituting heteroatoms into the graphene lattice with less valence
electrons than carbon, p-type doping is achieved. Also, p-type doped graphene, for
example through boron substitution, gives rise to useful applications [13]. How-
ever, during the last years the boron doping of graphene has not received as much
consideration as the nitrogen doping, mostly because of the difficult synthesis of
boron-doped graphene [88].

Recently, Telychko et al. reported a simple method to prepare high-quality boron-
doped graphene on SiC [71]. After the bare 6H-SiC(0001) is cleaned, boron atoms
are deposited on the surface and graphene growth is achieved by thermal annealing.
The authors carried out extensive investigation using the STM technique, demon-
strating that the boron dopants are homogeneously distributed in the graphene
lattice. However, before using boron-doped graphene obtained with this method
in electronic applications, knowledge regarding the chemical environment of the
dopants is necessary. The experimental results reported in: Trasformation of metal-
lic boron into substitutional dopants in graphene on 6H-SiC(0001) contributes to
this knowledge.

The growth of B-doped EMLG on 6H-SiC(0001) is followed by XPS and NEXAFS in
order to investigate the mechanism of boron incorporation into the graphene lattice.
An important question is whether they also affect the interface and substrate. The
observed two distinct boron chemical states suggest that a fraction of the boron
atoms diffuse into the SiC substrate upon annealing, while the remaining part is
successfully incorporated into the carbon lattice. However, as no chemical shift is
detected between the BL and EMLG surfaces, the dopants are incorporated into both
lattices with the same chemical bonding. The NEXAFS experiments, supported by
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7 Boron Doping of Graphene

DFT calculations, demonstrate that the dopants effectively participate in the valence
electronic states of graphene.

7.2 Reprint of Physical Review B 93, 041302(R)

(2016)

The following paper with the title Trasformation of metallic boron into substitutional
dopants in graphene on 6H-SiC(0001) [89] Copyright 2016 by the American Physical
Society contains the following contributions from the authors:

The STM image has been acquired by M. Telychko, M. Švec and P. Jelínek.

The DFT calculations of the graphene structure and adsorption spectra have been
performed by O. Krecjčí and P. Jelínek.

The experiments have been carried out at the Material Science beamline by J.
Sforzini, M. Telychko, M. Švec and F. C. Bocquet with the support of M. Von-
dráček.

The experimental data have been analyzed by J. Sforzini with the support of F. C.
Bocquet and F. S. Tautz.

The interpretation of the results has been developed in discussion between J. Sforzini,
F. C. Bocquet, M. Švec and F. S. Tautz.

The paper has been written by J. Sforzini, F. C. Bocquet and F. S. Tautz.
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We investigate the development of the local bonding and chemical state of boron atoms during the growth
of B-doped graphene on 6H -SiC(0001). Photoemission experiments reveal the presence of two chemical states,
namely, boron in the uppermost SiC bilayers and boron substituted in both the graphene and buffer layer lattices.
We demonstrate the participation of the dopant in the π electron system of graphene by the presence of the π∗

resonance in the near edge x-ray adsorption fine structure (NEXAFS) recorded at the B K-edge. The experimental
findings are supported by NEXAFS simulations.

DOI: 10.1103/PhysRevB.93.041302

In recent years, graphene has attracted a considerable
interest because its physical properties make it suitable for,
among others, spintronic devices [1] and transistors [2]. It is
well known that covalent and noncovalent modifications of
graphene can lead to an enhancement of its magnetic and
electrical properties and, consequently, to an improvement
of graphene-based devices [3]. For example, substitutional
doping, i.e., the replacement of a C atom by a heteroatom in the
graphene lattice, is one way to tune the intrinsic properties of
graphene. Doped graphene can be used in supercapacitors [4],
batteries [5], electrocatalysts [6], and as support for alternative
energy devices [7]. While n-doped graphene, mostly made
through substitutional N doping [8], is extensively studied,
p-doped graphene, e.g., with B, has been less explored
experimentally [9].

In our previous work [10] we demonstrated by scanning
tunneling microscopy (STM) that, using a suitable doping
procedure, the B dopants are homogeneously distributed in the
graphene layer. However, STM experiments do not provide any
information on their chemical states in terms of local bonding,
their activation, and whether the doping procedure itself
influences the substrate underneath the graphene layer. In this
Rapid Communication, we present a detailed spectroscopic
study of the growth of B-doped graphene on 6H -SiC(0001)
obtained by depositing B on SiC prior to graphene formation.
In contrast to other methods already proposed [11–15], in
which either exfoliated graphene or chemical vapor deposition
is employed, this preparation ensures a simple routine free
of any precursors to achieve high-quality B-doped graphene.
We find that the B atoms are incorporated in an identical
chemical environment into the graphene layer as well as into
the buffer layer, exhibiting the same local structure in both
lattices. Moreover, the dopants become part of the π system of

*f.bocquet@fz-juelich.de

Published by the American Physical Society under the terms of the
Creative Commons Attribution 3.0 License. Further distribution of
this work must maintain attribution to the author(s) and the published
article’s title, journal citation, and DOI.

graphene and are thus activated. Our experimental results are
supported by theoretical calculations. We also show that part
of the B diffuses into the SiC bulk.

The experiments were carried out at the Materials Science
Beamline at the Elettra Synchrotron. The Si-rich (3×3) surface
reconstruction of SiC was prepared by 30 min of annealing at
900 ◦C under a flux of Si atoms until a sharp and intense
low electron energy diffraction (LEED) pattern was obtained.
The doping was achieved by depositing B for 1 min from
an e-beam evaporator keeping the substrate at 900 ◦C. The
B-doped graphene layer was then prepared from the (3×3)
reconstruction by annealing slowly for approximately 10 min
in 50 ◦C steps up to 1150 ◦C. The growth was monitored
by LEED, x-ray photoelectron spectroscopy (XPS), and near
edge x-ray adsorption fine structure (NEXAFS). The XPS and
NEXAFS spectra were recorded with a Specs Phoibos 150
hemispherical electron energy analyzer. The angle between the
beamline axis and the analyzer is 60◦. We used the following
measurement geometries: a grazing incidence geometry (GI),
in which the angle between the incident x-ray beam and the
surface normal is 60◦ for XPS and 80◦ for NEXAFS, and
a normal incidence geometry (NI) for NEXAFS only. The
XPS spectra were recorded with photon energies of 400,
250 and 150 eV for C 1s, B 1s, and Si 2p, respectively.
The binding energies (BEs) were calibrated by measuring the
Fermi edge on a tantalum foil. The NEXAFS spectra were
acquired at the C and B K-edges using KLL Auger yields.
For B, the NEXAFS data were normalized to the intensity
of the photon flux (measured by a high transmission gold
mesh) and subtracted by the background (clean sample). For
C, the intensity normalization was not possible because of
the mesh contamination and only the background subtraction
was applied. STM images were acquired in ultrahigh vacuum
and at room temperature using a tungsten tip. In order
to confirm the interpretation of the experimental NEXAFS
spectra, simulations were performed with the transition po-
tential method [16,17] built within the GPAW code [18,19]
and with the spin-polarized general-gradient approximation
(GGA) exchange-correlation functional of Perdew, Burke, and
Ernzerhof (PBE) [20]. The simulated spectra were broadened
by a Lorentzian and a Gaussian of full width at half maximum

2469-9950/2016/93(4)/041302(4) 041302-1 Published by the American Physical Society
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FIG. 1. STM topography images of B-doped bilayer graphene
obtained with a bias voltage of −0.8 V and with a tunneling current
of 0.3 nA.

(FWHM) 0.1 and 0.5 eV, respectively. The Gaussian FWHM
was linearly increased from 0.5 to 10 eV for photon energies
from 187 to 207 eV. The structure of freestanding B-doped
graphene was optimized with density functional theory (DFT)
via the FIREBALL DFT code [21,22].

Figure 1 shows STM images of the doped graphene layer
prepared using the method described above. The images are
recorded in a bilayer region for better visualization of the B
dopants, but we have checked that B atoms show the same
incorporation behavior also in single layer graphene. The B
atoms, seen as red-orange dots in the image, are present in
the graphene layer with a concentration of (0.13 ± 0.03)%
and are homogeneously distributed. In order to study whether
the B atoms are incorporated into the graphene lattice and
to find out if the doping also affects the substrate, we turn to
photoemission experiments and take advantage of its chemical
sensitivity to follow the mechanism of the incorporation of B
into the graphene lattice.

Figure 2 shows the XPS spectra of C 1s [Fig. 2(a)] and B 1s

[Fig. 2(c)] core levels at each annealing step during graphene
growth, accompanied by the corresponding LEED patterns
[Fig. 2(b)]. For the clean Si-rich (3×3) reconstruction a single
C 1s component at a BE of 282.7 eV is observed. It corresponds
to C in the bulk of SiC (CSiC). After depositing the B atoms, a
peak at 187.5 eV is detected in the B 1s spectra. The annealing
step at 950 ◦C does not affect this peak. Since its BE is found
to be the same as the one reported for metallic B [23] and
since LEED still presents a sharp (3×3) pattern, we assign this
peak to unreacted B present at the surface (B(3×3)). We note in
passing that due to previous preparations, a small quantity of
B(3×3) is detectable on the clean (3×3) reconstruction.

After annealing at 1000 ◦C, a mixture of the Si-rich
(
√

3×√
3)R30◦ and the C-rich (6

√
3×6

√
3)R30◦ (the so-

called buffer layer, BL) reconstructions is observed. The
distinct band bendings of the two new reconstructions, simulta-
neously present at this annealing temperature only, broaden the
CSiC peak and shift it towards higher BE [24], since now two
distinct signals contribute to it: bulk C below the Si-terminated
(
√

3×√
3)R30◦ at 283.2 eV, present only at this annealing step,

and second, bulk C below the C-terminated (6
√

3×6
√

3)R30◦
at 284 eV, detected also after annealing to higher temperatures.
The formation of the BL, a carbon layer covalently bonded
to the topmost Si atoms, stemming from the depletion of Si

FIG. 2. The XPS spectra of (a) C 1s and of (c) B 1s measured
with a photon energy of 400 and 250 eV, respectively, are shown for
each annealing temperature. The corresponding LEED images are
displayed in (b).

atoms at high temperature [25] and present only on parts of
the surface, produces the peak at 285.3 eV, labeled CBL.

At the same annealing step, the B 1s spectrum clearly
shows a chemical change, resulting in the appearance of several
features. We attribute the central peak at 189.8 eV to an in-
termediate state related to the (

√
3×√

3)R30◦ reconstruction,
as it appears only at this annealing temperature. The peaks at
188.6 (BSiC) and 190.8 eV (BC), observed until the final step
of graphene formation, must be related to the growth of the
C-rich (6

√
3×6

√
3)R30◦ reconstruction, as no band bending

induced shift of these peaks is observed between 1000 and
1150 ◦C. The peak at lower BE, BSiC, detected also in spectra
of SiC-B composite powders [26], shows that part of the
deposited B in the C-rich region diffuses to the SiC bulk. Our
results suggest that this diffusion only occurs at temperatures
high enough for the BL to form. The peak at higher BE, BC,
indicates the participation of B in the formation of the BL
sp2/sp3 lattice.

At higher annealing temperatures (from 1050 to 1150 ◦C)
the BL, in which part of the B is incorporated, transforms into
epitaxial graphene, yielding a new component, Cgr, at 284.7 eV
in the C 1s core level spectra [Fig. 2(a)]. This proceeds as a
new BL grows underneath. As this process does not affect
the B 1s chemical environment, no shift of either BSiC or BC

is observed [Fig. 2(c)]. The BSiC intensity decreases with the
annealing temperature, which can be explained by a further
diffusion of B into the SiC bulk and/or by an attenuation of the
signal due to the carbon layers (BL and graphene). In contrast,
the BC intensity is constant, suggesting that the B atoms in the
graphene and BL lattices are thermally stable.
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FIG. 3. The NEXAFS difference spectra measured in the GI
(continuous line) and the NI geometries (dotted line) of (a) C K-edge
and (b) B K-edge are shown for each annealing temperature.
The corresponding spectra of the (3×3) reconstruction have been
subtracted. The top black curves in (b) present the calculated
B K-edge NEXAFS spectra of B-doped freestanding graphene.

Unlike in N-doped graphene [27], there is only one local
bonding configuration between the dopant and the host lattice,
as evidenced by the single peak BC at 190.8 eV. Moreover, as
no BE shift is observed for BC between 1050 and 1150 ◦C, it
implies that B has the same chemical environment in the BL
and in graphene.

In order to determine this chemical environment, we
have carried out NEXAFS experiments, which allow us to
distinguish between the sp2 and sp3 hybridizations of B. Only
in the case of sp2 hybridization we expect a directionally
dependent π∗ resonance in our spectra. Figures 3(a) and 3(b)
show C K- and B K-edge spectra in grazing (continuous lines)
and normal incidence (dotted lines), respectively, from which
the corresponding spectra of the clean (3×3) reconstruction
have been subtracted. In the B K-edge spectrum no peak is
detected for the clean sample in either geometries (not shown).
As the (3×3) reconstruction is stable up to 950 ◦C, no features
are detected in the C K-edge difference spectra. However, in

the B K-edge difference spectra, a small peak appears in both
GI at hν = 187.7 eV and NI at hν = 190.8 eV. This peak is
related to metallic B on the Si-rich (3×3) reconstruction.

As the C-rich phase starts to evolve above the annealing
temperature of 1000 ◦C, both peaks disappear in the B K-edge
spectra, while a new one is observed at hν = 190.1 eV in GI
only. In the corresponding C K-edge spectra the transition
from the C 1s initial state to the pz orbitals (π∗ resonance)
is detected at hν = 285.5 eV. As expected, this resonance is
quenched in the NI geometry [28], but the transition from
the C 1s to the pxy orbitals (σ ∗ resonance) is visible around
hν = 292 eV in NI [29]. The simultaneous appearance of the
carbon π∗ transition, accompanied by the formation of BC and
CBL in the XPS spectra of Fig. 2, demonstrates that the peak at
hν = 190.1 eV in the B K-edge spectra is a transition from the
B 1s core level to the π system of graphene and the BL. This
shows that at least some of the B atoms are indeed incorporated
into the host lattices and participate in their π systems. This
is confirmed by the expected disappearance of this peak
in NI.

In order to support these results, the GI and NI spectra
were simulated for B-doped freestanding graphene [Fig. 3(b),
top curves]. The behavior of the calculated π∗ resonance
reproduces our experimental results. According to Ljungberg
et al. [17], the precision of the � Kohn-Sham (�KS) approach
is within 1 eV. In our case the experimental peaks are shifted
by about 1.6 eV towards higher photon energies compared
to the calculated ones. This difference can be caused by the
effect of the SiC substrate (the calculations being performed on
freestanding graphene), which shifts the core levels to higher
BE and therefore the corresponding NEXAFS transitions to a
higher photon energy.

In summary, we have investigated the chemical state of
boron, deposited on the (3×3) reconstruction, during the
growth of graphene on 6H -SiC(0001). STM experiments show
that the graphene layer is homogeneously decorated by single
B atoms. The presence of the π∗ transition in the B NEXAFS
spectra proves that the B atoms dope the graphene layer by
contributing to its π system. Moreover, B is found in a single
chemical environment in both the buffer layer and graphene
lattices. XPS measurements reveal also that a part of the
B atoms diffuse into the upper SiC bilayers. Therefore, we
conclude that this preparation is a valid method to obtain high
quality B-doped graphene.
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8.1 Introduction

Among organic compounds, metal-phthalocyanine molecules have extensively been
investigated during the last years because of their extended aromaticity and flexi-
bility in forming 2D layers [16]. Materials with added functionality beyond simple
switching, such as chemical recognition, piezoelectricity, and hysteresis can be real-
ized and employed in, e.g., organic light emitting diodes, field effect transistors and
solar cells [14, 90–92].

For the use of Pc layers in electronic and optoelectronic devices, it is important to
study and control the interaction between the layers and the metal on which they
are absorbed. In general, the device performance is related on the nature of the
interaction, i.e. chemisorptive or physisorptive, at the interface and/or on specific
contributions from, i.e. central metal or π electronic system. Thus, the presence and
behavior of the charge transfer between the molecules and the substrate must be
explored.

For this particular class of molecules two situations are feasible in the presence of
an interaction with the substrate. Since the LUMO of a Pc molecule is doubly
degenerate, as described in Sec. 3.2, both of the LUMO levels or only one level
can be involved in the charge transfer. This can easily be investigated using, for
example, the orbital tomography approach [93, 94]. However, this method is not
always available and does not perform well when the molecules are adsorbed on
a surface of (111) orientation due to the presence of many symmetry-related do-
mains.

A reasonable alternative is to study, using HREELS, the molecular symmetry re-
duction upon adsorption as it implies the activation of non-active IR vibrational
modes through i.e. degeneracy lifting. This new approach based on the analysis
of the molecule/substrate complex symmetry is presented in: Adsorption-induced
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symmetry reduction of metal-phthalocyanine studied by vibrational spectroscopy and
summarized in the following.

The symmetry and vibrational properties of PtPc and PdPc layers on Ag(111) are
investigated using HREELS. Our results show that both molecules adsorb with their
molecular plane parallel to the surface, and that there is an interaction with the sub-
strate. With the help of the surface selection rule and group theory, the symmetry
of the molecule/substrate complex is identified by analyzing the experimentally ob-
served activated dipole scattering modes. As these modes belong to the two-fold
symmetry and are coupled with the charge transfer, an unequal occupancy of the
LUMO is demonstrated.

8.2 Reprint of Physical Review B 96, 165410

(2017)

The following paper with the title Adsorption-induced symmetry reduction of metal-
phthalocyanine studied by vibrational spectroscopy contains the following contribu-
tions from the authors:

The research has been conceived and designed by J. Sforzini, F. C. Bocquet, and F.
S. Tautz.

The experiments have been carried out by J. Sforzini in the HREELS labora-
tory.

The theoretical calculations have been performed by J. Sforzini.

The data have been analyzed by J. Sforzini with the support of F. C. Bocquet and
F. S. Tautz.

The interpretation of the results has been developed in discussions between J.
Sforzini, F. C. Bocquet and F. S. Tautz.

The paper has been written by J. Sforzini, F. C. Bocquet and F. S. Tautz.
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Adsorption-induced symmetry reduction of metal-phthalocyanines
studied by vibrational spectroscopy
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Peter Grünberg Institut (PGI-3), Forschungszentrum Jülich, 52425 Jülich, Germany
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We investigate the vibrational properties of Pt- and Pd-phthalocyanine (PtPc and PdPc) molecules on Ag(111)
with high-resolution electron energy loss spectroscopy (HREELS). In the monolayer regime, both molecules
exhibit long-range order. The vibrational spectra prove a flat adsorption geometry. The redshift of specific
vibrational modes suggests a moderate interaction of the molecules with the substrate. The presence of asymmetric
vibrational peaks indicates an interfacial dynamical charge transfer (IDCT). The molecular orbital that is involved
in IDCT is the former Eg lowest unoccupied molecular orbital (LUMO) of the molecules that becomes partially
occupied upon adsorption. A group-theoretical analysis of the IDCT modes, based on calculated vibrational
frequencies and line shape fits, provides proof for the reduction of the symmetry of the molecule-substrate
complex from fourfold D4h to C2v(σv), Cs(σv), or C2 and the ensuing lifting of the degeneracy of the former
LUMO of the molecule. The vibration-based analysis of orbital degeneracies, as carried out here for PtPc/Ag(111)
and PdPc/Ag(111), is particularly useful whenever the presence of multiple molecular in-plane orientations at the
interface makes the analysis of orbital degeneracies with angle-resolved photoemission spectroscopy difficult.

DOI: 10.1103/PhysRevB.96.165410

I. INTRODUCTION

Organic molecules with π -conjugated electron systems
have been intensively studied in recent years. Apart from
a fundamental interest in their electronic properties, this
activity is motivated by the wide range of possible applications
in the fields of optoelectronics [1,2] and spintronics [3].
Among these molecules, metal-phthalocyanines (MPc), i.e.,
tetrabenzoporphyrazine macrocycles with a metal atom in
their center, play an important role, because of their planar
geometry, their thermal stability, their suitability for organic
molecular beam epitaxy, and their chemical versatility that its
brought about by very diverse central metal atoms [4]. In fact,
MPc molecules have been employed in organic light-emitting
diodes [5], field effect transistors [6,7], and solar cells [8].

The interaction of MPc with metal surfaces is interesting
both from a fundamental point of view, in particular regarding
the balance between the contributions of the central metal atom
and the π -electron system, and for applications, in which such
interfaces are the primary functional elements. For MPc with
almost filled d shells, the molecule-substrate interaction is
dominated by the chemisorptive or physisorptive interaction
of the macrocycle with the metal surface [4]. If there is a
chemisorptive contribution to this bond, this often leads to
charge transfer from the metal into the lowest unoccupied
molecular orbital (LUMO) of the molecule [4]. This is also
true in the case of PtPc and PdPc on Ag(111), as we show in
this paper.

An interesting issue in relation to the molecule-substrate
interaction in general and the charge transfer in particular is the
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symmetry of adsorbed MPc molecules. Except for a few cases,
e.g., SnPc [9], the central metal fits into the inner cavity and the
corresponding isolated MPc belongs to the D4h point group
[4]. Because of the presence of the surface, the symmetry of
the molecule is lowered to C4v . However, a further molecular
symmetry reduction to a twofold symmetry is often observed
in scanning tunneling microscopy (STM) [9–14].

The symmetry reduction of MPc molecules from fourfold
to twofold symmetry raises an intriguing question regarding
the charge transfer into the molecule. The LUMO of isolated
MPc is twofold degenerate and belongs to the irreducible
representation Eg of the D4h point group. This degeneracy is
closely related to cross-conjugation in the central porphyrazine
macrocycle of phthalocyanine molecules [4,15]. When charge
is transferred into the LUMO, two situations are conceivable:
either both orbitals remain degenerate and receive the same
amount of charge, or the degeneracy is lifted and charge is
transferred preferentially into one of the two. Degeneracy
lifting has been invoked in certain cases to explain the
symmetry reduction of MPc molecules [11,14,16], while in
other cases equal filling of both Eg orbitals was conjectured
[17], or the symmetry reduction was assigned to structural
effects [10,13,18].

At first glance, STM seems to be the method of choice
for symmetry analysis of molecular adsorbates, because any
symmetry breaking should become immediately obvious in the
image. However, in STM purely electronic as well as purely
geometric effects can both lead to a symmetry reduction in
the image, and there are only a few cases in which the origin
of the broken symmetry can be determined on basis of STM
alone (e.g., Ref. [16]). Of course, in most cases geometric
and electronic effects will be coupled to each other, because
a geometric distortion of the molecule by the influence of the
external environment will also break the electronic symmetry
within the molecule, and vice versa an electronic symmetry
reduction will generally lead to a structural distortion (Jahn-
Teller effect [16,19,20]). Yet, it is still an important question
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to ask which is the dominant of the two effects. For example, a
strong geometric distortion may lead to a negligible symmetry
breaking of electronic states.

For this reason, additional experimental methods have been
employed to settle the issue of a possible lifting of the degen-
eracy. These include core level spectroscopy [14], near-edge
x-ray absorption spectroscopy (NEXAFS) [21], or density
functional theory (DFT) [14]. Recently, also photoemission
tomography [22,23] has been applied to this problem: In the
case of FePc/Ag(111) no splitting of the LUMO was found
[17], while for CuPc/Ag(110) a clear splitting was observed
[24]. Photoemission tomography has the unique advantage
that if a degeneracy lifting takes place, the actual orientation
of the filled orbital can be determined [24]. However, this
orientational sensitivity can also be a drawback, if many
molecules with many different orientations are present at
the surface. In this case, photoemission tomography results
become difficult to analyze [17].

Here we present an approach that does not suffer from the
presence of multiple orientations, because only the internal
symmetry of the molecule-surface complex matters. Yet at
the same time, if applicable, it leads to unambiguous results
regarding electronic symmetry breaking, i.e., degeneracy
lifting. This approach is based on vibrational spectroscopy.
Specifically, we employ high-resolution electron energy loss
spectroscopy (HREELS) which in its dipole scattering mech-
anism is sensitive to infrared (IR) active vibrational modes
[25]. Due to the surface selection rule, only totally symmetric
modes of the molecule-surface complex are IR active [25].
Any reduction of the molecular point group upon adsorption
may imply that formerly inactive modes can become IR active.
Because, as mentioned above, the symmetry reduction can
be effected both by geometric and electronic effects, also the
corresponding IR activation can have these two distinct origins.
However, if additionally the line shape of an activated mode is
taken into account, it is (under favorable conditions) possible
to unambiguously link the activation of certain vibrational
modes to an electronic symmetry breaking. More specifically,
we argue here for the example of MPc molecules that if a mode
that indicates a particular symmetry reduction has a Fano line
shape, this proves an electronic contribution (i.e., degeneracy
lifting) to this symmetry reduction, because the Fano line shape
indicates an interfacial dynamical charge transfer (IDCT), and
for an IDCT to be observable in a MPc molecule, there must
exist an imbalance in the occupation of the two Eg LUMOs.
Hence, their degeneracy must be broken.

II. EXPERIMENTAL DETAILS

The experiments were performed in an ultrahigh vacuum
(UHV) system consisting of a preparation and an analy-
sis chamber equipped with low energy electron diffraction
(LEED) and HREELS. The pressures in the chambers were
4 × 10−9 and 4 × 10−10 mbar, respectively. The Ag(111)
crystal surface was prepared by Ar+ sputtering at 1 keV
followed by annealing to 730 K until a sharp LEED pattern was
observed. Thin films of PdPc and PtPc were prepared in UHV
by depositing the molecules, evaporated from a homemade
Knudsen cell, on the crystal kept at room temperature. The
sublimation temperatures were 770 K and 670 K for PdPc and

PtPc, respectively. A multilayer phase, which does not exhibit
a LEED pattern, is prepared by sublimating PtPc more than
ten times longer than the sublimation time necessary to obtain
the ordered monolayer phase. The pressure in the preparation
chamber did not exceed 1 × 10−8 mbar during sublimation.

After the layer was prepared, its long-range order was
checked by LEED. Vibrational features were recorded in
HREELS with a primary electron beam energy of 6.3 eV in
both specular and off-specular geometries. The incoming beam
is directed to the sample with an angle of 45◦ with respect
to surface normal. In the specular (off-specular) geometry
the electrons are detected at an angle of 45◦ (60◦) with
respect to the surface normal. The energy resolution, estimated
from the full width at half maximum (FWHM) of the elastic
peak, is in the range of 16–22 cm−1 (2–2.7 meV). In order
to interpret the complex vibrational spectra, we performed
theoretical calculations of isolated PtPc and PdPc molecules
using GAUSSIAN [26]. The DFT calculations of their electronic
structure and of their vibrational eigenfrequencies were carried
out using the LanL2DZ basis set and the B3LYP functional.
The calculated vibration energies were compressed by a factor
of 0.9456 [27,28].

III. PLATINUM-PHTHALOCYANINE ON Ag(111)

A. Long-range order

PtPc molecules form ordered two-dimensional structures
on the Ag(111) surface. Like for most of the MPc molecules,
two diffuse rings are detected at room temperature in LEED
at low coverage after annealing a thick layer up to 730 K
(see Ref. [29]). This two-dimensional disordered phase has
already been observed in the case of, for example, CuPc on
Ag(111) and Au(111) [24,30,31]. Stadler et al. interpreted the
presence of this two-dimensional gas phase at low coverage as
the result of an intermolecular repulsion [32]. As the density
of the PtPc molecules on the surface increases, diffraction
spots are detected in LEED at room temperature (ordered
phase). According to high-resolution structural measurements
for CuPc, the unit cell formed by the CuPc molecules decreases
continuously in size as the coverage is increased. Our LEED
measurements indicate a similar behavior for PtPc on Ag(111).

B. Vibrational properties of the multilayer
and mode assignment

PtPc has 3N − 6 = 165 distinct vibrational modes
(N = 57 is the number of atoms in the molecule). Its
point group is D4h and its vibrational representation
is � = 14A1g + 13A2g + 14B1g + 14B2g + 26Eg + 56Eu +
8A2u + 6A1u + 7B1u + 7B2u. Modes transforming according
to the irreducible representations A2u and Eu are IR-active
modes; i.e., the motion of the atoms produces a dynamic
dipole moment �μdyn. Depending on the direction of �μdyn, the
IR-active modes can be classified as in-plane modes, in which
�μdyn lies in the molecular xy plane [Eu(x,y) modes], and as
out-of-plane modes, in which �μdyn is oriented perpendicular
to the molecular plane along the z direction [A2u(z) modes].
The modes belonging to the A1g, Eg, B1g, and B2g irreducible
representations are Raman (R) active modes; i.e., the atomic
vibration induces a change of the molecular polarizability.
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FIG. 1. (a) The experimental specular HREELS spectrum of the PtPc multilayer on Ag(111) and (b) the calculated spectrum of the isolated
molecule are shown. The calculated vibrational frequencies of the out-of-plane A2u and in-plane Eu IR-active modes are displayed in blue and
red, respectively. The atomic displacements of the c mode and g mode are shown in (c) and (d), respectively.

We refer the reader to Ref. [33] for an introduction to
symmetry-based selection rules.

In this work we are interested in IR-active modes, because
HREELS is sensitive to the dynamic dipole moment �μdyn.
According to the surface selection rule [25], modes for which
�μdyn is oriented perpendicular to the surface are excited in
the dipole scattering mechanism (specular geometry), whereas
modes having a dynamic dipole oriented parallel to the surface
are suppressed, because the �μ∗

dyn produced by the image
charges in the substrate is antiparallel to �μdyn, leading to
a cancellation of the two. In the language of group theory,
the surface selection rule states that only totally symmetric
modes (A1, A′, and A representations) of the molecule-
substrate complex may be visible in HREELS. In contrast,
all modes can be excited in the impact scattering regime
(off-specular geometry). The appearance and/or disappearance
of specific modes in the HREELS spectrum, depending on the
measurement geometry, gives important information on the
symmetry of the molecule-substrate complex. Therefore, an
accurate assignment of the vibrational features is necessary.

The assignment is carried out by comparing the experi-
mental peaks in the spectrum of a multilayer with calculated
frequencies of the isolated PtPc molecule. In the multilayer,
the effect of the substrate is reduced and thus the spectral
properties are expected to be similar to the isolated molecule.
Figure 1(a) shows the experimental spectrum of a PtPc
multilayer on Ag(111), acquired in specular geometry, in
comparison with the calculated spectrum of the isolated PtPc

molecule [Fig. 1(b)]. The calculated spectrum contains a
Gaussian broadening of 20 cm−1, similar to the experimentally
observed one, and is composed of A2u (blue lines) and
Eu (red lines) modes only, because these are the sole IR-
active vibrations. We note that all experimental features can
be identified in good agreement with theory. A simplified
description of the modes is given in Table I (see Ref. [29] for
details). The spectrum is dominated by the A2u modes, with
dynamic dipole moments perpendicular to the molecular plane,
such as the strongest vibrations a at 145 cm−1 (out-of-plane
bending of the whole molecule except Pt) and g at 730 cm−1

[out-of-plane bending of the central ring of alternating C and
N atoms around the metal porphyrazin macrocycle together
with the H atoms; Fig. 1(d)]. Compared to theory, the
experimental Eu mode intensities appear reduced, suggesting
a predominantly flat adsorption orientation of the molecules
in the multilayer. However, the intensity ratio of the in-plane
modes (Eu) and out-of-plane modes (A2u) is conserved in the
off-specular spectrum (not shown). This can be caused by a
residual contribution of the dipole scattering in the off-specular
geometry due to, e.g., surface roughness.

C. Vibrational properties of the ordered monolayer phase and
molecular symmetry reduction

The vibrational properties of the ordered monolayer phase
are discussed in comparison with those of the multilayer and
calculated frequencies. Experimental modes are assigned to
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TABLE I. List of the experimental vibrational modes present in the PtPc multilayer and ordered monolayer phase specular spectra on
Ag(111) accompanied by their irreducible representation and description. The calculated frequencies are compressed by a factor of 0.9456.
The abbreviations are as follows: OP = out of plane, IP = in plane, bend = bending mode, deform = deformation mode, sciss = scissoring
mode, stretch = stretching mode, rock = rocking mode. All values are given in cm−1.

Modes Multilayer Ordered monolayer DFT Irreducible representation Description

a 145 145 136 A2u OP bend: Molecule
R1 255
b 310 301 A2u OP bend: Molecule
c 380 350 382 A2u OP bend: N atoms
d 430 430 434 A2u OP bend: N + C atoms
e 505 490 Eu IP sciss: N + C atoms
R2 565
f 575 574 Eu IP deform: Molecule
R3 655
g 730 715 738 A2u OP bend: Main ring
h 765 765 770 A2u OP bend: N atoms + Phenyl groups
i 880 869 Eu IP deform: Molecule
j 925 956 A2u OP bend: Phenyl groups
k 1075–1200 1031–1159 Eu IP deform/stretch: Molecule
F1 1075–1200
l 1285–1375 1260–1323 Eu IP rock/stretch: N atoms + Phenyl groups
F2 1285–1375
m 1410–1530 1376–1465 Eu IP stretch: Main ring
F3 1410–1530
n 1585–1640 1546–1574 Eu IP stretch: Phenyl groups
o 3010–3030 3025–3064 Eu IP stretch: H atoms

calculated ones within 50 cm−1 of their centroids, a range
that corresponds to the typical experimental width of isolated
peaks (see semitransparent blue boxes in Fig. 2 and Fig. 4).
Figure 2(a) shows specular HREELS spectra of the ordered
monolayer phase and the multilayer. In the ordered monolayer,
most of the Eu in-plane modes are absent, especially between
1000 and 1600 cm−1. But in this range three asymmetric
peaks (F1, F2, and F3) are detected. Their origin will
be discussed later. The absence of the in-plane vibrations
indicates that the surface selection rule strongly attenuates
the in-plane Eu modes in comparison to the out-of-plane A2u

modes. We conclude that the molecules in the monolayer
are oriented strictly parallel to the Ag surface. Note that the
A2u peaks b and j, of very weak intensity in the multilayer
(Fig. 1), are not detectable in the ordered monolayer phase
[Fig. 2(a)] in agreement with results on other phthalocyanines
[34–36].

1. Out-of-plane A2u modes

Like in the multilayer, all of the out-of-plane A2u modes
are detected in the spectrum of the ordered monolayer phase
(except b and j). However, in the latter the c and g modes
are shifted to lower wave numbers. The shift of the c mode
(� 30 cm−1) is larger than that of the g mode (� 15 cm−1).
The c mode is associated with the out-of-plane bending of the
aza bridge N atoms against the pyrrole N atoms [Fig. 1(c)],
while in the g mode all N atoms move in phase against the
C atoms in the porphyrazin macrocycle and the H atoms in
the phenyl groups [Fig. 1(d)]. We assign the sizable shifts
of these two modes to the molecule-substrate interaction. In
contrast to FePc and CoPc on Ag(111) [37,38], for which the

central metal forms a covalent bond with the substrate, the
molecule-substrate interaction in PtPc takes place through
the porphyrazin macrocycle, because neither the c nor the g
modes, which are the ones that are most strongly influenced by
the substrate, involve the central metal atom, unlike the a mode
for example, which involves the metal atom but does not show
an appreciable shift. This observation is in agreement with the
general trend of a reduced metal participation in the molecule-
substrate bond as the number of d-electrons increases [4].
The observation that the shift of c is larger than that of g, in
conjunction with the fact that the c mode displacement is due
to the N atoms only while in the g mode the displacements of N
atoms are relatively small, suggests that most of the interaction
between the molecule and the Ag substrate occurs via the
N atoms.

2. Raman modes

Another noteworthy difference between the vibrational
properties of the ordered monolayer phase and the multilayer
is the appearance of new modes labeled R1, R2, and R3
in Fig. 2(a). Employing a range of 50 cm−1 around their
centroids, the R1 peak at 255 cm−1 can be interpreted either
as a Eu, A1g or as a Eg mode, while the R2 peak at 565 cm−1

may be attributed to either a Eu or a A1g mode. Finally, the R3
peak at 655 cm−1 can either be ascribed to a A1g or a B2g mode.
The possible assignments are summarized in Table III. Ruling
out the Eu modes, because as in-plane IR modes they should be
screened by the metal surface, only modes having an A1g, Eg,
or B2g irreducible representation in the D4h point group remain
as possible assignments. However, they are R-active modes and
as such not expected to contribute to the spectrum of an isolated
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FIG. 2. (a) The comparison of the specular HREELS spectra of the PtPc ordered monolayer phase and multilayer on Ag(111). The simulated
vibrational modes of the isolated molecule are indicated as thick colored vertical bars. The energy ranges used for assignment around the
centroids of R1, R2, and R3 are depicted as semitransparent blue boxes, and possible assignments are indicated by thin vertical bars. Note
that the vibrational properties of the ordered monolayer phase do not change with the coverage. (b) The calculated charge density of the two
degenerate LUMOs of isolated PtPc. (c) Sketch of the Raman mode belonging to the B1g irreducible representation at 1509 cm−1 [marked with
* in panel (a)] that is used to fit the Fano peak F3 at approximately 1500 cm−1 (see text).

molecule. But they can be activated if the molecular symmetry
is reduced. Thus, a symmetry reduction of the molecule in
contact with the surface must be considered.

When a PtPc molecule adsorbs with its plane parallel to the
surface, its molecular symmetry is reduced from the original
D4h point group. Specifically, at least the in-surface-plane
(x,y) mirror symmetry is broken. A PtPc molecule lacking
its (x,y)-plane symmetry belongs to the C4v point group.
However, further symmetry reductions are possible, e.g., to
the C2v point group, if the fourfold symmetry of the molecule
is broken. With the help of so-called correlation tables it is
possible to deduce how the modes (irreducible representations)
of the isolated molecule (D4h) relate to the ones of the

molecule-substrate system of reduced symmetry (C4v or lower)
[25]. An adaptation of the correlation tables of the D4h point
group from Ref. [25], considering the observed R modes
(and the F modes, introduced in the next section), is given
in Table II.

In principle, there is a chance that the observation of
the R modes allows us to deduce the symmetry of the
molecule-substrate complex. For example, a B2g mode would
become activated for HREELS dipole scattering only if the
D4h symmetry was reduced to C2v(σd ), Cs(σd ), or C2 upon
adsorption (Table II). Hence, we must look for a single
reduced point group in which the vibrational modes of the free
molecule which we assign to R1, R2, and R3 each map onto a

TABLE II. Correlation table of the D4h point group limited to the possible modes assignment of the R and F modes [25,33,39]. The notations
x,y, and z denote linear functions which transform according to the given irreducible representations. The other irreducible representations are
not IR active.

D4h C4v C2v(σv) Cs(σv = mx) Cs(σv = my) C4 C2

A1g A1(z) A1(z) A′(z) A′(z) A(z) A(z)
B1g B1 A1(z) A′(z) A′(z) B A(z)
B2g B2 A2 A′′(x) A′′(y) B A(z)
Eg E(x,y) B1(x) + B2(y) A′′(x) + A′(y) A′(x) + A′′(y) E(x + iy) + E(x − iy) B(x) + B(y)
Eu(x,y) E(x,y) B1(x) + B2(y) A′′(x) + A′(y) A′(x) + A′′(y) E(x + iy) + E(x − iy) B(x) + B(y)

D4h C2v(σd ) Cs(σd = md ) Cs(σd = md ′ )

A1g A1(z) A′(z) A′(z)
B1g A2 A′′(x − y) A′′(x + y)
B2g A1(z) A′(z) A′(z)
Eg B1(x + y) + B2(x − y) A′(x + y) + A′′(x − y) A′′(x + y) + A′(x − y)
Eu(x,y) B1(x + y) + B2(x − y) A′(x + y) + A′′(x − y) A′′(x + y) + A′(x − y)
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TABLE III. Possible assignments of the R and F modes observed
in the ordered monolayer phase of PtPc on Ag(111). The F mode
assignments are based on the fit results presented in the Supplemental
Material [29].

Mode Symmetry

R1 A1g/Eu(x,y)/Eg

R2 A1g/Eu(x,y)

R3 A1g/B2g

F1 A1g/Eu(x,y)/B1g

F3 B1g

totally symmetric representation (A1, A′, or A; see Ref. [39]).
However, since it is a possibility that R1, R2, and R3 could
all originate from A1g modes (see Table III), all three would in
this case be visible in dipole scattering HREELS irrespective
of the symmetry of the molecule-substrate complex (C4v , C2v ,
C4, Cs , or C2). Hence, it is not possible to conclude on the basis
of R1, R2, and R3 alone whether PtPc preserves its fourfold
symmetry upon adsorption (C4v) or lowers its symmetry (C2v ,
C4, Cs , or C2).

3. Asymmetric peaks

In order to see whether the symmetry of the PtPc molecule
on the Ag surface can be identified, we now turn to the analysis
of the F modes. Between 1000 and 1600 cm−1, where the Eu

modes are excited in the multilayer spectrum [Fig. 1(a)], three
asymmetric features, labeled F1, F2, and F3 in Fig. 2(a), are
visible in the spectrum of the ordered monolayer. Asymmetric
line shapes of Fano type are well known for molecular and
atomic adsorbates on metallic surfaces in the presence of an
IDCT [34,35,40–45]. Since we are going to employ both IDCT
selection rules and line shape analysis in our argument, we
briefly sketch out their theoretical basis.

A prerequisite for the occurrence of IDCT is an electron-
vibron coupling that breaks the Born-Oppenheimer approxi-
mation according to which electronic degrees of freedom are
decoupled from vibrational degrees of freedom, obeying their
own separate electronic Schrödinger equation. While in the
vibrational Schrödinger equation the energy eigenvalues of
the electronic Schrödinger equation always serve as potential
energy terms for the nuclear degrees of freedom, in the Born-
Oppenheimer approximation the dependence of the electronic
Schrödinger equation on nuclear coordinates is usually taken
as being merely parametric.

In contrast, the explanation of IDCT requires the presence
of a term in the Hamiltonian of the electron system that makes
its dependence on vibrational coordinates explicit. In linear
Taylor expansion, this electron-vibron coupling term has the
form

E({Qα0 + �Qα}) = E0 +
∑

α

(
∂E({Qα})

∂Qα

)
0

�Qα + · · · .

(1)

Here E0 = E({Qα0}). In the following we set Qα0 = 0 and
thus �Qα = Qα . Moreover, we focus on a single normal
vibrational mode Qα . Then the relevant coupling term in the

Hamiltonian becomes

Ĥ el−vib
α =

√
h̄

2ωα

∂E({Qα})
∂Qα

(bα + b†α), (2)

where we have inserted the second quantized expression for the
vibrational mode Qα [39], and where bα (b†α) is the annihilation
(creation) operator of a vibrational quantum of mode α.

To see whether the coupling term in Eq. (2) is allowed by
symmetry we calculate its matrix element and analyze under
which conditions it may be nonvanishing [39]. In calculating
the matrix element we use wave functions 	 = |ψ〉|nα〉 that
consist of an electronic part |ψ〉 and a vibrational part |nα〉,
where nα designates the occupancy of vibrational mode Qα .
The matrix element then reads

Mα = |〈	f|Ĥ el−vib
α |	i〉|2, (3)

where the indices denote initial and final states. Inserting the
wave functions in Mα one finds

Mα ∝
√

h̄

2ωα

sα

∣∣∣∣〈ψf|∂E({Qα})
∂Qα

|ψi〉
∣∣∣∣
2

(4)

for processes involving a single vibrational quantum, where
sα = nα (sα = nα + 1) for the absorption (emission) of a
vibrational quantum. Only if the right-hand side of Eq. (4)
transforms totally symmetric under all symmetry operations of
the system’s Hamiltonian can Mα have a nonvanishing value.

Let us denote the totally symmetric irreducible representa-
tion of the point group G of the Hamiltonian as �ts (depending
on the particular G under investigation, this may be A1, A1g,
Ag, A′

1, A′, or A; see Ref. [39]). Clearly, the energy E in
Eq. (4) has to have the full symmetry of the Hamiltonian, i.e.,
must transform according to �ts. The vibrational mode Qα ,
being an eigenstate of the vibrational Hamiltonian, transforms
as the irreducible representation �α of G. The same is thus
true of the partial derivative ∂E({Qα})/∂Qα . As eigenstates
of the electronic Hamiltonian the wave functions ψi and
ψf transform according to �i and �f , respectively, both
of which are irreducible representations of G, too. Hence,
the matrix element Mα transforms according to the direct
product representation �Mα

= �f ⊗ �α ⊗ �i. As a rule, �Mα

is reducible, and only if the reduction of �Mα
contains �ts can

Mα be nonzero. The condition for Mα �= 0 thus is

�f ⊗ �α ⊗ �i ⊇ �ts. (5)

According to a well-known theorem of group theory this can
only happen if the reduction of the direct product of any pair
of irreducible representations on the left of Eq. (5) contains
the third [46]. For instance,

�f ⊗ �i ⊇ �α (6)

must hold. At this stage we deploy additional information
regarding the vibrational mode Qα . Since we excite this mode
via dipole scattering in electron energy loss spectroscopy, the
surface selection rule applies. Thus �α = �ts, i.e., the vibration
must be totally symmetric. As an immediate consequence,
�f ⊇ �i follows from Eq. (6) because of the above mentioned
theorem, which means �f = �i, since �f and �i are irreducible.
In other words, initial and final states ψi and ψf of the
electron involved in the coupling may transform according to
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an arbitrary irreducible representation, provided they are the
same. Obviously, this condition is trivially fulfilled if ψi = ψf .
While in an electron-vibron scattering process, occurring with
an electron of the material, ψi and ψf cannot be equal, since this
would contradict the conservation of energy Ei = Ef + ωα for
vibron emission or Ef = Ei + ωα for vibron absorption (note
that we set h̄ = 1 from now on), in the present case, where the
energy for the excitation of the vibron is provided completely
by the probing electron, ψi = ψf is in fact necessarily fulfilled
for reasons of energy conservation (disregarding an accidental
degeneracy between electronic states ψi and ψf ). We can thus
conclude that for totally symmetric vibrations taking part in
IDCT the matrix element Mα in Eq. (4) is symmetry-allowed
for electronic levels that transform according to an arbitrary
irreducible representation.

In addition to the participation of a totally symmetric vibra-
tional mode, a further prerequisite of IDCT is the partial filling
of the orbital with energy Ei that couples to the molecular
vibration in question. Then, as the vibration is excited, the
associated distortion of the molecule along the vibrational
coordinate modulates the orbital energy periodically, leading
to the excitations of electron hole pairs and oscillatory charge
flow between the molecule and the substrate that is effectively
pumped by the vibration.

We now turn to the line shape of modes taking part in
interfacial dynamical charge transfer. The line shape of the
vibration as measured in electron energy loss spectroscopy
follows from the loss function −Im ε−1, where ε is the
dielectric response function. Since ε is given by ε(ω) =
ε∞ + 4πχ (ω) (ε∞ is the background dielectric constant), one
must calculate the generalized susceptibility χ (ω) = δn̂/Eext

that determines the dynamic charge transfer response δn̂ to
the electric field Eext of the dipole-scattered probing electron.
Based on the linear expansion in Eq. (1), χ (ω) is given by [42]

χ (ω) = ρ(EF)(ed)2Nω2
CT

ω2
CT(1 − λαDα) − ω2 − iωγCT

. (7)

e is the elementary charge, ωCT is the eigenfrequency of
the charge transfer oscillation (equivalent to the excitation
of electron hole pairs by the modulation of the orbital energy
Ei), γCT its damping, d the length scale of the dynamical
dipole, N the dipole density, λα = 2g2

αρ(EF)/ωα [where
gα ≡ 1√

2
∂Ei

∂Qα
and ρ(EF) is the density of states at the Fermi

level] the dimensionless electron-vibron coupling parameter,
Dα = ω2

α/(ω2
α − ω2 − iωγα), and γα and ωα are the damping

and the eigenfrequency of the vibrational mode in the absence
of coupling to electron-hole pairs, respectively. With Eq. (7),
one can calculate the line shapes of vibrations that are subject
to IDCT. This line shape turns out to be of Fano type [42].

We now show that the approach of Ref. [42] that leads to
Eq. (7) is equivalent to the one adopted by Langreth [47].
To this end we analyze the vibrational line shape from a
slightly different but fully equivalent point of view, focusing
on the electronic dynamical dipole moment μel

α = ∂P/∂Qα of
vibration Qα . Specifically, we calculate the line shape of the
vibration from the response of the polarization P = Nedδn̂

[42] to the modulation of the electronic level energy Ei . This

can be derived directly from Eq. (7), yielding

∂P

∂Ei

= − ωα

(
μel

α

)2

ω2
α(1 − λαDCT) − ω2 − iωγα

, (8)

where μα is the dynamical dipole moment of the vibration Qα

with frequency ωα and damping γα and DCT = ω2
CT/(ω2

CT −
ω2 − iωγCT). In the limit ω � ωCT and under the assumption
that the electron-hole pair continuum that damps the vibration
can be modeled by a single damped harmonic oscillator, whose
frequency ωCT and damping γCT are related by ωCT = γCT/2
(aperiodic limit), this becomes

∂P

∂Ei

= − ωα

(
μel

α

)2

ω̄2
α − ω2 − iωγ̄α

(9)

with ω̄2
α = ω2

α(1 − λα) and γ̄α = γα(1 + βα). λα is the dimen-
sionless electron-vibron coupling parameter introduced above
and βα = 8g2

αωαρ(EF)/γαγCT. Finally, if the position of the
electronic level Ei is approximately γCT/2 above the Fermi
level EF (γCT ∼ [πρ(EF)]−1) [47], βα becomes

βα = 8πg2
αωαρ(EF)2

γα

= λα

ω2
α

γα

4πρ(EF). (10)

As expected, the coupling of the vibration Qα to the
electron-hole pair continuum leads to a renormalization of the
vibrational frequency ωα → ω̄α and an increase of its damping
γα → γ̄α . However, as Langreth has pointed out [47], this is
not its only effect. The very same mechanism that leads to
the renormalization of ωα and γα will also lead to a complex
dynamical dipole moment μel

α in Eq. (9) that changes the line
shape of the vibration from a symmetric Lorentzian to an
asymmetric Fano line shape.

From the equation for μel
α (Ref. [42])

μel
α = Ned

∂n̂

∂Qα

= −
√

2gαNedρ(EF)ω2
CT

ω2
CT − ω2 − iωγCT

(11)

we obtain in the limit ω � ωCT the expressions

Re μel
α = −

√
2gαNedρ(EF) (12)

and

Im μel
α = −

√
2gαNedρ(EF)ωγCT/ω2

CT (13)

for the real and imaginary parts of the dynamical dipole
moment. If the electron-hole pair continuum that damps the
vibration is modeled by a single damped harmonic oscillator
in the aperiodic limit, as in the derivation of Eq. (9), one finds

Im μel
α = −4π

√
2gαNedρ(EF)2ω, (14)

which with Eq. (12) yields

Im μel
α

Re μel
α

= 4πρ(EF)ω. (15)

Equations (12)–(15) are analogous to the corresponding ones
derived by Langreth [47].

If, as in the derivation of Eq. (10), we again assume that
the position of the electronic level Ei is approximately γCT/2
above the Fermi level EF (γCT ∼ [πρ(EF)]−1), a particularly
intuitive argument for the emergence of the imaginary part
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of the dynamical dipole moment becomes apparent. From
Eq. (15) we find

Im μel
α

Re μel
α

= 4ω

γCT
, (16)

which at ω = ωα becomes

Im μel
α

Re μel
α

= 2π
τCT

Tα

. (17)

If the lifetime τCT ≡ 4/γCT of the electronic level and therefore
also of the electron-hole pair excitations is much shorter than
the period Tα of a vibrational oscillation (i.e., τCT � Tα), the
electrons can follow the vibration adiabatically. According
to Eq. (17), in this limit Im μel

α is indeed negligible and μel
α

is in phase with the vibration Qα and accordingly also with
μion

α , the intrinsic dynamical dipole moment resulting from
the motion of the ion cores. If, on the other hand, τCT � Tα ,
i.e., the lifetime of electron-hole pair excitations involving
Ei is comparable to or larger as the vibration period, Im μel

α

becomes appreciable and μel
α , which is driven by the vibration

at ωα , lags behind μion
α in phase. This is the source of the

additional vibrational damping beyond γα in Eq. (9) and leads
to the nontrivial Fano line shape. Note that it is the lifetime of
the electronic level, rather than the resonance frequency ωCT

of the charge transfer oscillation, that defines the relevant time
scale in Eq. (17).

Equation (9) can be used to calculate the line shape as
L(ω) = −Im [∂P (ω)/∂Ei]. Instead of using only the elec-
tronic dynamical dipole μel

α arising from the modulation of
the electronic level (giving rise in turn to electron hole pair
excitations), we employ μα = μion

α + μel
α ; i.e., we add the

intrinsic dynamical dipole moment of the vibration that arises
from the motion of the ion cores and for which μion

α = Re μion
α .

Then μα = Re μα(1 + iωτ ) with

τ = τCT

1 + Re μion
α /Re μel

α

(18)

and we find [47–49]

L(ω) = cω̄αωγ̄α

[
1 − (

ω2 − ω̄2
α

)
τ/γ̄α

]2(
ω2 − ω̄2

α

)2 + ω2γ̄ 2
α

− cω̄αω
τ 2

γ̄α

, (19)

where c = (Re μα)2/
√

1 − λα is a constant. The small and
linearly varying term in Eq. (19) is usually ignored, as it is
canceled by an equal term of opposite sign that arises from the
electronic polarizability [47].

We have used the first term in Eq. (19) to fit the F modes
observed in our data. In the process we have treated τ and γ̄α as
fit parameters, while DFT-calculated vibrational frequencies
were used as input parameters for ω̄α . Note that it would
be more correct to use the calculated frequencies as input
for the unrenormalized ωα . However, since typically λα � 0.1
(Ref. [42]), the renormalization is approximately 5% and thus
the incurred error is small. In some cases we have found
negative τ as the result of the fitting. According to Eq. (18) the
sign of τ is determined by the relative phases of μion

α , Re μel
α ,

and Im μel
α as rotating vectors in a polar diagram.

We now turn to our data in Fig. 3. In order to identify which
vibrational modes are involved in the IDCT that produces F1,
F2, and F3, Eq. (19) is used to fit these features, using values

FIG. 3. (a) Zoom of the specular HREELS spectrum of the
ordered monolayer phase spectrum of PtPc on Ag(111) showing
the asymmetric peaks F1, F2, and F3 together with the calculated
vibrational modes (vertical bars). Each peak has been fitted using all
the calculated vibrations marked in panel (a), and all the ω̄α values
which give reasonable fits of F1, F2, and F3 are shown with dotted
lines. (b) Best fit of F3 using ω̄α = 1509 cm−1 − B1g.

of ω̄α that are determined by DFT calculations of an isolated
molecule. All the calculated ω̄α frequencies in the range from
900 to 1800 cm−1 have been tested [Fig. 3(a)]. The fits can
be found in the Supplemental Material [29]. For a given Fano
peak, the best fits are selected first on the basis of the smallest
χ2 value(s) within all possible α modes, and second the value
of γ̄α must be below 100 cm−1 [50]. The few modes that yield
reasonable fits for F1 are summarized in Table III. Because F1
may possibly be assigned to a mode with an A1g irreducible
representation in the D4h point group that maps onto a mode
belonging to a totally symmetric irreducible representation in
any subgroup of D4h, it is not possible to identify the symmetry
of the molecule-substrate complex by considering this mode.
As clearly seen in Fig. 3(a), F2 appears much broader than F1
and F3. This is confirmed by the fits that show γ̄α values always
larger than 125 cm−1 [29]. This is an indication that several
vibrational modes contribute to F2, and therefore renders an
accurate assignment of this mode impossible.

We now turn to F3 at about 1500 cm−1. Using calculated
frequencies in the fit, by far the best fit is achieved with the B1g

mode at ω̄α = 1509 cm−1; see Fig. 3(b). The fitted value of γ̄α

(77 ± 5 cm−1) compares well to the results for ZnPc/Ag(110)
(60 cm−1) [34]. We stress again that ω̄α is not a fitting
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parameter. If a strong renormalization ωα → ω̄α is expected,
then also the A1g mode at 1546 cm−1 could be a candidate
and the assignment remains ambiguous. However, on the
basis of the overall agreement between DFT calculation and
experimental frequencies as documented in Table I we believe
that the correct assignment is the B1g mode at 1509 cm−1.
According to the correlation table in Table II, the B1g mode
maps to a totally symmetric A1 mode for the C2v(σv) subgroup,
to the totally symmetric A′ for the Cs(σv) subgroup, or to the
totally symmetric A mode for the C2 subgroup. Hence, the
symmetry of the molecule substrate complex must be C2v(σv),
Cs(σv), or C2.

However, the mere appearance of the B1g mode in the spec-
trum does not yet clarify the origin of the symmetry reduction
D4h → C2v(σv), Cs(σv), or C2. In principle, it is possible that
because of a geometric distortion of the molecule μion

α is
tilted out of the surface plane and acquires a perpendicular
component. But in this case μα would necessarily remain
real, and we would observe a conventional, symmetric line
shape for F3. This is evidently not the case. Its Fano line
shape shows that μα of F3 is complex. Hence, there must
be a phase-shifted electronic contribution μel

α to its overall
dynamical dipole moment μα .

We have already mentioned above that for PtPc/Ag(111) the
LUMO is the most likely partner in IDCT, because it becomes
filled upon adsorption and straddles the Fermi energy. Note
that the reduction of the point group of the molecule-substrate
complex from D4h implies a lifting of the degeneracy of the
LUMO. For example, in the case of the C2v(σv) point group
the two degenerate orbitals of the Eg representation map
to two nondegenerate orbitals with a B1 and B2 irreducible
representation. Moreover, a comparison of the elongation
pattern of F3, which predominantly involves the stretching of
the C-N bonds in the porphyrazine macrocycle [Fig. 2(c)], with
the lobular structure of the LUMO [Fig. 2(b)] shows that the
ionic motion of F3 should indeed couple well to the LUMO.
Specifically, the stretching of the C-N bonds modulates the
electron density along these bonds. Since the LUMO has
bonding character with respect to them, the modulation of
the electron density will have a strong impact on the energy
of the LUMO. We note that it is the charge density along
critical bonds, i.e., the square of the wave function irrespective
of its phase, that determines the coupling to the orbital in
question. In fact, this is the underlying physical reason why in
IDCT orbitals transforming to any arbitrary one-dimensional
representation may couple to any totally symmetric vibrational
mode, as we have shown above on the basis of a general
group-theory argument: Irrespective of the representation, the
square of the wave function is totally symmetric. For this
reason, the B1 and B2 orbitals of Fig. 2(b) may in fact couple
to the F3 mode in Fig. 2(c). Comparing Figs. 2(b) and 2(c)
moreover shows that exciting F3 with positive amplitude
has the same effect on the B1-LUMO as exciting F3 with
negative amplitude has on the B2-LUMO. Hence, if B1 and
B2 were still degenerate, dynamic filling and depletion of the
two would be 180◦ out of phase (assuming that the phase lag
relative to the ionic movement is the same for both LUMOs,
which is expected to be a good approximation, in spite of
the observed symmetry breaking; see below). In other words,
in one half of the vibrational oscillation cycle the B1-LUMO
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FIG. 4. Specular HREELS spectra of the PdPc ordered monolayer
phase on Ag(111). The simulated vibrational modes of the isolated
molecule are shown as thick colored vertical bars. The energy ranges
used for assignment around the centroids of R1 to R4 are depicted as
semitransparent blue boxes, and possible assignments are indicated
by thin vertical bars (see text).

would be filled, while the B2-LUMO would be depleted, and
vice versa in the other half. Overall, no μel

α would prevail (small
differences between the IDCT in the B1- and B2-LUMOs
notwithstanding).

However, in the experimental spectrum a substantial μel
α is

observed, as argued above. This can mean two things. Either
the two LUMOs are still degenerate and their dynamic cou-
plings to the F3 vibration are different, or the LUMO levels B1

and B2 are indeed split. We consider it unlikely that the static
level positions of the LUMOs are not affected by symmetry
breaking, while their dynamic couplings to F3 are. Therefore,
we conclude that the B1- and B2-LUMO levels must be split;
i.e., the degeneracy of the PtPc LUMO is lost upon adsorption
on Ag(111). One may speculate that this LUMO splitting
proceeds via a geometric distortion that is induced by the
environment [the Ag(111) surface], enhanced by a Jahn-Teller-
like internal stabilization of this external geometric distortion
via the splitting of the electronic LUMO state [16,19,20].

IV. PALLADIUM-PHTHALOCYANINE ON Ag(111)

PdPc molecules adsorbed on Ag(111) show similar long-
range order to that of PtPc/Ag(111). A two-dimensional gas
phase is found after annealing the thick layer up to 730 K and
an ordered phase is detected in LEED for lower annealing
temperatures, that is at higher coverages.

In Fig. 4 the specular HREELS spectrum of the PdPc
ordered monolayer phase is shown together with the simulated
results for the isolated molecule. The assignment of the
experimental vibrational frequencies can be found in the
Supplemental Material [29]. As in the case of PtPc, the in-plane
Eu modes are absent and only the dipole scattering allowed
out-of-plane A2u modes of the isolated molecule are present.
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TABLE IV. Possible assignments of the R and F modes observed
in the ordered monolayer phase of PdPc on Ag(111). The F mode
assignments are based on the fit results.

Mode Symmetry

R1 A1g/Eg/Eu(x,y)
R2 A1g

R3 A1g/B2g

F1 A1g/Eu(x,y)/B1g

F3 B1g

This indicates an essentially flat adsorption geometry. The c, g,
and h modes are shifted to lower frequencies by approximately
37, 18, and 5 cm−1 with respect to theory, respectively. The
larger shift of the c mode for PdPc (37 cm−1) than for PtPc
(32 cm−1) suggests a marginally stronger interaction of PdPc
with the Ag(111) substrate.

The presence of R modes in Fig. 4 suggests a reduction of
the molecular symmetry upon adsorption. In addition to the
R1, R2, and R3 peaks that are also observed for PtPc/Ag(111),
the PdPc spectrum shows a peak at 850 cm−1, labeled R4. Due
to the large width of R4, an assignment is not possible. Likely,
several components participate in it. Possible assignments of
R1, R2, and R3 are listed in Table IV using a range of 50 cm−1

around their centroid. Since there is the possibility to assign
the R1, R2, and R3 peaks to modes with a A1g irreducible
representation, they would then be detectable in HREELS
in specular geometry irrespective of the point group of the
molecule-substrate complex (C4v , C2v , Cs , C4, or C2); cf.
Table II.

Three asymmetric peaks (F1, F2, and F3) are observed
between 1000 and 1600 cm−1, which indicates that several
vibrational modes are involved in an IDCT. Using Eq. (19), we
single out vibrational frequencies given by DFT calculations
for isolated PdPc (ω̄α) that yield the best fit of the experimental
data as explained in Sec. III C 3. As in the case of PtPc, several
modes yield a reasonable fit for F1. Due to the large γ̄α value
of F2, a clear assignment is not possible. F3 can be fitted
only with ω̄α = 1506 cm−1, a mode which belongs to the
B1g irreducible representation of the D4h point group (see
Fig. 5), and a B1g mode can only be detected in HREELS in
the specular direction if the fourfold molecular symmetry is
reduced to C2v(σv), Cs(σv), or C2 (see Table II). As in the case
of PtPc, this demonstrates that a preferential charge transfer

F3

Frequency

FIG. 5. Best fit of F3 using ω̄α = 1506 cm−1 − B1g, for the
ordered monolayer PdPc phase on Ag(111).

occurs in one of the two LUMOs. Thus, the Ag(111) substrate
lifts the degeneracy of the LUMO also in the case of PdPc.

V. SUMMARY AND CONCLUSION

In conclusion, the vibrational properties of Pt- and Pd-
phthalocyanine molecules on the Ag(111) surface show that
both molecules adsorb with their molecular plane parallel to
the surface in the ordered monolayer phase. The redshift of
some of the out-of-plane modes reflects a moderate interaction
between the meso-tetraazaporphin (porphyrazin) macrocycle
of the molecule and the Ag substrate. The presence of
Raman vibrational modes proves the lowering of the molecular
symmetry from the D4h group of the isolated molecule upon
adsorption on Ag(111). The asymmetrical line shape of some
of the molecular vibrational modes further demonstrates that
charge transfer to the molecule is involved in the symmetry
reduction to at least C2v(σv) or lower. Therefore, this study
shows that HREELS is a valuable tool to determine the origin
of the molecular degeneracy lifting upon adsorption on a metal
surface.
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(Dated: September 20, 2017)

A. LEED

Fig. 2(a) shows LEED images of PtPc on Ag(111) de-
tected at different coverages (annealing temperatures).
At low coverage, two diffuse rings are observed. Increas-
ing the coverage, a LEED pattern is detected. Fig. 2(b)
shows the LEED pattern of the ordered monolayer phase
of PdPc on Ag(111).

B. A2u modes

The vibrational spectrum of the multilayer and ordered
monolayer phase of PtPc on Ag(111) is dominated by the
out-of-plane vibrational modes which belong to the A2u

representation. All A2u modes are depicted in Fig. 3.

C. Asymmetric peaks

In the vibrational spectrum of the ordered monolayer
phase of PtPc on Ag(111), three asymmetric peaks,
namely F1, F2 and F3, are observed between 1000 cm−1

and 1600 cm−1 (Fig. 1). These peaks are fitted using a
generalization of the Fano equation and using the calcu-
lated frequencies (ω̄α).

The F1 asymmetric peak lies at about 1000 cm−1. In
Fig. 4, all fits produced using the calculated ω̄α values
in the range 1050-1190 cm−1 are shown. A good fit is
obtained for ω̄α = 1117 cm−1 −B1g, ω̄α = 1141 cm−1 −
A1g and ω̄α = 1142 cm−1 − Eu.
For F2 (Fig. 5), no ω̄α value yields a χ2 that is signif-

icantly smaller than the others. Further, the width γ̄α
is much larger than for F1 and F3 in all cases. This in-
dicates that several vibrational modes contribute to this
mode, and an accurate assignment is not possible.
The F3 asymmetric peak lies at about 1500 cm−1.

Fig. 6 shows the fits obtained with the ω̄α values which
lie in the range 1450-1586 cm−1. A good fit is obtained

only for ω̄α = 1509 cm−1 −B1g.

D. PdPc

In Tab. I, the assignments and irreducible representa-
tions of the experimental vibrational modes in the spec-
trum of a ordered PdPc monolayer phase on Ag(111) are
listed together with the theory.

Figure 1: Zoom of the monolayer spectrum of PtPc on
Ag(111) showing the asymmetric peaks F1, F2 and F3
together with the calculated vibrational modes (bars).
Each peak has been fitted using all the calculated

vibrations. All the fits of F1, F2 and F3 using the ω̄α

values located inside the surrounding box of each peak
are presented in Fig 4, 5, 5 and 6. All the ω̄α values
which yield reasonable fits of F1 are marked with

dotted lines. The only good fit of F3 is marked with a
solid line.
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Figure 2: (a) The LEED images of PtPc on Ag(111) are obtained by annealing a thick layer of PtPc to the
corresponding annealing temperatures. The images are acquired with a primary beam energy of 16 eV. (b) The

LEED pattern, acquired with a primary beam energy of 20 eV, of the PdPc ordered phase on Ag(111).
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Figure 3: Detailed description of the out-of-plane A2u modes observed in the spectra of PtPc and PdPc on Ag(111).
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Figure 4: Fits of the asymmetric peak F1 of the PtPc ordered monolayer phase using all the calculated ω̄α situated
in a range around F1 defined in Fig. 1 together with their corresponding irreducible representations. The irreducible

representations related to ω̄α which give a reasonable fit are marked with a circle.
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Figure 5: Fits of the asymmetric peak F2 of the PtPc ordered monolayer phase using all the calculated ω̄α situated
in a range around F2 defined in Fig. 1 together with their corresponding irreducible representations. The irreducible

representations related to ω̄α which give a reasonable fit are marked with a circle.
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Figure 5 (Continued).

Modes Ordered monolayer DFT Irreducible representation Description

R1 256 - - -

c 345 382 A2u OP bend: N atoms

d 430 434 A2u OP bend: N + C atoms

R2 578 - - -

R3 662 - - -

g 720 738 A2u OP bend: Main ring

h 765 770 A2u OP bend: N atoms + Phenyl groups

R4 844 - - -

F1 1075− 1200 - - -

F2 1285− 1435 - - -

F3 1450− 1560 1506 B1g IP stretch: C-N bond

Table I: List of the experimental vibrational frequencies present in the specular spectra of the PdPc multilayer and
ordered monolayer phases on Ag(111) accompanied by their description and symmetries. The calculated frequencies
are compressed by a factor 0.9456. The acronyms stand for: OP=out-of-plane, IP=in-plane; bend=bending mode,

deform=deformation mode. All values are given in cm−1.
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Figure 6: Fits of the asymmetric peak F3 of the PtPc ordered monolayer phase using all the calculated ω̄α situated
in a range around F3 defined in Fig. 1 together with their corresponding irreducible representations. The irreducible

representations related to ω̄α which give a reasonable fit are marked with a circle.
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8.4 Interaction with Molecular Hydrogen

8.4 Interaction with Molecular Hydrogen

8.4.1 Introduction

In addition to electronics applications, metal-organic frameworks compounds have
been studied as possible surfaces for hydrogen storage. Their versatility in forming
three-dimensional networks ensures flexible composition with consequent possibility
of tailoring the properties. Interest in them has rapidly grown in the last years due
to the linear increase of the hydrogen gravimetric uptake with surface area [95, 96].
The area that can be obtained in this metal-organic materials depends mostly on
the nature of the organic linkers.

However, high hydrogen storage capacities are reached only at low temperature be-
cause of the weak interaction between the hydrogen molecule and those surfaces
[40]. Only in the vicinity of the metals the interaction between the surface and
the hydrogen is important [97]. Also, in some cases, the metal atoms are not uni-
formly distributed on the surface, but they cluster due to inefficient catalysis or
synthesis.

A reasonable alternative is to form such organic systems, similar to graphene,
where there is the possibility to form two-dimensional materials allowing a bet-
ter metal exposure, highly ordered structures and larger surface area. In this con-
text, the interaction of PtPc and PdPc layers with molecular hydrogen is investi-
gated.

8.4.2 Experimental Results

In order to evaluate if PtPc and PdPc molecules interact with molecular hydrogen,
we expose the organic layers to molecular hydrogen/deuterium at room tempera-
ture, and perform the HREELS experiments as for the clean sample (see Sec. 8.2).
The vibrational properties of the molecules do not change after the exposure. No
additional peaks related to the presence of hydrogen appear in the spectra in both
specular and off-specular geometry. However, the presence of hydrogen/deuterium in
the two-dimensional structures is confirmed by Temperature Programmed Desorp-
tion (TPD) experiments. Fig. 8.1 shows the QMS intensities recorded as a function
of the annealing temperature for different samples and exposure. A peak appears
around 380 K when annealing the multilayer and the monolayer previously exposed
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to deuterium for 20 minutes. Since annealing the bare crystal after a deuterium
exposure or annealing a clean multilayer produce no signal, the previous peak must
be related to the presence of hydrogen at the interface.
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Figure 8.1: TPD spectra of PtPc showing the signal of 4 a.m.u. recorded with the
QMS at heating rate of 1 Ks−1 after the D2 exposure.

8.4.3 Summary and Conclusion

We have exposed the organic layers, prepared at different coverages, to H2/D2.
The presence of H2 at the interface is demonstrated by the appearance of a des-
orption peak in the TPD spectra. However no additional peaks are visible at
room temperature in the HREELS spectra. Either the spectrometer sensitivity
is too low or the modes related to the hydrogen/deuterium molecule are not IR
active. Therefore, more systematic experiments are needed on the layers, at low
temperature and with a new spectrometer, which is described in the next sec-
tion.
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9 Testing a New HREELS Set-Up

9.1 Introduction

The results presented in the previous chapter show that HREELS is a very power-
ful technique to study surface excitations, e.g., molecular vibrations, excited by the
dipole scattering. If one wants to investigate features excited by the impact scatter-
ing, limitations may arise when a conventional spectrometer is used. In the impact
scattering regime the electrons are inelastically scattered via the short range interac-
tions not in a narrow lobe as for the dipole scattering regime, but in a broad angular
distribution and with much lower intensity. Consequently, long acquisition times are
usually required in order to have a reasonable intensity, and the rotation of the sam-
ple around the scattering chamber is needed to detect off-specular electrons due to
the low acceptance angle of the conventional detector.

An example for such experiments is the measurement of energy dispersion curves.
In order to measure phonons as a function of momentum, multiple one-dimensional
spectra of the reflected intensity vs energy are normally measured at different angles
in the conventional set-up to map a large part of the Brillouin zone of solids. In this
context, the use of a two-dimensional hemispherical analyzer permits to simultane-
ously collect the scattered electrons in a wide angular range.

As the low-index (111) surface of Cu is thoroughly investigated in terms of phonon
dispersion curves (Sec. 3.3), in this chapter the phonon curves of Cu(111) are pre-
sented in order to illustrate the advanced features of an HREELS electron gun
developed in the PGI-3 institute, Forschungszentrum Jülich, Germany. The design
of the transfer lens systems as well as the electron trajectory simulations have been
performed by Prof. Dr. H. Ibach (PGI-6), while the following experimental results
have been carried out in close collaboration with him. With this new design the
reflected beam is collected by a hemispherical analyzer, and the electron intensity
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9 Testing a New HREELS Set-Up

is measured simultaneously as a function of the loss energy and angle. Thus, a two-
fold multiplex gain is obtained and a substantial part of the Brillouin zone can be
obtained as two-dimensional data (intensity vs energy and momentum) and in one
single measurement.

9.2 Experimental Details

The experiments were performed in the ESCA laboratory, PGI-3 institute, Forschungszen-
trum Jülich, Germany. The description of the experimental chamber is presented in
Sec. 3.4.4. The Cu(111) surface was prepared by cycles of Ar+ sputtering at 800 eV
and consequent annealing to 700 K until a sharp LEED pattern was obtained. The
ΓM direction of the Brillouin zone was determined by moving the sample angle un-
til two consecutive Γ points were found. Surface excitations were measured using a
primary beam energy in a range of 20− 150 eV.

9.3 Experimental Results

In Fig. 9.1, a representation of the new HREELS spectrometer is provided. It
consists of a cathode lens system, a double stage monochromator, and a transfer
lenses system. The cathode and monochromator sections are the same as in the
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Figure 9.1: Representation of the new HREELS spectrometer coupled with the hemis-
perical analyzer, present in the ESCA laboratory, Forschungszentrum Jülich, Germany.
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9.3 Experimental Results

conventional spectrometer, and so is their operation. Regarding this, details can
be found in Sec. 3.4.3. After the beam exits from the monochromator, it passes
through the transfer lenses system, which represents the innovation of this new
design. The task of the transfer lenses system is to focus the beam on the sample
surface. After modifying the impact energy or the sample position, the optimal
focus may be affected. Thus, a fast optimization of the five lenses of the transfer
tube may be necessary in order to improve the focus on the sample and to recover
the intensity lost. Another important feature of the transfer tube is to guarantee
that the area illuminated by the gun matches the area viewed by the analyzer. Also
after changing the analyzer settings, an optimization of the transfer lenses adjusts
the beam spot according to the analyzer slits.

After passing through the transfer lenses, the beam is directed on the sample surface
with an angle θi, and the reflected beam is acquired by the analyzer with an angle
θf ± 15◦ since the analyzer acceptance angle is 30◦. As the parallel momentum
is conserved while the electron is scattered, the wave vector of the excitation is
expressed by

|k||| = ki sin(θi)− kf sin(θf ) =

√
2m

~2
Ekin(sin(θi)− sin(θf )), (9.1)

where ki and are kf are the wave vectors of the incident and scattered electrons.

In the angular mode of the analyzer the intensity of the scattered electrons are
detected as a function of the energy and emission angle. Fig. 9.2 shows the two-
dimensional distribution of the electrons reflected from the Cu(111) surface and
detected at the analyzer in the specular direction. In order to avoid any damage of
the multichannel plate detector, its high voltage is reduced to around 1200 V instead
of the typical 1500 V used for measurements. As a consequence, the low intensity
electrons are not measured and the resolution of the elastic peak in terms of energy
and angle is smaller than the real one. Further, only the elastic peak is detected
and inelastic features are not visible.

By tilting the angle of the sample such that the intense specular reflected beam is
outside the angle range viewed by the analyzer, the voltage of the detector can be
increased to 1500 V, and phonons can be measured. Fig. 9.3 shows the HREELS
image acquired with an impact energy of 112 eV in comparison with theory (red
lines) [61]. The elastic peak onset is visible at the Γ point. The main feature is the
S1 branch which detaches from the elastic peak at high wave vector and is found
at 13 meV at the M point. Weaker contributions corresponding to the S2 and S3
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9 Testing a New HREELS Set-Up
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Figure 9.2: Image of the specular electron beam detected at the analyzer using an
impact energy equal to 65 eV, an analyzer slit of 600 and 1120 eV as high voltage of
the multichannel plate detector. The Gaussian fits of the integrated beam over the
energy slides and over the angle slides produce the FWHM of 3.73 meV and 0.44◦,
respectively.
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9.4 Summary and Conclusion
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Figure 9.3: Phonon dispersion curves of Cu(111) measured along the ΓM direction
and with a Ekin of 112 eV. The red lines represent the theoretical phonons taken from
Ref.[62], © IOP Publishing. Reproduced with permission. All rights reserved.

modes are also present. As expected, the intensity of the modes differs for loss
and gain due to the difference in the phonon population and to the lowering to a
three-fold symmetry of the surface with consequent dissimilar cross sections [64]. In
contrast to the conventional HREELS set-up, where numerous measurements were
needed to cover the ΓM direction (see Sec. 3.3), with this new set-up we demonstrate
that it is possible to measure losses in a 0-2.1 Å−1 wave vector range and in only
7 minutes.

9.4 Summary and Conclusion

The overall performance of the new HREELS coupled with the hemispherical an-
alyzer have been presented by studying the phonon dispersion curves of Cu(111)
along the ΓM direction. In contrast to the traditional set-up, a large part of the
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9 Testing a New HREELS Set-Up

Brillouin zone is measured in one scan producing a two-dimensional image of the
intensity as a function of the energy and momentum. The typical three phonon
dispersion curves of Cu(111) have been observed in the range from 0 to 2.1 Å−1.
This demonstrates that, with this new set-up, the measurement time is significantly
improved.
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10 Conclusions

In the first part of this dissertation, the coupling of the graphene layer with differ-
ent supporting materials has been determined in terms of covalent and non-covalent
bonding, layer corrugation and doping. This would have been impossible without
the introduction of a new parameter, the van der Waals overlap, which estimates
the influence of the substrate on the electronic and structural properties of graphene
allowing a direct comparison between different systems given the graphene adsorp-
tion height (available from NIXSW experiments).
From the structural analysis of H-QFMLG and of EMLG on 6H-SiC(0001), there
is the clear evidence that the intercalation process softens the influence of the un-
derlying SiC as the interface in QFMLG comprises predominantly of weak van der
Waals interactions. As a consequence, H-QFMLG is much more ideal for device
applications than EMLG, as also confirmed by DFT calculations. However, based
on our NIXSW results on Ge-QFMLG, the intercalation process is not always conve-
nient. When intercalating one monolayer of Ge between graphene and SiC (leading
to n-type graphene), the interaction at the interface as well as the layer buckling
significantly increases making EMLG a better choice than n-type Ge-QFMLG. On
the other hand, it seems these effects can be reversed by doubling the amount of ger-
manium at the interface (leading to p-type graphene) resulting in a flatter graphene
layer. Obviously, this is strongly linked to a different arrangement of the Ge atoms
at the interface, whose vertical structure has however experimentally been resolved
only for the n-type phase clarifying long-standing uncertainties, and hopefully, being
the input for further theoretical studies on the p-type phase.
In spite of this, our results have been further compared to other graphene/substrate
systems for which the graphene adsorption height had been measured and/or cal-
culated. One of the main conclusions is that H-QFMLG/SiC, having the largest
adsorption distance, in other words a vanishing van der Waals overlap, is the weak-
est interacting system suggesting that the adsorption distance is a valid parameter
to determine the ideality of graphene.

Whereas hydrogen-intercalated SiC is a weaker interacting support for graphene
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10 Conclusions

compared to BL-terminated SiC, this is not the case for its corresponding nitrogen-
doped structure. To the best of our knowledge, we have been the first to investigate
the doping process of graphene taking into consideration the substrate (and inter-
face) contribution. From the comparative NIXSW and ARPES studies on nitrogen-
doped H-QFMLG and EMLG, both on SiC(0001), there is the clear evidence that
the support has multiple influences on the doping of graphene. Specifically, the con-
centration of dopants substituted into the layer as well as their configuration and
thus the graphene effective doping are strictly linked to the type of interface.
In the case of doped H-QFMLG, the graphene n-type carrier increase has only par-
tially been attributed to dopants substituted into the graphene layer. A significant
contribution comes from nitrogen replacing hydrogen at the interface, leading to
the surprising outcome that atoms confined underneath the graphene layer (out-
side the lattice) can inject charge carriers (’proximity doping’). Indeed, in terms
of layer/substrate interactions, the van der Waals overlap necessarily increases ac-
companied by a buckling of the layer with consequent reduction of the freestanding
character of graphene in H-QFMLG. On the contrary, the BL structure in EMLG
remains structurally intact and inert under nitrogen doping, preventing any degra-
dation of the graphene layer and allowing a multicomponent substitution of all the
dopants into the layer.
Because of this surprising BL inactive behavior, EMLG and thus BL have been
further doped with boron and investigated using XPS and NEXAFS, revealing the
presence of dopants in one bonding configuration and in both lattices (graphene and
BL). This different behavior can be attributed to the dopant nature in relation to the
bonding configuration, and to the synthesis in relation to the BL activity/inactivity.
Independent of synthesis, dopant nature and interface type was the systematic de-
tection of dopants (N and B) in the SiC substrate. This additionally points out that
any contribution from the substrate (and interface) has to be taken into account as
our findings have revealed that doping of graphene is hence a matter of substrate
choice.

In the second part of this dissertation, a new approach based on HREELS has been
presented which permits unambiguously to assess the symmetry reduction of ph-
thalocyanine molecules, which have a doubly degenerate LUMO, upon adsorption
via degeneracy lifting. When considering the vibrational properties of PtPc and
PdPc on Ag(111), a large amount of information about the charge transfer at the
interface and molecular symmetry can be obtained. Certainly, a possible interac-
tion between the molecules and the substrate can be visible in the shift of some
of the molecular vibrational peaks with respect to the isolated molecule, as indeed
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observed for both molecules. However, only because of the presence of a Fano-
type line shape (asymmetric vibrational peak), it has been possible to correlate a
molecular symmetry reduction (of both molecules) to two-fold with an unequal oc-
cupancy of the LUMO. Specifically, given the charge transfer induced-Fano peak,
its assignment to a vibrational mode, which is IR non-active in the isolated Pc
four-fold symmetry group but becomes IR active in the two-fold symmetry group,
demonstrates that the molecule/substrate complex assumes a two-fold symmetry
accompanied by a LUMO electronic splitting. Therefore, exploiting the activation
of modes associated with Fano-line shape can allow the HREELS technique to study
the symmetry of molecules/substrate complex systems in, effectively, a very simple
way.

Altogether, the present thesis provides insights into the interactions at the inter-
face in graphene/substrate and phthalocyanine/metal systems obtained with al-
ternative and new approaches. Even though these results advance the research
in carbon-based 2D materials, the unexpected findings related to, for example,
doped graphene show that further advancement in the main theme of this work
−the influence of the substrate− will be critical as we move forward in technol-
ogy.
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11 Appendix A

In Sec. 3.4.3 the DFT of the electronic structure and vibrational frequencies of
the isolated PdPc and PtPc are given. Here, the list of the calculated vibrational
frequencies is presented. A sketch of the molecule is shown in Fig. 11.1 illustrating
the acronyms used to describe the movement of the atoms or group of atoms in each
mode.

Me

NMe

NC

CN

CN

NC

C1

C1

C2

C2

C3

C3

H2

H2

H3

H3Iso

Pyr

Ph

Tetraaza

Figure 11.1: Illustration of the metal-phthalocyanine molecule. The acronyms
stand for: Ph=Phenyl group, Pyr=Pyrrole group, Tetraaza=Tetraazaporphyrin ring,
Iso=Isoindole group.
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Table 11.1: Vibrational modes of PtPc calculated using using LanL2DZ basis set and
B3LYP functional accompanied by their assignments and symmetries. The frequen-
cies are compressed by f=0.9456 to match the experimental ones. The acronyms
of the molecule refers to the labels defined in Fig. 11.1 and OOP=out-of-plane,
IP=in-plane, bend=bending mode, sciss=scissoring mode, breath=breathing mode,
stret=stretching mode, def=deformation mode and rock=rocking mode.

Mode DFT*f (cm-1) DFT*f (meV) Assignment Symm
1 21.931 2.741 OOP bend: Ph B2U

2 34.473 4.309 OOP bend: Me+N+CN vs Ph A2U

3 56.524 7.066 OOP bend: Ph+Pyr+NC B1U

4 67.615 8.452 OOP bend: Ph+Pyr+NC EG

5 67.615 8.452 OOP bend: Iso+ NC EG

6 107.028 13.379 IP sciss: Iso+ NC B2G

7 109.931 13.741 IP sciss: Ph EU

8 109.931 13.741 IP sciss: Ph EU

9 118.803 14.850 OOP def: Ph A1U

10 125.441 15.680 OOP def: Ph EG

11 125.441 15.680 OOP def: Ph EG

12 135.734 16.967
OOP bend: C3+H3 vs

NC+CN+C1
A2U

13 148.748 18.593 OOP def: Iso B2U

14 202.745 25.343 IP sciss: Mol A2G

15 204.506 25.563 IP breath: Mol B1G

16 216.543 27.068 OOP def: Ph+NC+CN B1U

17 220.735 27.592 IP sciss: Tetraaza B2G

18 249.861 31.233 IP breath: Mol EU

19 249.861 31.233 IP breath: Mol EU

20 254.297 31.787 IP breath: Mol A1G

21 255.036 31.880 OOP def: Mol EG

22 255.036 31.880 OOP def: Mol EG

23 290.765 36.346 IP stret: Iso+NC EU

24 290.765 36.346 IP stret: Iso+NC EU

25 297.474 37.184
OOP bend: NMe+C3+H3 vs

NC+C2+H2
EG

26 297.474 37.184
OOP bend: NMe+C3+H3 vs

NC+C2+H2
EG
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27 300.891 37.611
OOP bend: Me+C1,2+H2 vs

N+CN,3+H3
A2U

28 336.958 42.120 OOP def: Mol B2U

29 382.323 47.790 OOP bend: NC vs NMe A2U

30 419.960 52.495 OOP bend: H2+C2 vs C1,3+H3 EG

31 419.960 52.495 OOP bend: H2+C2 vs C1,3+H3 EG

32 423.577 52.947 OOP def: Iso A1U

33 430.400 53.800 OOP bend: Ph+NMe B2U

34 434.490 54.311 OOP bend: N+C2+H2 vs C1 A2U

35 462.780 57.848 IP sciss: Mol B2G

36 487.809 60.976 OOP def: Iso+NC EG

37 487.809 60.976 OOP def: Iso+NC EG

38 489.929 61.241 IP sciss: Iso+NC EU

39 489.929 61.241 IP sciss: Iso+NC EU

40 511.310 63.914 OOP def: Ph+NC B1U

41 552.855 69.107 IP breath: Mol B1G

42 559.305 69.913 IP defn: Mol EU

43 559.305 69.913 IP def: Mol EU

44 560.437 70.055 IP def: Iso+NC A2G

45 574.215 71.777 IP breath: Mol A1G

46 607.887 75.986 IP sciss: Tetraaza A2G

47 608.068 76.008 OOP def: Iso A1U

48 623.975 77.997 IP def: Mol EU

49 623.975 77.997 IP def: Mol EU

50 624.869 78.109 OOP def: Iso+NC EG

51 624.869 78.109 OOP def: Iso+NC EG

52 641.839 80.230 IP sciss: Ph+NC A1G

53 662.779 82.847 IP def: Ph B2G

54 669.276 83.659 OOP def: Iso+ NC B1U

55 688.139 86.017 OOP bend: H+NC vs NMe B2U

56 721.058 90.132 OOP bend: H+NC vs NMe EG

57 721.058 90.132 OOP bend: H+NC vs NMe EG

58 722.319 90.290 IP stret: Pyr B1G

59 725.492 90.686 IP sciss: Tetraaza EU
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60 725.492 90.686 IP sciss: Tetraaza EU

61 738.449 92.306 OOP bend: N vs H2,3+CN A2U

62 768.344 96.043 OOP bend: H B2U

63 770.113 96.264 OOP bend: H+C1 vs CN EG

64 770.113 96.264 OOP bend: H+C1 vs CN EG

65 771.713 96.464 OOP def: Ph+CN A1U

66 773.475 96.684 IP def: Ph+Tetraaza B1G

67 776.219 97.027 OOP def: H2+C1,N B1U

68 778.500 97.313 OOP def: Mol EG

69 778.500 97.313 OOP def: Mol EG

70 779.907 97.488 IP def: Mol EU

71 779.907 97.488 IP def: Mol EU

72 783.448 97.931 OOP bend: N+H+C1 vs CN,2,3 A2U

73 820.441 102.555 IP breath: Mol A1G

74 828.314 103.539 IP def: Mol A2G

75 868.749 108.594 IP def: Ph+Tetraaza EU

76 868.749 108.594 IP def: Ph+Tetraaza EU

77 879.957 109.995 OOP bend: H A1U

78 880.384 110.048 OOP bend: H B1U

79 880.488 110.061 OOP bend: H EG

80 880.488 110.061 OOP bend: H EG

81 890.594 111.324 IP def: Mol B2G

82 954.885 119.361 OOP bend: H B2U

83 955.415 119.427 OOP bend: H EG

84 955.415 119.427 OOP bend: H EG

85 956.000 119.500 OOP bend: C2+H2 vs C3+H3 A2U

86 974.612 121.827 IP breath: Ph B1G

87 975.040 121.880 IP breath: Ph EU

88 975.040 121.880 IP breath: Ph EU

89 975.466 121.933 IP breath: Ph A1G

90 984.226 123.028 OOP bend: H A1U

91 984.466 123.058 OOP bend: H EG

92 984.466 123.058 OOP bend: H EG

93 984.696 123.087 OOP bend: H B1U
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94 995.026 124.378 IP def: Mol B2G

95 1031.647 128.956 IP def: Mol EU

96 1031.647 128.956 IP def: Mol EU

97 1058.858 132.357 IP def: Ph A2G

98 1067.534 133.442 IP stret: Pyr EU

99 1067.534 133.442 IP stre: Pyr EU

100 1073.030 134.129 IP stret: Pyr A2G

101 1075.100 134.387 IP stret: Pyr B2G

102 1096.961 137.120 IP def: Iso EU

103 1096.961 137.120 IP def: Iso EU

104 1099.343 137.418 IP breath: Mol A1G

105 1116.768 139.596 IP breath: Mol B1G

106 1141.748 142.718 IP sciss: H A1G

107 1142.175 142.772 IP sciss: H EU

108 1142.175 142.772 IP sciss: H EU

109 1151.690 143.961 IP def: Iso B1G

110 1156.738 144.592 IP def: Iso A2G

111 1158.911 144.864 IP def: Mol EU

112 1158.911 144.864 IP def: Mol EU

113 1173.703 146.713 IP stret: H+Pyr B2G

114 1259.805 157.476 IP rock: H EU

115 1259.805 157.476 IP rock: H EU

116 1261.699 157.712 IP rock: H A2G

117 1265.021 158.128 IP stret: Pyr B1G

118 1267.333 158.417 IP rock: H B2G

119 1271.389 158.924 IP stret: Pyr EU

120 1271.389 158.924 IP stret: Pyr EU

121 1292.784 161.598 IP stret: Pyr A1G

122 1322.590 165.324 IP stret: Ph EU

123 1322.590 165.324 IP stret: Ph EU

124 1332.857 166.607 IP stret: Ph B1G

125 1343.098 167.887 IP stret: Ph A1G

126 1376.045 172.006 IP rock: H EU

127 1376.045 172.006 IP rock: H EU
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128 1380.374 172.547 IP sciss: Iso A1G

129 1396.441 174.555 IP stret: Tetraaza B2G

130 1404.042 175.505 IP stret: Ph B1G

131 1420.601 177.575 IP sciss: H EU

132 1420.601 177.575 IP sciss: H EU

133 1421.658 177.707 IP sciss: H A2G

134 1430.193 178.774 IP stret: Pyr B2G

135 1445.543 180.693 IP stret: Tetraaza EU

136 1445.543 180.693 IP stret: Tetraaza EU

137 1464.456 183.057 IP stret: NC+CN A2G

138 1464.654 183.082 IP stret: NC+CN EU

139 1464.654 183.082 IP stret: NC+CN EU

140 1481.674 185.209 IP stret: NC+CN A1G

141 1509.000 188.625 IP stret: NC+CN B1G

142 1546.008 193.251 IP stret: Ph EU

143 1546.008 193.251 IP stret: Ph EU

144 1546.937 193.367 IP stret: Ph A1G

145 1547.616 193.452 IP stret: Ph B1G

146 1571.216 196.402 IP stret: Ph A2G

147 1573.535 196.692 IP stret: Ph EU

148 1573.535 196.692 IP stret: Ph EU

149 1576.070 197.009 IP stret: Ph B2G

150 3025.196 378.150 IP stret: H A2G

151 3025.228 378.153 IP stret: H EU

152 3025.228 378.153 IP stret: H EU

153 3025.241 378.155 IP stret: H B2G

154 3041.419 380.177 IP stret: H B1G

155 3041.475 380.184 IP stret: H EU

156 3041.475 380.184 IP stret: H EU

157 3041.591 380.199 IP stret: H A1G

158 3057.437 382.180 IP stret: H A2G

159 3057.559 382.195 IP stret: H EU

160 3057.559 382.195 IP stret: H EU

161 3057.671 382.209 IP stret: H B2G
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162 3063.884 382.985 IP stret: H B1G

163 3063.942 382.993 IP stret: H EU

164 3063.942 382.993 IP stret: H EU

165 3064.181 383.023 IP stret: H A1G
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Table 11.2: Vibrational modes of PdPc calculated using using LanL2DZ basis set and
B3LYP functional accompanied by their assignments and symmetries. The frequen-
cies are compressed by f=0.9456 to match the experimental ones. The acronyms
of the molecule refers to the labels defined in Fig. 11.1 and OOP=out-of-plane,
IP=in-plane, bend=bending mode, sciss=scissoring mode, breath=breathing mode,
stret=stretching mode, def=deformation mode and rock=rocking mode.

Mode DFT*f (cm-1) DFT*f (meV) Assignment Symm
1 21.179 2.647 OOP bend: Ph B2U

2 36.380 4.548 OOP bend: Me+N+CN vs Ph A2U

3 55.583 6.948 OOP bend: Ph+Pyr+NC B1U

4 66.115 8.264 OOP bend: Ph+Pyr+NC EG

5 66.115 8.264 OOP bend: Ph+Pyr+NC EG

6 105.599 13.200 IP sciss: Iso +NC B2G

7 111.977 13.997 IP sciss: Ph EU

8 111.977 13.997 IP sciss: Ph EU

9 119.045 14.881 OOP def: Ph A1U

10 124.938 15.617 OOP def: Ph EG

11 124.938 15.617 OOP def: Ph EG

12 145.814 18.227
OOP bend: C3+H3 vs

NC+CN+C1
A2U

13 147.673 18.459 OOP def: Iso B2U

14 191.816 23.977 IP breath: Mol B1G

15 201.286 25.161 IP sciss: Mol A2G

16 216.207 27.026 OOP def: Ph+NC+CN B1U

17 216.544 27.068 IP sciss: Tetraaza B2G

18 248.109 31.014 IP breath: Mol A1G

19 251.566 31.446 OOP def: Mol EG

20 251.566 31.446 OOP def: Mol EG

21 284.434 35.554 IP breath: Mol EU

22 284.434 35.554 IP breath: Mol EU

23 284.434 35.554 OOP def: Mol EG

24 284.434 35.554 OOP def: Mol EG

25 288.214 36.027 IP def: Tetraaza EU

26 288.214 36.027 IP def: Tetraaza EU

27 298.536 37.317
OOP bend: Me+C1,2+H2 vs

N+CN,3+H3
A2U
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28 314.529 39.316 OOP def: Mol B2U

29 368.524 46.065 OOP bend: NC vs NMe A2U

30 417.974 52.247 OOP bend: H2+C2 vs C1,3+H3 EG

31 417.974 52.247 OOP bend: H2+C2 vs C1,3+H3 EG

32 422.900 52.862 OOP bend: Ph+NMe B2U

33 423.683 52.960 OOP def: Iso A1U

34 432.816 54.102 OOP bend: N+C2+H2 vs C1 A2U

35 462.206 57.776 IP sciss: Mol B2G

36 487.061 60.883 OOP def: Iso+NC EG

37 487.061 60.883 OOP def: Iso+NC EG

38 488.002 61.000 IP sciss: Iso+NC EU

39 488.002 61.000 IP sciss: Iso+NC EU

40 509.716 63.715 OOP def: Ph+NC B1U

41 547.718 68.465 IP breath: Mol B1G

42 555.921 69.490 IP def: Mol EU

43 555.921 69.490 IP def: Mol EU

44 560.312 70.039 IP def: Iso+ NC A2G

45 570.352 71.294 IP breath: Mol A1G

46 602.164 75.271 IP sciss: Tetraaza A2G

47 608.385 76.048 OOP def: Iso A1U

48 622.473 77.809 IP def: Mol EU

49 622.473 77.809 IP def: Mol EU

50 624.616 78.077 OOP def: Iso EG

51 624.616 78.077 OOP def: Iso EG

52 642.216 80.277 IP sciss: Ph+ NC A1G

53 662.130 82.766 IP def: Ph B2G

54 666.843 83.355 OOP def: Iso+NC B1U

55 679.271 84.909 OOP bend: H+NC vs NMe B2U

56 716.953 89.619 OOP bend: H+NC vs NMe EG

57 716.953 89.619 OOP bend: H+NC vs NMe EG

58 720.213 90.027 IP sciss: Tetraaza B1G

59 722.713 90.339 IP def: Mol EU

60 722.713 90.339 IP def: Mol EU

61 734.444 91.806 OOP bend: N vs H+CN A2U
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62 764.312 95.539 IP def: Mol B1G

63 767.486 95.936 OOP bend: H B2U

64 769.542 96.193 OOP bend: H+C1 vs CN EG

65 769.542 96.193 OOP bend: H+C1 vs CN EG

66 771.272 96.409 OOP def: Ph+NC A1U

67 774.302 96.788 IP def: Ph+NC EU

68 774.302 96.788 IP def: Ph+NC EU

69 775.269 96.909 OOP def: H2+C1,N B1U

70 776.908 97.113 OOP def: Mol EG

71 776.908 97.113 OOP def: Mol EG

72 779.589 97.449 OOP bend: N+H+C1 vs CN,2,3 A2U

73 808.086 101.011 IP breath: Mol A1G

74 824.713 103.089 IPdef: Mol A2G

75 863.022 107.878 IP def: Mol EU

76 863.022 107.878 IP def: Mol EU

77 879.905 109.988 OOP bend: H A1U

78 880.113 110.014 OOP bend: H B1U

79 880.397 110.050 OOP bend: H EG

80 880.397 110.050 OOP bend: H EG

81 887.247 110.906 IP def: Mol B2G

82 955.191 119.399 OOP bend: H B2U

83 955.714 119.464 OOP bend: H EG

84 955.714 119.464 OOP bend: H EG

85 956.288 119.536 OOP bend: C2+H2 vs C3+H3 A2U

86 973.829 121.729 IP breath: Ph B1G

87 974.303 121.788 IP breath: Ph EU

88 974.303 121.788 IP breath: Ph EU

89 974.604 121.826 IP breath: Ph A1G

90 984.422 123.053 OOP bend: H A1U

91 984.661 123.083 OOP bend: H EG

92 984.661 123.083 OOP bend: H EG

93 984.888 123.111 OOP bend: H B1U

94 994.419 124.302 IP def: Mol B2G

95 1029.358 128.670 IP def: Mol EU
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96 1029.358 128.670 IP def: Mol EU

97 1057.959 132.245 IP def: Ph A2G

98 1063.655 132.957 IP stret: Pyr EU

99 1063.655 132.957 IP stret: Pyr EU

100 1074.650 134.331 IP stret: Pyr B2G

101 1079.516 134.940 IP stret: Pyr A2G

102 1092.712 136.589 IP def: Iso EU

103 1092.712 136.589 IP def: Iso EU

104 1093.592 136.699 IP breath: Mol A1G

105 1117.050 139.631 IP breath: Mol B1G

106 1140.883 142.610 IP sciss: H A1G

107 1141.008 142.626 IP sciss: H EU

108 1141.008 142.626 IP sciss: H EU

109 1150.335 143.792 IP def: Iso B1G

110 1155.066 144.383 IP def: Iso A2G

111 1156.231 144.529 IP def: Mol EU

112 1156.231 144.529 IP def: Mol EU

113 1173.040 146.630 IP stret: Pyr B2G

114 1257.924 157.241 IP rock: H EU

115 1257.924 157.241 IP rock: H EU

116 1259.879 157.485 IP stret: Pyr B1G

117 1260.292 157.537 IP rock: H A2G

118 1265.657 158.207 IP rock: H B2G

119 1266.047 158.256 IP stret: Pyr EU

120 1266.047 158.256 IP stret: Pyr EU

121 1291.764 161.471 IP stret: Pyr A1G

122 1320.990 165.124 IP stret: Ph EU

123 1320.990 165.124 IP stret: Ph EU

124 1331.809 166.476 IP stret: Ph B1G

125 1343.823 167.978 IP stret: Ph A1G

126 1372.188 171.524 IP rock: H EU

127 1372.188 171.524 IP rock: H EU

128 1378.472 172.309 IP sciss: Iso A1G

129 1391.333 173.917 IP stret: Tetraaza B2G
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130 1402.143 175.268 IP stret: Ph B1G

131 1419.060 177.383 IP sciss: H EU

132 1419.060 177.383 IP sciss: H EU

133 1420.972 177.622 IP sciss: H A2G

134 1428.244 178.531 IP stret: Pyr B2G

135 1438.051 179.756 IP stret: Tetraaza EU

136 1438.051 179.756 IP stret: Tetraaza EU

137 1453.682 181.710 IP stret: Tetraaza A2G

138 1456.448 182.056 IP stret: Tetraaza EU

139 1456.448 182.056 IP stret: Tetraaza EU

140 1475.564 184.446 IP stret: Tetraaza A1G

141 1506.753 188.344 IP stret: Tetraaza B1G

142 1544.659 193.082 IP stret: Ph EU

143 1544.659 193.082 IP stret: Ph EU

144 1545.759 193.220 IP stret: Ph A1G

145 1545.853 193.232 IP stret: Ph B1G

146 1569.975 196.247 IP stret: Ph A2G

147 1572.264 196.533 IP stret: Ph EU

148 1572.264 196.533 IP stret: Ph EU

149 1572.264 196.533 IP stret: Ph B2G

150 3025.362 378.170 IP stret: H A2G

151 3025.390 378.174 IP stret: H EU

152 3025.390 378.174 IP stret: H EU

153 3025.408 378.176 IP stret: H B2G

154 3041.551 380.194 IP stret: H B1G

155 3041.607 380.201 IP stret: H EU

156 3041.607 380.201 IP stret: H EU

157 3041.721 380.215 IP stret: H A1G

158 3057.560 382.195 IP stret: H A2G

159 3057.682 382.210 IP stret: H EU

160 3057.682 382.210 IP stret: H EU

161 3057.795 382.224 IP stret: H B2G

162 3064.018 383.002 IP stret: H B1G

163 3064.077 383.010 IP stret: H EU
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164 3064.077 383.010 IP stret: H EU

165 3064.319 383.040 IP stret: H A1G
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12.1 Calculation of the Reflectivity for 6H-SiC

All NIXSW data reported in this dissertation were analyzed by means of the free
and open-source program Torricelli, developed by Dr. Giuseppe Mercurio (PGI-
3, Forschungszentrum Jülich, Germany) and documented in his PhD thesis [98]. Ini-
tially, the software was created with the aim of analyzing data of species adsorbed
on crystals with cubic symmetry (Cu(111), Ag(111) and Ag(110)). In our case,
the NIXSW data are however related to graphene supported by the 6H-SiC(0001)
crystal. In this regard, Torricelli has been implemented with additional func-
tionalities in order to fit the experimental reflectivity curve of the hexagonal SiC.
Details about the fitting function as well as the calculation of the phase can be found
in Ref. [98].

The ideal reflectivity of the sample (and monochromator) for the Bragg case is
calculated according to the following expression [99]

R =

∣∣∣∣
EH
E0

∣∣∣∣
2

=

∣∣∣∣η ±
√

(η2 − 1)

∣∣∣∣
2
FH
FH̄

(12.1)

where the parameter η is defined as [100]

η =
−2∆E

E
sin2(θB) + ΓF0

Γ
√
FHFH̄

. (12.2)

F0, FH and FH̄ are the structure factors associated with the forward scattering of the
incident beam ((000) reflection), with the Bragg reflection outside the crystal ((hkl)
reflection) and with the Bragg back-reflection inside the crystal ((h̄k̄l̄) reflection),
respectively which will be calculated for SiC in the following. E is the the value
of the photon energy which differs by ∆E from the Bragg energy, θB is the angle
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between the incident x-ray and the scattering plane and Γ is equal to re λ
2

πV
, being re

the electron radius, λ the x-ray wavelength in Bragg condition and V the unit cell
volume.

12.1.1 Crystal Structure

Silicon carbide (SiC) is a compound semiconductor made out of Si and C atoms.
Each silicon atom is surrounded by four carbon atoms (and vice-versa) that are ar-
ranged in a tetrahedral geometry (Fig. 12.1(a)). In the hexagonal crystal polytypes,
the tetrahedral unit build up bilayers of hexagonal symmetry which stack on top of
each other in the direction parallel to the hexagonal c-axis. The bilayers are arranged
such that two consecutive bilayers have the same orientation and/or are rotated by
60◦ with respect to each other. The difference in bilayer stacking does not affect
the in-plane lattice parameter a (and b) which amounts to 3.08 Å for essentially all
hexagonal polytypes (Fig. 12.1(b)). On the contrary, the lattice constant c depends
on the stacking sequence which in turn affects the fundamental bandgap of SiC.
The 6H-SiC polytype (Fig. 12.1(b)), used in this work, is composed of two-thirds
cubic bonds and one-third hexagonal bonds with a stacking sequence of ABCACB
(c = 15.12 Å). The unit cell is composed of 12 atoms (half is Si and the other half
is C). Their positions are reported in Tab. 12.1.

Si positions C positions
(0, 0, 0) (0, 0, 1/8)
(0, 0, 1/2) (0, 0, 5/8)

(1/3, 2/3, 1/3) (1/3, 2/3, 11/24)
(1/3, 2/3, 2/3) (1/3, 2/3, 19/24)
(2/3, 1/3, 1/6) (2/3, 1/3, 23/24)
(2/3, 1/3, 5/6) (2/3, 1/3, 7/24)

Table 12.1: The position of the C atoms and Si atoms in the SiC unit cell given as
rn = (xn, yn, zn) for a n atom.

12.1.2 Calculation of the Structure Factors

In order to calculate the reflectivity (and phase) of a crystal, the aforementioned
structure factors must be determined. With the assumption that the atoms in the
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Figure 12.1: (a) SiC tetrahedral geometry; (b) bilayer stacking arrangement for 6H-
SiC polytype; (c) lattice vectors and unit cell of SiC. The Fig. is adapted from Ref. [101]
Copyright © 2013, Jonathan Emery. All Rights Reserved.

crystal are rigid sphere, the general expression of FH can be written as

FH =
∑

n

fn exp(−Mn) exp(2πiH · rn), (12.3)

where fn is the atomic scattering factor, exp(−Mn) is the Debye-Waller factor and
rn = (xn, yn, zn) is the position of the n atom in the unit cell with respect to the
unit cell vectors a, b and c (reported above in Tab. 12.1 for SiC). The reciprocal
vector H is defined as H = hb1 + kb2 + lb3, where b1, b2 and b3 are the reciprocal
lattice vectors of the unit cell associated with the real space SiC vectors a, b and c
(see Fig. 12.1(c)), and h, k and l are the Miller indices. Commonly, for hexagonal
crystals a four Miller indexing (hkil) is adopted, e.g. 6H-SiC(0001). The i index
originates from the presence of a third in-plane vector located at 120◦ with respect to
a and b. However, for the derivation of the structure factor, a three Miller indexing
(hkl) is adopted.

As the SiC crystal is composed of two atoms, Si and C, FH can be divided into two
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contributions according to the nature of the atom such as

FH = fSi exp(−MSi)
∑

Si

exp(2πiH · rSi) + fC exp(−MC)
∑

C

exp(2πiH · rC), (12.4)

where the indices Si and C run over the Si and C atoms in the unit cell, respec-
tively. In the sections below, 1) the atomic scattering factors (fSi and fC), 2)
Debye-Waller factors (exp(−MSi) and exp(−MC)) and 3) geometrical factors S
(SSi =

∑
Si exp(2πiH · rSi) and SC =

∑
C exp(2πiH · rC)) will be discussed and

calculated.

1) Atomic Scattering Factors
The atomic scattering factor describes the interaction between an x-ray beam and
the electron cloud of an atom. In practice, it is a measure of the scattering amplitude
of a wave by an isolated atom. Its expression can be written as

f = f0 + ∆f ′ + i∆f ′′, (12.5)

where f0 is the atomic form factor which is dependent on both angle θ and x-
ray energy ( sin(θ)

λ
= 1

2dhkl
), while the terms ∆f ′ + i∆f ′′, called the Hönl correc-

tions, are considered independent of θ and take into account the modification of
the atomic scattering factor due to resonance and absorption. The value f0,Si and
f0,C as a function of sin(θ)

λ
= 1

2dhkl
, and the values ∆f ′Si + i∆f ′′Si and ∆f ′C + i∆f ′′C

as a function of the energy are tabulated and interpolated by the program [102,
103].

2) Debye-Waller Factors
Generally, the thermal vibrations of the n atom are included in the atomic scattering
factor by replacing fn by fn exp(−Mn) where the exponential is the Debye-Waller
factor, defined as

Mn = Bn(
sin θ

λ
)2, (12.6)

with Bn = 8π2 < µ2
n >. The fluctuation values < µ2

n > as a function of the tempera-
ture for both C and Si are extracted from Fig. 12.2 according to Ref. [104].
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Figure 12.2: Mean-square displacement of C and Si atoms of 3C SiC and of 6H-
SiC versus temperature as continuous line and dotted dots respectively taken from
Ref. [104] Copyright 1996 by the American Physical Society.

3) Geometrical Factors
The last terms which need to be calculated in order to obtain the structure factors
are the geometrical factors SSi and SC for the (000), (00l) and (00l̄) reflections. The
general formula of SSi and SC are

SSi(hkl) =
∑

Si

exp(2πi(hxSi + kySi + lzSi)) (12.7)

and

SC(hkl) =
∑

C

exp(2πi(hxC + kyC + lzC)), (12.8)

which, taking into account the atomic positions defined in Tab. 12.1, become

SSi(hkl) = 1 + e2πi( 1
2
l) + e2πi( 1

3
h+ 2

3
k+ 1

3
l)

+ e2πi( 1
3
h+ 2

3
k+ 2

3
l) + e2πi( 2

3
h+ 1

3
k+ 1

6
l) + e2πi( 2

3
h+ 1

3
k+ 5

6
l),

(12.9)
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and

SC(hkl) = e2πi( 1
8
l) + e2πi( 5

8
l) + e2πi( 1

3
h+ 2

3
k+ 11

24
l)

+ e2πi( 1
3
h+ 2

3
k+ 19

24
l) + e2πi( 2

3
h+ 1

3
k+ 23

24
l) + e2πi( 2

3
h+ 1

3
k+ 7

24
l).

(12.10)

For the (000) reflection we have SSi(000) = SC(000) = 6.

For the Bragg reflection (00l) and back-reflection (00l̄) it would be straightfor-
ward to consider the (001) and (001̄) reflections. However, for l = 1, Eq. 12.9
becomes

SSi(001) = 1 + eπi + e
2
3
πi + e

4
3
πi + e

1
3
πi + e

5
3
πi, (12.11)

which can be rewritten as

SSi(001) = 1 + (−1) + e
2
3
πi + e

1
3
πi · eπi + e

1
3
πi + e

2
3
πi · eπi. (12.12)

As eπi = −1 and e2πi = +1, the sum of the terms inside Eq. 12.12 vanishes. Accord-
ingly, with l = 1 Eq. 12.10 equals null as well

SC(001) = e
1
4
πi + e

5
4
πi + e

11
12
πi + e

19
12
πi + e

23
12
πi + e

7
12
πi =

e
1
4
πi + e

1
4
πi · eπi + e

11
12
πi + e

7
12
πi · eπi + e

11
12
πi · eπi + e

7
12
πi = 0.

(12.13)

Since a geometrical factor must be 6= 0 in order to have a reflection, the (006) and
(006̄) reflections of the 6H-SiC(0001) are considered. For l = 6 and l = −6, Eq. 12.9
and Eq. 12.10 become

SSi(006) = 1 + e6πi + e4πi + e8πi + e2πi + e10πi = 6, (12.14)

SC(006) = e
3
2
πi + e

15
2
πi + e

11
2
πi + e

19
2
πi + e

23
2
πi + e

7
2
πi = −6i (12.15)

and

SSi(006̄) = 1 + e−6πi + e−4πi + e−8πi + e−2πi + e−10πi = 6, (12.16)
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SC(006̄) = e−
3
2
πi + e−

15
2
πi + e−

11
2
πi + e−

19
2
πi + e−

23
2
πi + e−

7
2
πi = +6i. (12.17)

12.1.3 Summary of the Results

6H-SiC(0001), T=300K
BSi 0.200
BC 0.243
F0(000) 118.983 + 16.906i
FH(006) 56.677− 5.959i
FH̄(006̄) 55.315 + 38.140i

Table 12.2: Debey-Waller factors (BSi and BC) given in Å2 and related structure
factors for the (hkl) reflection given a photon energy of 2464.640 eV and d(006) = 2.520

Å.
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