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Zusammenfassung

Obwohl auf dem Gebiet der ultraschnellen Magnetisierungsdynamik wéhrend der
letzten zwei Jahrzehnte sowohl experimentell als auch theoretisch intensiv geforscht
worden ist, konnte bisher keine einheitliche Erklarung des Phinomens etabliert wer-
den. Das Ziel der vorliegenden Arbeit ist es, eine neue, tiefgehende Sichtweise auf die
zugrunde liegenden Mechanismen zu ermoglichen, indem die Spin-Dynamik direkt
in der elektronischen Bandstruktur beobachtet wird. Dies geschieht mittels zeit- und
spinaufgeloster Photoelektronenspektroskopie des gesamten Energiebereichs der Va-
lenzbéander auf einer Femtosekunden-Zeitskala.

Zu diesem Zweck wurde ein neuartiger Versuchsaufbau entwickelt und in Betrieb ge-
nommen. Dieser kombiniert einen hoch-effizienten Spin-Detektor mit einer modernen
Labor-Lichtquelle, die ultrakurze Lichtpulse im extrem-ultravioletten (XUV) Spek-
tralbereich generiert. Die Lichtquelle basiert auf der Erzeugung hoher Harmonischer
von Laserlicht und kann auf zwei verschiedene Arten betrieben werden, um unter-
schiedliche Wellenldngen und Photonenfliisse bereitzustellen. In beiden Betriebsar-
ten wurden statische, spinaufgeldste Photoemissionsspektren von Co(001) Filmen
gemessen, um optimale Bedingungen fiir zeitaufgeloste Messungen zu finden. Wei-
terhin wurden Vakuum-Raumladungseffekte untersucht. Dies geschah sowohl in den
dichten Elektronenwolken, die durch die ultrakurzen XUV Pulse erzeugt wurden,
als auch in Bezug auf die Coulomb-Wechselwirkung zwischen dieser Elektronenwol-
ke und Elektronen, die in Anrege-Abfrage-Experimenten durch nah-infrarote (NIR)
Anrege-Pulse ausgeltst werden. Dadurch konnte der Einfluss dieser Effekte auf Pho-
toemissionsspektren ermittelt und spiter minimiert werden.

Die NIR Anrege-Pulse wurden im Weiteren in zeitaufgeldsten Messungen eingesetzt,
um eine ultraschnelle Demagnetisierung in Co Filmen einzuleiten. Mit Hilfe unseres
neuen Experiments konnten wir den zeitlichen Verlauf der Elektronendynamik ver-
folgen, indem spinaufgeléste Spektren iiber einen breiten Energiebereich, der die Va-
lenzbénder vollstandig einschlieBt, aufgezeichnet wurden. Solche Messungen wurden,
nach unserem Wissen, erstmals durchgefiihrt. Die Experimente ermdglichen neuarti-
ge Einblicke in die zeitliche Entwicklung des Spinsystems wihrend der ultraschnellen
Demagnetisierung. Dabei konnten wir keine Reduzierung der Austauschaufspaltung,
wie es vom Stoner-Modell vorhergesagt wird, beobachten. Stattdessen zeigen die Er-
gebnisse Anzeichen fiir eine Durchmischung der Spinzusténde.






Abstract

In the last two decades, ultrafast magnetization dynamics has been the subject of a
large number of experimental and theoretical investigations, however, without estab-
lishing a consistent picture up to now. The objective of the work presented in this
thesis is to provide a new and profound perspective on the underlying mechanisms
by a direct observation of the spin-dynamics in the electronic band structure of 3d
ferromagnets using femtosecond time- and spin-resolved photoelectron spectroscopy
of the full energy range of the valence bands.

For this purpose, a novel experimental setup has been developed and commissioned
that combines a modern, highly efficient spin detector with a state-of-the-art, table-
top light source creating ultrashort extreme ultraviolet (XUV) pulses by laser-based
high-order harmonic generation (HHG). The light source can be used in two oper-
ation modes, which provide XUV radiation with different wavelengths and photon
fluxes. Static spin-resolved photoemission spectra of Co(001) films have been mea-
sured in both operation modes to find the optimum conditions for time-resolved ex-
periments. Moreover, vacuum space-charge (VSC) effects within the dense electron
clouds emitted by the femtosecond XUV pulses as well as the Coulomb interaction
between electron clouds generated by XUV probe- and near-infrared (NIR) pump-
pulses in a pump-probe experiment have been investigated in detail. The findings
are used to determine and later minimize the influence of VSC on photoemission
results.

The NIR pump-pulses have been employed in time-resolved measurements to trig-
ger ultrafast demagnetization in Co samples. Using the capabilities of the new
experiment, we monitored the time evolution of the electron-dynamics by measur-
ing spin-resolved spectra over a broad energy range fully covering the valence bands.
To our knowledge, such measurements have been performed for the first time. The
experiments lead to novel insights into the evolution of the spin system during an
ultrafast demagnetization process, in particular by showing evidence of spin-mixing
instead of a quenching of the exchange splitting as suggested by the Stoner-model.






1 Introduction

Nowadays, information technology (IT) is an essential component of our daily life.
Since the first realization of computers in the 1940s, their performance is increasing
fast, driven by an approximate doubling of the number of transistors per chip every
two years ("Moore’s law”). This development created the possibility to handle huge
quantities of information. Due to the worldwide network of IT devices, the local
and global amount of data is growing even more rapidly during the last two decades.
In 2010, 1200 exabyte of data was stored worldwide and the amount is doubling
every year [Gantz12]. This trend will continue because of the rising importance of,
e.g., online video/photo sharing, digital communication and the need for big data
analysis in industry.

The increasing amount of data that has to be handled needs not only huge storage
capacities, but also new, faster techniques to store and retrieve the information
efficiently. To deal with these challenges, the interaction between magnetic storage
materials and laser radiation is explored and suggests interesting and promising
approaches. One possible way to realize higher storage capacities is to employ
laser light to locally heat an otherwise magnetically hard and stable material
and thus make it switchable with standard methods for a defined time interval.
Using this technique, which is called heat-assisted magnetic recording (HAMR),
materials with a very high anisotropy can be used allowing for smaller bit volumes
and therefore higher storage densities while maintaining the energy barrier of the
superparamagnetic effect. The concept has been already proven in prototype hard
drives [Rausch13] and is planned to enter the consumer market in the next years.

Concerning the optical writing of data it was demonstrated at the end of the last
century, e.g. by Beaurepaire et al. in 1996 [Beaurepaire96], that a transient, laser-
induced manipulation of the magnetization of a ferromagnetic material can occur on
a sub-picosecond time scale. This process is significantly faster than the writing of
information induced by magnetic field pulses [Tudosa04]. From the point of view of
technology, two important milestones have been reached since the first observations.
First, full switching purely induced by a femtosecond light pulse! without the need

1However, it takes tens of picoseconds until an equilibrium state is established again
[Vahaplar09].

[



CHAPTER 1. INTRODUCTION

of a magnetic field was demonstrated in the ferrimagnetic alloy GdFeCo in 2007
[Stanciu07]. Second, this process was recently also proven in ferromagnets marking
another important step towards a working device [Lambert14].

As suggested by Beaurepaire et al., an ultrafast quenching of the magnetization can
be phenomenologically described by assuming three interacting subsystems that
account for the spins, the electrons and the lattice [Beaurepaire96]. Nevertheless,
the mechanisms behind the spin-dynamics before the spins and electrons start to
thermalize with the phonon system (for > 1ps) is, despite of almost 20 years of
intense theoretical as well as experimental research, not yet understood. For 3d
ferromagnets, four models found most attraction during the last years.

First, the laser pulse can directly couple to the spins. This effects occurs in the first
femtoseconds while the pump-pulse is still present [Bigot09].

Second, the angular momentum can be transfered from the spin, which supplies
the dominant contribution to the magnetic moment, to the orbital part by spin-
orbit coupling (SOC) [Zhang00]. Since no enhancement of the latter is observed
[Stamm10], an ultrafast dissipation channel of the the orbital magnetic moment has
to be considered in this case [Téws15].

Third, spin-flip processes can lead to a direct, ultrafast absorption of the spin angu-
lar momentum by the lattice. The most prominent suggestion for such a mechanism
is Elliott-Yafet type scattering [Koopmansl0]. An example is the scattering of an
electron at a phonon when the initial and the final electronic state have a mixed spin
character due to SOC (see step 1 in Sec. 2.2.1). Then, a scattering event can have
a finite probability to occur even if the initial state is dominated by majority spins
and the final state has mainly a minority spin contribution (or wvice versa). This
implies a change of the electron spin. Because the influence of the SOC on the band
structure, especially concerning hybridization, depends strongly on the particular
wave vector, also the strength of the spin-flip scattering is varying significantly for
different positions in the Brillouin zone (BZ) [Pickel08].

Fourth, the spins can leave the sample volume that is probed. This approach is most
successfully treated in a theory developed by Battiato et al., which suggests pure
spin-currents carried by hot electrons that propagate in an intermediate regime be-
tween diffusive and ballistic transport (super-diffusive) [Battiatol10]. Corresponding
charge currents are screened. The basic idea of this model is that mainly majority
spin electrons can leave the optically excited sample volume since they have a longer
mean free path in 3d ferromagnets [Aeschlimann97]. Clear evidence for such a spin
transport was found in experiments, where excitation and probing are spatially
separated [Malinowski08, Melnikov11, Rudolf12, Eschenlohr13].

Up to now, no general agreement about the applicability and importance of the
particular models has been established. Currently, different theories can be used to
explain different experimental results and their validity seems to depend strongly
on the measurement conditions. The experiments, on their part, cover a wide
parameter space making a comprehensive modeling difficult. This includes dif-
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ferent pump fluences [Rudolf12], geometries like single- [Koopmansl0, Stamm10]
or multilayers [Turgutl3, Eschenlohrl3], pure materials [Pickel08, Hohlfeld97]
or alloys [Radu09, Mathias12], and various contrast mechanisms including the
magneto-optical Kerr effect (MOKE) [Beaurepaire96, Bigot09, Rudolf12], (mag-
netic) second harmonic generation (SHG) [Hohlfeld97], x-ray magnetic circular
dichroism (XMCD) [Stamm07] or (spin-resolved) photoemission [Scholl97, Rhie03].
Nevertheless, most experiments have in common that the studies are dominated
by optically triggered approaches because only light pulses can deliver the needed
temporal resolution using a pump-probe technique. For a long time the investiga-
tions have been limited by the photon energies in the optical to near-infrared (NIR)
spectral range of the available femtosecond light sources. Therefore, only the
valence bands could be probed in the case of magneto-optical experiments and in
photoemission measurements the photon energies just exceeded the work functions
of the samples and only very small parts of the BZ and narrow energy windows were
accessible. Within the last years, novel schemes for the generation of ultrashort
light pulses with photon energies of several tens to hundreds of eV have been devel-
oped, namely high-order harmonic generation (HHG), free-electron lasers (FELs),
and synchrotron femtosclicing (see Sec. 2.3). All of them were already used in
order to create new, substantial insights into ultrafast magnetization dynamics by,
e.g., expanding known techniques like MOKE by introducing element-selectivity
[Rudolf12] or supplying well-established methods like XMCD or x-ray diffraction
with femtosecond temporal resolution [Stamm07, Pfaul2]. Also, these new sources
had already a huge impact on time-resolved photoelectron spectroscopy (PES)
investigations [Hellmann12, Rohwerll, Gierz13].

Concerning magnetism, the photoemission studies performed up to now can be split
into two types: first, experiments that study the energy distribution of photoelec-
trons and, second, experiments that study the spin of photoelectrons. In the last
years, both branches profited from the new light sources mentioned above. While the
feasibility of using a Mott detector (see Sec. 2.2.3) to analyze the demagnetization
of secondary electrons emitted by FEL radiation was demonstrated only recently
[Fogninil4], angle-resolved photoelectron spectroscopy (ARPES) measurements
using HHG light already lead to a better understanding of ultrafast magnetism in 4f
materials [Carleyl2, Teichmannl5]. The latter revealed a quenching of the valence
band exchange splitting on an ultrashort time scale, when the sample is excited
with an intense NIR laser pulse.

Such a mechanism is also discussed as a possible origin of the temperature-
dependence of the magnetization in 3d ferromagnets, both if the sample is heated in
equilibrium [Hopster83, Kisker84] and on ultrafast time scales [Rhie03, Mueller13].
In general, this understanding based on the Stoner model (see Sec. 2.1.1) is in
competition with theories that suggest the conservation of the magnetic order and
therefore the original band structure within microscopic regions, but reduce the
magnetization due to temporal and spatial fluctuations of its orientation. In Ni,



CHAPTER 1. INTRODUCTION

which was up to now investigated in most detail, previous studies showed evi-
dence that the reduction of the magnetization is accompanied by at least a partial
quenching of the exchange splitting for both equilibrium and dynamical heating
[Hopster83, Donath89, Rhie03]. In contrast, other experiments indicate that the
reduction of the magnetization in Ni is not related to changes in the band structure
[Kirschner88]. In addition, the dominant effect seems to depend on the location
in the BZ that is probed [Kdmper90]. In Co neither (Stoner-like) paramagnetic
behavior nor peak shifts have been observed above T¢ so far, which suggests an ex-
planation purely based on magnetic short-range order effects [Schneider91b]. Here,
static heating experiments are, however, difficult because Co changes its properties
over the relevant temperature range including phase-transitions [Schneider91b] and
diffusion of substrate materials [Allmers11].

The challenges in the static heating experiments can be prevented by investigat-
ing optically induced non-equilibrium states, where only the electron system is
transiently heated. In general, disentangling the magnetic properties in the band
structure of Fe, Co and Ni in a photoemission experiment is more difficult than in
the measurements on 4f materials introduced above because of the strong correla-
tion between the more delocalized electrons in the 3d ferromagnets (see Sec. 4.2).
A significant improvement of the disentanglement can be achieved by spin-selective
measurements of the photoelectrons. Consequently, we propose a combined spin-
and energy-resolved photoemission experiment with femtosecond temporal resolu-
tion and photon energies largely exceeding the material work functions in order to
obtain decisive results on the high temperature behavior of 3d ferromagnets.
Furthermore, Weber et al. found deviating demagnetization times on similar sam-
ples for measurements using MOKE and using spin-resolved, energy-integrated
photoemission. The authors suggest a difference in the part of the BZ which is
probed as a possible explanation [Weberll]. Our experiment is well-suited to
address the question of deviating decay times of the spin polarization after optical
excitation throughout the band structure. In particular, this also includes the role of
spin-flips and the influence of SOC hybridization points on the spin-flip probability
[Pickel08].

Besides the study of 3d ferromagnets, the experiment that we propose above may
also be able to reveal further aspects of the dynamics in 4f materials, where recently
discrepancies in the temporal evolution of different states were observed [Frietsch15].
This includes disjunct time scales for the quenching of the spin polarization and
the exchange splitting of the surface state in Gd as well as differences in the
behavior of equilibrium and laser-induced heating [Andres15]. Expanding these
studies employing our experiment can help to develop a better understanding of
the femtosecond dynamics of the band structure. In particular, addressing the time
evolution of both the 4f and 5d states while simultaneously monitoring the spin
polarization might deliver a deeper insight into the coupling mechanisms and un-
derlying interactions. Furthermore, the experiment can provide new, direct insights
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into the spin-dependence of transport properties of materials like MoS;, which
need high photon energies to be studied due to the shape of their band structure
[Grubisic Cabol5] and show interesting magnetic properties [Gehlmann15].

The main challenge in the realization of the proposed experiment is to achieve
electron count rates high enough for a reliable interpretation of the data, while
still ensuring an energy resolution which is sufficient for the study of the magnetic
properties in the band structure. In the presented work, this is addressed by con-
structing an experiment that combines the, for photoemission, superior properties of
a modern HHG source (see Sec. 2.3) with a state-of-the-art spin detector employing
highly efficient exchange scattering (see Sec. 2.2.3). Recent developments, like
driving the HHG source with laser light of 390 nm wavelength, were incorporated
to increase the performance of the experiment (see Sec. 3.1) leading, finally, to
a successful demonstration of its feasibility. Proof of principle results have been
acquired which provide new insights into the band structure dynamics of Co.

This thesis is structured in the following way:

Chapter 2 provides the theoretical basis for the following chapters. It gives
an overview of the magnetism in 3d ferromagnets including the exchange interac-
tion and the SOC. In the 2nd part, the basic concepts of photoemission, which are
necessary for the understanding of this work, and different detection schemes for
the photoelectron spin are presented. Finally, the properties of the HHG light and
the processes that are fundamental for its generation are described.

Chapter 3 explains the different parts of the experimental setup. A special
focus is put on the realization of the HHG source in two driving modes and the
devices used for the energy selection and the spin detection.

Chapter 4 introduces the sample system that is studied: thin Co films grown
on Cu(001). A brief review of the current state of knowledge is provided and the
preparation procedure is presented. Furthermore, the samples are characterized
using static photoemission measurements.

Chapter 5 shows static, spin-resolved measurements recorded using femtosec-
ond pulses from the HHG source. The results are discussed with special emphasis
on the feasibility of time- and spin-resolved experiments in both driving modes.
Furthermore, the data is compared to measurements obtained with a continuous
wave (cw) light source in order to characterize the light from the HHG source
as well as possible differences in the spectra due to the pulsed excitation. This
characterization then results in an analysis of vacuum space-charge (VSC) effects
for our experimental conditions.
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Chapter 6 describes the preparation of our setup for time-resolved measure-
ments by introducing a pump-beam. First, techniques for finding the temporal
and spatial overlap are presented. Second, photoemission induced by the NIR
pump-pulses is studied by varying several laser parameters, and its influence on
pump-probe measurements through additional VSC is recorded and analyzed with
the help of simulations. Third, the stability of the setup for time-resolved studies
with long acquisition times is estimated based on experimental results.

Chapter 7 presents results for the electron- and spin-dynamics in Co. Based
on time-resolved ARPES data, the electron-dynamics in the face-centered tetrag-
onal (fct) Co(001) samples is investigated. Furthermore, information about the
spin-dynamics during an ultrafast demagnetization process is obtained by simul-
taneous time-, energy- and spin-resolved photoemission measurements in normal
emission. The results are complemented by similar studies on hep Co. The picture
that we obtain from these experiments suggests a dominant role of a mirroring of
the band structure rather than a quenching of the exchange splitting during the
ultrafast demagnetization.

Chapter 8 gives a short summary of the presented work and suggests future
studies as well as further experimental fields that can be explored with the setup.

10



2 Fundamental Considerations

This chapter will provide a short overview of some of the main concepts and basic
considerations, which are necessary to understand the ideas and studies presented
in this thesis. In particular, involved magnetic effects (Sec. 2.1), the photoemis-
sion process, its relevance for experimental studies and detection mechanisms for
the photoelectron spin (Sec. 2.2), and the working principle of high-order harmonic
generation (HHG) that is used in the light source (Sec. 2.3) are covered. The expla-
nations are in general adapted from the mentioned sources and represent textbook
knowledge.

2.1 Magnetism in 3d Transition Metals

The following section will give a brief introduction into some fundamental properties
of ferromagnetism with special attention to the effects that induce changes in the
electronic band structure. A more detailed description of magnetism in general and
more details about the effects described here can be found, for example, in [St6hr07].

The magnetic properties of the 3d transition metals Co, Ni and Fe are dominated
by their ferromagnetic characteristic. In contrast to other magnetic mechanisms
such as dia- or paramagnetism, ferromagnetism is characterized by a "spontaneous”
magnetic order that not necessarily needs a magnetic field to be present and leads
to the formation of magnetic domains. Starting from phenomenological observa-
tions of ferromagnetism, the most obvious detection is that two bars built of a
ferromagnetic material can either attract or repel each other depending on their
relative orientation. This behavior leads to the introduction of a (macroscopic)
quantity called "magnetization” M as a three-dimensional vector, which represents
the collective behavior of the magnetic domains. For a bar magnet it usually points
along or opposite to the long dimension of the bar and the direction can be induced
by aligning the domains with an external magnetic field. If the external magnetic
field is removed, M is still (partly) present and creates an own magnetic field. The
latter can then act on the magnetization of the second bar magnet and lead to
an interaction. In order to relate this macroscopic magnetization to microscopic

11
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properties, M can be defined as the density of N (aligned) magnetic dipole moments
mt in the volume V by

M= grﬁ (2.1)

Since ferromagnetism is a phenomenon that is dominated by the collective behavior
of the electrons in a material', the magnetic properties of the single electrons can
be in good approximation assigned to the magnetic dipole moments in Eq. 2.1. In
general, the electron magnetic momentum Meectron consists of two parts. The first
is called "orbital magnetic moment” mi,,,, because it is based on the movement of
the electron in the solid and can thus be related to the orbital angular momentum?
I. This relation can be expressed by

- ellp
Mg = — l 22
b 2me. (22)

with the elementary charge e, the electron mass m. and the vacuum permeability
Ho-

Furthermore, for example the Stern-Gerlach experiment showed that electrons have
an additional intrinsic property that is called "spin” § and creates another angu-
lar momentum. The resulting "spin magnetic moment” 77, can be given in an
analogue form by

iapin = — 23, (2.3)

i
spr e

However, & can only take the value +//2 or —i/2. Altogether, the electron magnetic
moment is then given by

Melectron = Morb + Mspin = —

ey ., =
s (251, (2.4)

2.1.1 Exchange Interaction

In order to generate a net magnetization M # 0, the orientation of the electron
magnetic moments can not be randomly distributed and they have to be at least
partly aligned. The fundamental mechanism behind this alignment in ferromagnets
is called "exchange interaction” and is based on the quantum mechanical exchange
between two indistinguishable electrons. In a simple picture, its working princi-
ple can be exemplary explained using the covalent binding situation between two

INuclei have much higher masses than electrons. Because the dependence of their magnetic
moment 77t,, on their mass is similar to the expression for the electrons in Eq. 2.4, 7, is significantly
smaller than 7. .4r-0n and can be neglected.

21f a quantum mechanical picture is used, spins, orbital momenta and magnetic dipole moments
are in the following given as vectors implicating that the quantum mechanical expectation value {(a),
of the quantity a along a quantization axis 2z is meant and that they might act as the corresponding
operators.

12



2.1. MAGNETISM IN 3D TRANSITION METALS

hydrogen atoms®. By approximating the total wave function as a product of the

single-atom wave functions ¢; of the atom i and neglecting terms with two electrons
in the vicinity of one of the atom cores due to Coulomb repulsion ("Heitler-London
approximation”), one achieves for the spatial wave function

P(1,2) = ¢a(1)pB(2) £ ¢4(2)¢5(1). (2.5)

Here, (1)/(2) denotes that the first /second electron is in the vicinity of the particular
atom core. The second term in Eq. 2.5 accounts for the (anti-)symmetrization that
is necessary because of the indistinguishability of the electrons. Due to the spin-
statistics theorem, the total wave function of a two-fermion system has to change its
sign if the fermions exchange position. Since the total wave function can be expressed
by a product of the spatial and the spin part, this antisymmetry is either achieved
by an antiparallel spin configuration and a symmetric spatial wave function (+-
sign in Eq. 2.5) or a parallel spin configuration and an antisymmetric spatial wave
function (—-sign in Eq. 2.5). Calculating the energy expectation value for both
resulting states shows that the values differ. The difference defines the "exchange
constant” J. For J > 0, a parallel coupling between the two electrons is energetically
favorable. These considerations show that the exchange interaction is dominated by
the electron spin.

In order to use the picture developed above for the explanation of the ferromagnetism
in 3d metals, it has to be generalized for the interaction of many electrons in a band
model. For a visualization of the underlying processes, it is useful to regard only one
electron and calculate the effect of all other electrons on it. This leads to an energy
change induced by the exchange interaction for this electron (labeled with 7) of

8 ay = sty 9

Jij#t

with J;; being the exchange constant of the interaction between electron 7 and j.
The vectors 5; and 5; describe the corresponding spins. On the right side of the
second equal sign, the single interactions with all other electrons are summarized in
an effective field Heﬁ In general, the energy of electron i is reduced if Heff has
a positive value and is aligned parallel to §;, meaning that the spin of most of the
other electrons is pointing in this direction. The size of H, ¢f depends on the ratio of
electrons with parallel and antiparallel aligned spin with respect to electron i. Once
an imbalance is present, it is in consequence energetically favorable/unfavorable for
an electron to align along the spin direction that the majority (1)/minority (}) of
electrons has (see left graph in Fig. 2.1). The resulting energy gain or loss is given
by
An

Beatyy =FI1— (2.7)

3The following argumentation is along the explanations in [Ibach02, Opel04].
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Here,

_ ny —ny
Comptmy
is the normalized difference in the number of majority /minority spin electrons n4/ny
and the proportionality constant I is called "Stoner parameter”. An is directly
related to the magnetization M.

On the other hand, the imbalance of majority and minority spins leads to a loss
in energy because electrons can only change their spin if they move to unoccupied
states that had originally a higher energy in the band structure (see middle graph
in Fig. 2.1). The reoccupation can be taken into account by describing n4/n; using

An (2.8)

Lt

Resulting (schematic)
band structure

Lt

Energy gain by
exchange interaction

Energy loss due to the
occupation of energetically
higher states

Figure 2.1: Energy contributions leading to ferromagnetic equilibrium. The left graph
shows the lowering of the energy of an electron resulting from a spin alignment parallel to the
majority (1) of the electrons due to the exchange interaction. In contrast, the spin flips lift the
electrons to originally higher energy levels in the density of states (center). Both contributions can
result in an equlibrium situation where the part of the band structures for majority and minority
() spin electrons is shifted towards each other in energy. In the graphs, parabolas represent the
density of states for free electrons at T' = 0K with shaded areas showing filled and white areas
illustrating unfilled parts. (adapted from [Plétzingl1])

Fermi-Dirac distributions f(E.;1,,) that take into account the energy shifts. This
results in the self-consistency relation

An oY (fix(An) — fia(An)), (2.9)
k

where the sum ensures the consideration of the full space of wave vectors k. It
describes the competition between the energy gain due to the exchange interaction
and the energy loss due to the occupation of energetically higher states for a parallel
spin alignment. From Eq. 2.9 the "Stoner criterion”

ID(Ep) > 1 (2.10)
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2.1. MAGNETISM IN 3D TRANSITION METALS

can be derived®. It contains the density of states per atom and spin direction f)(E)
at the Fermi level Ep. If the Stoner criterion is fulfilled, a material is predicted to
be ferromagnetic. Despite its simplicity, the model is very successful in forecasting
ferromagnetism for Fe, Ni and Co. These materials have a very high density of
states close to the Fermi level and thus only a low amount of energy is lost for the
"spin-flips” making a parallel alignment favorable.

Moreover, Eq. 2.9 can be used to give an explanation of the temperature-dependence
of the ferromagnetic behavior. Since the Fermi-Dirac distributions, which describe
the occupation of the energy levels, include the temperature T, the self-consistency
relation can be evaluated for different T. For a qualitative understanding, it is a
good approximation to model the band structure by Dirac delta functions repre-
senting the dominating 3d states (see left graph in Fig. 2.1). The results show a
reduction of the (spontaneous) magnetization with increasing temperature. Above
the so-called "Curie temperature” Tg, the ferromagnetic behavior vanishes®. The

Figure 2.2: Temperature dependence of
< the magnetization. The line represents a cal-
QY culation of the normalized magnetization for dif-
E e Calculation ferent temperatures T based on Eq. 2.9. Symbols
:é_ 0.4 are experimentally determined values for Ni and
= Experimental Data: Co from [Crangle71].

02 + Ni
x Co
0.0

00 02 04 06 08 1.0
T/T,

full dependency is presented in Fig. 2.2 together with experimental data. It can be
seen that the results mostly agree over a large temperature range.

Altogether, the exchange interaction causes a momentum-independent and in
the Stoner-model temperature-dependent offset in energy between the valence band
structure of majority and minority spin electrons in 3d ferromagnets (see right
graph in Fig. 2.1).

4A more formal treatment including further information is given in [Ibach02].
SHowever, the prediction of T¢r is very imprecise in this model.
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2.1.2 Spin-Orbit Coupling

Another effect that can have a significant influence on the electronic band structure,
however, not only in ferromagnets, is the "spin-orbit interaction” that describes the
coupling between the electron spin and its orbital momentum in the Coulomb field
of a nucleus. In a semi-classical picture of this interaction, the orbital momentum is
interpreted as a relative movement between both particles. In the reference frame
of the electron, the nucleus circles around it and produces a current that, according
to Faraday’s law of induction, creates a magnetic field [Gay92]
Ze Ze i

B=—rxiv= .
cr3 meers

(2.11)

Here, Z is the atomic number of the nucleus, 7 the distance between the particles
with the length r, ¥ the relative velocity between both, and I the resulting orbital
momentum. e, m, and e represent the speed of light, the electron mass and the
elementary charge, respectively. The magnetic field B then acts on the spin moment
of the electron 1ipn (see Eq. 2.3). Since the change of the potential energy is given
by

V = —1apin - B, (2.12)
this causes an increase or decrease of the electron energy depending on its spin
direction.
A quantum mechanical approach leads to a description of the energy change induced
by the spin-orbit coupling (SOC) described by the Hamiltonian H, = k - 50 with §
being the spin and ['the orbital angular momentum. As in the semi-classical picture,
the constant k depends on the atomic number and the radius of the electron orbit.
In addition, the dependence of the energy on [ and 5 is similar.

In the valence bands of 3d ferromagnets, the energy split due to the SOC has
a value of around AFE;, = 0.01 —0.1eV and is thus small compared to the exchange-
induced splitting (AE., =~ 1eV) [Stohr07]. Nevertheless, the SOC is crucial for the
properties of ferromagnets since it induces a symmetry breaking. This leads to,
e.g., magnetic anisotropies and influences the electronic band structure (see step 1
in Sec. 2.2.1).

2.2 Photoelectron Spectroscopy

In the presented work, the electronic band structure of ferromagnets is investigated,
which contains valuable information about the exchange interaction and the SOC
as described in the last section. For this purpose, the photoemission process is used.
The basis of photoemission is the photoelectric effect that describes the release
of an electron from a material after excitation with light. Today, photoelectron
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2.2. PHOTOELECTRON SPECTROSCOPY

spectroscopy (PES) is one of the most applied experimental techniques for studies
of the behavior of electrons particularly in solid state materials. Its importance
is underlined by two Nobel Prizes for Albert Einstein in 1922 and Kai Siegbahn in
1981, who were awarded for the explanation of the photoelectric effect by quantizing
the light energy and for improvements of the resolution of PES, respectively.
Nowadays, photoemission allows one to look into many fundamental characteristics
of a material, e.g. the optical or magnetic behavior, by measuring the properties of
the photoemitted electron and relating them to the original state inside the material
using conservation laws. The most fundamental observable in PES is the kinetic
energy FEp;, of the photoelectron that, if monochromatic light with the energy hv
is used, can be related to the binding energy Ep of the electron in the solid using
energy conservation by

Epin = hv — ¢ — Ep. (2.13)

Here, the material-specific "work function” ¢ is the minimum energy that is necessary
in order to release electrons into the vacuum. Furthermore, the in-plane components
of the original electron momentum can also be determined by measurements of the
escape angle of the photoelectron due to momentum conservation (see Eq. 2.22).
Another quantity that is often conserved during the photoemission process is the
spin of the electrons (see Sec. 2.2.3, especially for detection schemes).

2.2.1 Three-Step Model of Photoemission

A simple (semi-classical) theory that is very successful in order to provide a quali-
tative understanding of the fundamental processes involved in photoemission is the
"three-step” model®. Here, the full process is divided into three independently con-
sidered parts: (1) the excitation of the electron by the incoming light, (2) its travel
through the crystal to the surface and (3) the emission from the surface into vacuum.
In this model, the photoemission process is treated in a single electron approach ("in-
dependent particle picture”) and the rearrangement of the electron system due to
the leaving electron is neglected. Each of the steps will be discussed in more detail
in the following paragraphs.

Step 1: Optical Excitation & Selection Rules

In the optical excitation step, an electron is lifted from an occupied initial state |7)
with energy E; into an unoccupied final state |f) with energy E due to the absorp-
tion of a photon. The energy difference between both states has to match the photon
energy (Ey — E; = hv). For the photon energies employed in the presented work,
which are located in the extreme ultraviolet (XUV) spectral range, the photon wave

SThe following explanations are based on [Hiifner95] and [Schneider10], where more details can
be found. Another nice overview is given in [Smith71].
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vector kpp, = hv/(he) reaches values that are two orders of magnitude smaller than
typical dimensions of the Brillouin zone (BZ) of metals’. Therefore, a momentum
transfer from the photon can be neglected in the optical excitation process and only
"direct” transitions are allowed, which are vertical in the reduced zone scheme.
In order to describe the transition of the electron in a quantum mechanical way,
the electromagnetic field of the light represented by its vector field A= ﬁ(f") has to
be included in the Hamiltonian ‘H by extending the momentum operator from 7 to
pF—e/ cA yielding

- (7- Eff)z b eV + Han (2.14)

2m c

Here, the electrostatic potential V' = V() takes in particular into account the field
of the crystal lattice. Moreover, H;,: can include several effects like relativistic
corrections or the interaction of the spins with external fields, the lattice (through
SOC) or themselves [Schneider10]. The additional terms

1 -
A= —C (—;TA — Ag+ ffi‘z) (2.15)
2me ¢

resulting from the extension of the momentum operator can be treated as a pertur-
bation and the probability P,_s for a transition from the state |i) to the state |f) is
then given by Fermi’s golden rule:

Provg = 2| (7] AH 1 6(Ey — E: — ). (2.16)

Here, |i) and |f) are represented by the corresponding eigenfunctions of the undis-
turbed Hamiltonian and the Dirac delta function 6(Ey — E; — hv) ensures energy
conservation. For moderate photon flux® nonlinear contributions in A can be ne-
glected in the transition matrix element (linear response theory) My; = (f| AH |i).
Furthermore, the electromagnetic field contribution can be approximated by the
first, space-independent term of its Taylor series since the wavelength of XUV radi-
ation is long compared to the lattice constant of metals. This leads, as described in
[Schattke08], to the expression (dipole approximation)

My; = =2 Ao(By — E7) /] &) (2.17)

"The photon momentum is kpp = 5 - 10~2A-! for hv = 100eV. The BZ has a width of
Eel,maz = 2m/a = 1.74 A= for an in-plane lattice constant of a) =3.61 A in Co(001) [Heckmann94].

8This is fulfilled for an excitation with the XUV probe-pulses from the HHG source (see Sec. 2.3
and Sec. 3.1). From the light properties presented in [Eich14] and with a spot diameter of d =
100 ym a peak intensity (see Eq. 6.1) of the order of 107 W/ecm? can be estimated. This value
is within the validity of (first-order) perturbation theory (breakdown between 10'° W /em? and
1013 W /em? [Burnett93]) and the related neglect of higher orders in A [Schattke08]. Moreover, the
applicability of the assumption is confirmed by the agreement of the results between the pulsed and
the continuous excitation presented in Chap. 5. In contrast, the assumption is not fully satisfied
for the intense near-infrared pump-pulses used in the presented work (see Sec. 6.2).
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for the transition matrix element. Here, the complex scalar Ay is the amplitude
of the electromagnetic field, 7 is the position of the particle, and the unit vector €
represents the direction of the light polarization.

In order to get a basic understanding about which transitions contribute to the
photoexcitation process, it is useful to first evaluate these findings within a single-
atom picture. Using spherical coordinates, the angular part of the wave functions
in Eq. 2.16 as well as the matrix element in Eq. 2.17 can then be expressed using
spherical harmonics Y},. For the case of linearly polarized light, which is particularly
important for the presented work (see properties of the used light sources in Sec. 3.1),
the dipole operator has the form ér o< rYjy. This leads to an angular part of the
integral over the transition matrix element described by

(&) [ Vi, YioVign,d2 (2.18)

yms- Lhe
product of two spherical harmonics can be expressed® as Yimy Yigme o< X1 X0 Y1 with
I =1 +1; and m = my + me. Using in addition the orthogonality of the spherical
harmonics f Yl,"m, Y, ndf2 = 6ppé, . n with the Kronecker delta d;;, it can be shown
that the transition matrix elements vanish unless

Al=1lp—1; = +1 (2.19)

with {2 being the solid angle and Yi;m ; being the compex conjugate of V)

and
Am=my —m; = 0. (2.20)

These conditions are called "dipole transition rules”.

Similar rules can be obtained for the transitions between bands in a solid depending
on their symmetries in a group theory consideration. They are very useful in order
to identify which transitions contribute to the photoemission spectra in certain ex-
perimental situations and thus help to understand the electronic band structure. In
general, the symmetry properties of bands are described by the so-called "irreducible
representations” of a symmetry group. For a treatment based on the spatial symme-
tries of a system, the corresponding group is determined by the crystalline structure
of the material and the investigated direction. In this case, the representations are
usually labeled according to the "single group notation”. An example for fce erystals,
which are mainly studied in this work, is A;, where the A indicates the I'— X=[001]
direction in the BZ (see left side of Fig. 2.3). The index i is used to distinguish
between the different types of bands and labels the symmetry properties along this
direction (see Appendix), which are also represented by the basis functions of the
representation given in the right part of Tab. 2.1.

As for the derivation of the dipole transition rules in the atomic case, a photoexci-
tation is only possible for non-vanishing transition matrix elements My; in Eq. 2.17.

9See [Sakurai94] for a proof.
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Table 2.1: Non-relativistic dipole selection rules. The results are determined for normal
emission in an fee erystal along the A=I"— X direction. L (||) indicates that a transition is possible
with light having an electric field polarization perpendicular (parallel) to the sample surface. In the
right part of the table, the basis functions of the initial states are shown with 2z pointing along the
A-direction (selection rules taken from [Eberhardt80], basis functions taken from [Dresselhaus08]).

A Al]f‘lna]AftateAT As Basis Functions
Ay L 1, z, 222 — 22 — 32
2_ .2
Initial Av = zy(2* —9%)
State 4, = r -y
Ay L Ty
A [ 1 I I I L T, Y, T2, Y2

However, if the integrand, which consists of the dipole operator and the initial and
final state, has in total odd symmetry'®, M +i is always zero. Moreover, the dipole op-
erator for linearly polarized light has even symmetry for the polarization component
perpendicular to the surface and odd symmetry for the parallel part. This immedi-
ately has the consequence that, in normal emission, transitions between states with
the same symmetry are only possible using light with a polarization component
perpendicular to the surface. Accordingly, a transition between a symmetric and
an antisymmetric state can in general only be induced by an antisymmetric dipole
operator, i.e. using light with a component that is polarized parallel to the sample
surface. Furthermore, for several pairs of initial and final states the exact symmetry
properties do not allow any transitions within the dipole framework. The results of
these considerations for an fcc crystal along the A-direction are summarized in the
(non-relativistic) selection rules presented in the left part of Tab. 2.1.

So far, magnetic effects were not taken into account in the consideration of the
photoexcitation. Because the electron spin is not directly affected by the dipole
operator, the exchange interaction (see Sec. 2.1.1) can be included in good approxi-
mation by a separate treatment of the processes in two disentangled band structures
for the majority and the minority spin electrons. They are shifted with respect to
each other in energy (A., =~ 1.55eV in the valence bands of Co(001) [Clemens92]).
In 3d ferromagnets, the shifts induced into the valence bands by the spin-orbit
interaction (see Sec. 2.1.2) are significantly smaller than the exchange splitting
(=~ 100meV in Co(001) [Pickel08]). Since they are below the energy resolution
of the experiments performed in the presented work (AE > 200meV, see Sec. 5.2),
they can not be directly seen in the results. However, the SOC induces an additional
symmetry breaking in the system that is non-negligible for the band structure. It

104 function f(z) has even symmetry if f(z) = f(—z) and odd symmetry if —f(z) = f(—z).
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Figure 2.3: Left: Brillouin zone of an fcc crystal. The high-symmetry points and corre-
sponding directions are indicated. (Reprinted with permission from [Eberhardt80]. Copyright by
the American Physical Society. The CC license does not apply.) Right: Band structure of
Co(001) along the A-direction. The green lines show the result of a relativistic band struc-
ture calculation including band hybridization induced by SOC. In the four graphs, the red/blue
coloring represents contributions to the band structure of a majority /minority state that has, in a
non-relastivic treatment, the symmetry properties indicated at the top. The weight of each con-
tribution is illustrated by the thickness of the lines. (Reprinted with permission from [Chiangl0].
Copyright by the American Physical Society. The CC license does not apply.)

leads to a hybridization of bands, which are otherwise not interacting!'!. In particu-
lar, this removes the decoupling of the majority and minority spin band structure.
As a result, the electronic bands can have mixed symmetry and spin character and
also the shape changes close to hybridization points. On the right side of Fig. 2.3,
the green lines in all graphs show a band structure that is calculated by Chiang
et al. including SOC!2. In addition, the authors projected the spin and symmetry
character of the hybridized bands to the contributions from the different spatial sym-
metries (blue/red parts in the separate graphs for majority /minority spin electrons).
Having this knowledge about the single group character of the states involved in a
band, the non-relativistic selection rules can still supply valuable information about
the underlying transitions in a photoemission process.

Step 2: Travelling to the Surface & Information Depth

After the excitation of the photoelectrons into the final state inside the crystal,
they have to propagate to the surface in order to be emitted. In PES one is mainly
interested in the characteristics that the electrons have before the photoemission pro-
cess happens. Therefore, the part of the photoelectrons that conserves the original
properties is particularly important. However, during the transport to the surface

UN\ore details about the influence of the SOC and the resulting hybridization of states can be
found in [Kuch01].
12Calenlations taking into account the SOC are often called "relativistic”.
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the electrons interact with other electrons, phonons or defects. Among the scat-
tering mechanisms that change the momentum or the kinetic energy of the excited
photoelectron, the inelastic electron-electron interaction is dominant. The amount
of electrons that reach the surface without an (inelastic) disturbance I(d) can be
described by an exponential damping

1D o (52, (221)

AIMPF

where d is the propagation distance inside the crystal and I the total number
of created photoelectrons. The information depth in a photoemission experiment
is then mainly determined by the inelastic mean free path (IMFP) Aryrpr of the
electrons. In Fig. 2.4, the so-called "universal curve” is shown, where Arpypp is
plotted against the kinetic energy of the electrons for different materials.

10°k 41 Elemental Solids

o
ha

Figure 2.4: Inelastic mean free path of
electrons in different materials. The cal-
culated values are shown as a function of their
kinetic energy. (Reprinted with permission from
[Tanumall]. The CC license does not apply.)

Inelastic mean free path (A)
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In general, the scattering probability and thus Ajypp for a specific kinetic energy of
the excited electrons is determined by the amount of states to which the electrons can
scatter. Therefore, an individual shape of the curve in Fig. 2.4 is expected for each
material depending on its specific band structure. Surprisingly, the curves are only
shifted for the different materials and the general shape is always the same: Ajypp
shows a minimum at around 50 — 100 eV and increases for higher and lower electron
energies. The universality of the curve is mainly given for kinetic energies above
20 eV because there the distinct band structure of the different materials induced by
the crystal potential can be neglected to first order and the behavior of the electrons
can be generally modeled by a free-electron gas. For kinetic energies below these
values a more material-specific dependence is observed, especially for insulators and
semiconductors [Hiifner95]. In Fig. 2.4, this influence can be seen for the alkali
metals and diamond which lie below and above the set of curves, respectively.
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Besides the inelastic mean free path, the effective attenuation length (EAL) is often
used as a measure of the information depth. This parameter is based on the IMFP,
but takes additionally into account that the effective path of the electrons to the
surface can be elongated by elastic scattering events. Even though these events do
not change the energy of the electrons, the longer path makes an inelastic scattering
event more probable and thus reduces the information depth [Hofmann12]. It can
be seen from Fig. 2.4 that PES experiments are, in particular for kinetic energies of
valence band photoelectrons excited with XUV light, very surface sensitive due to
the inelastic scattering processes.

Binding Energy (eV)
5

15 10 0

Figure 2.5: Typical photoe- 1.0} Co/Cu(001)

mission spectrum with XUV Normal Emission

light. At high kinetic ener- 0.8} hv=21.2eV

gies the spectrum is dominated >

by structures from undisturbed or 206}

only elastically scattered electrons, % Secondary

whereas for decreasing kinetic en- E 0.4} Electrons

ergies a rising background from g

inelastically scattered secondary Z o2} ]

electrons is contributing. E. L
0.0t N

5 1h 1.5
Kinetic Energy (eV)

It has to be noted that all quantities used above to describe the information depth
are only statistical parameters. Therefore, a part of the electrons always scatters
inelastically. During these processes energy is transfered to electrons which were
not excited before and that afterwards also contribute to the photoelectron spec-
trum. In addition, the electrons that are newly excited can scatter again during their
propagation through the crystal. The resulting cascade of electrons with decreasing
energy leads to the low energy tail of secondary electrons that is typically present in
photoemission spectra (see Fig. 2.5). In contrast, the photoelectrons that originate
from the valence bands and reach the surface without being inelastically scattered
can be typically found at higher kinetic energies for an excitation with XUV light.
The intensity of the secondary electron background is increased by effects that lead
to additional scattering like defects in the crystalline structure or surface contamina-
tions. Therefore, the ratio of the intensity of valence band electrons, which were not
involved in inelastic scattering processes, and the intensity of the secondary electron
tail can serve as an indicator for the sample quality.
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Step 3: Emission of the Photoelectron & Determination of the Electron
Wave Vector

In order to be detected, the photoelectrons have to leave the crystal when reaching its
surface. Therefore, they need to overcome the potential gradient that connects the
(periodic) potential inside the crystal to the potential-free vacuum surrounding. This
"surface potential barrier” leads to a change of the electron wave vector component
perpendicular to the surface k|, i.e. along the potential gradient'®. However, the
two components of the wave vector parallel to the crystal surface, namely k), and
kyy, are conserved during the escape process since the translational symmetry is not
broken in these directions [Gobeli64, Damascelli04]. Consequently, the equation

ky = %\/Zm (Ekin sin®(0)) (2.22)

can be derived from geometrical arguments, where m is the electron mass, Ep;, is
the kinetic energy given by Eq. 2.13 and © is the escape angle of the photoelectron.
Thus, observing Ej;, and © experimentally allows a direct determination of both
components of k.

In contrast, a direct measurement of k; is difficult due to the influence of the sur-
face potential. In order to gain knowledge about this component of the electron
wave vector, different approaches have been developed (see [Hiifner95]). The most
common method to study the band structure in k; direction is to use the wave
vector-conserving nature of (direct) optical transitions. As a result, excitations can
only happen for wave vectors, where the band structure allows a vertical transition
while simultaneously fulfilling the energy conservation. Moreover, the conditions for
the energy conservation vary for different photon energies resulting in a change of the
position in the BZ where the excitation takes place. Therefore, different wave vectors
can be probed if hr is modified. This approach has a high potential if the unoccupied
final states above the Fermi level are already known from band structure calcula-
tions and/or measurements using, e.g., inverse photoelectron spectroscopy (IPES)
[Dietz79, Strocov96]. Often, a very successful way of predicting transitions is to
assume a free-electron parabola for the final state. This "free-electron final-state
model” is in particular valid, if the influence of the crystal potential on the final state
can be neglected as for an excitation with high photon energies, especially in metals.
Then, the perpendicular momentum component is given by (see [Damascelli04])

ki = 2v/2m (B coR(0) 1 ) (2.23)

13This can be easily shown, if the spatial pattern of the barrier is neglected and it is modelled as
a step-like function connecting a constant potential V5 inside the erystal to the potential-free area
in the vacuum. Determining the wave functions of a planar wave propagating perpendicular to the
surface plane in a simple one-dimensional Schrédinger equation framework (see, e.g., [Nolting02])
leads to different wave vectors for both areas: kerystal 0 E — Vp inside the crystal and kuvacuum o<
VE in vacuum.
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with Ey;, from Eq. 2.13 and V; being the so-called "inner potential”. Vj accounts for
the offset between the free-electron parabola inside and outside the crystal and can be
determined from experiment (periodicity of the band structure), theory (minimum
of the periodic potential) or a combination of both (adjustment of results). In
general, the free-electron final-state model is not accurate at the boundaries of the
BZ because in this region band gaps are present and lead to a bending of the bands.
In addition, the parabolic shape of final states can be significantly distorted, e.g.,
due to the hybridization of bands.

Besides the requirements for possible transitions due to the dipole selection rules (see
left side of Tab. 2.1), the experimental geometry can further limit the available final
states. In the presented work, most measurements are performed in normal emission
from a fec (001) surface. Here, only A; final states are allowed, because other
symmetries do not support a propagation of the electron in the detector direction
[001] [Day12]. For example, the A, state, which has the same symmetry as the
3d;, atomic orbital (see right side of Tab. 2.1) shown in Fig. 2.6, has no electron
probability density along the [001]-direction.

Z

Figure 2.6: Angular distribution
of an atomic orbital without com-
ponent along the z=[001]-direction.
The red and blue spheres illustrate the
angle-dependence of the electron density
in a 3d,, state. (Reprinted with permis-
sion from [Keeler08]. The CC license does
not apply.)

Energy-Distribution of Spectral Features

As described at the beginning of this subsection, the photoexcitation process was so
far only treated for a single electron in an environment which is not changing during
the photoemission process. However, this assumption is not valid in reality, where
electronic correlations play a significant role. Examples with properties that are
dominated by electronic correlations are ferromagnets or high-T superconductors.
In this case, Eq. 2.16 can not be used in the simple, single-electron form anymore,
because the involved states correspond to a multiparticle system. The situation of
this system differs for the initial state, where the electron is still at its origin in the
system of N electrons, and the final state, where it is excited and leaves behind a
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positive hole resulting in a rearrangement of the remaining N-1 electrons. Assuming
that the situation of an N-1 electron system with a positive hole remains unchanged
until the photoemission process is finished ("sudden approximation”), this effect can
be treated by introducing an additional factor into Eq. 2.16 that replaces the Dirac
delta function'®. It is usually called "spectral function” A,; = A,;(F) and takes into
account the probability of the system to change from the ground to the particular
excited situation. Within this framework, the description of the photoexcitation is
again reduced to a single-electron process. Based on a Green’s function approach,
the form of A can be determined [Schneider12]:

1 Im(%)
7w (E — Ep — Re(X))? + (Im(X))?

Ay = (2.24)

Here, ¥ = ¥(E) is the "complex self-energy” that can contain various interactions
of the electron, e.g. with other electrons or phonons. Its real part Re(X') introduces
a shift of the energetic position of spectral features, which would be located at
Ey without electron correlations. Moreover, the imaginary parts Im(X) introduces
a line broadening compared to the sharp Dirac delta function in Eq. 2.16, which
represents the life time of the excited state.

2.2.2 Description within a One-Step Model

The separation of the photoemission process into three independent steps as de-
scribed in Sec. 2.2.1 is a very successful approach for a qualitative understanding of
the underlying mechanisms. However, in reality this strict separation is not exact
and for a proper quantitative modeling of experimental results it has some limita-
tions, especially in dealing with the scattering of the excited electrons in the material
and at the surface. Besides, some important effects like the SOC are not inherently
included, as discussed in Sec. 2.2.1 (step 1). Therefore, a complete quantum me-
chanical treatment within one single step using a suited initial and final state is
more appropriate for a quantitative picture.

In general, such models are based on the excitation described in Eq. 2.16 and ap-
proximate the initial state with a Bloch wave function and the final state using
a so-called inverse low-energy electron diffraction (LEED) function (see Fig. 2.7).
The latter combines a free-electron plane wave in the vacuum with an adequate wave
function inside the crystal. This can be a Bloch state if a band is present at the given
energy resulting in only a weak damping of the wave function from the surface into
the crystal. Here, the damping is dominantly caused by electron-electron scattering
and represents the situation described by the IMFP model in Sec. 2.2.1. In the case
where no Bloch states are available, the wave function is strongly damped inside the
crystal and only an evanescent part extends from the surface. Transitions into such

MDetails are given, e.g., in [Damascelli04].
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Figure 2.7: Comparison of the three- and the one-step model of photoemission. In
the three-step model, the photoemission process is divided into three independent parts. In the
one-step theory, on the other hand, these are treated all together within the excitation by an
appropriate modelling of the involved states. (based on [Hiifner95])

states are thus only happening close to the surface. The name "inverse LEED state”
is used, because the situation of the emitted electron in photoemission is similar to
a LEED process with a suppressed reflection component and under time-reversal.
Therefore, the corresponding theoretical framework can be applied.

2.2.3 Spin Detection of Photoelectrons

As already mentioned, experimentally observing the spin polarization P of pho-
toelectrons can provide valuable information about the magnetic properties of the
electron system!®. In general, during the excitation of the photoelectron its spin is
conserved, because a transition is only possible between bands with the same spin
character. However, a hybridization of bands due to the SOC can induce a sig-
nificant amount of mixing between the spin properties of states that are otherwise
purely polarized (see step 1 in Sec. 2.2.1). Moreover, the properties of the final band
play an important role. If results are interpreted on the basis of band structure
calculations in order to reveal the character of the initial state, these effects have to
be considered. In addition, inelastic scattering processes during the transport to the
surface can induce a change of the spin polarization of the photoelectrons especially
in ferromagnets, because the band structure and thus the scattering probability is
different for the majority and minority spin direction. Nevertheless, this effect is

15The following discussion only includes the effects leading to a change of the spin polarization,
which are most relevant for the situation treated in this work. It is based on the more detailed
considerations in [Osterwalder06], where also other mechanisms are reviewed.

27



CHAPTER 2. FUNDAMENTAL CONSIDERATIONS

not present for the undisturbed electrons, which are in particular interesting in PES
(see step 2 in Sec. 2.2.1). Another mechanism that can induce a change of P is the
correlation inside the electron system. The influence of this correlation, which was
described at the end of Sec. 2.2.1, can be strongly spin-dependent in ferromagnets
and thus lead to significant changes in measured (spin-resolved) photoemission spec-
tra (see Sec. 4.2).

Still, the mentioned effects are often not strongly disturbing the spin polarization of
the photoelectrons or can be considered in the interpretation. Consequently, measur-
ing the spin polarization disentangles the information about the magnetic properties
of states in many cases. The concepts that are commonly used in order to detect P
are based on the creation of a spin polarization-dependent imbalance between two
intensities I; and Iy, e.g. measured at different positions in space or using different
experimental conditions. Then, the asymmetry

I — I
A= 2.25
L+ ( )
and the spin polarization along the sensitive direction of the detector'®
A
P= 3 (2.26)

can be determined by measuring the corresponding intensities. S is often called
"Sherman function” and is a property of the detector which varies with the kinetic
energy of the photoelectrons. The value represents the ability of the detector to
separate the photoelectrons with respect to the spin polarization ratio projected
along or opposite to the sensitive direction of the polarimeter. .S takes into account
the characteristics of the scattering process under the given conditions. It is di-
rectly related to the asymmetry that is measured for a fully spin-polarized electron
beam and can be experimentally determined using A recorded for a well-known spin
polarization, for example of electrons created by a GaAs photocathode or in the
secondary photoelectrons from a ferromagnet. For the comparison of the efficiency
of different spin detectors a figure of merit (FoM)

FoM = i.‘:3’2 (2.27)
I
is defined that takes into account S and the intensity I of electrons which are scat-
tered into the detector (normalized to the incoming intensity I). The spin-orbit- as
well as the exchange interaction in a target material are well-established detection
mechanisms in spin polarimeters. In the following, the three most commonly used
concepts of spin detectors will be introduced.

16In the following, the term ”spin polarization” and all spin polarization values refer to this
projection.
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In a Mott detector, the spin-orbit interaction during a scattering process at single
nuclei is used to create a spin polarization-dependent difference in the intensity on
two electron counters. The differential cross section do/df of such processes can be
calculated in analogy to the quantum mechanical treatment of scattering in text-
books [Nolting13]. However, since the spin properties of the electron are considered,
the relativistic Dirac- and not the Schrédinger-equation has to be solved [Kessler85].
The result is given by

do
2p & 1+ SO)PL) (2.28)

with a Sherman function S that depends on the scattering angle §. P, denotes
the component of the spin polarization that is perpendicular to the scattering plane
spanned by the trajectories of the incoming and outgoing electrons. For two fixed
scattering angles 6, # #; and particularly for 6; = —6;, the term introduced by the
SOC can result in different scattering probabilities for spin-up and spin-down elec-
trons'”. This leads to the desired imbalance in the electron beam intensity. With
two additional electron counters spanning the perpendicular scattering plane, two
orthogonal components of P can be measured simultaneously. In order to built an
efficient Mott detector, the SOC-related part of the scattering has to be maximized
[Huang93]. According to Eq. 2.11 and Eq. 2.12, the two main parameters determin-
ing the strength of the SOC are the speed of the electrons towards the target and
the atomic number Z of the nucleus. Therefore, in Mott detectors the electrons are
typically accelerated to several tens of keV and then hit a target with a high Z, e.qg.
a Au foil. The scattered electrons are measured at an angle of around 4+120°, where
the FoM has a peak [Qiao97]. Typical values for the FoM that can be reached with
non-radioactive targets are around 2 - 10~* [Huang02].

The second widespread detector design is based on spin-polarized low-energy electron
diffraction (SPLEED). Here, also the SOC is used to create an intensity imbalance,
but the scattering in this case is performed on a periodic crystal structure with elec-
trons having a de-Broglie wavelength close to the lattice constant of the material.
This leads to interference effects and thus a modulation of the angular distribution
of the scattering cross section. The modulation helps to overcome a general prob-
lem of Mott scattering, where a high value of the Sherman function is connected to
low cross sections [Kessler85]. SPLEED detectors have a FoM that is comparable
to the one of Mott detectors (FoM = 2 - 10~* [Johnson07]), but usually operate at
lower electron energies (= 100eV for the typically used W(001) single crystalline
scattering target) allowing a more compact design. On the other hand, the low
kinetic energy and therefore short penetration depth makes the process extremely
surface sensitive and small surface changes or contaminations significantly influence
the detector properties. Consequently, a cleaning of the target is necessary after a
few hours of operation.

17Spin-up and spin-down are here defined with respect to the direction of P, .
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The third type of detector, which recently started to play an important role for
spin polarization detection and is used for the presented work (see Sec. 3.2.2 for
details), is based on the influence of the exchange splitting on the reflection of elec-
trons [Tillmann89, Hillebrecht90]. Here, the electrons are guided to a ferromagnetic
material with very low kinetic energy (= 10eV, very low-energy electron diffrac-
tion (VLEED)) and the intensity of the specular reflection is recorded. Since our
detector employs an (oxidized) Fe(001) film for the scattering, the following expla-
nations focus on this target material. A typical experimental situation is shown on
the left side of Fig. 2.8. For a spin-polarized electron beam, the measured intensity
differs for measurements with a parallel and an antiparallel alignment between the
magnetization of the target and the dominant spin direction of the incoming elec-
trons. Again, this imbalance can be used to calculate the spin polarization. In order
to understand the underlying effect, the reflected intensities can be treated similar
to an inverse photoemission process and thus directly related to the ferromagnetic
band structure [Tamura86]. For the low electron energies, the relevant part of the
band structure is still dominated by distinct bands at energies slightly above the
vacuum level. Similar to the argumentation for normal photoemission in Sec. 2.2.1
(step 3), electrons that impinge on the target in normal incidence can only be ab-
sorbed if a coupling to a high symmetry state in the material is possible. In the top
right part of Fig. 2.8, the k; -dependence of the states with A, symmetry in Fe(001)
is shown for kj = 0 as a function of the electron energy for several eV above the
vacuum level. The band structure exhibits a shift of the majority and minority spin
electrons towards each other due to the exchange interaction and a gap between
the bands labeled with Hys and Hys is present. The influence of this band gap on
the electron absorption can be seen in the IPES spectra taken by Bertacco et al.
[Bertacco99a] for the relevant energy region, which are shown in the bottom right
part of Fig. 2.8. Here, the two curves labeled with "IPES” represent measurements
employing an electron beam with a spin polarization parallel and antiparallel to the
magnetization direction of the target. In particular, at the onset of the His-band
a clear enhancement of the IPES signal compared to the region of the band gap
is visible (labeled "C”). In IPES, a higher signal means an increased absorption of
the incoming electrons. In addition, the spin resolution of the IPES measurement
reveals that the peak at feature C is shifted for the two incoming spin polarizations.
This is in good agreement with the band structure calculation in the top part of the
figure that predicts a different energetic position of the minority and the majority
His-band. Therefore, at E — Erp = 10eV only states for minority spin electrons are
available for absorption, and the majority spin electrons are mainly reflected. In a
direct measurement of the reflected electron current (RC), the resulting asymmetry
function reaches values up to +20% at this energies (see inset in the bottom right
part of Fig. 2.8, also shown: absorbed electron current (AC)).

The high asymmetry values, together with a high reflectivity for the electrons po-
larized parallel to the magnetization direction of the target, are well-suited for the
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Figure 2.8: Left: Typical geometry of the exchange scattering used in spin detectors.
The incoming electron beam K is reflected from an Fe(001) target under a small angle ©7. The
intensity of the reflected beam K5 is then measured. Using a field pulse induced by the coil, the
magnetization M of the target can be adjusted parallel or antiparallel to the spin polarization Py
of the incoming electrons. (Reprinted from [Bertacco99b| with permission of AIP Publishing. The
CC license does not apply.) Top right: High-symmetry states available for the absorption
of electrons entering an Fe(001) crystal in normal incidence. The states are shown as a
function of the electron energy, spin character and momentum component perpendicular to the
surface. (Adapted with permission from [Bertacco99a]. Copyright by the American Physical Soci-
ety. The CC license does not apply.) Bottom right: Corresponding inverse photoelectron
spectroscopy intensity. The two lines in the IPES spectra represent the results for two opposite
spin directions of the incoming electron beam. As an inset, the asymmetry in the reflected elec-
tron current (RC) and the absorbed electron current (AC) between both measurements is shown.
(Adapted with permission from [Bertacco99a]. Copyright by the American Physical Society. The
CC license does not apply.)

application in a spin detector. The usability of spin detectors based on this princi-
ple was further enhanced by carefully oxidizing the Fe surface [Bertacco99a], since
this passivates the reactive Fe and makes a usage over several weeks of operation
possible without repreparing the target. Moreover, the oxidization even enhances
the efficiency of the detectors [Bertacco99a]. The FoM then reaches up to 1- 1072
per spin component!® [Okuda08]. In summary, the exchange interaction-based de-
sign is more than one order of magnitude more efficient than the SOC-based devices
and in addition overcomes their problems like the need for high voltage (Mott-type)
or the regular refreshing of the target (SPLEED-type). Furthermore, one of the
key advantages of spin polarimeters employing exchange scattering is that so-called

I8Tf two orthogonal spin directions have to be measured, the FoM reduces to half of the value,
because two consecutive measurements are necessary in contrast to Mott- or SPLEED detectors.
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"instrumental asymmetries” have negligible influence on the spin polarization be-
cause the intensity imbalance is created by switching the target magnetization in
subsequent measurements. Therefore, no mechanical changes are necessary and the
devices are, in contrast to SPLEED or Mott detectors, usually built with only a
single electron counting system. Consequently, intensity differences between the
measurements of I; and Iy due to, e.g., varying geometries or channeltron efficien-
cies are very small. This is in particular useful for measurements of magnetic effects
in the band structure of materials that do not show ferromagnetism since in this case
instrumental asymmetries can not be compensated by remagnetizating the sample.
For the sake of completeness, a new development in the design of spin detectors has
to be mentioned. In recent years, detectors that are capable of conserving the an-
gular information of a photoelectron during the spin-dependent scattering process
were developed (2D spin detectors). Their working principle is closely related to
that of a conventional SPLEED detector. However, they use the target as an image-
conserving electron mirror to carve out the spin information of the full picture from
a real- or momentum-space microscope at the same time [Tuschell, Kutnyakhov13].
If a broad range of position or momentum values is of interest, this multi-channel
detection approach allows far higher efficiencies than subsequent conventional, zero-
dimensional spin detection measurements. Since their first realization employing W
or Ir targets, which again have the disadvantage of a regular need for cleaning, the
technique improved further and detectors providing stable conditions over several
month using a Au-passivated Ir(001) surface have been demonstrated. For each pixel
of a two-dimensional distribution, the FoM in this detector type can reach values
above 11073 [Vasilyev15].

2.3 Laser-Based High-Order Harmonic Genera-
tion

In the photoemission process, which is the subject of the previous section, the pho-
toelectron is released from a material by the absorption of light. In order to perform
time-resolved studies, this light has to be provided in short pulses. Furthermore,
a photon energy > 5eV is necessary for the investigation of the entire valence
bands. Laser-based HHG is one of the most promising techniques for the creation
of sub-picosecond light pulses in the XUV spectral range covering energies from
10eV to 120eV. Typical values for the key parameters of HHG sources are listed
in Tab. 2.2 together with reference data for comparable light sources, namely free-
electron lasers (FELs) and femtoslicing at synchrotron.

The table shows that FELs provide by far the highest photon flux of the introduced
sources. On the other hand, the total number of photons is distributed over a small
number of pulses resulting in a huge pulse intensity. For photoemission experiments,
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Table 2.2: Key parameters of light sources for femtosecond extreme ultraviolet pulses.
HHG sources provide a high photon flux at moderate energies per pulse.

HHG FEL Synchrotron
Femtoslicing
Photon Flux < 10% < 10'® < 10%
(photons/s) [Hédrich14] [SLAC] [Quast07, BESSY]
Repetition < 100000 <0.12 <4
Rate (kHz) [Gohle05] [SLAC] [ALS]
Pulse > 0.07 > 30 > T5
Duration (fs) [Zhaol2] [FLASH] [ALS]
Photon <16 <15 <14
Energy (keV) [Popmintchev12] [SACLA] [SLS]

this is a clear drawback since the produced dense clouds of photoelectrons create
artifacts in the measured energy- and angular distribution curves as will be shown
in Sec. 5.3. Hence, only a limited number of photons per pulse can be used and the
total intensity has to be reduced even below the photon flux of sources operating at
higher repetition rates.

On the other side, the photon flux that can be reached using laser-based HHG
still exceeds the intensity of synchrotron femtoslicing. In addition, the repetition
rates that can be reached are high. For photoemission experiments several kHz
are the standard [Mathias07, Rohwerll, Gierzl3, Frietsch15] and even some MHz
were already demonstrated in optimized schemes'® [Chiang12, Hadrich14]. This is
significantly higher than the repetition rate of current FELs. A clear limitation
of the light created by HHG compared to the other sources is the low maximum
photon energy? of around 100V and that, so far, circularly polarized light is not
available with reasonable high photon flux?!.

However, the range of available photon energies exceeds typical work functions of
metals still by far and opens up the full range of ultraviolet photoelectron spec-
troscopy (UPS) experiments exploring the valence band structure. In addition, even
the 3p core-levels of the 3d ferromagnets Fe, Ni and Co, which are particularly
interesting for magnetic studies, can be reached. The lack of circularly polarized
light, which would enable magnetically sensitive measurement techniques like x-ray
magnetic circular dichroism (XMCD), is also not limiting the presented studies,
because our goal is a direct detection of the spin of the photoelectrons. In addition,

191t is further remarkable that Hidrich et al. achieved a high repetition rate and very bright
harmonics at the same time.

2UHigher photon energies can be reached, but with a flux that is not sufficient for photoemission
experiments at present [Popmintchev12].

21 Recently, first experiments showed ways to produce bright XUV radiation with circular polar-
ization from HHG [Vodungboll, Grychtoll4, Kfirls].
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HHG can be realized in a laboratory-based tabletop arrangement whereas FELs
and femtoslicing in synchrotrons need large-scale facilities. This fact results in
an easier handling and individual tuning to match the experimental needs as well
as a higher temporal availability of the photon beam without the dependence on
limited beamtimes. Altogether, the combination of a bright average photon flux
with high repetition rates and the superior temporal resolution makes laser-based
high-order harmonic generation at the moment the technique of choice for ultrafast
photoemission studies.

To trigger the HHG process, short and very intense laser pulses are focused
into a noble gas, where a non-linear energy conversion takes place. In the presented
setup (see Sec. 3.1), we use Ar gas as the conversion medium, which is confined in
a capillary waveguide. The source can be driven by fundamental laser light with
a wavelength of A; = 780nm or Ay = 390nm. Nevertheless, the considerations in
Sec. 2.3.1 and Sec. 2.3.2 are in general valid, whereas the special situation for the
A2 = 390 nm light will be discussed in Sec. 2.3.3. A characteristic energy spectrum
of the light created by HHG is shown in Fig. 2.9. It consists of a comb of intensity
peaks that are separated by twice the fundamental photon energy of the laser. The
amplitude drops fast for low harmonic orders ("perturbative regime”), then it stays
almost constant over a wide range ("plateau”) until it reaches the "cut-off” region,
where it again decreases.

_ typical high—harmonic spectrum Figure 2.9: Typical light spec-
perturbative trum created by high-order
regime harmonic generation. The in-

tensity distribution is plotted as
a function of the harmonic order.
(Reprinted with permission from
cut-off [Winterfeldt06]. The CC license

1 does not apply.)
0 10 20 30 40 50 60
harmonic order

plateau

2.3.1 Three-Step Model of High-Order Harmonic Genera-
tion

The next paragraphs will introduce the so-called "three-step model”, which is capable
of explaining most of the key properties of HHG radiation by the reaction of a single
electron to the laser field. The framework of this quasi-classical theory is based
on [Corkum93, Kulander93], however, the argumentation in this section will follow
the summary of Pfeifer et al. [Pfeifer06]. A quantum mechanical description of the
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process has been developed as well. Nevertheless, the semi-classical approach relates
the light properties more transparently to the underlying processes and yields results
that differ only slightly from the quantum mechanical calculations. In the three-step
model, the conversion process is divided into three independent parts: (1) the atom
is ionized and releases an electron, (2) this electron is accelerated in the electric field
of the laser pulse, and (3) the electron recombines with the parent ion under the
emission of XUV radiation.

acceleration in
the laser field

E
Ec~Ip+3.17U, T /\ /{3 N
\/ t

: I
recombination ‘ \)/1
and photoemission

Figure 2.10: Three-step model describing high-order harmonic generation. First, the
strong electric field of the laser pulse modifies the core-potential of the noble gas ion allowing
for tunnel-ionization (step 1). Then, the freed electron is accelerated in the electric field of the
laser. Due to its sinusoidal form, the laser field reverses its direction after some time and drives
the electron back towards the ion (step 2). For the cases where the electron passes the position
of the ion, there is a probability for recombination resulting in the emission of a photon carrying
the potential energy and the kinetic energy that the electron gained in the laser field (step 3).
(Reprinted with permission from [Pfeifer06]. Copyright by IOP Publishing. The CC license does
not apply.)

Step 1: Tunnel-Tonization

In the first step, the electron has to be detached from the atomic core potential.
Since this potential is higher than the used laser photon energy of 1.6 eV to 3.2eV,
two different mechanisms are most probable to trigger this process: multiphoton
excitation or tunnel ionization. Which process is dominating in the regime of HHG
can be estimated by the so-called "Keldysh parameter”

— | P
7=\35 (2.29)
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Here, I, represents the ionization potential of the atom and

2 2
e’Ej

dm, w?

U,

P

(2.30)

the ponderomotive potential of the laser with w being the frequency and E; =
V2/(c- ) - I the amplitude of the electric field of the laser pulse. The intensity
is denoted by [ and the constants ¢, €, e and m. have their usual meaning as
the speed of light, the vacuum permittivity, the elementary charge and the electron
mass, respectively. If the laser-induced potential U, is much lower than the ioniza-
tion potential I, (and thus v > 1), multiphoton absorption takes mainly place. On
the other hand, tunnel ionization is dominant for laser fields causing ponderomotive
potentials that strongly exceed the ionization potential (7 < 1).

Calculating the ponderomotive potential using Eq. 2.30 for laser parameters typi-
cally reached in our setup? yields Uy, =~ 134 eV and Uy, = 13 eV for the fundamental
wavelengths A; = 780 nm and As = 390 nm, respectively. Together with the ioniza-
tion potential of the Ar gas (I, = 15.8eV [Gibson04]), the Keldysh parameter can
be determined as «; = 0.24 and v, = 0.79. Even though 7 is already close to unity
and multi-photon processes start to be important here [Gkortsas11], both values are
smaller than 1 and thus in the regime dominated by tunnel-ionization. Here, the
core potential is bent due to the high electric field of the laser (see Fig. 2.10, step 1)
and only an energy barrier with finite width holds the electrons back from leaving
the core. An electron can then tunnel through the remaining barrier.

Step 2: Acceleration in the Laser Field

Once the electron has left the atomic potential, it can be treated as free and, for the
laser intensities that are reached, it can be described non-relativistically. It is then
accelerated by the electric field E of the laser pulse away from the ion. However, since
the electric field follows a sinusoidal shape, its direction turns after some time and
the electron travels back towards the parent ion. Using the Newtonian mechanics
F' = eE = ma to describe this harmonic motion in the laser field, the expression

:1%2 (cos (wt + ¢) — cos (@) + Eo sin (@)t (2-31)

e
Ml

z(t) =

can be derived for the time-dependent position of the electron with ¢ describing the
phase of the electric field at the time of ionization. The meaning of the other vari-
ables is identical to Eq. 2.30. Using the derivative of Eq. 2.31 and Ep;, — 0.5muv?,
the expression for the ponderomotive energy in Eq. 2.30 can be derived by averaging

22For the evaluation a pulse energy of I; = 1.6mJ Iz = 0.6 mJ for the T80 nm /390 nm beam is
used. The pulse duration is considered as Aty = Aty =~ 35fs and the focused beam diameter as
dl = dg == 50 pm.

36



2.3. LASER-BASED HIGH-ORDER HARMONIC GENERATION

over a cycle of the electric field?®. In addition, the maximum kinetic energy that
the electrons reach can be determined as Epin mar = 8Up.

Step 3: Recombination

By plotting the position of the electron versus time, it can be illustrated for which
values of ¢ a recombination with the parent ion is possible. Only trajectories that
pass the position of the ion (z = 0) again, can contribute to the HHG process. In
Fig. 2.11, electron trajectories calculated using Eq. 2.31 with w = 1 and eEy/m,. = 1
are plotted for selected values of ¢.
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Figure 2.11: Electron trajectories in the HHG process for different phases of the
electric field of the laser pulse at the time of ionization. For phases in the range of
0 < ¢ < /2 (black lines), the electron returns to the position of the atom core and a recombination
is possible. In contrast, the electron drifts away from the atomic core without returning to the
position of the atom core for phases between m/2 < ¢ < m (blue dots). For ionization times with
phases in the second half cycle of the electric field of the laser (w < ¢ < 2m), the same behavior
can be derived. (based on [Pfeifer06])

It can be seen that x = 0 has only a solution if 0 < ¢ < 7/2. For the other phases,
the constant drift velocity term (z(t) o sin(¢)t) prevents a recombination. The
second half-cycle of the laser field (7 < ¢ < 2w) shows the same dependence and
only electrons that are ionized at a phase of 7 < ¢ < 37/2 recombine. However,
here the position of the electron has opposite sign compared to the first half-cycle.
The fact that the HHG process can happen twice within one laser cycle explains
already the separation of the harmonic peaks of the emitted light (see Fig. 2.9 again).
Taking into account that, in our case, the HHG light is created by a laser pulse
consisting of several full-cycles, the produced femtosecond XUV pulse is constructed
by several light bursts that are produced twice each cycle. This results in a time

23 Any constant drift velocity is neglected since only the gained energy due to the wiggling in the
laser field contributes to the ponderomotive energy.

37



CHAPTER 2. FUNDAMENTAL CONSIDERATIONS

delay between the bursts of At = T'/2, with T being the period of the electric field.
From this time structure, the separation of

Af = 2w (2.32)

in the spectral distribution results directly through a Fourier transform.
Besides the explanation of the separation between the harmonics, the maximum
kinetic energy that the electron is able to reach at x = 0 can be determined nu-
merically using the trajectories in Eq. 2.31. The result is Erqez—0 = 3.17U, for
o =0.1m.
Furthermore, the photon energy after recombination is given by the sum of the ion-
ization potential of the atom I, which is gained when the electron recombines, and
the kinetic energy that the electron has at the time of recombination Ej;,. Con-
sequently, the maximum photon energy that can be achieved with HHG ("cut-off
energy”) is

Wew—off = Ip +3.17 - U, (2.33)

This quantity can thus be tuned by decreasing the laser frequency w, by increasing
the laser intensity Ey or by changing the noble gas and therefore I,. However,
the cut-off energy can be significantly reduced by destructive interference due to
a phase mismatch of the fundamental laser and the HHG light (see Sec. 2.3.2 and
[Rogers08, Falcao-Filhol0] for further details). It also has to be mentioned that not
all electrons passing = 0 will recombine and that most electrons will remain free.

2.3.2 Phase Matching Conditions

One important condition that has to be fulfilled for efficient HHG is that the fun-
damental laser light and the created XUV radiation travel in-phase through the gas
because the high energy photons created at different positions along the capillary
should interfere constructively. Hence, the difference between the wave vectors for
both wavelength has to be minimized?*. A wavelength dependence of the wave vector
in the case of HHG is mainly given in the terms accounting for the neutral dispersion
in the gaseous conversion medium (kg:sp), for the geometric situation defined by the
capillary waveguide (kgeom) and for the plasma that is created by the ionization of
the atoms (kpiasma). Altogether, this leads to the expression

Ak = Akgigy + Akgeom + Akplasma (2.34)

for the total difference of the wave vector of the fundamental light and the m-th
harmonic with the partial contributions

Akg = mk‘(wf) - k,(mf). (235)

24 Again, the explanations in this subsection are based on the argumentation given in [Pfeifer06].
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The wave vector k is directly related to the refractive index n via
k(w) = (n(w) = 1) =, (2.36)

where ¢ is the speed of light in vacuum. The wave vector mismatch in Eq. 2.34 can
be minimized or even canceled out with a careful adjustment of the single terms
since they have different signs (Akaisp > 0, Akgeom < 0, Akpiasma < 0). This can be
realized, e.g., by varying the pressure of the noble gas or changing the position of the
laser focal point. However, since the terms change for varying wavelengths, the phase
matching can always only be perfectly achieved for one of the created harmonics.
This, on the other hand, makes it possible to enhance or suppress parts of the HHG
spectrum depending on the particular needs. In the following, the contributions to
the wave vector mismatch will be explained separately in more detail.

Neutral Dispersion kg,

According to Eq. 2.36, the wavelength-dependence of the refractive index leads to
a difference in the wave vectors for the fundamental and the harmonic light. For
wavelengths in and close to the visible range, the refractive index of a material can
be approximately described by the Sellmeier equation. However, this fails for the
situation close to or at resonances. A deeper insight into the refractive indices for
the energy ranges relevant for HHG is given in [Rogers08]. In general, the refractive
indices are smaller than 1 in the XUV range (nj, < 1) and larger than 1 in the visible
and near-infrared (NIR) range (ny > 1). Table 2.3 summarizes typical values for the
refractive indices at photon energies relevant for the presented work. Using Eq. 2.35
and Eq. 2.36, the resulting difference in the wave vector is given by

mw
Akgisp = Mhaig(w5) = haisp(mioy) = (n(wy) = n(mwg)) —L >0 (2.37)
and gives always a positive contribution to Eq. 2.34.

Table 2.3: Refractive indices for fundamental (n;) and harmonic (n;) radiation in the
HHG process and the resulting wave vector mismatch. The values are calculated for Ar
at room temperature. (taken from [Rogers08] and converted to a pressure of P = 50 mbar using
n =1+ (ng — 1)P/Py with ng beeing the refractive index at the reference gas pressure F)

ny — 1 ny — 1
A1 = 780nm (hu, = 40eV) 1.4-107° —0.7-107°
A2 = 390nm (hu, = 20eV) 1.45- 1073 —2.6-107°

Geometric Dispersion kgyeom

The second contributing to the wave vector mismatch, Akge,r,, is induced by focusing
and confining the laser light into the capillary waveguide. Solving the Maxwell
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equations for the laser beam inside the waveguide with the corresponding boundary
conditions gives as a solution, according to [Marcatili64], a set of modes with wave

vectors defined by
o 1 (uah\?
kgeom =—11—= . 2.38
g A ( 2 (Q?Ta) (2:38)

Here, a is the inner radius of the capillary, A the light wavelength and wu,; is defined
using the Bessel functions J by the [-th root of J,_;(u,l) = 0. For the difference of
the wave vectors, this and Eq. 2.35 gives the expression

2

U_;C
Akgeom = Mkgeom(wf) — kgeom(mwy) = 262% _f(l —m?) < 0. (2.39)

Obviously, the prefactor has only positive contributions and the harmonic order is
> 1, which results in a negative term for the wave vector mismatch.

Plasma Dispersion kpjaama

As explained in the three-step model, during the HHG process electrons are detached
from their atomic core (step 1) and since most of them do not recombine (step 3) the
formerly gaseous conversion medium is partly left in a plasma state. The resulting
free charges (electrons and ions) are then separated spatially by the electric field
and create a change of the refractive index leading to

wp\2 .1 rwp2

Miplasmal(@) = 1/ 1 (w) 1= (w) . (2.40)
Here, wy, is the plasma frequency, which is proportional to the square root of the
density of free electrons N, (w? oc N.). The linear approximation ((1+2)" = 1+nz
for |z| < 1) in Eq. 2.40 is vahd since the laser as well as the XUV radiation create
only small electron densities N, compared to the critical density N. o w? (N, =
1.75 - 102! cm—3 [Pfeifer06]). Calculating the wave vector mismatch from Eq. 2.40,
Eq. 2.35 and Eq. 2.36 gives

2

W
Akgiasma = Mkptasma(@W) — Kplasma(mwy) = 5 P ; (1-m?) <0. (2.41)

This term is again always negative since the regarded harmonic order m is always
larger than 1 and the coefficients are all positive.

2.3.3 Wavelength-Dependence of High-Order Harmonic
Generation

Driving the HHG source with a wavelength of Ay = 390 nm compared to the oper-
ation with A; = 780nm laser light leads to several notable differences. First, from
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Eq. 2.33 and Eq. 2.30 follows a quadratic dependence of the maximum photon energy
on the inverse of the wavelength of the fundamental laser (AVet—ofs o< 1/w?). Thus,
the maximum cut-off energy is significantly reduced for shorter wavelengths. Second,
the harmonics are still separated by twice the photon energy leading to a spacing of
the intensity peaks that is doubled for the A; = 390 nm beam (2w,=6.4eV) com-
pared to the operation with 780 nm laser light.

Finally, the conversion efficiency in the HHG process scales with the wavelength. A
dependence following A~® for the plateau and A~ for the cut-off region was found
by Falcao-Filho et al. [Falcao-Filhol0]. This leads to an increase of the photon
flux by one to two orders of magnitude for changing the fundamental wavelength
from 780nm to 390nm. Thus, the loss of intensity caused by the conversion ef-
ficiency of the second harmonic generation (SHG) in a §-BaB;0O4 (BBO) crystal,
which is typically around 30%, is by far overcompensated. Moreover, the authors
in [Falcao-Filhol0] show that the conversion efficiency reaches its maximum value
already for low pumping powers if 400 nm light is used and stays constant over a
broad intensity range. This saturated operation regime is preferable when pump-
ing the energy-upconversion with a laser amplifier system, because (pulse-to-pulse)
laser intensity fluctuations as well as intensity drifts are not enhanced in a non-linear
way. Most of the features induced by driving the HHG source with shorter wave-
lengths and, in particular, the advantages for photoemission are further discussed
and experimentally tested in [Eich14].
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3 Experimental Setup

The considerations in the last chapter already outlined the main parts of the ex-
periments. First, femtosecond extreme ultraviolet (XUV) light pulses have to be
provided for the excitation of the photoelectrons from the valence bands. Second,
a detection system capable of measuring their kinetic energy and spin is needed
to disentangle the magnetic properties. These conditions are fulfilled by the setup
sketched in Fig. 3.1, which is used for the photoemission experiments and described
in the following!. Section 3.1 deals with the light source based on high-order har-
monic generation (HHG). The ultrahigh vacuum (UHV) environment containing
the equipment necessary for the photoelectron spectroscopy (PES) experiments and
in situ sample preparation is introduced in Sec. 3.2.

3.1 Monochromatic Femtosecond-Pulsed Extreme
Ultraviolet Light Source

The basis of the femtosecond XUV light source is a laser amplifier system (Dragon,
KMLabs). In order to create intense, ultrashort laser pulses it uses chirped pulse
amplification. This means that single pulses from a femtosecond-pulsed seed laser
are first stretched in time, then enhanced by guiding them several times through
an additional, strongly pumped crystal, and finally compressed back to the desired
pulse duration. As active media, our laser system uses Ti**-doped Al;O3 crys-
tals (Ti:sapphire) in the seed laser as well as in the amplification stage. In the
presented work, the laser was used to create light pulses with a duration of 35fs,
a central wavelength of 780 nm and a pulse energy of =~ 2mJ/1.4ml] at a repeti-
tion rate of f.., = 3kHz/5kHz. Further details about the system can be found,
e.g., in [Weierl5]. The general setup for time-resolved measurements is based on
a pump-probe scheme [Bauer05], where the original beam is split into two parts.
One of them, the so-called "pump” beam, drives the system into an excited state
from which it can then relax back. The second beam ("probe”) measures the state
of the system after a certain time delay. By repeating this procedure with varying

!Note that parts of this chapter are also subject of [Pl5tzing16].
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Figure 3.1: Setup for time- and spin-resolved photoelectron spectroscopy. The extreme
ultraviolet light is generated in the high-order harmonic generation source (bottom right) and can
be monochromatized, focussed and aligned in the evacuated beamline. Afterwards, it illuminates
the sample in the experimental chamber leading to the emission of photoelectrons, which are then
analyzed using the spectrometer and the spin detector (left side). (Adapted from [Pl6tzing16] with
permission of AIP Publishing. The CC license does not apply.)

delay between the pump- and probe-pulses, the time evolution of the relaxation of
a reversible process can be traced. In our system, the first part of the laser beam is
used with its original photon energy as a pump to deposit energy into the system,
and the second part is frequency-upconverted and then triggers the photoemission
process for probing the transient state.

As already mentioned, a HHG source is used for the frequency-upconversion in
our setup. It can be used in two different "driving” modes each requiring differ-
ent elements in the beam path. In the first one, referred to as red-driven mode
(RDM) in the following, the fundamental laser wavelength of 780nm is directly
used for the HHG process, whereas in the blue-driven mode (BDM) the light is first
frequency-doubled in a 200 pm-thick 5-BaB;04 (BBO) crystal (Type 1, cutting an-
gle Guy &~ 29.2°). In our experiments employing the BDM, the efficiency of the

second harmonic generation (SHG) was above 30%. After the SHG, the remaining
780 nm light is separated by a dichroic beam splitter and used as the pump beam.
In the RDM, usually around 10% of the laser light is split-off for the excitation
before the light enters the HHG source. The part of the laser light that is intended
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to drive the HHG process is in both cases focused by a lens into a glass-capillary
with an inner diameter of 150 ym serving as a waveguide. Since for valence band
photoemission an efficient energy conversion is more important than maximizing the
cut-off energy (see Eq. 2.33), we use Ar gas in the BDM as well as in the RDM as the
conversion medium [Falcao-Filhol0]. In order to optimize the conversion efficiency
and the spectral distribution of the XUV light, the phase-matching conditions (see
Sec. 2.3.2) can be varied mainly by moving and tilting the capillary, shifting the
focal point of the laser beam and changing the gas pressure. In general, the best
results were obtained for gas pressures in the range of p = 10 — 50 mbar in our
setup. After its creation, the XUV light was kept in a low-pressure environment
(p < 1-10"*mbar) to avoid reabsorption. The beam path of the light is, however,
different for both modes after leaving the HHG source, because the light spectra
differ as already discussed in Sec. 2.3.3.

Using the 780 nm driving light, a broad comb of harmonic intensity peaks reaching
up to =~ 45 eV [Mathias07, Falcao-Filhol0] is created. In order to use it for photoe-
mission, one of the harmonics has to be isolated using a monochromator. This is
achieved by constructive Bragg reflection at a pair of Si/Mo multilayer mirrors, which
are specifically designed to select the harmonic peak centered at hvgpy = 42.7eV.
The mirrors are arranged in a z-shape geometry with an incidence angle of 5° with
respect to the surface normal (see top left side of Fig. 3.2) in order to obtain the
desired energy selection. A curvature of the second mirror focuses the beam onto
the sample. In this geometry, only around 4% of the light of the selected harmonic
is transmitted. After passing the Bragg mirrors, remaining fundamental laser light
is blocked by a 200 nm-thick, freestanding aluminum foil which transmits 65% of the
XUV radiation (see right side of Fig. 3.2).

This Al foil is also used in the BDM. Here, the cut-off energy of the harmonics
spectrum can be tuned by changing the phase-matching conditions in such a way
that only one harmonic peak exceeds the low-energy cut-off of the Al [Eichl4].
Thus, already one harmonic is singled out with, in our case, a photon energy of
hvgpy = 22.5eV. Since no further monochromatization is necessary, the XUV
light is only reflected from a SiO; wafer to suppress the fundamental laser light
and a toroidal Au mirror in order to achieve focusing. Both reflections are carried
out in grazing incidence (85° towards the surface normal, see bottom left side in
Fig. 3.2) resulting in a total transmission higher than 70% (calculated with the
software "REFLEC” from the BESSY II software library [Schafers96]).

Typical light spectra arriving at the photoemission chamber are shown in Fig. 3.3
for the RDM as well as the BDM case. They show the first diffraction order
measured with a self-constructed optical grating spectrometer using a 2 pm-period
and a highly sensitivity charge-coupled device (CCD)2. The spectrometer was
also employed to monitor the XUV output during HHG optimization. The energy

2The spectrometer is similar to [La-O-Vorakiat09, Rudolf12], but using a non-magnetic grating.
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Figure 3.2: Left: Beam path in the monochromator chamber in the "red-driven mode”
(top) and "blue-driven mode” (bottom). If the fundamental 780 nm light of the laser is used
for the HHG process, one harmonic is selected from the XUV radiation by Bragg reflections.
For already frequency-doubled light, no further monochromater is necessary resulting in a higher
transmission. (Adapted from [Plotzingl6] with permission of AIP Publishing. The CC license
does not apply.) Right: Transmission of a thin Al foil for different photon energies. The
cut-off at 17eV causes a blocking of the fundamental laser light as well as harmonics with lower
order. (data taken from [Henke93])

of the dominating harmonic peak in the spectra is determined by comparing the
Fermi level cut-off of photoemission spectra measured with the HHG source and
with a well-characterized He gas-discharge lamp (see the end of this section). A
further calibration of the energy scale is then realized by using the knowledge
about the separation of the neighboring harmonics (see Eq. 2.32). The central
photon energies are 22.5eV and 42.7eV for the transmitted light in the BDM and
the RDM, respectively, and the full width at half maximum (FWHM) of the main
intensity peaks is below 500 meV in both cases. However, this value is only an upper
limit and is influenced by the wavelength resolution of the grating spectrometer.
A more precise determination is performed using the photoemission results (see
Chap. 5). Moreover, Fig. 3.3 shows that neighboring peaks are suppressed by more
than a factor of 10. The light provided by the HHG source has the same polar-
ization as the fundamental laser beam. If not stated otherwise, the polarization
is horizontal in the RDM and vertical in the BDM within the presented work.
The XUV light generated by the HHG source propagates towards the sample in
the horizontal plane with an angle of 45° with respect to the direction where the
photoelectrons are detected. The photon energies can be translated into electron
wave vectors perpendicular to the sample surface within a free-electron final state
framework (see Sec. 2.3) according to Eq. 2.13 and Eq. 2.23. For the valence band
electrons of Co measured in normal emission (Ep = 1eV, © =0, V; = 15eV from
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Figure 3.3: Photon energy distribution of the XUV radiation after monochromati-
zation measured with a grating monochromator. The transmitted intensity peak in the
BDM is located at a photon energy of hvgpyr = 22.5eV and the selected harmonic in the RDM
at hvppy = 42.7eV. (Adapted from [Plétzingl6] with permission of ATP Publishing. The CC
license does not apply.)

[Miyamoto08a] and ¢ = 4.8V from [Wallauer96]), this yields k; = 3.7A~1 in RDM
and k; = 29A7! in BDM. Assuming a lattice parameter in z-direction of 3. 46 A
for face-centered tetragonal (fct) Co [Heckmann94] and thus a distance between
I and X of 1.82 A1 , this is located close to I' and in the middle of the Brillouin
zone (BZ), respectlvely.

For time-resolved measurements, the pump-beam is passing a retroreflecting mirror
pair, which can be moved in order to adjust the length of the beam path ("delay
stage”). Thus, the arrival time of the pump-pulses and therefore the delay between
excitation and probing of the process can be varied. The orientation of the linear
polarization and the intensity is adjustable using a half-wave plate and a thin film
polarizer. Then, the pump-beam is coupled into the vacuum system after the Al foil
through a borosilicate glass window and guided almost co-linearly with the XUV
radiation to the sample.

Comparing the advantages of both sources, the broad range of harmonics that is
provided in the RDM makes it, in principle, possible to map the BZ in k; -direction
as described in Sec. 2.2.1 by using a grating monochromator or Bragg mirrors
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designed for different photon energies. For this usually large-scale synchrotron
facilities are necessary [Schneider12]. The energy range covered by a HHG source
using a fundamental wavelength of 780 nm and Ar as the conversion medium can be
translated as described above to values of 2.7A~! for 19eV and 3.7A™! for 43eV at
the edges of a typical spectrum. This covers more than half of the I' — X direction.
Using even higher photon energies that are available employing a different noble gas
like Ne, which creates a harmonic comb exceeding the high-energy cut-off by the Al
foil, this range can be expanded (4.6 A=! for 70eV). In this case, also the lowest
energy core levels of the ferromagnets Fe, Co and Ni, the 3p;/» and 3pa/ states
which are located around Ep. = 53eV, Eg, = 59eV and Ey; = 67eV [Williams01],
can be reached and addressed in resonant photoemission experiments [Guillot77].
On the other hand, the BDM offers a significantly higher efficiency in the conversion
process (see Sec. 2.3.3) leading to a brighter photon flux. This effect is enhanced
even more by the higher transmission in the beamline since all optical elements can
be used in grazing incidence and therefore have a better reflectivity. Altogether, the
XUV photon flux at the sample is approximately two orders of magnitude larger in
BDM than in RDM.

Besides the HHG source, the experimental setup is equipped with a contin-
uous wave (cw) He-discharge lamp (UVS300, SPECS Surface Nano Analysis
GmbH), which can produce spectrally sharp (Ahvy, < 1meV) light at the He-I
(hvge—1 = 21.2eV) and the He-II (hvg._jr = 40.8eV) emission lines. The relative
intensity of the two photon energies can be tuned by, e.g., varying the gas pressure.
Light provided from the gas-discharge source illuminates the sample under an angle
of 45° with respect to the photoelectron detection direction within a vertical plane
of incidence and is unpolarized. Using the same values as for the HHG source,
the resulting perpendicular wave vectors that are addressed according to the free-
electron final state model are k; = 2.8 A~ for the He-I and k; = 3.6 A" for the
He-II line.

3.2 Experimental Chamber & Photoelectron De-
tection

The light from the sources described above then impinges on the sample, which
is located in the main experimental chamber during the measurements (yellow in
Fig. 3.1). Due to the limited information depth (see Sec. 2.2.1), already a single
monolayer of an adsorbate on the sample surface strongly influences the results of
PES measurements. Assuming that an exposure to approximately 3.5-10~% mbar - s
is sufficient to cover the sample surface with one monolayer [Hiifner95], a base pres-
sure in the low 107! mbar range has to be established in the experimental cham-
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ber to ensure comparable sample properties over several hours. This pressure is
achieved by a combination of turbomolecular and ion pumps. The separation of the
UHV in the photoemission chamber from the moderate vacuum in the HHG source
(prme = 10 — 50 mbar) is realized by a differential pumping scheme and the use of
a pinhole-free Al foil for the blocking of the fundamental laser light (see Sec. 3.1).

3.2.1 Spectrometer

As shown in Fig. 3.1 (blue) and Fig. 3.4, the photoelectrons emitted from the sam-
ple are collected and filtered by their kinetic energy using a horizontally mounted
cylindrical sector analyzer (CSA 300, Focus GmbH) after their emission from the
sample. This spectrometer is based on deflection in an electric field and allows only
electrons with a particular kinetic energy Ej! to pass. Using such an energy-filter,
the electrons are monochromatized and then the number is counted. Subsequent
measurements that analyze a specific kinetic energy Ejzfi are necessary in order to
gain a complete spectrum. To obtain a wave vector-dependent picture, this proce-

dure is repeated for all desired photoelectron emission angles by rotating the sample.

Channeltron

fringe field trim
- Figure 3.4: Schematic drawing of
the cylindrical sector analyzer. The
photoelectrons enter through the transfer
lens and are deflected and energy-filtered
within the cylinder sectors. In our setup,

_— the channeltron behind the exit aperture
is replaced by a spin detector. (Reprinted
with permission from [Foc09]. The CC k-
cense does not apply.)

entrance
aperture

If no bias voltage is applied to the sample, the photoelectrons reaches the energy-
filter through field-free space. After entering the CSA, the electrons are accelerated
by a voltage of U, = 300V — E§¢! applied between two subsequent grids. Conse-
quently, the kinetic energy of the electrons that are meant to pass is always increased
to 300 eV and the adjustable voltage between these grids determines which kinetic
energy will be selected. Then, the photoelectrons propagate through a lens system
that images them onto a slit defining the transversal spread of the electron bunch
in the direction of deflection (“entrance slit”). Simultaneously, the kinetic energy
of the desired photoelectrons (originally propagating with E§) is reduced to the
"pass energy” Epq.s that is constant during the acquisition of a spectrum. However,
its value can be adjusted before the measurement in order to adjust the energy
resolution (see following paragraph). Afterwards, the electrons enter the deflection
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region between two electrodes, which are shaped like sectors of concentric cylinders
with different radii (see Fig. 3.4). Here, an electric field is applied that bends the
trajectory of the electrons with E,... by an angle of 90°, whereas electrons with a
different kinetic energy are deflected stronger or weaker. Using a second slit ("exit
slit”) at the end of the interaction region, which is also oriented perpendicular to
the deflection plane, the electrons with E,,.. are selected from the dispersed beam.
The design of the spectrometer, which accelerates the electrons with Ej:ffl always to
a constant pass energy, ensures that their trajectories stay the same during a scan
of different Ej¢\. Consequently, the imaging properties as well as the transmission
of the lens system and the energy resolution in the deflection part are maintained.
According to [Foc09, Risley72], the base energy resolution® of the CSA is given by*

AECSA,base, wy + Wa 3 ( Te ?
' = 2.7- (A6 — ] . 3.1
otk _ IR o7 (a6) + (& @)

In Eq. 3.1, the three summands represent the main factors influencing the energy
resolution. The first term takes into account the finite width of the two slits at the
entrance and the exit of the deflection region. Here, the parameter D describes the
dispersion properties of the spectrometer and is mainly given by the size of the spatial
spread induced by the electric field for an electron beam with a given kinetic energy
distribution. The width of the entrance slit w, allows electrons with an offset from
the beam axis in the deflection direction to enter the electric field, which then can be

dispersed to the same point as on-axis electrons with E}Z‘ff even if they have a different

T
kinetic energy. Moreover, electrons entering at the same position but with slightly
different kinetic energies are able to pass due to the width of the exit slit w,. The
contribution treated within this summand can be adjusted by changing the size of the
slits (w; /ws), but a reduction also decreases the electron transmission. In the second
term, the influence of the angular distribution of the photoelectrons entering the
deflection area is described. This induces a contribution to the spectrometer energy
resolution, because electrons with different kinetic energies can again end up at
the same position after passing the electric field. Therefore, the corresponding term
depends on the acceptance angle of the CSA A© (given in rad). It can be reduced by
decreasing the accepted emission angles, which again leads to a lower electron count
rate. The third term accounts for the spread of the electron beam perpendicular
to the deflection plane. These electrons additionally feel an acceleration towards

3Regarding the broadening of an initially sharp feature into a spread peak in the spectrum, the
base energy resolution is determined from the width of the peak at its basis. It can usually be
approximated by twice the FWHM [Risley72, Rubio-Zuazol1] of this peak.

*Rubio-Zuazo et al. [Rubio-Zuazol1] in general confirm the shape of Eq. 3.1 and quantify the
effects by more precise numerical simulations. This in particular leads to a slight redefinition of
the third term. In addition, they promote a different prefactor for the second term, which however
can not be explained by the small deviations in the underlying parameters and the difference is
also not obvious from their remarks.
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this plane leading to a trajectory that ends on its opposite side. Thus, their path
is tilted towards the normal deflection trajectory, which defines the entrance and
exit slit position, and the projection is not representing the full kinetic energy of the
particles. The influence of this term can be (phenomenologically) described using
the ratio of the radius of the inner cylinder R; and the distance of closest approach
of the electrons to the analyzer symmetry axis r.. Values for the single terms can
be found in [Foc09] for the spectrometer that is used in this thesis.

The absolute energy resolution AFE is in addition affected by the pass energy since
E,qss defines how long the electrons stay within the deflecting electric field and thus
how strong electrons with different kinetic energies are separated when they arrive
at the second slit. Again, a better energy resolution (meaning lower Ep,;) is leading
to a decrease in the count rate, because a smaller energy window with less electrons
is selected by the exit slit. The pass energy can be selected between values of 1eV
to 32eV in the ultraviolet photoelectron spectroscopy (UPS) mode of the CSA.

3.2.2 Spin Detector

After the selected photoelectrons passed through the spectrometer, they are guided
into the spin polarimeter® (FERRUM, Focus GmbH). As shown on the left side
of Fig. 3.5, the electron beam can be either deflected into channeltron 1, which
measures the spin-integrated intensity, or focused to the scattering target by an
electrostatic entrance lens.

The detector creates the spin imbalance via exchange scattering at an Fe(001)-
p(1x1)O surface (see Sec. 2.2.3). This surface is created by depositing a thin Fe film
on a W(001) crystal and afterwards passivating it by oxygen dosing [Bertacco99al.
It has a magnetic anisotropy leading to in-plane remanence [Winkelmann08] and
can be magnetized along and contrary to the two perpendicular magnetic easy axes
[100] and [010] by magnetic field pulses as illustrated on the right side of Fig. 3.5.
This defines then the spin quantization direction. The scattering potential for spin-
resolved measurements is adjusted to 6.4eV using electrostatic lenses, where the

figure of merit (FoM) (see Eq. 2.27) of the detector has an experimentally determined
maximum value of FoM = 4.4 - 1073 for the measurement of one spin direction (see
bottom of Fig. 3.6). In general, in a ferromagnetic scattering target both the spin-
orbit coupling (SOC) and the exchange interaction give a contribution to the spin
asymmetry (Sherman) function. With the help of asymmetry measurements of a
ferromagnet magnetized in two opposite directions, these contributions can be dis-
entangled [Escherll]. The center part of Fig. 3.6 shows the resulting values, which
are converted to the situation of an incoming electron beam with 100% spin po-
larization. Here, the Sherman function resulting from the exchange interaction is
A = Sepp = 0.29 at the selected scattering potential of 6.4eV. Furthermore, the

5The polarimeter is described in more detail in [Escher11].
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Figure 3.5: Left: Operation Modes of FERRUM. The left side shows the spin-resolved
mode, where the electrons are scattered at the Fe target. In the spin-integrated case (right side),
all electrons are deflected into channeltron 2 immediately after entering the polarimeter. (Reprinted
from [Escherl11], licensed under [CC-BY].) Right: Scattering geometry of FERRUM. The
Fe target can be magnetized in two perpendicular directions p; /ps by coil 1 and coil 2. In each
case, the spin detector is mainly sensitive to the corresponding spin direction o /o5. (Reprinted
from [Escher11], licensed under [CC-BY].)

measurement reveals that the influence of the SOC (A,,) is negligible at this energy.
After the scattering at the target, channeltron 2 collects the electrons that are spec-
ularly reflected under an angle of 15° from the Fe film. The reflectivity is &~ 10% for
the adjusted scattering potential. In order to protect the low-energy electrons from
the influence of external magnetic fields, the detector is surrounded by a mu-metal
shield. Due to the oxygen passivation, the scattering crystal can be used for several
weeks under UHV conditions without a degradation of its performance before a new
preparation of the surface is necessary. ~
In spin-resolved measurements, the electron intensity is counted for a parallel (1)
and an anti-parallel (/_) alignment of the Fe magnetization with respect to the spin
component of interest. Due to the horizontal 90° deflection of the CSA, the spin
detector can access the vertical in-plane or the out-of-plane magnetization direction
of the sample in our setup. In order to compensate for linear drifts, the sequence
([+,]_,I_,I.) is repeated for every measurement cycle [Winkelmann08]. From the
summed up intensities for both Fe magnetization directions Iy, the asymmetry A
and the spin polarization P can be calculated according to Eq. 2.25 and Eq. 2.26.
Using the spin polarization, the so-called "partial intensities”

N.= %{n +I)-(1+P) (3.2)

can be determined. They represent the real ratio between spin-up and spin-down
electrons taking into account the influence of the detector asymmetry function Sy.
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The error bars of all values are determined by the law of error propagation from
the error on the sum intensities o;y. Here, the o;y are calculated as the sum of
I+ and the standard deviation from several measurement cycles. Consequently,
the Poisson characteristics of the measurement (first term) as well as additional
fluctuations of the light intensity (second term) are considered. The latter are in
particular relevant for measurements with the laser-based HHG source.

3.2.3 Sample Preparation Equipment

Due to the high requirements of surface quality, the samples have to be prepared in
situ. For this purpose, sample preparation and characterization equipment has been
installed inside the UHV environment. In addition, a load lock and a sample storage
have been mounted. For the sample preparation, a resistive heater reaching up to
950° C, an ion sputtering source, and electron beam evaporators are available. In
order to inspect the grown films, an electron gun allows for both low-energy electron
diffraction (LEED) to check the crystalline quality and Auger electron spectroscopy
(AES) to verify the chemical purity (ErLEED150, SPECS Surface Nano Analysis
GmbH).
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4 Sample Preparation and Char-
acterization: Co/Cu(001)

In the following, the sample preparation and photoelectron detection capabilities of
the setup introduced in Chap. 3 are tested. For this purpose, the sample system
studied in this work, namely Co layers on Cu(001), is introduced and its preparation
procedure is described (Sec. 4.1). In the second part of the chapter, the samples are
characterized employing the devices for spin-resolved photoelectron spectroscopy.

4.1 Sample Preparation Procedure

Thin Co films deposited on a Cu(001) crystal provide a very good model sample
system for the investigation of spin dynamics in the electronic band structure of
a 3d ferromagnet. The Co grows in a pseudomorphic, metastable face-centered
tetragonal (fct) structure following the fcc structure of the Cu(001). Here, the
in-plane lattice parameter of the Cu is conserved (a; = 3.61A) and also kept
within additional Co layers. Perpendicular to the surface, the lattice parameter is
a; = 3.46A [Clarke87, Kief93, Heckmann94]. Almost perfect epitaxial layer-by-
layer growth is observed [Schmid92, Li90, Schneider90b] when the Co is deposited
at substrate temperatures below 490K. For higher growth or post-deposition
annealing temperatures, interdiffusion processes lead to intermixing of the Cu
and Co atoms [De Miguel91, Allmersll]. Studies of the magnetic properties re-
veal that a ferromagnetic order at room temperature (RT) is achieved above two
monolayers of Co with a magnetic easy axis along the [110] and [110] in-plane
direction. A spin-reorientation for increasing film thickness d has not been observed
[De Miguel91, Krams92]. With rising d, the Curie temperature of the Co films
increases reaching already more than 500 K for 3 ML [Schneider90b].

In order to prepare an appropriate Cu surface, we cleaned the crystal by Ar-
ion bombardment for 30 min with a particle kinetic energy of 1kV. Furthermore,
the crystal was annealed for 10 min above 850K to reduce its surface roughness.
After cooling down close to RT again, the magnetic film was evaporated from a
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high purity Co rod.

The deposition rate was calibrated by the information depth of photoemission using
the intensity of the remaining signal from the 3d bands of the Cu crystal underneath
the deposited Co. As an example, the left side of Fig. 4.1 shows energy distribution
curves (EDCs) measured for different Co evaporation times. The gray box marks
the energy range of the characteristic Cu 3d bands. While the thickness of the Co
layer increases, less electrons from the Cu reach the surface and the corresponding
photoemission intensity in normal emission Iz, decays. This intensity can be
described by [Hofmann12]

d

7) + Inc, (4.1)
AEALCo,14eV

ICu = ICU,O - exp (_

with the effective attenuation length (EAL) Agar (see Sec. 2.2.1), the height of the
signal from Cu without a Co overlayer Ig,o, and the background intensity Ipg.
Assuming a linear film growth with time, the evaporation duration 7.,qp, Which is
necessary to create a Co layer with a thickness corresponding to the EAL, can thus
be determined from the results on the left side of Fig. 4.1. It is done by extracting the
height of the Cu peak and fitting an exponential function to the decaying intensity
with increasing deposition time as presented on the right side of Fig. 4.1. The fit
yields ¢, 14 oy = 5.10 + 0.07 min.

160 — T — Co evaporation T T T T T T — 160
time (min): = Cu3d peak .
0 Fit: Exp. Deca 4
120 [ =i ?f |y 11202
5 =l exp(-t/t) + I 4 3
8 80 | 1=510+-0.07min 57 Q
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Figure 4.1: Left: Photoemission spectra of Cu(001) with a Co overlayer after different
deposition times. The data was measured in normal emission using the He-discharge lamp at a
photon energy of hr = 21.2eV. For the increasing film thickness, additional Co was evaporated
on top of the existing sample. The binding energy is calculated with respect to the Fermi level
(Ep = 0). Right: Peak intensity of the characteristic Cu features as a function of the
Co deposition time. The data is extracted from the spectra shown on the left side and the red
line represents a fit of the exponential function presented in the inset.

In order to calculate the deposition rate, a reference measurement of the EAL with
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a similar photon energy is needed. In Fig. 4.2, the value
Ng{L conrev = 502+ 1.31 ML (4.2)

is extracted for the EAL by fitting the exponential decay function shown in Eq. 4.1
to data taken from [Schneider90al.
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= 4.0f Fit: Exp. Decay | - Figure 4.2: Damping of the Cu photoemis-
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Since the kinetic energies are high enough to neglect non-parabolic band effects of
the Co (see Sec. 2.2.1), the variations in the EAL within small changes of the kinetic
energy are negligible. Consequently, Ng5¥ corsey % AEhz,cor7ev can be assumed
and the deposition rate is o '

)kref
r— JEALCoTeV _ g8 4 .96 M (43)
TCO,II‘lBV mm

for the shown example. All deposition rates and film thicknesses in the presented
work are determined in the described way using )\E{ L.ColTeV from Eq. 4.2. In gen-
eral, an analog analysis is possible with the corresponding Co peak (Ep;, = 16.5eV),
which has an increasing spectral weight for thicker overlayers. However, its height
is influenced by the nearby Fermi level and thus the analysis is less accurate. The
individual film thicknesses for the samples under investigation are given in the cor-
responding sections. For all measurements presented in this thesis, the thickness is
well above 3Apar.co (see Eq. 4.2) in order to suppress photoemission contributions
from the Cu substrate. After preparation, the Co films were magnetized along the
vertical [110] (in-plane) direction if not otherwise stated.

4.2 Characterization Using Photoelectron Spec-
troscopy

In order to test the sample preparation procedure and characterize the capabilities
of the photoelectron analysis devices in our setup, we performed photoemission
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measurements using the He gas-discharge lamp?. First, we analyzed the orientation
of the magnetization of the Co films. In Fig. 4.3, the spin polarization measured over
the full energy range accessible by the He-I line is shown for both spin directions
that can be addressed by the detector.

Figure 4.3: In-plane and out-
of-plane component of the
spin polarization in fct Co
plotted against the electron
binding energy. The photon en-
ergy is hr = 21.2eV, the photo-
electron emission angle & = 0°
and the thickness of the Co film
d = 40 £ 12ML. The Fermi level
is located at Eg = 0. The error
bars, determined as described in
Sec. 3.2, underestimate the real er-
= [n-plane Component % rors because of additional noise in
®  Out-of-plane Component 1 the electron count rate caused by

X T X T X T ) insufficient shielding of the cables,
16 12 ) 4 0 which were used for this measure-
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It shows a clear non-zero value for the direction corresponding to the (vertical)
in-plane component of the sample, whereas no spin polarization is present within
the uncertainty of the data for the out-of-plane component. Consequently, the Co
films are, as expected, in remanence fully in-plane magnetized. In addition, the
measurement proves that the detector is able to separate both spin polarization
components.

In order to further characterize the setup as well as the samples, the in-plane com-
ponent of the spin polarization was studied by angle-resolved photoemission. For
this purpose, measurements were performed at a range of chosen angles by rotating
the sample in steps of A@ = 2.5° around the vertical axis ([110]). This leads to a
variation of the detected wave vectors within the plane spanned by I'; K and L in
the bulk Brillouin zone (BZ) (see left side of Fig. 2.3 and [Miyamoto08a]). The re-
sults are shown in Fig. 4.4. For normal emission (kj = 0), the photoemission spectra
close to the Fermi level (Ep = 0) are dominated by a minority electron band that
bends towards higher binding energies for increasing wave vectors (Fig. 4.4, left).
By a comparison with theoretical band structure calculations, it can be assigned
to a As, symmetry [Clemens92, Schneider9la]. Therefore, transitions are allowed
using light with a polarization parallel to the sample surface according to the dipole
selection rules (see step 1 in Sec. 2.2.1), which is given for the high-order harmonic

!Note that parts of this section are also subject of [Plotzing16].
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Figure 4.4: Partial intensities of fct Co as a function of the in-plane wave vector and
the electron binding energy for minority (left) and majority spin electrons (right). The
measurements were performed employing the He-I line (hv = 21.2 V) and the electron wave vector
k) was caleulated using Eq. 2.22 from the photoelectron emission angle. The partial intensities for
each angle are normalized to the maximum of the minority spin component and the Co film was
d = 30 £+ 8 ML thick. Eg = 0 corresponds to the Fermi level.

generation (HHG) source as well as the He lamp in our setup®.

For the majority spin direction (Fig. 4.4, right), the measurement results are signifi-
cantly smeared due to electron correlations (see Sec. 2.2.1) [Grechnev07, Ellguth15].
In general, electron correlation effects almost completely quench valence band fea-
tures for Eg > 2eV in the majority spin channel [Monastra02]. Thus, only a broad
peak can be observed (Ep = 0.9¢V at kj = 0), which is approaching Ep for higher
ky. In band structure calculations [Schneider91al, only a band having Ayt symmetry
is present at the corresponding energies. Even though an optical transition from a
pure Ay band is forbidden by the non-relativistic dipole selection rules, the effect
of spin-orbit coupling (SOC) and resulting band hybridization with a nearby Asy
band (see right side of Fig. 2.3 [Chiangl0]) can lead to a significant contribution
in photoemission spectra [Kuch95]. The observed spectral densities in the valence

?Note that the presented dipole selection rules and the reduction of the final state to Aj-
symmetry are only strictly valid for k) = 0.
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band region are in good agreement with published results for similar experimental
conditions [Miyamoto08a]. Due to the dispersion of the minority spin band away
from Er and of the majority spin band towards Er for increasing kj, both contri-
butions are most separated at normal emission. Thus, all upcoming measurements
are performed for kj = 0.

hv = 21.2eV (He lamp)
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Figure 4.5: EDCs of the partial intensities for both spin directions recorded on fct
Co(001) and the corresponding spin polarization distribution. The data is taken from the
measurement shown in Fig. 4.4 for k = 0.

The EDCs of the partial intensities at © = 0° are shown in Fig. 4.5 (left). At
the high binding energy flank (Ep = 0.7eV) of the peak belonging to the already
identified Az, minority spin band (Eg = 0.2eV), an additional shoulder is visible®.
It can be attributed to a surface resonance that strongly disperses to lower binding
energies for increasing kj [MiyamotoO8b]. This resonance was found to have even
symmetry and is thus only accessible with p-polarized light according to the dipole
selection rules. The spin polarization in this measurement (see Fig. 4.5, right), shows
a positive value of P =~ 0.3 eV in the energy range that is dominated by the majority
spin electrons (Eg > 1eV). For smaller binding energies, the value is reduced and
reverses sign (Eg = 0.5eV) due the rising influence of the minority spin electrons.
The shape of this change of sign shows a step, which is induced by the double-peak
character of the minority spin electron spectrum. Close to Ef, the As, band and
the lack of majority spin electrons leads to a high negative spin polarization.

3The underlying peak is already partly suppressed due to slight contaminations of the sample
surface, e.g. resulting from residual gas in the vacuum chamber. The possibility to conduect an
Auger electron spectroscopy (AES) measurement or a residual gas analysis with a mass spectrom-
eter was not available at the time when this photoemission study was performed. However, we
expect contaminations from Hs, CHy, CO or CO3 molecules, which are in general mainly present
in a baked vacuum chamber [Fremerey99].
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5 Spin-Resolved Photoemission
with Femtosecond Extreme Ul-
traviolet Light Pulses

After proving the functionality of the photoelectron detection devices as well as a
good quality of the in situ prepared thin Co(001) films in the previous chapter,
the influence of an excitation with femtosecond pulses on the photoemission results
is studied in the following®'. For this purpose, spin-resolved measurements were
performed using the high-order harmonic generation (HHG) source (red-driven mode
(RDM) in Sec. 5.1, blue-driven mode (BDM) in Sec. 5.2) and compared to data
that was acquired with the continuous wave (cw) gas-discharge lamp under similar
conditions. A key challenge in photoemission with light pulses are vacuum space-
charge (VSC) effects due to the Coulomb repulsion in the dense photoelectron clouds,
which are created at the sample surface. In the last part of this chapter, the resulting
spectral distortions are addressed and quantified for our setup.

5.1 Red-Driven Mode

As already stated in Sec. 3.1, the HHG source in RDM provides photons with an
energy of hvgppy = 42.7eV, which is close to the He-II line of the gas-discharge
lamp (hvge_rr = 40.8eV). Therefore, the spectra measured with both light sources
can be directly compared.

In order to reach electron count rates sufficient for the recording of spin-resolved
spectra within reasonable acquisition times using the RDM of the HHG source, the
measurements were performed with a high pass energy (Epess = 32eV) and slit
width (w; = we = 9mm) and thus, according to Eq. 3.1, a limited energy resolution
of the spectrometer (AEgga =~ 1€V is determined experimentally, see below). In
addition, a sample bias of Ugmpe = 16 eV was applied guiding more electrons to
the detector at the expense of a reduced angular selection. The results of the spin-
resolved photoelectron spectroscopy (PES) measurements with both light sources

!Note that parts of this chapter are also subject of [Pl5tzing16].
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Figure 5.1: Partial intensities for minority and majority spin direction plotted against
the electron binding energy. The results on the left side are measured with XUV pulses
generated by the HHG source in RDM, the data on the right side with the He-II line of the cw
photon source. In both cases a sample bias of Usample = 16 eV was applied. In the plots, Eg =0
is located at the Fermi level and the lines have been calculated from fits to the raw data (see text).
(Adapted from [Plotzing16] with permission of AIP Publishing. The CC license does not apply.)

are shown in Fig. 5.1 and Fig. 5.2. The spectra were measured in normal emission
on a 40 = 12 ML thick Co(001) film. For the HHG source in RDM at a repetition
rate of 3kHz, a count rate of 10 counts/s is reached at the maximum of the valence
band. At this energy, the total intensity per spin channel is > 1700 counts in the
presented measurement.

In order to extract the energy resolution and the spectral width of the XUV light
generated by the HHG source in RDM, the broadening of the Fermi edge was de-
termined from the spectra obtained with both light sources. Therefore, the raw

o
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c H}—;,}\T Figure 5.2: Spin polarization in Co(001)
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intensity data was fitted with a convolution of a Gaussian peak function

F(E) = exp (—%) (5.1)

and the function

)= (0 (52 ) 41) - (o (<520 ) 4w). 2

Here, f3(E) accounts for the total energy resolution of the setup including the spec-
trometer and the bandwidth of the light source. On the other hand, f; represents the
product of a Fermi-Dirac distribution for Trp = 300 K with the sum of a constant
background gy, and another Gaussian peak function, which models the intensity peak
from the 3d bands in the spectrum?. Fitting the intensity distribution using only a
single peak is justified, because the energy resolution used in the experiment does
not allow the observation of further details in the band structure or the energetic
separation of minority and majority spin contributions. In the equations, kg is the
Boltzmann constant, Ej is the energetic position of the intensity peak and the coef-
ficients ey, = AEy/p/(24/2 - In(2)) represent the width of the Gaussian peaks with
AEy,, being the full width at half maximum (FWHM).

The total energy resolution of the setup AE} is given as the quadratic sum of the
contribution from the spectrometer (AE¢g4) and the light source (Ahvgrpar). The
broadening in the measured spectra was determined from the data acquired with the
detector being mainly sensitive to the minority spin electrons, because the density
of states is higher for the minority channel in Co at Ep (see also Fig. 5.3). Neglect-
ing the spectral width of the cw gas-discharge lamp, the spectrometer resolution
for the settings in the RDM is given by AEggs = \/ (AEy ge—11)? — (Ahvg.)? =
AEyge—rr = 1.05 £ 0.03eV. Since the total energetic broadening AE, ppyr =
1.00 & 0.10eV for the measurement with the HHG source in RDM has the same
size, we conclude that the spectrometer contribution dominates the energy reso-
lution and the influence of the spectral width of the XUV pulses is significantly
smaller. This is supported by the findings for Ahvgpys using the grating spectrom-
eter in Sec. 3.1.

Within the limited energy resolution, the results obtained with the HHG source and
the He-II line are in good agreement. The small deviations can be related to the
low count rate and intensity fluctuations, which are considered in the error bars

?Note that the spectral lines intrinsically have a Lorentzian shape, which can be in addition
asymmetrically broadened towards higher binding energies by inelastic scattering. However, this
shape is washed out, e.g. because of the angular integration of the spectrometer or photoemission
contributions from additional bands, making a Gaussian peak function better suited for the fitting
procedure. Moreover, the shape of the spectra is dominated by the (Gaussian-shaped) instrumental
energy resolution.
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(see Sec. 3.2). For both measurements, the partial intensities (see Fig. 5.1) show a
featureless part at binding energies Ep > 3 eV, which is dominated by majority spin
electrons resulting in a spin polarization of P = 0.25 (see Fig. 5.2). In the region of
the valence bands, the minority spin contribution increases, until the intensity for
both spin directions is equal at Eg = 0.7eV leading to P = 0. Then, both peaks
decrease almost simoultaneously at the Fermi edge. The strong negative value of
the spin polarization close to Er, which is observed in the measurements in Sec. 4.2,
is not present. However, the experimental conditions for the data presented in this
section differ from the ones used for the results in Fig. 4.5 not only by the energy
resolution, but also by the photon energy.
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Figure 5.3: Partial intensities and spin polarization distribution from Co(001) as a
function of the electron binding energy measured with a high spectrometer resolution.
The measurements were performed using the He-II line of the gas-discharge lamp with a pass energy
of 4eV and no sample bias. In the plots, Eg = 0 is located at the Fermi level and the lines have
been calculated from fits to the raw data (see text).

In order to understand the influence of the photon energy, measurements with a
better spectrometer energy resolution and without sample bias were performed
using the He-II line on similar samples (see Fig. 5.3). Decreasing the pass energy to
4eV leads to an energy resolution of AEy; y._r; = 0.22 £ 0.03 eV for the obtained
results, which was again determined by a fit to the data similar to the one presented
before. However, this time the sum of two separate Gaussian peak functions was
used in order to account for the separation of the majority and minority spin
electron peaks. The results show that the minority peak moves to higher bind-
ing energies (Ep = 0.8eV) compared to the measurements with the He-I line in
Sec. 4.2. Assuming a free-electron final state model (see Sec. 2.2.1 and Sec. 3.1),
electrons with a wave vector k) close to I' are excited by the He-II line, whereas
the He-I line selects electrons from the middle of the I' — X direction of the bulk
Brillouin zone (BZ). The observed change of the position of the minority peak is in

64



5.1. RED-DRIVEN MODE

good agreement with the dispersion of the As; band predicted by band structure
calculations (see Fig. 2.3 [Chiangl0]).

Besides, the difference in the EDCs leads to a more complex structure of the spin
polarization (see right side of Fig. 5.3), which flips its sign already at Eg = 1.2V,
but is then reduced again to P = 0 in the range where the influence of the minority
band is vanishing (Eg = 0.3eV). Close to Er, no majority spin contribution is left
and thus P has a high negative value again.

Figure 5.4 shows the results of a similar measurement as in Fig. 5.3, but recorded
using a pass energy of 32eV. Due to the resulting inferior energy resolution, the
features are smeared out. The dip in P at Eg = 0.3eV found in the measure-
ments with E,.. = 4eV is strongly suppressed and only the change of the sign at
Ep =1.2¢eV is still clearly visible. Furthermore, the spin polarization and therefore
the difference of the partial intensities at the position of the minority spin electron
peak (Ep = 0.8eV) was significantly reduced.

However, a comparison of the results shown in Fig. 5.4 with the data presented
in Fig. 5.1 reveals still a difference for the values close to Er even though the
spectrometer setting have been the same. A possible explanation is the influence of
the sample bias, which is present only for the measurements in Fig. 5.1. The result-
ing electric field bends the trajectories of additional electrons with higher emission
angles into the detector causing an additional smearing over a broader part of the BZ.

The results in this section show that the HHG source in RDM can be used for
spin-resolved photoelectron spectroscopy without fundamental restrictions. Never-
theless, it provides only low photon flux resulting in a limited energy resolution and
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Figure 5.4: Spin-resolved EDCs of Co(001) and correspoding spin polarization, mea-
sured without sample bias. The settings of the spectrometer were similar to the measurements
in Fig. 5.1 and Fig. 5.2 but without sample bias. In the plots, Ep = 0 is located at the Fermi level
and the lines have been calculated from fits to the raw data (see text).
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Figure 5.5: Energy distribution of the partial intensities for the minority and majority
spin direction. The measurements were performed using the pulsed HHG source in BDM (left)
and the He-I line of the cw gas-discharge lamp (right) under the same conditions. In the plots,
Ep = 0 is located at the Fermi level and the lines have been calculated from fits to the raw data
(see text). (Adapted from [Plétzingl6] with permission of AIP Publishing. The CC license does
not apply.)

long acquisition times. This makes it at present impossible to map optically induced
changes in the band structure by recording full valence band spectra. However,
time-resolved traces at special, interesting binding energies may be still possible.
In addition, this mode will become more important with improving HHG sources

and spin detectors, because of the broad range of accessible photon energies (see
Sec. 3.1).

5.2 Blue-Driven Mode

The findings presented above demonstrate that the photon flux limits the usability
of the RDM for time-resolved studies. In contrast, the HHG source in BDM provides
significantly more flux (see Sec. 3.1). Thus, the measurements were performed in this
case without sample bias and with a pass energy in the spectrometer of E . = 4eV.
The results for a Co(001) film with a thickness of d = 20 £ 5ML at kj = 0 are
presented in Fig. 5.5 and Fig. 5.6. In the BDM, the photon energy is hvgpy =
22.5eV (see Sec. 3.1), which is close to the He-I emission line (hvg._; = 21.2eV)
produced by the gas-discharge lamp.

A comparison between the partial intensities obtained with the HHG source (left
side of Fig. 5.5) and the He-I line (right side) reveal two major differences: the data
acquired using the gas-discharge lamp shows more intensity for both spin directions
at higher binding energies and a second peak in the minority spin electron channel.
Since both measurements were performed consecutively on the same sample, a
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change of the crystalline order or a different influence of overlayers from adsorbed
material can be excluded. As discussed in Sec. 3.1, the HHG source provides linearly
polarized light, which had a vertically aligned field vector for the measurements
in this section, whereas the radiation from the gas-discharge lamp is unpolarized.
According to the dipole selection rules (see Sec. 2.2.1), the light from the HHG
source can thus only excite electrons from an initial state with As symmetry. In
contrast, As- and A;-states are accessible using the He-I light. Therefore, additional
states can contribute to the photoemission spectra measured with the gas-discharge
lamp and cause the difference in the intensity at high binding energies. Especially
for the majority spin direction, bands with A, character are present in the corre-
sponding region of the BZ (see Fig. 2.3 [Chiangl0]). The double-peak structure
for the minority spin electron direction that is observed with the light from the
He-I line can be assigned to a As; band (Ep = 0.2eV) and to a surface resonance
(Ep = 0.7eV), as already discussed in Sec. 4.2. In contrast, the even symmetry
of the surface resonance makes it unaccessible for the light from the HHG source
and thus the corresponding feature is missing in the EDC plotted on the left side of
Fig. 5.5.

For the spin polarization (see Fig. 5.6), a constant value of P = 0.3 is observed
at high binding energies (Ep > 2.5eV) in both measurements. However, in the
data acquired with the HHG source the flank of the majority spin electron peak
(Ep = 0.9eV) increases the spin polarization starting at Eg = 2.5eV to a value of
almost P = 0.5 at Eg = 1.2¢eV. In the results obtained with the He-I line, this effect
is equalized and even overcompensated by the flank of the surface resonance. Here,
the latter causes a decrease of P to =~ —0.05 at Ep = 0.6eV, which is then followed
by the dominance of the Az, band leading to an even higher negative P between
Ep = 0.4¢eV and the Fermi edge. In contrast, the spin polarization decreases for
the data measured with the HHG source in one step between Eg = 1.1eV and the
Fermi edge crossing zero at Eg = 0.5eV. At Ef the spin polarization has a value
of P~ —0.6eV for both light sources.
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0.50 [ . . . s .
c i m Figure 5.6: Spin polarization as a function
2 0.95 Pofa, g of the electron binding energy. The corre-
§ ’ [ Ry )R, sponding partial intensities are shown in Fig. 5.5.
'_tﬁ 0.00 M In the plots, Eg = 0 is located at the Fermi
GO.. m’i:\ level and the lines have been calculated from
c-0.25 fits to the raw data (see text). (Adapted from
3_0 sol © Helamp (hv=21-29V)B§ . gﬁat(zjiggl%s] wit}:i permission lof AIP Publishing.
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The raw intensity data is fitted similar to Sec. 5.1. However, this time two
Gaussian functions are used to model the spectrum for the HHG measurement in
order to take into account both the peak in the minority and the majority spin
direction. For the results obtained with the He-I light, another, third Gaussian
peak function is included to consider the surface resonance. Again, from the fits
to the EDC dominated by minority spin electrons, the influence of the spectrom-
eter and the light source on the energy resolution can be determined. Values of
AFEygpy = 0.35+£0.01eV and AEy, o1 = 0.23+£0.02eV are extracted. Assuming
a spectrally sharp He-I line and thus AEcsy ~ AE}g._j, the bandwidth of the
HHG source in BDM can be calculated as

AhVBDM = \/(AE{,,BDM)Q - {AECSA)Q = 0.26 £ 0.02eV. (53)

For the measurement with the HHG source in BDM that is presented in Fig. 5.5,
the count rate at the maximum intensity is 400 counts/s (spectrum dominated by
the minority spin direction). The total intensity at this point summed up over the
entire integration time is > 9500 counts. It has to be noted that the repetition
rate of the source was increased to f,., = 5kHz compared to the measurements in
RDM and that the photon flux was reduced in order to decrease the influence of
vacuum space-charge (VSC) effects. A more detailed explanation of VSC and a cor-
responding characterization of our setup will be given in the next section (Sec. 5.3).
Using already the results of this characterization, the additional energetic broad-
ening caused by VSC can be approximated to AE,s. = Miroadening - £ < 0.08eV
(see Eq. 5.8 for Mproadening) for the (linear) photoelectron density® (see Sec. 5.3)
p =~ 3.5-10*mm~! that was achieved in the experiment. Therefore, it is low enough
to avoid a significant degradation of the energy resolution.

In general, a further reduction of the total energy resolution in the measurements
performed with the XUV pulses is possible by decreasing the spectral width of the
light. This can be achieved using, e.g., a grating monochromator [Carley12] or a fur-
ther improvement of the light source [Eich14, Wang15]. However, this can increase
the pulse duration due to the time bandwidth product (TBP) and therefore reduce
the time scale accessible with the experiment. The TBP states that the minimum
duration of a pulse Aty is related to its spectral width Ahv by [Diels06]

At i - % _ 0441 (5.4)

for pulses having a Gaussian distribution in time. For the given parameters in
the BDM (hv = 22.5eV and Ahvgpy = 0.26eV), the minimum pulse duration
is Atpuse = Tfs. Thus, for further reductions of the broadening induced by the
spectral width of the HHG source, the necessary temporal resolution has to be

3The spot area of the driving laser on the sample was A = 2.6 mm?.
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considered.

The acquisition time for the spin-resolved spectra presented in this section of
=~ 1h shows that simultaneous energy- and spin-resolved investigation of the va-
lence bands at several time steps are possible before the sample quality degrades
under ultrahigh vacuum (UHV) conditions (see Chap. 3). Therefore, the HHG
source in BDM is well-suited for studies of the temporal evolution of optically
induced processes on the femtosecond time scale in a pump-probe experiment.

5.3 Vacuum Space-Charge Effects Induced by Ex-
treme Ultraviolet Light Pulses

The results presented in the previous section reveal that one of the main challenges
in photoemission experiments with ultrashort pulses is vacuum space-charge (VSC)
caused by the Coulomb repulsion between the photoemitted electrons. The left
side of Fig. 5.7 shows two typical EDCs of the Cu(001) 3d valence bands obtained
with different intensities of the XUV light. Like all measurement in this section,
both spectra have been recorded using the HHG source in BDM with a repetition
rate of 3kHz. For the higher intensity (black open circles), the peak is shifted and
broadened compared to the spectrum acquired with lower photon flux (blue filled
squares).

The described effects are accompanied by a distortion of the angular and spa-
tial information of the photoelectrons [Zhou05] and have been reported for time-
resolved electron diffraction [Srinivasan(03] as well as photoemission experiments
using pulsed lasers [Passlack06], free-electron lasers (FELs) [Pietzsch08] or HHG
sources [Frietsch13]. However, the parameters (intensity, pulse width, pulse power)
of these light sources are widely spread and thus a criterion where VSC effects
start to occur can not be universally derived. In general, the excitation with sub-
picosecond light pulses leads to the emission of quasi-two-dimensional electron disks
[Hellmann09]. This is in contrast to photoemission experiments based on cw light
sources, where the excitation is homogeneously spread in time. For the same average
count rate, the distance between the photoelectrons is thus much smaller for the ul-
trashort bunches leading to a significant Coulomb repulsion between the electrons.
Depending on its individual environment and the distribution of neighbors, each
electron experiences a repulsive force along, opposite or of a certain angle with re-
spect to its direction of motion. Therefore, electrons can be either accelerated or
decelerated causing the broadening of the observed spectral features [Zhou05]. On
the way to the spectrometer, the photoelectrons arrange in the order of their kinetic
energy. The valence band electrons measured in our experiments leave the sample
with the highest E};,. Thus, they are mainly located at the leading part of the elec-
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Figure 5.7: Left: Photoemission spectra measured with different flux of the femtosec-
ond XUV pulses. The data was acquired in normal emission using the HHG source in BDM
on Cu(001). In the measurement represented by the black open circles over 70 times more pho-
toelectrons are created per pulse than for the one displayed by blue filled squares. This leads
to spectral distortions. (Adapted from [Pl6tzingl6] with permission of ATP Publishing. The CC
license does not apply.) Right: Scheme of the effect of vacuum space-charge. A dense
photoelectron cloud is created in front of the sample (f1). While propagating (¢2), it is enlarged
due to the Coulomb repulsion between the electrons. (Adapted from [Plétzing16] with permission
of AIP Publishing. The CC license does not apply.)

tron cloud and are followed by a larger number of slower electrons containing the
secondary electrons generated by scattering inside the sample. Consequently, the
latter repel and thus accelerate the valence band electrons during their propagation
to the spectrometer leading to the observed shift to higher kinetic energies (see right
side of Fig. 5.7 and [Zhou05, Hellmann09]). At the same time, a positive potential
can be present in the sample that partly compensates the acceleration by the VSC.
On ultrashort time scales below 100fs [Campillo00], the holes left behind by the
photoelectrons generate such a positive potential. Moreover, the electric field of the
electron cloud propagating in front of the surface is shielded by a charge redistribu-
tion inside the metallic sample that creates a counteracting field.

In order to characterize the influence of VSC for our experimental conditions, we
recorded spectra of the Cu(001) 3d bands in normal emission for a broad range of
XUV light intensities. In addition, we varied the spot size to verify results of previ-
ous studies [Passlack06, Hellmann(09] that found a dependence of the peak shift and

broadening on the ratio

N SE
— (5.5)
drwaM

Here, Npyis is the number of electrons per laser pulse and dpwgys is the diameter
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of the electron disk. This dependence can be related to the Coulomb potential that
charges feel in the initial disk due to the surrounding electrons and that has the
same form [Hellmann09]. The diameter of the electron disk is approximated using
the size of the light spot, which can be extracted from pictures of the sample crystal
taken with a charge-coupled device (CCD) camera, where the spot of the impinging
light is visible. However, a direct observation of the XUV spot employing fluorescent
material (see Sec. 6.1) is challenging if the HHG source is not used with maximum
photon flux. Instead, the spot of the driving laser was monitored assuming a similar
size as the XUV spot, because both beams were defined by the same iris aperture
placed in front of the toroidal mirror. dpwgy was then determined by fitting a
rotated two-dimensional Gaussian peak function* to the intensity data of the pic-
ture (see Fig. 5.8). Pixel values were converted into distances taking the known
crystal size for reference. Furthermore, the number of photoelectrons Ny was

lFit (2dim. Gaussian peak)
® CCD picture of laser spot

Intensity

2

Vert. Position (mm) 4 Hor. Position (mm)

Figure 5.8: Determination of the laser spot size. The z-values of the green dots represent
the light intensity on a CCD camera. They are plotted as a function of the position. Then, the
FWHM of a rotated two-dimensional Gaussian peak function fit (colored plane) is taken as the
spot size.

calculated from the photocurrent, which we recorded during the experiment with
a femto-amperemeter. The determination of the error bars for the photoelectron

4Rotated means that the two independent width directions of the Gaussian profile do not have
to be collinear with the x- and y-axis of the CCD picture.

71



CHAPTER 5. SPIN-RESOLVED PHOTOEMISSION WITH
FEMTOSECOND EXTREME ULTRAVIOLET LIGHT PULSES

density p is performed by error propagation based on the standard deviation of the
photocurrent measurements.

The FWHM of the Cu(001) 3d peaks Epwpgy and their positions Epe are de-
termined from Gaussian peak function fits to the EDCs and the values extracted
from the measurement with the lowest photon flux are taken as the intrinsic width
Epwrmp and position E,.gq. Then, the energy shift

Ssc = Epos - Epos,ﬂ (56)

is calculated by linear subtraction of the intrinsic value. In contrast, the broadening
is given by quadratic subtraction as

AE,s. = \/EI%WHM - E%‘WHM,D? (5.7)

because it is treated, similar to an energy resolution contribution, as a convolution
of two Gaussian peak functions that model the intrinsic peak in the spectrum and
its widening.
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Figure 5.9: Distortion of spectral features by VSC effects. Peak broadenings (left) and
shifts (right) are plotted against the (linear) photoelectron density per pulse p (see Eq. 5.5). The re-
sults were determined from photoemission spectra of the Cu(001) 3d peak (see left side of Fig. 5.7).
Blue filled and black open symbols indicate measurements with different spot sizes and the red
line represents a linear fit to all values with p > 2.5 - 10* mm~—'. (Adapted from [Plétzing16] with
permission of AIP Publishing. The CC license does not apply.)

In Fig. 5.9, the broadening (left side) and shift (right side) of the electron peak
created by the 3d electrons in Cu(001) are presented as a function of p (see Eq. 5.5).
The curves show a good agreement between the values measured with the smaller
(A = 0.4mm?, blue filled squares) and the larger spot area (A = 4.7mm?2, black
open circles) for both the peak broadening and the peak shift even though A differs
by more than a factor of 10. This confirms the suggested linear dependence on
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dFWHM_l [He].lmannOQ].

Furthermore, the photoemission peak broadening as well as the shift show a linear
dependence on the photoelectron density for p > 2.5 - 10*mm™! if the number of
photoelectrons is varied. The deviation from this behavior for p < 2.5 - 10*mm™!
can be explained, because below this value the measurement of the photocurrent
approaches the background level and in addition the peak shift and broadening are
close to the intrinsic width of the peak® (see blue filled squares on the left side of
Fig. 5.7). A linear regression in the region p > 2.5 - 10* mm™! yields the slopes

Mbroadening = 2.10 - 107%eV - mm (5.8)
for the peak broadening and
Mahife = 3.15-107%eV - mm (5.9)

for the peak shift. Here, the dependence of the shift on p shows a steeper slope
than the corresponding dependence of the broadening. However, a comparison with
literature suggests that this particular behavior depends crucially on the exact ex-
perimental conditions. In experiments using synchrotron radiation with significantly
lower p the opposite was observed and the authors suggest that the energy differ-
ence between the interacting electrons determines which effect is dominant [Zhou05].
Similarly, Frietsch et al. reported a larger peak broadening than shift in valence band
photoemission experiments, but here the authors relate the effect to an additional
broadening contribution due to fluctuations of the light source [Frietsch13]. Core-
level photoemission experiments as well as corresponding simulations also revealed
a steeper slope for the peak broadening compared to the shift [Hellmannl2]. In
contrast, simulations performed with the same code as used in the core-level in-
vestigations suggest the behavior that we observed for valence band spectroscopy
[Hellmann09]. The slopes that the authors of [Hellmann09] determine for the case of
valence band photoemission are a factor of 2 smaller for both the broadening and the
shift than our experimental findings. Nevertheless, similar differences in the slopes
between their model and experimental results find Hellmann et al. also for other ex-
amples. The authors attribute the deviations to uncertainties in the determination
of the exact experimental conditions. In our case, the uncertainties are most likely
dominated by the measurement of the spot size, where the driving laser and not the
XUV beam is taken into account. Moreover, in reality the measured distribution
of the light intensity within the spot slightly differs from the ideal Gaussian shape
assumed for the fit (see Fig. 5.8) due to, e.g., the presence of higher-order transverse
laser modes or reflectivity inhomogeneities of the crystal surface.

The results discussed above give us an indication of the maximum photoelectron
density that can be achieved without significant distortions of the photoemission

5The uncertainties induced by the photocurrent background level are not included in the deter-
mination of the error bars.
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spectrum due to VSC. In order to keep the broadening miroadening - p at = 0.1eV,
which is far below the energy resolution of the measurements with the HHG source in
BDM (see Sec. 5.2), the photoelectron density should not exceed pq, = 5-10*mm~1.
In general, the maximum count rate in photoemission while staying below this limit
can only be reached by carefully adjusting the experiment to the requirements of
the particular study. For example, the spot size can be increased allowing for a
higher number of photoelectrons per pulse. On the other hand, this will decrease
the momentum resolution in angle-resolved photoelectron spectroscopy (ARPES)
experiments. Moreover, it will lead to further complications in time-resolved exper-
iments, because high pump fluences of the order of 10mJ/cm? are necessary for,
e.g., demagnetization experiments. Such fluences can only be reached with focused
beams for common laser systems.

A second approach to minimize VSC contributions while still improving the detected
photoemission intensity is to distribute the photoelectrons over a larger number of
pulses by increasing the repetition rate of the XUV source. This approach is very
successfully applied for HHG light sources (see Sec. 2.3), but it requires a modifi-
cation of the repetition rate of the laser system which at the same time leads to
smaller pulse energies available for the HHG process. Below a certain threshold,
the conversion efficiency of the frequency-upconversion depends nonlinearly on the
incoming pulse intensity (see Sec. 2.3.3 and [Falcao-Filhol0]). In this region, the
XUV photon flux significantly drops for a small decrease of the pulse intensity and,
in addition, pulse-to-pulse fluctuations of the laser lead to strong variations of the
XUV intensity.
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6 Towards Femtosecond Time-
Resolved Photoemission

In the previous chapter, the photoemission from extreme ultraviolet (XUV) light
pulses created with the high-order harmonic generation (HHG) source is character-
ized and experimental conditions that allow time-resolved measurements are deter-
mined. For pump-probe experiments, additional near-infrared (NIR) pump-pulses
are used to excite the transient process under investigation in our setup. The XUV
and NIR pulses have to overlap both spatially and temporally at the sample surface.
The first part of this chapter addresses the question of how these two conditions
can be fulfilled. In the second part, the influence of the pump-beam in terms of
vacuum space-charge (VSC) effects (see Sec. 5.3) is characterized, because it creates
additional photoelectrons contributing to the Coulomb interaction. Finally, the time
interval providing stable conditions for pump-probe measurements is investigated.
All experiments in this chapter that use XUV radiation are performed with the HHG
source in the blue-driven mode (BDM) (see Sec. 3.1).

6.1 Temporal and Spatial Pump-Probe Overlap

In order to achieve the temporal overlap between the XUV pump- and NIR probe-
beam, the delay stage position (see Sec. 3.1), for which the pulses of both beams
arrive at the sample at the same time (zero delay (ZD)), has to be determined.
This position can be roughly approximated using sum frequency generation in a
B-BaB,0y4 (BBO) crystal (Type 1, 6. = 44.3°) from the 390nm driving laser of
the HHG process and the 780nm pump-beam. Since for this purpose the 390 nm
beam has to enter the photoemission chamber, the Al foil which is usually used
to block it (see Fig. 3.1) can be replaced by a borosilicate glass window. For the
measurement, the BBO crystal is placed behind the photoemission chamber as shown
in Fig. 6.1. The beams then propagate through the chamber and leave it again via
another borosilicate glass window. In the non-linear process in the BBO, light with a
wavelength of 260 nm is produced by summing up a photon from each of the original
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beams if both pulses are present at the same spot and the same time on the crystal®.
Consequently, the position of the ZD can be found by scanning over the delay stage
positions and monitoring the appearance of the additional beam. This technique
allows one to scan a delay range of several hundreds of picoseconds within minutes
and, consequently, it is very useful to find the ZD after applying changes to the
beam path.

Figure 6.1: Experimental ge-
ometry of the zero delay mea-
surement via sum frequency
generation. If pump- and probe-
pulses overlap in the BBO cystal,
a third outgoing beam is generated
that has a photon energy deter-
mined by the sum of the incom-
ing beams. In order to improve
the clarity, the angles are enlarged
in the illustration compared to the
real situation.

From the position where both beams arrive at the same time on the BBO crystal,
the ZD at the measurement position is only approximately known because the spa-
tial overlap of the beams has to be varied and because both beams propagate with
different velocities through the borosilicate exit window. A more accurate determi-
nation of the ZD on the sample can be realized using multiphoton-photoemission.
However, this method is more time consuming and thus only reasonable for scan-
ning a small delay range in the vicinity of the ZD measured using the BBO crystal.
It is based on the idea that typical metallic work functions ¢ (for Co, ¢ = 4.8eV
[Wallauer96]) can not be overcome by a single photon of the 780 nm or 390 nm light
having a photon energy of 1.6eV and 3.2eV, respectively. Nevertheless, a photo-
electron can be released if several photons are absorbed. This is more probable at
the ZD, where photons of both beams are present in the sample at the same time
leading to an enhancement of the signal. A typical measurement? of this count rate
enhancement is represented by the black squares in Fig. 6.2. The background signal
(triangle symbols) is generated by multiphoton processes from the single beams.

As already introduced in Sec. 5.3, a charge-coupled device (CCD) camera has been
used to monitor the beams on the sample surface and to ensure the spatial over-
lap. Besides the determination of the ZD, the cross-correlation signal of the two-
photon-photoemission enhancement can be used to estimate the temporal resolution

!The 260 nm light can be detected by fluorescence from paper.

2A result for Ni is shown because for this measurements data for the background count rate
from the single pulses as well as a corresponding determination of the pump-pulse duration is
available. The enhancement effect for Ni and Co is similar since both materials have comparable
work functions.
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Figure 6.2: Enhancement of the multi-
. . photon photoemission count rate at the
1.6eV and 3.2eV zero delay. The red down-pointing (blue up-
1.6eV o | pointing) triangles show data acquired with only
the pump (driving laser of the HHG source) ar-
riving at the sample. For the black data points
both beams (vertically polarized) are present on
the same spot on the sample surface. The full
lines represent fits of a constant value for the
single beam measurements and a Gaussian peak
1 function for the measurement with both beams.
Photoelectrons with Ej;,, = 0.8eV are detected.

; ; . . The sample is a thin Ni film (see text/footnote)
-400  -200 0 200 400 grown on Cu(001) having a work function com-
Delay (fs) parable to Co/Cu(001) [Huang84).
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in our experiment assuming a negligible lifetime of the intermediate state. The fit
of a Gaussian peak function yields a full width at half maximum (FWHM) of the
cross-correlation signal of 150 fs for the measurement presented, being dominated by
the pump-pulses, which have a comparable duration at the sample position®. This
finding is also valid if the XUV pulses from HHG are used instead of the 390 nm
driving-beam (see Sec. 7.1) because the HHG process generally reduces the pulse
duration [Miaja-Avila06].

Compared to the ZD between the 780 nm pump- and 390 nm driving-pulses, the ZD
between the 780 nm pump- and the XUV probe-pulses exhibits still a shift of the
order of 1ps, because the 390nm pulses are slowed down in the borosilicate glass
window which is significantly thicker than the Al foil. The accurate position of
the ZD between these pulses can be measured using the laser-assisted photoelectric
effect (LAPE) [Miaja-Avila06] as shown in Sec. 7.1.

In order to establish the spatial overlap between the NIR pump- and the XUV
probe-pulses, again pictures from the CCD camera were used. For this purpose, the
XUV light is transfered into the visible spectral range using a sample covered with
a film of fluorescent material placed at the sample position. A typical picture of
the XUV spot taken with this method is shown in Fig. 6.3. It additionally shows
the position of the laser beam driving the HHG process (blue ellipse). Both beams
are in general guided to almost the same position on the sample. Nevertheless, fits
of rotated two-dimensional Gaussian peak profiles* reveal an offset of ~ 0.2mm.
Therefore, the spatial pump-probe overlap can not be established using the 390 nm

3Before entering the vacuum through the borosilicate window, the pump-pulse duration was
determined to be 131fs using an optical autocorrelation measurement via frequency-doubling in a
BBO crystal. While passing through a lens and the dispersive glass window, the pulses are further
stretched to > 145fs.

4An example of such a fit is shown in Fig. 5.8.
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* |—Blue Laser Spot]

Figure 6.3: Picture of the XUV spot. It
is taken with a CCD camera and the XUV light
is converted to the visible spectral range using
a film of fluorescent powder. Real dimensions
at the measurement position are calibrated us-
ing the known size of the sample holder. The
blue ellipse represents the FWHM border of the
spot from the 390 nm driving laser on the sam-
ple, determined with a rotated two-dimensional
Gaussian peak function fit (see Fig. 5.8).
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driving laser that is directly visible on the sample, but has to be adjusted using the
NIR and the XUV light on a surface covered with fluorescent pigments. It has to
be placed exactly at the measurement position.

6.2 Pump-Induced Photoelectrons & Resulting
Space-Charge Contribution

For the high fluences of the order of 10mJ/cm?2, which are necessary to trigger
demagnetization processes, it is known that the femtosecond pump-pulses excite
photoelectrons even though the photon energy of hv = 1.6 eV is far below the work
function of Co(001) (¢ = 4.8eV [Wallauer96]) [Yen80, Riffe93, Aeschlimann95].
When arriving at the spectrometer, these photoelectrons can reach kinetic energies
of several tens of eV. Thus, they are as fast as the photoelectrons excited from the
valence band using XUV light.

In general, the underlying effects have been studied to some extent, but are not
fully understood yet and several competing mechanisms have been proposed®. At
small peak intensities (< 1 GW/cm? [Riffe93]), purely multiphoton photoemission
processes are believed to be dominant for the electron emission. In the intermediate
intensity range, the electron system is significantly excited by the ultrashort laser
pulses leading to a transient states where electrons are present above the Fermi
level (see Sec. 7.1). The excited electrons can strongly support the multiphoton
photoemission because they have a reduced energy difference to the vacuum level
and therefore multiphoton processes of a lower order can be sufficient to emit them

5A more detailed review of the state of research is given, e.g., in [Ferrini09].
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[Yen80]. This process is called "thermally assisted multiphoton photoemission” since
the electron system can be regarded as heated during the transient state. However,
it is not in equilibrium with the lattice. The influence of the transient heating of
the electron system increases for higher peak intensities and even pure thermionic
emission has been observed [Riffe93]. In addition, tunnel-ionization occurs for high
peak intensities exceeding 300 GW /cm? [Ferrini09]. Assuming a Gaussian temporal
structure, the peak intensities of our pump-pulses are in the range of

Lok F GW
~0.94— ~ 100 — 6.1
A T, cm? (6.1)

P

for a laser fluence of F = 10mJ/cm? and a duration of the pump-pulse of 7, = 100fs
(A: spot size). Thus, our experimental conditions are mainly located in the regime
of thermally assisted multiphoton photoemission, which can be described by a gen-
eralized Fowler-DuBridge approach [Yen80].

However, the latter excitation mechanism is not capable of satisfactorily explaining
the photoelectrons, which were observed in the spectra at kinetic energies far higher
than expected for multiphoton processes. The effects leading to these fast photoelec-
trons are still under debateS. The discussion includes the possibility of acceleration,
e.g., by the ponderomotive force of the electric field of the laser pulse, especially if it is
enhanced by surface-plasmons [Kupersztych01, Dombil3], or by VSC (see Sec. 5.3).
A strong contribution from surface-plasmons, in particular propagating ones, is not
probable in our Co films, because the coupling of the light to surface-plasmons is
in general weak for flat metal-vacuum interfaces and additionally surface-plasmons
are strongly damped in 3d ferromagnets [Zayets12]. In contrast, VSC effects can
cause energetic distortions of several eV for the photoelectron densities of the order
of 10° — 105 mm~! that are reached in our experiments (see Fig. 5.9). Therefore, we
believe that the latter mechanism is giving the dominant contribution in our studies.
Nevertheless, it is beyond the scope of this thesis to develop an advanced understand-
ing of the underlying processes. Thus, the investigations conducted in the first part
of this section mainly focus on the reduction of the amount of pump-induced pho-
toelectrons in our experiment by varying relevant parameters. In the second part,
the influence of the additional photoelectrons on our time-resolved measurements is
characterized, in particular concerning their contribution to VSC.

6.2.1 Photoelectron Emission by Near-Infrared Light

In order to study their influence on the NIR pump-induced emission of photoelec-
trons, we subsequently varied the measurement position, the light polarization, the
pulse duration, and the laser fluence. The results of the measurements for the single
parameters will be presented in the following paragraphs.

8Several meachnisms are considered, e.g., in [Banfi03].
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First, spectra were recorded for different positions of the NIR laser spot on the
sample’ (see Fig. 6.4). We find that the change of the position strongly affects the
photoelectron yield. This can be seen from the sample current I, stated in the leg-
end of the plot, which varies significantly for the different spot positions. It has to
be noted that the spot was moved by realigning the laser beam on the fixed sample,
which lead to slightly different focusing conditions and thus spot sizes and peak
intensities. However, a strong influence of the peak intensity on the yield can be
excluded because the spot is smaller for the positions 1 and 2 (A4; = 0.73mm? and
Ay = 0.60mm?) than for position 3 (Az = 0.90 mm?). A similar position-dependence
as in our results was measured by Aeschlimann et al., who suggest an explanation
based on (localized) surface-plasmons [Aeschlimann95]. However, this mechanism
is still controversially discussed [Shalaev96, Banfi03] and even the influence of the
surface roughness is not yet clear [Rhie03, Banfi03].

20} i . _ ' Figure 6.4: Dependence of
Pos. 1 (1=0.11nA, the NIR pump-induced pho-

p=0.23E6mm™) | toelectron spectrum on the

151 Pos.2 (1=0.14nA, | position of the laser spot. The
p= 0.33E6mm'1) measurements were performed
Pos. 3 (1=0.48nA, | with s-polarized light on thin Ni

films (see text/footnote) grown
on Cu(001). A pulse duration of
131fs was used and the laser flu-
ence was 34mJ/em?, 42mJ/cm?
and 28mJ/em? at position 1, 2
and 3, respectively. The different
positions of the laser spot on the
4 round sample with a diameter of
0 5 10 15 20 8mm are indicated in the inset.
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Moreover, the energy distribution curves (EDCs) plotted in Fig. 6.4 show that not
only the yield of photoelectrons but also the shape of the energy spectrum depends
on the sample position. In general, the (linear) photoelectron density p given in the
legend of the plot is high enough to expect a significant acceleration of photoelec-
trons by VSC (see Sec. 5.3). However, this explanation can only be employed for the
EDC measured at position 3. The enhancement of fast photoelectrons at position
1 compared to position 2 has probably a different origin because p and thus the
shifts due to VSC effects are larger for the latter measurement. Another possible
explanation for the different shapes of the spectra at position 1 and 2 are the slightly

"The characterization measurements of the position- and light polarization-dependence were
performed on Ni films. However, the strong position-dependence was also consistently observed
for the Co films. Moreover, the findings for the polarization-dependence should be generally valid
because the explanation is not based on material-specific properties.
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different emission angles of the photoelectrons that are detected by the spectrometer.

In order to further investigate the influence of the electric field on the photo-
electrons emitted by the NIR pump-beam, the polarization of the light at the
positions 2 and 3 was rotated. The resulting counts integrated over the full spectra
and the sample currents, which are both related to the photoelectron yield, are
summarized in Fig. 6.5. For position 2 and 3, the counts as well as the currents
show a strong dependence on the direction of the light polarization vector. They
change periodically and follow almost perfectly the 180° periodicity of the light
polarization. The measurements show that the photoelectron yield has a maximum
for p-polarized and a minimum for s-polarized light. This can be explained by the
difference in light absorption for the incident light angle of 45° in our geometry
[Damascelli96].
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' : e / o Current Pos. 2/3
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The data shown in Fig. 6.5 reveals that the intensity variation due to the light
polarization change is larger at position 2 than at position 3. Moreover, the shape
of the spectra recorded at position 3 does not show a significant influence of the
variation of the light polarization (see left side of Fig. 6.6). In contrast, at position 2
the energy distribution of the pump-induced photoelectrons depends strongly on the
light polarization (right side of Fig. 6.6). Here, due to the large variation of created
photoelectrons, the linear photoelectron density p varies over almost one order of
magnitude. Since the amount of high energy photoelectrons changes similarly, VSC
effects are again a possible explanation.

The next parameter that was varied is the duration of the pump-pulses using the
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Figure 6.6: Normalized EDCs for different light polarizations at position 3 (left) and 2
(right). The measurements were performed under the same experimental conditions as in Fig. 6.4.

compressor in the laser amplifier system®. As shown on the left side of Fig. 6.7, the
integrated electron counts decrease with increasing pulse duration as expected for
multiphoton photoemission. However, in general an exponential decrease is charac-
teristic for such a process [Musumecil0]. The deviation from the expected behavior
can be explained by a suppression of the emission of additional photoelectrons for
high yields by the Coulomb repulsion of the already existing photoelectron cloud
[Riffe93]. In general, an influence of VSC effects is also supported by the shape of
the energy distribution of the photoelectrons (see right side of Fig. 6.7), because the
number of fast photoelectrons is scaling with the total number of electrons. The
data supports our assumption that (propagating) surface-plasmons do not play a
major role for our measurements because this would result in an increased amount
of fast photoelectrons for long pulses [Kupersztych01]. In pump-probe experiments,
we adjusted the duration of the pump-pulses by passing them through additional
pieces of glass. This avoids changes in the duration of the probe-pulses, which would
occur for an adjustment using the compressor of the laser amplifier system.

Finally, the power of the pump-beam was varied in order to measure the resulting
effect on the photoelectron spectrum. The left side of Fig. 6.8 shows the normalized
electron counts at a kinetic energy of Eri, = 15.1eV (open blue circles) as well as
integrated over the full spectrum (filled black squares), both plotted as a function
of the laser fluence. Moreover, the corresponding EDCs are presented on the right
side. For a pure multiphoton process, an increase of the integrated counts with the
laser intensity to the power of the number of involved photons is expected [Yen80].
Furthermore, the exponent can be even higher in the case of a thermally assisted

8All values given for the pulse duration have been measured at the same reference position
before the vacuum chamber. Because a lens and a borosilicate vacuum window are placed between
this position and the sample, the actual duration at the sample can differ by a few femtoseconds.
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Figure 6.7: Left: Dependence of the pump-induced photoemission intensity on the
pulse duration. The total number of counts in the spectra was added up. All measurements
were performed on thin Co(001) films.

mechanism [Damascelli96]. Such an exponential increase is not observed. Similar
to the pulse length dependence, the almost linear behavior might be related to an
increasing suppression of photoelectron emission by VSC effects for denser electron
clouds [Riffe93]. The non-linear behavior of the electron counts at Ej;,, = 15.1eV is
caused by a shift of the electron distribution towards higher kinetic energies. This
interpretation is supported by the measured spectra.
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Figure 6.8: Dependence of the pump-induced photoemission intensity on the laser
fluence. The pump-pulses were s-polarized and had a duration of 176 fs. Thin Co(001) films were
used as the sample and the spot size was A = 1.27 mm?.

In conclusion, we found that several parameters determine the properties of the
photoelectrons excited by the NIR pump-pulses. Our results show that the photo-
electron yield as well as their energy distribution strongly vary over the parameter
range that we studied. In order to decrease the amount of photoelectrons generated
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by the NIR beam, a careful adjustment of the pump-pulse duration to the desired
temporal resolution is necessary. Moreover, our experiments show a clear depen-
dence of the photoelectron yield on the spot position. Scanning over the sample to
find a suited spot is therefore essential before starting time-resolved measurements.

6.2.2 Vacuum Space-Charge Contribution from Pump-
Induced Photoelectrons

After characterizing the yield and the energy distribution of the pump-induced pho-
toelectrons for different conditions, the following subsection will describe the effect
of these electrons on the results in pump-probe measurements®. In particular, the
pump-induced electron cloud interacts via Coulomb repulsion with the photoelec-
trons excited by the XUV probe-pulse. This results in an additional VSC contribu-
tion, which depends on the delay between both pulses and thus the electron clouds.
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20. k vicinity of the 3d Cu(001) peak. (Adapted from
=] [Pl6tzing16] with permission of ATP Publishing.
- 0.0 The CC license does not apply.)
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In order to investigate the interaction between the two electron clouds, photoe-
mission spectra from the 3d valence bands of Cu(001) were recorded in normal
emission. For the excitation, the HHG source in BDM was used at a repetition
rate of 5kHz, while the NIR pump-beam emitted additional photoelectrons from
the probed sample position. The measurement position was not optimized for a
small photoemission yield from the NIR pulses and the pump fluence was adjusted
to ~ 8mJ/cm? resulting in a &~ 20 times higher electron yield from the NIR
pump- than from the XUV probe-beam. In this test situation, the influence of the
pump-induced electron cloud on the probe-induced electrons has been significant,
whereas we assume that the opposite effect is negligible. By subtracting the results
of subsequent measurements with only the NIR pump-beam and both the XUV
probe- and the NIR pump-beam impinging on the sample, the counts from electrons
excited by the XUV light were extracted. Typical spectra for both measurements
are shown in Fig. 6.9.

9INote that parts of this subsection are also subject of [Plétzing16].
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As described in Sec. 5.3, VSC effects induce an energy shift of spectral features in
photoemission. In order to study the dependence of this shift on the delay between
both pulses, the relative arrival time has been varied. The left side of Fig. 6.10
shows the energy distribution of the electrons created from the Cu(001) 3d bands
by the XUV light for three chosen characteristic delays. In addition, a reference
spectrum of the peak without NIR pump-beam is plotted (black filled triangles).
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Figure 6.10: Left: Normal emission spectra of the Cu(001) valence bands measured
with XUV pulses in the presence of NIR pulses. The background counts from the NIR beam
were subtracted (see Fig. 6.9) and the delay At between the pulses was varied for the different
measurements. The lines represent Gaussian peak function fits. (Adapted from [Plétzing16] with
permission of AIP Publishing. The CC license does not apply.) Right: Delay-dependence
of the peak shift. The peak position was extracted from spectra as shown on the left side by
Gaussian peak function fits. The line serves as a guide to the eye.

For negative delays, meaning that the XUV probe-pulses arrive at the sample earlier
than the NIR pump-pulses, the peak is shifted towards higher kinetic energies (red
open triangles). An even stronger shift is observed close to the ZD and even for
small positive delays (blue filled squares). For higher positive delays, however, the
peak is shifted towards negative kinetic energies (green open squares).

From Gaussian peak function fits to EDCs measured over a broader delay range, a
detailed delay-dependence of the energetic position of the 3d peak can be extracted.
The results are plotted on the right side of Fig. 6.10. Up to now, studies of the
influence of pump-induced photoelectrons on photoemission spectra via VSC in a
pump-probe scheme are only rarely reported in literature. The experiments that
are closest to our conditions were performed by Oloff ef al. using free-electron
laser (FEL) radiation [Oloff14]. For negative delays, the authors observe a behavior,
which qualitatively agrees with our data. However, for positive delays no negative
shifts are present. In contrast, the reported measurements show a similar decay as
for the negative delays but with a different characteristic constant. Oloff et al. were
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able to describe their results with a model based on the idea that the pump-induced
electron cloud can be simulated by the electrostatic potential of a two-dimensional
disk of charges. The latter is given, on the symmetry axis at a distance z, by

[Siwick02]
V(z):i.h.(,,v‘z::_,_ag?m”:wr_z)1 (6.2)

meo  diw

where Npys is the number of photoelectrons generated per laser pulse, dpw pps is
the diameter of the photoelectron disk and the constants e and ¢; have their stan-
dard meaning as the elementary charge and the vacuum permittivity, respectively.

The model used by Oloff et al. assumes that the probe-induced electrons are created
within this potential and reach the spectrometer in field-free space. In their case, the
latter assumption is justified because the detected (probe-induced) photoelectrons
are significantly faster (several keV) than the pump-induced electron cloud. Due to
energy conservation, the energy gain of the probe-induced electrons is then given
by their potential energy when both clouds are simultaneously present for the first
time. In general, the potential energy of the probe-induced electrons at this time
depends on their distance to the pump-induced electron cloud. For negative delays,
the probe-induced electrons are generated first and travel a part of the distance
to the spectrometer before the pump-induced electrons are emitted. For positive
delays, the situation is opposite. Because of the different kinetic energies and thus
velocities of the pump- and probe-induced electrons, this results in different dis-
tances at the first simultaneous appearance of both clouds for positive and negative
delays. Therefore, the characteristic constants of the decays are different.

In contrast to these findings, the assumption that the probe-induced electrons reach
the spectrometer far in front of the pump-induced electron cloud is not fulfilled in
our experiments since here both clouds have similar kinetic energies. Consequently,
the potential energy of the probe-induced electrons at the time when they reach
the spectrometer has to be additionally considered. For this purpose, we performed
simulations with a simple model that is also based on the potential in Eq. 6.2.
Here, the positions of the pump-induced electron cloud and one probe electron are
calculated for subsequent time steps using a fixed delay between the arrival time
of both light pulses. The pump-induced photoelectron cloud is modeled as several
two-dimensional disks created at the arrival of the pump-pulse on the sample and
having the size of the laser spot. Each disk propagates with a different kinetic energy
and consists of an amount of charges representing in total a Gaussian energy dis-
tribution matching the total number of electrons extracted from the sample current
(I = 0.9nA). The shape of the distribution (Ey = 5eV and FWHM = 16.5eV) is
motivated by the results shown in Fig. 6.7. All internal interactions in the pump-
induced electron cloud were neglected. At the arrival of the XUV beam, the probe
electron is created with an initial kinetic energy of Egpg = 15€V.

At the time when both pulses have arrived at the sample, the total energy of the
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probe electron is calculated by the sum of its original kinetic energy and its energy
in the potential of the pump-induced disks. For the following time step, the new
positions of the probe electron as well as the pump-induced electron disks are cal-
culated. Afterwards, the new potential energy of the probe electron in the field of
the pump-induced electron disks is determined using these positions. The difference
of the total energy and this potential energy defines then the new kinetic energy of
the probe electron, which is again used to calculate its position for the next time
step. This procedure is repeated until the probe electron has traveled the distance
to the spectrometer entrance (I = 2.5cm). Finally, the difference of the kinetic en-
ergy compared to the undisturbed case is determined at the spectrometer entrance
position. The simulation can be performed for several delays between the pump-
and probe-pulse reproducing the measurements plotted on the right side of Fig. 6.10.
The corresponding MATLAB source code is presented in the Appendix.
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Figure 6.11: Left: Result of a simulation of the energy shift of the Cu(001) va-

lence bands due to vacuum space-charge generated by pump-induced photoelectrons.
The parameters of the simulation correspond to the experimental situation for the data shown in
Fig. 6.10. The oscillations of the curve visible for positive delays are generated by the discrete
kinetic energy values of the disks used to describe the pump-induced electron cloud. Details of the
simulation are described in the text. Right: Electrostatic potential of a two-dimensional
disk. For the four delays that are marked on the left side, the distance of the probe electron
from the weighted mean of the pump-induced electron cloud is marked for the first time when both
clouds coexist (tp) and the time when the probe electron arrives at the distance of the spectrometer
entrance (tp.:). (Adapted from [Plstzing16] with permission of AIP Publishing. The CC license
does not apply.)

The energy shifts calculated using the values for I, Eq, FWHM, Egpg, and [ given
in the text above are plotted on the left side of Fig. 6.11. The results show that
the simulation qualitatively describes our experimental findings: the increase of the
peak shift from high negative delays to the ZD (At = 0), the fast drop and change
of sign of the shift for At > 0 and the slow convergence towards the undisturbed
case for increasing positive delays are reproduced.

87



CHAPTER 6. TOWARDS FEMTOSECOND TIME-RESOLVED
PHOTOEMISSION

For a more detailed interpretation of the result, the situation at the four delays
marked in the plot and representing typical experimental situations will be de-
scribed in the following. For this purpose, the potential of a single disk carrying all
pump-induced electrons'® is plotted on the right side of Fig. 6.11. This potential
represents the interaction of the pump-induced electron cloud with the probe elec-
tron. The distance between the probe electron and this single, pump-induced disk!!
is marked for the four representative delays at two situations: (1) at the first time
when both pulses have arrived at the sample and (2) at the time when the probe
electron reaches the distance of the spectrometer entrance. In addition, Fig. 6.12
shows the traveled distance from the sample as a function of time for the probe
electron (black line), an undisturbed reference electron (green squares) and selected
disks of the pump-induced electron cloud (separation: 2eV, red lines) for the delays
discussed.
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Figure 6.12: Propagation of electrons in the simulation. The time t = 0 marks the situation
when the second of the either pump- (for At < 0) or probe-pulse (for At > 0) arrives at the sample.
For the pump-induced disks, the line thickness of the plots represents the amount of electrons in
the correspoding disk. The delays for the situations shown here are marked in the plots of Fig. 6.11.

10The separation into several, split disks with different kinetic energies as used in the simulation
is not considered in this illustration for the sake of simplicity.

1 The trajectory of the probe electron is calculated using the simulation with the full kinetic
energy distribution of the pump-induced electron cloud. The values then represent the distance
of the probe electron to an electron disk propagating with a kinetic energy determined by the
weighted mean over the pump-induced electron cloud.
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For negative delays (see black crosses in Fig. 6.11), the probe electron has already
propagated away from the sample at the time when the pump-pulse arrives there
(see top left of Fig. 6.12). Since most of the pump-induced electrons are slower than
the probe electron, it stays in front and even increases the distance to the majority of
the pump-induced cloud. Therefore, the potential energy is smaller at the position
of the spectrometer entrance than at ¢y and the energy shift is positive (meaning
towards higher kinetic energies). This situation describes all negative delays. How-
ever, the energy shift is increasing for decreasing At because smaller delays result
in a shorter distance that the probe electron can propagate from the sample before
the arrival of the pump-pulse. For small positive delays (gray horizontal lines in
Fig. 6.11), the situation is still similar. The main difference is now that the probe
electron is generated behind the pump-induced cloud (top right side of Fig. 6.12).
Nevertheless, the probe electron is still able to overtake a large number of the elec-
trons in the pump-induced cloud and reaches the spectrometer entrance significantly
in front of most of them with only a small influence of the corresponding field. This
leads to positive shifts of the energy of the probe electron. However, for larger pos-
itive delays the distance of the pump-induced cloud and thus the potential energy
of the probe electron at its generation is decreasing. In parallel, the interaction of
the probe electron with the pump-induced electrons at tp.; is increasing, because
the probe electron arrives at the spectrometer entrance position with the majority
of the cloud (bottom left side of Fig. 6.12). At some point, the potential energy of
the probe electron at tp.; becomes stronger than its potential energy at ty; and the
probe electron is in total decelerated (red tilted crosses in Fig. 6.11). With further
increasing positive delays, the probe electron is not able to catch up with the ma-
jority of the pump-induced electrons anymore and stays behind most of the cloud
(bottom right side of Fig. 6.12). Then, the repulsive force is still slowing down the
probe electron, but due to the higher distances the interaction and thus the negative
shift is smaller (green vertical lines in Fig. 6.11).

Altogether, the simulation allows a qualitative interpretation of our experimental
findings. Nevertheless, quantitatively the results of the simulation and the experi-
ment differ. First, the model predicts stronger positive peak shifts around At = 0.
A possible explanation for this discrepancy are positive mirror-charges created by
the pump-induced photoelectrons in the sample, which are neglected in the simula-
tion (see also Sec. 5.3). For the first tens of femtoseconds after the creation of the
pump-induced electron cloud [Campillo00], the sample surface layers are positively
charged due to the emission of the photoelectrons. On longer time scales, a screening
of the electrostatic field of the pump-induced electron cloud in the metallic sample
is present. Both effects generate an additional potential that decelerates the probe
electron in the vicinity of the sample. In addition, the simulated negative shifts
are smaller than the measured values. The most important difference is, however,
that the characteristic constants of the decays for both negative and positive delays
are significantly overestimated by the simulation as indicated by the time scales
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of the plots in Fig. 6.10 and Fig. 6.11, which differ by a factor of 10. In general,
the simulation is very simplified and several aspects are not yet properly taken into
account. As mentioned earlier, all interactions within the pump-induced electron
cloud as well as the influence of the probe-induced electrons on the pump-induced
cloud are neglected. Furthermore, in the simulation all electrons are restricted to a
propagation along the normal emission direction, which is again a simplification of
the real situation. Other properties that are neglected, like the inner structure of
the photoelectron clouds, are in particular important during the overtaking process.
Finally, the interaction of the photoelectrons on their way inside the spectrometer
is not taken into account. An advanced simulation considering these effects may be
able to explain the measurement results also quantitatively.

Besides explaining the experimental results, the model that is used can suggest crit-
ical parameters for upcoming studies. As shown in Fig. 6.13, the influence of the
pump-induced photoelectrons on the measurements via VSC, and especially the po-
sition of the change of sign, depends strongly on the distance between the sample and
the spectrometer entrance. It has to be noted that this distance was only roughly
estimated up to now and has to be measured more precisely for upcoming measure-
ments. In addition, this quantity can be varied in the future in order to verify our
model. Moreover, the shape of the delay-dependence is strongly influenced by the
spectrum of the pump-induced electron cloud. As shown in Sec. 6.2.1, the latter can
significantly vary, e.g., for different sample positions or fluences. The full energy
distribution of these photoelectrons has to be measured for the particular conditions
in order to allow a proper simulation of the experiment situation.

Figure 6.13: Results of
the simulation of wvacuum
I} ==== Original Parameters | space-charge effects caused
I - = F . “leV by pump-induced electrons

: for varying parameters. The
': FWHMpum: <94V | joched black and solid gray
I. = = Detector Dist.: 1M | curve illustrate the influence of
M Detector Dist.: 5cm | a change of the Gaussian energy
distribution of the pump-induced
photoelectrons by changing the
central energy and the width,
respectively. For the red dashed
and magenta solid curve, the
distance that the probe electron
propagates was changed. For
the blue dashed line, the same
parameters as on the left side of
Fig. 6.11 were used.
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As our results show, the pump-induced VSC effects occur on a pico- to nanosecond
time scale. Although they can influence the investigation of magnetization dynam-
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ics, the effects can therefore be treated as a constant shift for processes happening
within several hundreds of femtoseconds like electron-dynamics or ultrafast demag-
netization.

6.3 Temporal Stability of the Beam Spot Position

For measurements of the ultrafast magnetization dynamics in a pump-probe scheme,
the stability of the beam position is a crucial parameter because the overlap between
pump- and probe-beam needs to be stable over the full acquisition time. Therefore,
several measurements to identify the stability conditions in our setup were per-
formed. First, the temporal drift of the spot of the XUV light created with the
HHG source in BDM was monitored (see Fig. 6.14). From a linear fit to the beam
position, a movement of 3.3 ym/min in x- and 7.6 pm/min in y-direction can be
determined. Especially for the x-position, this leads to a total drift that exceeds
the spot size of FW HM, = 0.39 mm within the typical acquisition time of a time-
resolved measurement lasting over several hours and can thus lead to a loss of the
spatial overlap between pump- and probe-beam. This effect is even more relevant
because in ultrafast time-resolved measurements the spot size is ideally reduced to
a2 100 gm in order to minimize the creation of pump-induced photoelectrons.

Another property of our HHG source is that the photon flux drops due to a change
of the pointing of the driving laser beam. This is mainly related to small deviations
of the laboratory conditions even though the laser system and the HHG source are
housed in a temperature-stabilized box. The difference in the laser pointing then
leads to a reduced coupling of the beam into the Ar-filled waveguide and the source
has to be readjusted. In order to investigate the influence of the readjustments, the
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position and the drift of the 390 nm beam!? were monitored for several consecutive
alignments of the HHG source. The results are shown in Fig. 6.15. They clearly show
that an offset of several 100 um can be induced by the realignment since the position
of the capillary and thus the light source imaged by the optics in the beamline
changes. In addition, the strength of the drift is changing for the different alignments
by two orders of magnitude and is not even always following a linear behavior.
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= Y ' A —
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Figure 6.15: Position of the driving beam after changing the alignment of the HHG
source and its drift with time. The beam position was determined as in Fig. 6.14, but using
the blue driving laser beam. On the left side, the x-component of the coordinates is shown, whereas
the right side illustrates the y-component.

Altogether, the pump-probe overlap has to be realigned using fluorescent material af-
ter each readjustment of the HHG source. Moreover, the time period which provides
stable conditions can not be predicted because of the varying drift of the pointing of
the laser light. Therefore, pump-probe experiments were only infrequently possible
with our setup, especially for measurements that need long acquisition times.
However, this limitation can be addressed by actively compensating long-term drifts
of the laser [Emmerichl5]. For this purpose, an active beam stabilization was in-
troduced in our setup within the last months [von Witzleben15]. It consists of two
piezo-driven actuators to steer the laser beam position as well as its pointing and
two CCD cameras that record the beam afterwards. A feedback loop between the
cameras and the actuators is then used to compensate beam movements.

The left side of Fig. 6.16 shows the change of the (horizontal) position of the laser
beam with time if the beam stabilization is turned off and if it is turned on. Without
active stabilization (black line), the beam shows strong drifts on a time scale of sev-

121t is assumed that this beam propagates in a similar way as the XUV light and is also sensitive
to the waveguide position.
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Figure 6.16: Left: Horizontal displacement of the laser beam as a function of time
with and without active beam stabilization. The data was extracted from one of the CCD
cameras that monitor the beam for the stabilizaton. The values are smoothened over a range
of 10 data points to reduce noise due to short-term fluctuations. Note that the black line has a
higher density of data points. Right: Voltage applied to the piezo-driven actuators that
compensate the beam movements. The data corresponds to the stabilized situation shown on
the left side of the figure. (results are in both cases taken from [von Witzlebenl5])

eral minutes'®. In contrast, the position of the laser beam is only slightly fluctuating
around the original position if it is stabilized (red line). Moreover, the values for the
voltages applied to the piezo-driven actuators are significantly changing during this
time (see right side of Fig. 6.16), which proves that the incoming laser beam had
changed its pointing and position, but that the changes were compensated. A de-
tailed description and testing of the beam stabilization as well as further information
about the presented characterization can be found in [von Witzlebenl5].

13The scale of the y-axis represents the position on one of the beam stabilization CCD camera
and can not be directly compared to the beam position on the sample, which is shown in Fig. 6.14
and Fig. 6.15.
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7 Photoemission Studies of the
Electron- and Spin-Dynamics in
Thin Co Films During Ultrafast
Demagnetization

As discussed at the end of the last section (see Sec. 6.3), high requirements for
the temporal stability of the laser pointing and the high-order harmonic genera-
tion (HHG) source have to be satisfied for pump-probe measurements with long
acquisition times. To ensure the best possible HHG beam stability, we joined
our spin-resolved photoelectron detection system (cylindrical sector analyzer (CSA)
spectrometer and FERRUM spin detector) with an experimental setup that is well-
established for time- and angle-resolved photoemission at the University of Kaiser-
slautern (AG Aeschlimann) [Mathias07, Eich14]. This enabled an efficient progress
of the project, which was in addition substantially accelerated due to the combina-
tion of the experience with time-resolved photoemission using the HHG source of
the group in Kaiserslautern and our knowledge about spin-resolved experiments with
pulsed extreme ultraviolet (XUV) light. Moreover, the joint experiment allowed a
direct comparison of angle-resolved studies of the electron-dynamics using the al-
ready installed hemispherical analyzer (Phoibos 150, SPECS Surface Nano Analysis
GmbH) with results obtained with the spin-resolved detection scheme on the same
samples. A sketch of the resulting setup is shown in Fig. 7.1.

The HHG source! used for the measurements, which will be presented in the fol-
lowing sections, is similar to the blue-driven mode (BDM) described in Sec. 3.2.
It is based on a regenerative laser amplifier system (Wyvern, KMLabs) that was
operated at a repetition rate of 10kHz at a central wavelength of A = 790 nm.
Furthermore, the laser pointing has been actively stabilized to be constant at the
entrance of the capillary waveguide [Emmerich15]. Ten percent of the fundamental
light intensity was separated for the pump-beam and the pulse duration in this part

!Further information can be found in, e.g., [Eich14, Emmerich15].
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Figure 7.1: Sketch of the
experimental setup for the
ultrafast demagnetization
measurements. A pump-
probe technique is used to al-
low for sub-picosecond tempo-
ral resolution. Depending on
the sample angle, a detection
system enabling either angle-
or spin-resolved photoelectron
spectroscopy can be used.

NIR Pump-beam

XUV Probe-beam

Phoibos Angle- and UHV Chamber

Energy-resolved Analyzer

was adjusted to? &~ T4fs at the sample position using the dispersion in a calcite
crystal in order to minimize photoemission induced by the near-infrared (NIR)
pump-pulses (see Sec. 6.2). The remaining light was frequency-doubled leading to
a pulse intensity of ~ 0.3mJ/cm? at A = 395nm and later used for triggering the
HHG process. Furthermore, the XUV photon flux at the sample was increased
by using Kr gas for the energy-upconversion and by coating the SiO; mirror in
the beamline with B,C resulting in a higher reflectivity. The spot diameter® of
the 395nm laser beam at the sample position, which gives an upper limit for
the size of the XUV beam, was determined using a knife-edge method to be
FWHM, = 207 pm and FWHM, = 225pm in x- and y-direction, respectively.
Similarly, FW HM, = 245 ym and FW HM, = 440 pym was obtained for the size of
the NIR pump-beam.

As shown in Fig. 7.1, the entrance lenses of the photoelectron spectrometers were
mounted at an angle of +£45° with respect to the direction of the incoming HHG
light. In contrast to the configuration described in Sec. 3.2.1, the CSA was mounted
with a vertically oriented dispersive plane making the FERRUM sensitive to the
out-of-plane and the horizontal in-plane direction of the sample.

The following chapter will, first, give an overview of the laser-induced electron-
dynamics that we observed in Co(001) (Sec. 7.1). In the second part, the feasibility
of spin-, energy- and time-resolved experiments will be demonstrated and results

2The pulse duration was determined from the autocorrelation signal of frequency-doubling in a
S-BaB204 (BBO) crystal to 62fs. Afterwards, it still passes through a lens and a vacuum window
before it arrives at the sample.

3The diameter values do not consider the enlargement of the spot in x-direction due to the
rotation of the sample that leads to off-normal light incidence. However, this effect is considered
in the determination of the pump fluences.
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allowing new insights into the spin-dynamics of Co will be presented (Sec. 7.2).

7.1 Ultrafast Electron-Dynamics Probed with
Time- and Angle-Resolved Photoelectron
Spectroscopy

Using the Phoibos detector, angle-resolved photoelectron spectroscopy (ARPES)
maps have been be recorded. A typical example is shown in Fig. 7.2, measured on
a Co(001) film with p-polarized XUV pulses. Between Eg = 0 and Ep = 1.5eV,
the d-bands of Co are visible. In general, electrons from a majority Ag-band, a
minority Ag-band and a surface resonance contribute to the peak (see Sec. 4.2).
Nevertheless, the individual contributions can not be clearly separated without spin
resolution.

In addition, the results show strong intensity deviations that are not symmetric with
respect to kj = 0, for example the small spot at kj = —0.23 A~land Eg = 0.35eV
or the region between Eg = 1eV and Ep = 3.5eV for k > 0.15 A-1. These can
be explained by inhomogeneities in the micro-channel detection plate. However, the
detector imperfections have only minor relevance in the following because for the
time-resolved measurements presented from now on only the difference of the signal
compared to the undisturbed case (delay At < 0, before the pump-pulse arrives) is
analyzed. This subtraction compensates most of the inhomogeneities®.

1

Figure 7.2: Photoemission intensity
from a Co(001) film. The data is
plotted against the electron binding en-
ergy and the wave vector (calculated us-
ing Eq. 2.22). Eg =0 is determined from
the Fermi level in a fitted Fermi-Dirac dis-
tribution. The white, dashed lines mark
the area that is integrated for the deter-
mination of the zero delay using the laser-
assisted photoelectric effect (see Fig. 7.3).
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The count rate in measurements employing the Phoibos analyzer allows a live ob-
servation of both the broadening and shift of the 3d bands induced by vacuum
space-charge (VSC) (see Sec. 5.3). These effects were suppressed with a careful re-
duction of the XUV photon flux by decreasing the intensity of the driving laser light

4See the right side of Fig. 7.4, which will be discussed later, for an example of a difference
ARPES map.
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using an adjustable aperture. This adjustment was done prior to all measurements,
including the spin-resolved studies discussed in Sec. 7.2, using the Phoibos analyzer.
Moreover, the yield of photoemission from the NIR pump-beam was minimized by
scanning different positions on the sample before time-resolved measurements were
performed in order to decrease the background signal and influence of VSC (see
Sec. 6.2).

Based on the position of the temporal overlap between the 790 nm pump-pulses
and the 395 nm pulses used for driving the HHG process (see Sec. 6.1), the exact

zero delay (ZD) between the NIR pump- and the XUV probe-pulses at the sample
surface was determined using the laser-assisted photoelectric effect (LAPE). This
effect creates sidebands of spectral features with an energy separation on the order
of the photon energy of the NIR pump-beam [Miaja-Avila06]. In agreement with
[Saathoff08], we observed a LAPE signal only for a p-polarized pump-beam that has
a field component perpendicular to the surface. In order to determine the ZD, a
scan over several pump-probe delays At with a pump fluence® of F' ~ 12.5mJ/cm?
has been performed while recording photoemission intensity maps. The ARPES
maps for each delay were then integrated over the wave vector range between the
two white dashed lines in Fig. 7.2. In order to emphasize the changes induced by
the pump-pulse, the average intensity of the first two time steps, which are not
disturbed, is subtracted from the data for each following delay. The resulting (nor-
malized) intensity difference is plotted on the left side of Fig. 7.3. During the time
when both pulses are present, the LAPE induces a decrease of the intensity at the
3d bands and an increase at energies that differ by the photon energy of the NIR
pump-pulse (AE =~ +1.6eV). The ZD is determined by the maximum of the effect,
which can be extracted from the delay-dependence of the signal generated in the
unoccupied region at Eg < 0 (see right side of Fig. 7.3).

Furthermore, the duration of the LAPE signal, FWHM = 73fs, corresponds ap-
proximately® to the temporal resolution of the experiment. The transient time is of
the order of the NIR pump-pulse duration which suggests that the latter limits the
temporal resolution.

In general, the measurements presented above are dominated by the LAPE signal
but also show a contribution from hot electrons excited by the pump-pulse. The
electron dynamics can be, nevertheless, distinguished since it is not symmetric with
respect to At = 0. In contrast, it shows a decay for positive delays that exceeds the
duration of the NIR laser pulse. The excitation of electrons to Ep < 0 is indicated
by the small difference in the background intensity for positive and negative delays

5All pump fluences are calculated for a situation, where the full power is absorbed within the
full width at half maximum (FWHM). This results in an overestimation of the real values.

SThe sidebands scale almost linearly with the NIR laser fluence for the case of small LAPE
signals [Saathoff08]. This is fulfilled because we observe maximum heights of the sidebands below
15% of the original peak.
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Figure 7.3: Change of the photoelectron intensity during a measurement of the laser-
assisted photoelectric effect using a p-polarized pump-beam. Left: The difference map
shows the kj-integrated (see Fig. 7.2) intensity enhancement (red) and decrease (blue) induced by
the pump-pulse as a function of the electron binding energy and the delay between the pulses.
Right: The red dots show the change of the intensity, integrated over the energy range above the
black dashed line shown in the left plot of the figure and plotted against the delay. The blue curve
is a Gaussian peak function fit.

of the cross-correlation signal plotted on the right side of Fig. 7.3. Moreover, the
long-living depletion and population enhancement around Eg = 0 for At > 100fs
visible in the left plot in Fig. 7.3 suggest the dynamics of hot electrons, which is,
however, significantly weaker than the signal from the LAPE at At = 0.

Consequently, it is useful to avoid the LAPE by using an s-polarized pump-
beam for a detailed investigation of the electron dynamics. The time-dependence
obtained from such a measurement using a pump fluence of F' =~ 25mJ/cm? and
p-polarized XUV light is shown on the left side of Fig. 7.4. Again, the intensity
difference is plotted for each delay, but in this case calculated using the average of
the first five time steps. In addition, the data is integrated over a larger wave vector
space (see right side of Fig. 7.4).

The results on the left side of Fig. 7.4 show an increase of the photoemission
intensity for Ep < 0eV and a decrease at the binding energy of the 3d bands after
the arrival of the pump-pulse. This observation can be assigned to an excitation
of electrons into states that were initially empty. Afterwards, the electrons decay
again on a time scale of several tens to hundreds of femtoseconds as can be seen
from the reduction of the intensity enhancement for the energies above the line
marking Eg = 0eV.

On the right side of Fig. 7.4, the wave vector-dependence of the excited electrons
is presented. For this purpose, photoemission intensity maps of three time steps
around the maximum of the effect (At = 30,45,601s) are averaged. Then, the
difference to the initial situation is again calculated as for the results on the left
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side of Fig. 7.4. The result shows that electrons are equally excited over the full
range of wave vectors, which is measured. This is in contrast to, e.g., measurements
on correlated materials like TiSey, where electrons are excited only at certain
points in the BZ [Eich14]. However, in our experiments only a small part of the

Brillouin zone (BZ) was probed and the initial 3d states have a low curvature
in the excited wave vector interval (see Fig. 7.2 and [Miyamoto0O8a]). This can
explain the homogeneous excitation. Nevertheless, for a better understanding of
the electron-dynamics, measurements over a broader wave vector range have to be
performed and compared to corresponding band structure calculations. The latter
need to include the final states above the Fermi level, which can be reached by
the excitation with NIR pulses. Besides, information about the spin structure of
the states would be useful in such a calculation in order to gain knowledge about
the spin polarization of the excited electrons. Using the band structure shown in
Fig. 2.3 [Chiangl0], a clear identification of final states for a resonant transition
with hv = 1.6V is not possible.

Note that the previous arguments are based on an equilibrium band structure calcu-
lation and can thus in general only provide a limited understanding of the optically
induced non-equilibrium state. Moreover, the assumption of a weak perturbation
by the light, which allows an interpretation of the optical excitations within a
framework based on Fermi’s golden rule, is not fully justified anymore for the laser
intensities in the pump-pulses (see step 1 in Sec. 2.2.1).
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Figure 7.4: Pump-induced excitation of electrons. The plots show the enhancement (red)
and depletion (blue) of the photoemission signal caused by an s-polarized pump-pulse. The black
horizontal lines mark the Fermi level (Eg = 0) in both plots. Left: The x- and y-axis represent the
temporal delay and the electron binding energy, respectively. The wave vector integration range is
marked with the black tilted lines in the right plot of the figure. Right: The intensity difference
shortly after the arrival of the pump-pulse is plotted as a function of the electron binding energy
and wave vector.
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7.2 Ultrafast Spin-Dynamics Probed with Time-
and Spin-Resolved Photoelectron Spectro-

scopy

Based on the knowledge from the ARPES data that electrons are excited in the
region around kj = 0, spin-resolved measurements were performed at this point of
the BZ. Results for samples grown under the same conditions as in Sec. 7.1 are
shown in Fig. 7.5, Fig. 7.6 and Fig. 7.7. The data is obtained using s-polarized
light for the NIR pump-beam to avoid the LAPE and with a pump fluence of
F =~ 25mJ/cm? The XUV light was this time also adjusted to s-polarization in
order to suppress photoemission from the surface resonance resulting in only one
majority and one minority spin contribution to the spectrum in the vicinity of Ep
(see Sec. 5.2). We note that the acquisition time for the presented data was 16 h.
In order to keep the influence of sample degradation on the results for the temporal
evolution small, spectra over the full range of delays were recorded within 13 min.
This cycle was repeated 76 times to increase the signal to noise ratio.
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Figure 7.5: Spin-integrated photoemission intensity for different pump-probe delays.
The data is measured on Co(001) and presented as a function of the electron binding energy.
Ep = 0 corresponds again to the Fermi level determined by a fit of a Fermi-Dirac distribution
to the undisturbed spectrum. Left: The plot shows the full valence band spectrum. Right: The
intensity in the vicinity of E'g = 0 is magnified in semi-logarithmic scale.

The left side of Fig. 7.5 shows the photoelectron intensity integrated over both
spin channels. As in the ARPES measurements (see left side of Fig. 7.4), an
excitation of electrons by the pump-pulse from Ep > 0 to states above the Fermi
level is observed (reduction of the intensity around Ep = 0.4eV and increase of
the intensity at Ep < 0 between At = —100fs and At = 0fs). For At > 100fs, a
relaxation of the excited electrons is found. The hot electrons above Eg = 0eV can
be clearly seen on the right side of Fig. 7.5, where the same data is plotted with
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a logarithmically scaled y-axis. It shows that electrons are excited to Ep < —1eV
at At = 0fs. Then, the electron system starts to thermalize and the shape of the
spectrum around Ep approaches a broadened Fermi-Dirac distribution, which is in
agreement with results published for other metals [Fann92, Rhie03]. Furthermore,
the data plotted on the left side of Fig. 7.5 shows no significant intensity change
over the full measured delay range for Eg > 1eV.
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Figure 7.6: Spin polarization for different pump-probe delays. Left: The plot shows the
spin polarization as a function of the electron binding energy. Right: Spin polarization values (left
axis) averaged over the featureless region (Ep > 1.6eV, black down-pointing triangles) and for
Egr < 0eV (gray up-pointing triangles) are plotted against the pump-probe delay. In addition, the
spin-integrated photoelectron intensity in the region of hot electron excitation is presented (right
axis, red open squares). The black solid /red dashed line is a guide to the eye (see text/footnote) for
the black down-pointing triangles/red open squares that illustrates the typical temporal evolution
of the quantity during an ultrafast demagnetization process.

On the left side of Fig. 7.6, the spin polarization P from the same measurement
is presented, showing a clear quenching on a sub-picosecond time scale after the
arrival of the pump-pulse (At = 0). The time evolution of P shows the typical
behavior for ultrafast demagnetization, which is illustrated by the black down-
pointing triangles” on the right side of Fig. 7.6. These triangles represent an average
value over the featureless high binding energy region. Moreover, no significant
retardation is present between the start of the excitation of hot electrons (red open

"The curves used as guides for the eye have been calculated using

et (1 1o (222 e (252).

Here, ‘H(z) represents the Heaviside step function, to accounts for the beginning of the process, 7,
defines the characteristic time constant of the initial rise/decay and g of the recovery.
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squares) and the beginning of the reduction of P within the temporal resolution and
experimental uncertainties. The energy-dependence of the spin polarization reveals
that the demagnetization starts simultaneously over the full range of Ep that was
measured. This is confirmed by the demagnetization curve of the P values averaged
over binding energies close to Ep (gray up-pointing triangles), which however shows
a higher quenching. The latter might be a consequence of the electron excitation in
this region as will be discussed later. It is particularly surprising that an instanta-
neous quenching is observed for Ep > 1.6eV = hvyg, where the pump-pulse has
no direct influence by single photon excitations and no change of the total intensity
was observed (see Fig. 7.5). A possible explanation is the strong correlation of
the electron system for this binding energy region (see Sec. 4.2) that leads, with
respect to the temporal resolution, to an immediate propagation of the changes of
P throughout the entire spin system.

The corresponding partial intensities for both spin directions are shown in Fig. 7.7.
The data reveals a strong pump-induced drop of the intensity for the minority
Ag-band (Ep =~ 0.4eV), which is significantly lower for At = 0 compared to the
situation before the NIR pulse arrives. In contrast, only a small decrease of the
electron count rate is observed at the majority Agt-band. A direct conclusion
from this result concerning the spin-dependence of the excitation is difficult. In
particular, it appears that the intensity of the hot electrons for both spin directions
is not supporting this finding because it shows more majority spin electrons. These
two observations are in strong contrast if a conservation of the spin is assumed
during the optical excitation. A possible explanation is discussed at the end of this
section.

Similar to the integrated photoemission intensity, both spin channels show a re-
laxation of the hot electrons for A¢ > 100fs. A difference in the life times of the
excited states for both spin directions, as observed in [Aeschlimann97], is not clearly
detected in our experiment for the given signal-to-noise ratio, temporal resolution
and step size of At. As expected from the spin polarization distribution, the partial
intensity is reduced for the majority spin direction at Ep > 1.5eV, whereas it is
increased for the minority spin direction in this energy range. Here, no relaxation
has been observed up to At = 1501fs.

As illustrated in Sec. 2.1, the Stoner-model suggests a direct relation between the
magnetization M and the exchange splitting through the electron imbalance An (see
Eq. 2.7). Besides the debate about such a behavior in static heating experiments for
3d ferromagnets (see Chap. 1), Rhie et al. have seen evidence for a laser-induced
ultrafast quenching of the exchange splitting in Ni [Rhie03]. In addition, Miiller et
al. suggest this quenching as a mechanism that supports ultrafast demagnetization
through spin-flip scattering [Mueller13].

In the probed part of the band structure of our samples, a reduction of the exchange
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Figure 7.7: Partial intensities for different electron binding energies and pump-probe
delays recorded on fct Co/Cu(001). Left: The plot shows the results for the majority spin
direction. Right: Data obtained for the minority spin channel.

splitting would cause a shift of the majority Ag-band to lower binding energies
because its exchange-split counterpart is located at Eg < 0. At the same time, the
Agj-band would shift to higher binding energies since the corresponding majority
band is located at® Ep = 2eV (see Fig. 2.3 [Chiang10]). However, in the partial
intensities in Fig. 7.7 no indication of a change of the energetic position of the peaks
has been detected within the (total) energy resolution of® AE = 0.43 & 0.01eV.
Furthermore, a shift of the peaks could create variations in the shape of the spin
polarization distribution, for example leading to a different energetic position for
the change of sign. This effect has not been observed either (see Fig. 7.6).

In order to test this finding, we performed measurements on hcp Co that was grown
on Au(111). Here, the peak from the minority spin band is located further from
Ep = 0 for k) = 0 and can be thus better separated from the Fermi edge making
an identification of its position and shape more reliable. The resulting partial
intensities are plotted in Fig. 7.8. A preliminary analysis of this data also reveals
no evidence for peak shifts confirming the findings for fct Co.

Based on our observations, we conclude that the exchange splitting is not strongly
quenched in Co during the ultrafast demagnetization process in the part of the BZ,
which we probe.

81t is not observable as a peak in the results due to electron correlation effects (see Sec. 4.2).

9The energy resolution is determined as described in Sec. 5.2. Relative changes like peak
shifts can also be detected if they are significantly smaller than this value. The measurement has
been performed with Ep... = 8V in order to increase the count rate. Since the value for the
energy resolution has approximately twice the size as for the result measured with the He lamp
at Epg.. = 4eV (see Sec. 5.2), it can be deduced that AE is dominated by the spectrometer
contribution, which scales with E,,,.. (see Eq. 3.1).
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Figure 7.8: Time evolution of the energy distribution of the partial intensities in hep
Co/Au(111). The sample was excited by a NIR laser pulse at Af =0 and the binding energy is
calculated with respect to the Fermi level (before excitation). On the left (right) side, the results
for the majority (minority) spin direction are shown.

Moreover, the simultaneous and instantaneous quenching of the spin polarization
over the energy range not affected by the pump-pulse suggests an interpreta-
tion based on two coexisting demagnetization mechanisms. The first mechanism
changes!® the spin polarization during the phase of hot electron dynamics in the
energy range around Ep. The additional quenching of P for small Eg in fct Co
(see right side of Fig. 7.6) is an indication for such a contribution. In the second
possible mechanism, an energy-independent fraction of the photoemission intensity
is "transfered” from the dominating to the opposite spin channel at each Eg. This
effect is not directly correlated with the hot electron dynamics. Evidence for such a
behavior can be found in the quenching of the spin polarization and the correlated
change of the partial intensities at Eg > 1.6 eV, where no (linear) excitation of the
electrons by the pump-pulse takes place. In addition, the latter mechanism might
explain the discrepancy between the partial intensities in the depleted energy region
(0 < Eg < 1eV) and of the hot electrons, which is observed in the data plotted
in Fig. 7.7 and was also briefly discussed earlier. Since the measured intensity
for Ep < 0 is only created by excited electrons, a projection effect would have
no influence in this region. Here, the partial intensity seems to be higher for the
majority spin electrons, meaning that more of them are excited. Assuming a con-
servation of the spin during the excitation, this means that also more majority spin
electrons leave the energy range below the Fermi edge. In contrast, the minority
spin channel is stronger reduced than the majority spin channel at Ep =~ 0.4eV.

10The underlying physical process can be, for example, spin-flip scattering or spin-dependent
transport.
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This contradictory observation can be explained by an additional projection effect
for Ep > 0 because it supports the reduction of the minority spin intensity leading
to the strong drop, but at the same time counteracts the decrease of the majority
spin intensity.

Further support for such a "projection” of parts of the band structure is given by
static heating experiments on Co that investigate the magnetic behavior above
T [Schneider91b]. The authors find that the magnetization is vanishing without
peak shifts and that the band structure is not changing to the shape observed
for 3d paramagnets, which does not agree with the Stoner-model. The results in
[Schneider91b] are explained by a disappearance of the long-range magnetic order
while small regions keep an exchange-split band structure. This can result in the
observed spin mixing [Kisker84].

The interpretation suggested in the last paragraph remains, however, very prelimi-
nary on the basis of the present results and data analysis.
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8 Summary & Outlook

The work presented in this thesis paves the way for a direct observation of the
spin-dynamics in extended parts of the electronic band structure on femtosec-
ond time scales using spin-resolved photoelectron spectroscopy (PES). For this
purpose, an experimental setup including a highly efficient spin detector and a
femtosecond-pulsed extreme ultraviolet (XUV) light source based on high-order
harmonic generation (HHG) was developed and commissioned (see Chap. 3). Our
photoemission setup and the in situ sample preparation capabilities were tested
using thin Co films grown on Cu(001). The results that we achieved using static
photoemission with a continuous wave (cw) light source agree with published data,
which confirms the good performance of the setup (see Chap. 4). Afterwards,
static measurements were performed with the femtosecond XUV pulses in order to
investigate the suitability of two different modes of operation of the HHG source for
pump-probe experiments. Furthermore, vacuum space-charge (VSC) effects, one of
the main aspects limiting the performance, were studied. Based on the observation,
experimental conditions that are suitable for time- and spin-resolved PES studies
have been found (see Chap. 5). The analysis of the VSC effects was further extended
by investigations of the influence of the near-infrared (NIR) pump-pulses on the
measurement results. We observed an effect on time scales that are far longer
than the processes in ultrafast magnetization dynamics. In addition, the stability
conditions in our setup were estimated and improved to fulfill the needs of pump-
probe measurements (see Chap. 6). Finally, the feasibility of simultaneous time-,
energy- and spin-resolved measurements covering the full binding energy range of
the valence bands was demonstrated leading to new insights into the dynamics of
the band structure during ultrafast demagnetization. In particular, no indication of
a quenching of the exchange splitting has been found (see Chap. 7).

Based on the findings in the last chapter, several pump-induced changes in the
photoemission spectra that were observed need a clarification in future experiments.
For example, a verification of the kj-independence of the electron excitation (see
right side of Fig. 7.4) for a broader range of wave vectors is necessary and needs
to be compared to corresponding band structure calculations. The latter can be
also used to understand the evolution of the hot electron distribution in more
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detail. From experimental side, in particular a higher temporal resolution, which
is easily achievable using shorter pump-pulses, and a concentration on the energy
range around Ep = 0 to increase the statistics would allow spin-resolved studies
of the relaxation dynamics in order to identify, e.g., spin-flip processes. This can
go along with a change of the wave vector which is probed and thus provide direct
insights into the influence of differences in the band hybridization on the spin-flip
probabilities [Pickel08].

Moreover, the simultaneous change of the spin polarization over the full measured
energy range needs further investigations. Demagnetization curves with smaller
delay steps compared to the results shown on the right side of Fig. 7.6 can study pos-
sible variations in the demagnetization-onset time and the overall demagnetization
time for different electron binding energies. This is expected to test the suggestion
of a mechanism inducing a constant, parallel quenching of the spin polarization.
Here, a better temporal resolution would be again helpful and possible delays of
the energy range that is not directly excited by the NIR pump-beam are especially
interesting.

Another aspect, which has to be still further validated, is the absence of peak shifts
in our results. For a clearer analysis of the experimental results, a better separation
of the minority peak from the cut-off at Er for Co(001) would be helpful. This
can be achieved by, e.g., varying the emission angle and therefore ky (see Fig. 4.4).
Upcoming time- and spin-resolved measurements would also profit from a better
energy resolution (for example by decreasing Ep,s) because smaller peak shifts can
be determined.

In order to identify the role of fluctuating regions with a locally conserved band
structure, static studies of the equilibrium! situation for temperatures approaching
T are necessary. However, for thin films of Co grown on Cu(001) or Au(111)
a non-transient heating generally leads to diffusion of the substrate material to
the surface. Therefore, static photoemission measurements of the influence of
equilibrium heating on the band structure are challenging. However, additional in-
formation about the relation between the equilibrium and non-equilibrium situation
in 3d ferromagnets might come from measurement on, e.g., Fe on MgO or Ni on W.
In general, the main goal of the thesis was to prove the concept of our experimental
approach. The setup still allows for technical optimizations including improvement
of the spin detector efficiency. The efficiency enhancement can be used for a better
energy resolution, as discussed above, or for the investigation of a wider parameter
space, for example by increasing the density or range of delay steps. It might also
enable time-resolved experiments using the HHG source in red-driven mode (RDM),
which allows a variation of the k; direction in the Brillouin zone (BZ) (see Sec. 3.1).
This is especially interesting, because the As; band in face-centered tetragonal (fct)
Co is located at larger binding energies for an excitation with higher photon energies

1Here, equilibrium means that the electron system is in equilibrium with the lattice.
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and therefore leaves the vicinity of the Fermi edge (see Fig. 5.3). Higher count
rates might even allow for spin- and time-resolved resonant photoemission at the
3p core levels of 3d ferromagnets (see Sec. 3.1), which can be directly related to
results obtained with the transverse magneto-optical Kerr effect (MOKE) at the
M-absorption edges.

At present, a differentiation between processes that locally occur at the place of
excitation (e.g. spin-flips) and mechanisms that transport the magnetic moment
away from the excited area (e.g. spin-currents) is difficult in our experiment. A
combined investigation of a sample with surface-sensitive PES and the more bulk-
sensitive transverse MOKE using HHG radiation (or alternatively x-ray magnetic
circular dichroism (XMCD) with synchrotron femtoslicing) might help to disen-
tangle such effects. Furthermore, non-local (transport) effects can be studied by
separating the optical excitation and the probing, for example in an experimental
geometry allowing the pump-beam to arrive from the back of the sample through
a transparent substrate?. If the sample system is thick enough to absorb the
intensity of the pump-beam but still transmits spin-currents, i.e. several tens of
nm [Eschenlohr13], probing the front of the sample by PES can deliver information
purely about transport effects.

Moreover, our setup can be applied to expand the view on other materials with
interesting spin properties like 4f ferromagnets or MoS,, as already discussed in the
introduction (see Chap. 1).

2Au/Fe bilayers grown on MgO can serve as a possible sample system for such studies
[Melnikov11].
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Appendix

Symmetry Properties of Electronic States

Basis Functions E Cz cy | Jcz | Jc,
Ay 1, z, 222 — 22 — 32 1 1 1 1 1
A, % —3? 1 1 -1 1 -1
A, Ty 1 1 —1 —1 1
Al zy(z? — y?) 1 1 1 —1 —1
Ag T, Y, Tz, Yz 2 -2 0 0 0

Basis functions and character table for the A-direction in the simple cubic lattice.
The first column shows the irreducible representations of the group, which are associated with
the wave functions of the electronic states. Next to it basis functions are shown that transform
accordingly (the 2- corresponds to the A-direction). In the right part, the first row gives the
symmetry operations of the group (C4,) in Schoenflies-notation, whereas a J indicates that the
operation is followed by an inversion. The entries represent the so-called "characters”. Their values
give information about the degeneracy of the state, and the signs represent the parity of the wave
function under the transformation. (adapted from [Dresselhaus08], where a lot of additional details
can be found)

MATLAB Source Code for Simulations of Pump-induced
Vacuum Space-charge Effects

e of of df o o of df P o

This script simulates the movement of the pump-induced electron cloud

and an interacting probe electron

1. step: calculate the positions of the slices of the pump-induced
electron cloud/the probe electron after their creation up to the
time, when both pulses have arrived at the sample

2. step: calculate the total energy (kinetic + potential energy) of
the probe electron at the first time (m=1) when the pump-induced
electrons as well as the probe electron are present

3. step: for each subsequent time step: calculate the new position of
the probe electron using the kinetic energy from the step before;



APPENDIX

calculate the new positions of the pump-induced electron slices =>
calculate the new potential energy of the probe electron in the
field of the pump-induced electron cloud => calculate the new
kinetic energy of the probe electron by subtracting the new
potential energy from the total energy (energy conservation, Etot
from step 2)

4. step: repeat step 3 until the probe electron has propagated the
distance to the spectrometer entrance

the position of an undisturbed HHG reference electron is always
calculated as well for comparison

clear; close all;

% START ——— DEFINE INPUT PARAMETERS —————
d=0.9%e-3; % spot diameter of the pump beam in m
rep_rate=5000; % laser repetition rate in Hz

% distance between sample and detector in m:
distance_to_detector = 25e-3;
% sample current generated by the pump-beam:

sample_current=0.%e-9; % in A
% kinetic energy of the probe electron:
E_HHG=15; % in ev

% mean kinetic energy (gauss_b) and width (gauss_c) of the pump-induced
% electron cloud; assuming a Gaussian distribution:

gauss_b=5; % in ev

gauss_c=7; % in ev

% kinetic energies of the slices that model the pump-induced electron

% cloud:

E pump=0.2:0.2:28; % in ev

% (approx.) number of time steps that are simulated for each delay
% (used to determine step size):
calculation_time_steps=500;

% maximum/minimum delay that is simulated and number of steps in
% between:

delay_min=-13e-9; % in s
delay_max=20e-9; % in s
delay_steps=330; % in s

% general constants:

eps=8.85e-12; % (A s)/(V m)
e=1.6e-19; % in C

c=3e8; % in m/s
m_e=9%.11e-31; % in kg

% END ————— DEFINE INPUT PARAMETERS ————-—

% START ——— CALCULATE GENERAL PARAMETERS ————-—

r=d/2; % calcutate the spot radius (from the spot diameter)
% calculate the number of pump-induced electrons from the sample

II
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% current:
N_pump=sample_current./ (e.srep_rate);
% create the pump-induced electron cloud:
int_E pump=exp (- (( (E_pump-gauss_b)./gauss_c)."2)./2);
% normalize the pump-induced electron cloud to the number of pump-
% induced electrons:
int_E pump=int_E_pump.+N_pump./sum(int_E_pump);
% calculate the velocity for each slice of the pump-induced electron
% cloud:
for j=1:1:1length(E_pump)
v_pump (j)=sqrt (2« (E_pump (Jj) .*e) ./m_e);
end;
% create a list of delays:
delay_l=delay_min: ((delay_max-delay_min) ./delay_steps):delay_max;

% calculate the velocity of the undisturbed HHG reference electron:
v_HHG out=sgrt (2« (E_HHG+e) ./m_e);
% calculate the time that the undisturbed HHG reference electron needs
% to reach the distance of the spectrometer entrance:
t_max = (distance_to_detector./v_HHG out);
% calculate the corresponding size of the time steps for the
% simulation:
diff t=(t_max./calculation_time_steps);
% END ———— CALCULATE GENERAL PARAMETERS —————

% START ————— SIMULATION ————-—
% repeat the simulation for each delay:
for n=1:1:1length(delay_1)
delay=delay_1(n);
% display progress of the delay list in percent:
(n)./ (length(delay_1))+«100
% set the number of time steps that are already simulated for this
% delay (pump-induced electron cloud and probe electron are present)
% to zero:
m=0;
% repeat the simulation for this delay until the probe electron
% reaches the distance of the spectrometer entrance (each repetition
% simulates a time steps):
for i=1:1:inf
% set the potential energy of the probe electron in the field of the
% pump-induced electron cloud at the actual time step to zero
% (initialize):
pot_ges (1)=0;
% calculate the 'time after excitation' for the pump-induced electron
% cloud for the current time step; t_IR=0: pump-pulse arrives at
% the sample:
t_IR(1)=((i-1).+diff t);
% calculate the 'time after excitation' for the probe electron for
% the current time step; t_HHG=0: probe-pulse arrives at the
% sample:

II1
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t_HHG(i)=t_IR(i)-delay;
% calculate the position of the pump-induced electron slices for the
% current time step, if the pump-pulse has already arrived at the
% sample:
if (t_IR(i)>=0)
for j=1:1:1length(E_pump)
x_pump (1, j)=v_pump (J) .« (t_IR(1));
end;
end;
% if both pulses have arrived at the sample, start to calculate their
% interaction:
if (t_HHG(i)>=0)&&(t_IR(i)=>=0)
% increase the internal index m:
m=m+1;

if m==
% For the first time step, when both the probe electron and the
% pump—-induced electron cloud are created (first time, when
t_HHG>0 and t_IR>0), the total energy (Etot=Epot+Ekin) is
calculated. This wvalue is used as a reference (energy
conservation) for all subsegquent time steps.

P oP o

% calculate the velocity of the probe electron (from orig. Ekin):
v_HHG(i)=sgrt (2+e+E_HHG./m e);
% calculate the position of the probe electron:
¥ _HHG(i)=v_HHG(i)«t_HHG(i);
% calculate the velocity of the undisturbed HHG reference electron:
v_HHG und(i)=sgrt (Z+e+E_HHG./m_e);
% calculate the position of the undisturbed reference HHG electron:
¥ _HHG_und(i)=v_HHG_ und (i) +t_HHG(i);
for j=1:1:1length(E_pump)

% for each slice of the pump-induced electron cloud...

% ...calculate the distance to the probe electron:
x_diff (i, j)=x_pump (i, j)-x_HHG(1i);
% ...then calculate the resulting potential energy of the probe

% electron in the field of this slice:
sr=(sgrt(x_diff(i,j)."24r."2)-abs(x diff(i,J)));
pot (i, j)=int_E_pump(j)+e./ (2+pis+eps)+1/(r."2)+sr;

% ... and sum the potential energy up for all slices:
pot_ges (i)=pot_ges(i)+pot(i,]);
end;

% calculate the total energy of the probe electron:
Eges=pot_ges (i) +E_HHG;

% set the kinetic energy of the probe electron after this time step
% (assumed as being still the original E HHG):

Ekin_after (i)=E_HHG;

% set the kinetic energy of the undisturbed HHG reference electron
% after this time step (is always the original E_HHG):
E_und_after (i)=E_HHG;
end;
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if m»1
% For every time step after the first one, the new positions of the
% probe electron and all pump-induced electron slices is

% calculated from the corresponding positions in the previous

% time step using the kinetic energy (and thus the velocity)

% after the previous time step. Then, a new kinetic energy is

% calculated for the probe electron.

% calculate the velocity of the probe electron after the previous
% time step (Ekin from i-1):
v_HHG(i)=sgrt(2.+e.+«Ekin_after(i-1)./m e);

% use this velocity to calculate the new position of the probe

% electron:

¥ _HHG(i)=(t_HHG(i)-t_HHG(i-1)).+v_HHG(i) + x_HHG(i-1);

% calculate the velocity of the undisturbed HHG reference electron
% after the previous time step:

v_HHG_und (i)=sgrt (2. +e.+E_und_after(i-1)./m_e);

% use this velocity to calculate the new position of the

% undisturbed HHG reference electron:
¥_HHG und(i)=(t_HHG(i)-t_HHG(i-1)).+v_HHG_ und(i) + x_HHG_ und(i-1);
for j=1:1:length(E_pump)

% for each slice of the pump-induced electron cloud...

% ...calculate the distance to the probe electron at the current
% time step:

x_diff (i, j)=x_pump (i, j)-x_HHG(i);

% ...then calculate the resulting potential energy of the probe
% electron:

sr=(sqrt(x_diff (i, j).~2+r.~2)-abs (x_diff (i, §)));

pot (i, j)=int_E _pump (j) +xe./ (2+pi*eps) «1/(r.~2) x5r;

% ... and sum the potential energy up for all slices:
pot_ges (i)=pot_ges (i)+pot (i, ]J);
end;
% calculate the new kinetic energy of the probe electron after this
% time step by subtracting its new potential energy from its
% total energy at the beginning (energy conservation: loss of
% Epot => acceleration, gain of Epot => deceleration):

Ekin_after(i)=Eges-pot_ges(i);

% set the kinetic energy of the undisturbed HHG reference electron
% after this time step (is always the original E HHG):

E und_after(i)=E_HHG;
end;

% save the position of the probe electron when it reaches the

% distance of the spectrometer entrance and the corresponding
% index of the time step in the simulation (for the calculation
% of the final Ekin):

last_i_HHG(n)=i;
last_x_HHG(n)=x_HHG(1i);
else
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% fill the position arrays with zeros for time steps, when not both
% pulses have arrived at the sample yet
¥ _HHG(1)=0;
¥_HHG_und (i)=0;
x_diff(i, j)=0;
end;
% stop the simulation when the probe electron propagated the distance
% to the spectrometer entrance:
if x_HHG(i)>=distance_to_detector
break
end;
clear sr;
end;
% save the final kinetic energy at the spectrometer entrance distance
% for this delay...
% ...for the probe electron:
Ekin_final (n)=Ekin_after(last_i_HHG(n));
% ...and the undisturbed HHG reference electron:
E_und_final (n)=E_und_after (last_i_HHG(n));
end;



List of Abbreviations

AC  absorbed electron current

AES Auger electron spectroscopy
ARPES angle-resolved photoelectron spectroscopy
BBO B-BaB;0y

BDM blue-driven mode

BZ Brillouin zone

CCD charge-coupled device

CSA cylindrical sector analyzer

cw  continuous wave

EAL effective attenuation length

EDC energy distribution curve

fct  face-centered tetragonal

FEL free-electron laser

FoM figure of merit

FWHM full width at half maximum
HAMR heat-assisted magnetic recording
HHG high-order harmonic generation
IMFP inelastic mean free path

IPES inverse photoelectron spectroscopy

IT information technology
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LIST OF ABBREVIATIONS

LAPE laser-assisted photoelectric effect
LEED low-energy electron diffraction
MOKE magneto-optical Kerr effect

NIR near-infrared

PES photoelectron spectroscopy

RC reflected electron current

RDM red-driven mode

SHG second harmonic generation

SOC spin-orbit coupling

SPLEED spin-polarized low-energy electron diffraction
TBP time bandwidth product

RT room temperature

UHV ultrahigh vacuum

UPS ultraviolet photoelectron spectroscopy
VLEED very low-energy electron diffraction
VSC vacuum space-charge

XMCD x-ray magnetic circular dichroism
XUV extreme ultraviolet

ZD  zero delay
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